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PREFACE

Comprehensive Inorganic Chemistry III is a new multi-reference work covering the broad area of Inorganic
Chemistry. The work is available both in print and in electronic format. The 10 Volumes review significant
advances and examines topics of relevance to today’s inorganic chemists with a focus on topics and results after
2012.

The work is focusing on new developments, including interdisciplinary and high-impact areas. Compre-
hensive Inorganic Chemistry III, specifically focuses on main group chemistry, biological inorganic chemistry,
solid state and materials chemistry, catalysis and new developments in electrochemistry and photochemistry, as
well as on NMR methods and diffractions methods to study inorganic compounds.

The work continues our 2013 work Comprehensive Inorganic Chemistry II, but at the same time adds new
volumes on emerging research areas and techniques used to study inorganic compounds. The new work is also
highly complementary to other recent Elsevier works in Coordination Chemistry and Organometallic Chem-
istry thereby forming a trio of works covering the whole of modern inorganic chemistry, most recently COMC-4
and CCC-3. The rapid pace of developments in recent years in all areas of chemistry, particularly inorganic
chemistry, has again created many challenges to provide a contemporary up-to-date series.

As is typically the challenge for Multireference Works (MRWs), the chapters are designed to provide a valu-
able long-standing scientific resource for both advanced students new to an area as well as researchers who need
further background or answers to a particular problem on the elements, their compounds, or applications.
Chapters are written by teams of leading experts, under the guidance of the Volume Editors and the Editors-in-
Chief. The articles are written at a level that allows undergraduate students to understand the material, while
providing active researchers with a ready reference resource for information in the field. The chapters are not
intended to provide basic data on the elements, which are available from many sources including the original
CIC-I, over 50-years-old by now, but instead concentrate on applications of the elements and their compounds
and on high-level techniques to study inorganic compounds.

Vol. 1: Synthesis, Structure, and Bonding in Inorganic Molecular Systems; Risto S. Laitinen

In this Volume the editor presents an historic overview of Inorganic Chemistry starting with the birth of
inorganic chemistry after Berzelius, and a focus on the 20th century including an overview of “inorganic”Nobel
Prizes and major discoveries, like inert gas compounds. The most important trends in the field are discussed in
an historic context. The bulk of the Volume consists of 3 parts, i.e., (1) Structure, bonding, and reactivity in
inorganic molecular systems; (2) Intermolecular interactions, and (3) Inorganic Chains, rings, and cages. The
volume contains 23 chapters.

Part 1 contains chapters dealing with compounds in which the heavy p-block atom acts as a central atom.
Some chapters deal with the rich synthetic and structural chemistry of noble gas compounds, low-coordinate
p-block elements, biradicals, iron-only hydrogenase mimics, and macrocyclic selenoethers. Finally, the chem-
istry and application of weakly coordinating anions, the synthesis, structures, and reactivity of carbenes con-
taining non-innocent ligands, frustrated Lewis pairs in metal-free catalysis are discussed. Part 2 discusses
secondary bonding interactions that play an important role in the properties of bulk materials. It includes
a chapter on the general theoretical considerations of secondary bonding interactions, including halogen and
chalcogen bonding. This section is concluded by the update of the host-guest chemistry of the molecules of
p-block elements and by a comprehensive review of closed-shell metallophilic interactions. The third part of the
Volume is dedicated to chain, ring and cage (or cluster) compounds in molecular inorganic chemistry. Separate
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chapters describe the recent chemistry of boron clusters, as well as the chain, ring, and cage compounds of
Group13 and 15, and 16 elements. Also, aromatic compounds bearing heavy Group 14 atoms, polyhalogenide
anions and Zintl-clusters are presented.

Vol. 2: Bioinorganic Chemistry and Homogeneous Biomimetic Inorganic Catalysis; Vincent L. Pecoraro and
Zijian Guo

In this Volume, the editors have brought together 26 chapters providing a broad coverage of many of the
important areas involving metal compounds in biology and medicine. Readers interested in fundamental
biochemistry that is assisted by metal ion catalysis, or in uncovering the latest developments in diagnostics or
therapeutics using metal-based probes or agents, will find high-level contributions from top scientists. In the
first part of the Volume topics dealing with metals interacting with proteins and nucleic acids are presented (e.g.,
siderophores, metallophores, homeostasis, biomineralization, metal-DNA and metal-RNA interactions, but
also with zinc and cobalt enzymes). Topics dealing with iron-sulfur clusters and heme-containing proteins,
enzymes dealing with dinitrogen fixation, dihydrogen and dioxygen production by photosynthesis will also be
discussed, including bioinspired model systems.

In the second part of the Volume the focus is on applications of inorganic chemistry in the field of medicine:
e.g., clinical diagnosis, curing diseases and drug targeting. Platinum, gold and other metal compounds and their
mechanism of action will be discussed in several chapters. Supramolecular coordination compounds, metal
organic frameworks and targeted modifications of higher molecular weight will also be shown to be important
for current and future therapy and diagnosis.

Vol. 3: Theory and Bonding of Inorganic Non-molecular Systems; Daniel C. Fredrickson

This volume consists of 15 chapters that build on symmetry-based expressions for the wavefunctions of
extended structures toward models for bonding in solid state materials and their surfaces, algorithms for the
prediction of crystal structures, tools for the analysis of bonding, and theories for the unique properties and
phenomena that arise in these systems. The volume is divided into four parts along these lines, based on major
themes in each of the chapters. These are: Part 1: Models for extended inorganic structures, Part 2: Tools for
electronic structure analysis, Part 3: Predictive exploration of new structures, and Part 4: Properties and
phenomena.

Vol. 4: Solid State Inorganic Chemistry; P. Shiv Halasyamani and Patrick M. Woodward

In a broad sense the field of inorganic chemistry can be broken down into substances that are based on
molecules and those that are based on extended arrays linked by metallic, covalent, polar covalent, or ionic
bonds (i.e., extended solids). The field of solid-state inorganic chemistry is largely concerned with elements and
compounds that fall into the latter group. This volume contains nineteen chapters covering a wide variety of
solid-state inorganic materials. These chapters largely focus on materials with properties that underpin modern
technology. Smart phones, solid state lighting, batteries, computers, and many other devices that we take for
granted would not be possible without these materials. Improvements in the performance of these and many
other technologies are closely tied to the discovery of newmaterials or advances in our ability to synthesize high
quality samples. The organization of most chapters is purposefully designed to emphasize how the exceptional
physical properties of modern materials arise from the interplay of composition, structure, and bonding. Not
surprisingly this volume has considerable overlap with both Volume 3 (Theory and Bonding of Inorganic Non-
Molecular Systems) and Volume 5 (Inorganic Materials Chemistry). We anticipate that readers who are inter-
ested in this volume will find much of interest in those volumes and vice versa

Vol. 5: Inorganic Materials Chemistry; Ram Seshadri and Serena Cussen

This volume has adopted the broad title of Inorganic Materials Chemistry, but as readers would note, the title
could readily befit articles in other volumes as well. In order to distinguish contributions in this volume from
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those in other volumes, the editors have chosen to use as the organizing principle, the role of synthesis in
developing materials, reflected by several of the contributions carrying the terms “synthesis” or “preparation” in
the title. It should also be noted that the subset of inorganic materials that are the focus of this volume are what
are generally referred to as functional materials, i.e., materials that carry out a function usually through the way
they respond to an external stimulus such as light, or thermal gradients, or a magnetic field.

Vol. 6: Heterogeneous Inorganic Catalysis; Rutger A. van Santen and Emiel J. M. Hensen

This Volume starts with an introductory chapter providing an excellent discussion of single sites in metal
catalysis. This chapter is followed by 18 chapters covering a large part of the field. These chapters have
been written with a focus on the synthesis and characterization of catalytic complexity and its relationship
with the molecular chemistry of the catalytic reaction. In the 1950s with the growth of molecular inorganic
chemistry, coordination chemistry and organometallic chemistry started to influence the development of
heterogeneous catalysis. A host of new reactions and processes originate from that time. In this Volume
chapters on major topics, like promoted Fischer-Tropsch catalysts, structure sensitivity of well-defined alloy
surfaces in the context of oxidation catalysis and electrocatalytic reactions, illustrate the broadness of the
field. Molecular heterogeneous catalysts rapidly grew after high-surface synthetic of zeolites were intro-
duced; so, synthesis, structure and nanopore chemistry in zeolites is presented in a number of chapters.
Also, topics like nanocluster activation of zeolites and supported zeolites are discussed. Mechanistically
important chapters deal with imaging of single atom catalysts. An important development is the use of
reducible supports, such as CeO2 or Fe2O3 where the interaction between the metal and support is playing
a crucial role.

Vol. 7: Inorganic Electrochemistry; Keith J. Stevenson, Evgeny V. Antipov and Artem M. Abakumov

This volume bridges several fields across chemistry, physics and material science. Perhaps this topic is best
associated with the book “Inorganic Electrochemistry: Theory, Practice and Applications” by Piero Zanello that
was intended to introduce inorganic chemists to electrochemical methods for study of primarily molecular
systems, including metallocenes, organometallic and coordination complexes, metal complexes of redox active
ligands, metal-carbonyl clusters, and proteins. The emphasis in this Volume of CIC III is on the impact of
inorganic chemistry on the field of material science, which has opened the gateway for inorganic chemists to use
more applied methods to the broad areas of electrochemical energy storage and conversion, electrocatalysis,
electroanalysis, and electrosynthesis. In recognition of this decisive impact, the Nobel Prize in Chemistry of
2019 was awarded to John B. Goodenough, M. Stanley Whittingham, and Akira Yoshino for the development of
the lithium-ion battery.

Vol. 8: Inorganic Photochemistry; Vivian W. W. Yam

In this Volume the editor has compiled 19 chapters discussing recent developments in a variety of developments
in the field. The introductory chapter overviews the several topics, including photoactivation and imaging
reagents. The first chapters include a discussion of using luminescent coordination and organometallic
compounds for organic light-emitting diodes (OLEDs) and applications to highlight the importance of
developing future highly efficient luminescent transition metal compounds. The use of metal compounds in
photo-induced bond activation and catalysis is highlighted by non-sacrificial photocatalysis and redox pho-
tocatalysis, which is another fundamental area of immense research interest and development. This work
facilitates applications like biological probes, drug delivery and imaging reagents. Photochemical CO2 reduc-
tion and water oxidation catalysis has been addressed in several chapters. Use of such inorganic compounds in
solar fuels and photocatalysis remains crucial for a sustainable environment. Finally, the photophysics and
photochemistry of lanthanoid compounds is discussed, with their potential use of doped lanthanoids in
luminescence imaging reagents.

Preface xix



Vol. 9: NMR of Inorganic Nuclei; David L. Bryce

Nuclear magnetic resonance (NMR) spectroscopy has long been established as one of the most important
analytical tools at the disposal of the experimental chemist. The isotope-specific nature of the technique can
provide unparalleled insights into local structure and dynamics. As seen in the various contributions to this
Volume, applications of NMR spectroscopy to inorganic systems span the gas phase, liquid phase, and solid
state. The nature of the systems discussed covers a very wide range, including glasses, single-molecule magnets,
energy storage materials, bioinorganic systems, nanoparticles, catalysts, and more. The focus is largely on
isotopes other than 1H and 13C, although there are clearly many applications of NMR of these nuclides to the
study of inorganic compounds and materials. The value of solid-state NMR in studying the large percentage of
nuclides which are quadrupolar (spin I > ½) is apparent in the various contributions. This is perhaps to be
expected given that rapid quadrupolar relaxation can often obfuscate the observation of these resonances in
solution.

Vol. 10: X-ray, Neutron and Electron Scattering Methods in Inorganic Chemistry; Angus P. Wilkinson and
Paul R. Raithby

In this Volume the editors start with an introduction on the recent history and improvements of the instru-
mentation, source technology and user accessibility of synchrotron and neutron facilities worldwide, and they
explain how these techniques work. The modern facilities now allow inorganic chemists to carry out a wide
variety of complex experiments, almost on a day-to-day basis, that were not possible in the recent past. Past
editions of Comprehensive Inorganic Chemistry have included many examples of successful synchrotron or
neutron studies, but the increased importance of such experiments to inorganic chemists motivated us to
produce a separate volume in CIC III dedicated to the methodology developed and the results obtained.

The introduction chapter is followed by 15 chapters describing the developments in the field. Several
chapters are presented covering recent examples of state-of-the-art experiments and refer to some of the pio-
neering work leading to the current state of the science in this exciting area. The editors have recognized the
importance of complementary techniques by including chapters on electron crystallography and synchrotron
radiation sources. Chapters are present on applications of the techniques in e.g., spin-crossover materials and
catalytic materials, and in the use of time-resolved studies on molecular materials. A chapter on the worldwide
frequently used structure visualization of crystal structures, using PLATON/PLUTON, is also included. Finally,
some more specialized studies, like Panoramic (in beam) studies of materials synthesis and high-pressure
synthesis are present. Direct observation of transient species and chemical reactions in a pore observed by
synchrotron radiation and X-ray transient absorption spectroscopies in the study of excited state structures, and
ab initio structure solution using synchrotron powder diffraction, as well as local structure determination using
total scattering data, are impossible and unthinkable without these modern diffraction techniques.

Jan Reedijk, Leiden, The Netherlands
Kenneth R. Poeppelmeier, Illinois, United States

March 2023
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5.01 Introduction: Inorganic materials chemistry
Ram Seshadria and Serena A. Cussenb, a Materials Department, Department of Chemistry & Biochemistry, and Materials Research
Laboratory, University of California, Santa Barbara, CA, United States; and b Department of Materials Science and Engineering, The
University of Sheffield, Sheffield, United Kingdom
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Abstract

This volume addresses Inorganic Materials Chemistry with a specific focus on the role of synthesis in developing materials.
The subset of inorganic materials that are the main focus of this volume are what are generally referred to as functional
materials, i.e. materials that carry out a function through the manner in which they respond to an external stimulus. The
contributions in this volume address (with a synthesis focus) a range of topics from hybrid framework materials, the use of
hydride materials as precursors in materials synthesis, to MAX phases and MXenes, data-driven discovery, thermoelectrics,
magnetic materials etc. There are also contributions that address characterization techniques that are particularly relevant to
the synthesis of materials, notably pair distribution function methods for studying nanostructures, and in-situ and operando
diffraction methods as applied to electrode materials in batteries.

This volume has adopted the broad title of Inorganic Materials Chemistry, but as readers would note, the title could readily befit
chapters in other volumes as well. In order to distinguish contributions in this volume from those in other volumes, we have chosen
to use as the organizing principle, the role of synthesis in developing materials, reflected by several of the contributions carrying the
terms ‘synthesis’ or ‘preparation’ in the title. It should also be noted that the subset of inorganic materials that are the focus of this
volume are what are generally referred to as functional materials, i.e.materials that carry out a function usually through the manner
in which they respond to an external stimulus such as light, or thermal gradients, or a magnetic field. In contrast, structural materials
are not discussed here. These would be materials whose primary purpose is mechanical, providing rigidity, being able to contain
objects or spaces, etc.

It is interesting that after all the advances that have been made in developing advanced materials for a range of applications over
the past few centuries, our ability to develop algorithmic procedures for preparing them remains distant, the expertise and experi-
ence of the researchers involved continues to impact the ability to develop new materials. This contrasts with what is accomplished
in the large, but relatively constrained world of organic molecules, where the systematics of bond-breaking and making had already
permitted computer-aided synthesis methods to be developed in the 1960s. There is some hope yet in the world of inorganic mate-
rials and in Chapter 5.02, Sparks and coworkers discuss both the discovery and the synthesis of materials using machine learning
methods.

Metathesis reactions allow control over pathways to desired products and often take place at reduced temperatures because at
least some of the products are by design, associated with large decreases in the free energy. In Chapter 5.03, Wustrow and Nielson
discuss a range of strategies for metathetic reactions including prospects for kinetic stabilization of different polymorphs of
compounds through the judicious selection of starting materials.

Solvothermal reactions are reactions in enclosed vessels, when, at elevated temperatures, the autogenous build-up of pressure
ensures that (depending on the filling of the vessel) some solvent remains, or the solvent becomes supercritical. Solvothermal reac-
tion is the generic term for the better-known hydrothermal reaction, which is the term employed when water is used as the solvent.
Chapter 5.04 by Walton on the use of these methods in preparative solid-state chemistry describes in detail, the design principles in
setting up these chemistries and include a discussion of the role of templating organic species in the preparative chemistry of frame-
work materials such as zeolites.

As with the use of solvothermal methods, the method of spark-plasma sintering as described by Gaultois and Surta (see Chapter
5.05), who also delve into what the specific method should be called: as has been frequently noted by researchers, the method does
not involve sparks or plasmas, and indeed, the great utility of this (rapid) method is that sintering can be avoided. The method
involves passing a high DC current through powders held usually in a graphite crucible under pressure and can yield complex mate-
rials in the form of dense pellets, sometimes in only a few minutes.

As with metathesis chemistry, the judicious selection of the right precursors can greatly aid the formation of desired products in
the inorganic solid state. Zaikina and coworkers describe the use of metal hydrides in the creation of interesting compounds in
Chapter 5.06. Besides being useful as strong reducing agents at even relatively low temperatures, hydrides are a convenient source
of associated metal in reactive form, as well as serving as a hydrogen source.

Metal chalcogenides are useful across a wide range of useful functionality, and the Chapter 5.07 by Biswas and coworkers
describes the preparation and properties of these for applications ranging from superconductivity to topological quantum and ther-
moelectric materials, non-linear optical materials, and materials for the remediation of heavy-metal pollutants.

Some of the contributions in this volume are focused on materials for specific functions. For example, Chapter 5.08 by Mozhar-
ivskyj discusses the preparation of magnetocaloric materials with a focus on materials for refrigeration near room temperature.
These materials usually have a ferromagnetic transition in the temperature range of interest. Near this transition temperature,
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the material is readily switched by an applied magnetic field to a state where the spins are aligned and are therefore associated with
very low or zero magnetic entropy. Removing the field can result in the spins being randomized, returning the system to a high-
magnetic-entropy paramagnetic state. This cycling between low and high entropy states permits these materials being used in
fluid-free heat-pumps, and several researchers have estimated that eventually, such heat pumps can be competitive with or surpass
the efficiency of gas-compression heat pumps, with the advantage that no ozone-destroying or greenhouse gas is required.

In Chapter 5.09, Tapia-Ruiz and coworkers address the emerging area of materials for sodium-ion batteries. On the anode or
low-voltage side, they discuss so called hard carbons and discuss the evolution of organic matter into hard carbons under pyrolytic
conditions, a problem that interestingly, was the subject of significant research of the late crystallographer of DNA and viruses, Rosa-
lind Franklin. On the cathode or high-voltage side, they discuss complex transition metal oxides, with and without oxo-anions such
as phosphate, that are the emerging materials in this space.

Supertetrahedral clusters are an exciting area of main group solid-state chemistry where main group chalcogenide compounds
are built up from fragments of the wurtzite structure resulting in small-band-gap materials with structures that in some ways
resemble the open structures of zeolites. Like zeolites, the structures are stabilized by large organic cations and judicious balancing
of charges between cations and chalcogen anions is an important design principle. Unlike zeolites, the structural building unit is not
simply a tetrahedral SiO4

4�, but instead can be a complex assemblage of cations with varying charges and chalcogenide anions. In
Chapter 5.10, Wu, Xue, Bu, and Feng describe the range of known chemistries of these materials including detailed descriptions
regarding how they are designed and prepared.

In Chapter 5.11, McCabe discusses polar oxide materials and the several design principles that permit the stabilization of struc-
tural ground states that lack inversion symmetry, usually with a proximal high-temperature state that would in fact possess inversion
symmetry. The presence of a proximal symmetric state invariably means the polarization can be switched upon the application of
reasonable electric fields. Systematic design principles in this area are essential. In addition to the need to incorporate species that
provide local dipoles –– including cations that display second order Jahn-Teller effects, such as lone-pair containing cations and
high-oxidation-state cations with empty d levels –– the overall structure should permit these local dipoles to align.

There has been great recent interest focused on MAX phases, which are a large family of compounds with layered crystal struc-
tures with a range of compositions that usually comprise a transition metal, a main group metal and carbon or silicon. MXenes,
a name that is meant to recall graphene, are exfoliated, nearly monolayer or monolayer MAX phases where the dangling bonds
created during exfoliation are usually capped with fluoride anions. Unlike several other exfoliated monolayer materials, MXenes
are very highly electrically conductive and have found themselves being proposed for a range of applications. The chapter by Birkel
and Hamm describes these exciting, emerging materials (see Chapter 5.12).

Bennet, in Chapter 5.13, on amorphization of hybrid framework materials, drives home the point that many hybrid framework
materials (metal-organic frameworks or MOFs being the archetypical example) can be amorphized under the right conditions of
pressure and temperature. It is even possible to make glasses of these materials. The analogy is again with zeolites: the relatively
open structures imply that under pressure, they can be compacted, but in the absence of simple transformation pathways, these
compacted materials are amorphous rather than crystalline. In this, analogies could be drawn with the melting of crystalline silica
or water-ice, where the melt has no long-range order but is denser than the crystal.

In a slight departure from other chapters in this volumedwith their synthesis focusdbut befitting nevertheless, are two contri-
butions. Chapter 5.14 by Jensen and Cooper on the use of total scattering and pair distribution methods to study the structures of
nanomaterials. Nanomaterials perforce lack the nearly infinite periodic order of crystalline materials and the information in the
Bragg scattering can be limited in utility. When all the scattering from nanomaterials is considered, including the diffuse back-
ground, and is analyzed using modern tools, a much richer description of structure can emerge. The other contribution in this
context, is the one by Senyshyn and Ehrenberg that addresses in-situ and operando diffraction techniques for battery electrode mate-
rials (see Chapter 5.15). The process of inserting and removing elements (usually alkali metal cations with their electrons) from
battery electrodes makes typical electrochemical cells powerful factories for the synthesis of metastable inorganic materials.
Studying all of the processes in detail allows powerful new understanding for the design of new electrode materials.

The Volume Editors are grateful to all the contributing authors, to whom requests were sent out during a global pandemic. We
hope they will enjoy seeing the final fruits of their creation as much as we have enjoyed reading and learning from their
contributions.
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Abbreviations
AD Adaptive design
ANN Artificial neural network
ARES Autonomous Research System
BMA Bayesian model averaging
BO Bayesian optimization
CA Correlation analysis
CAC Cation/anion contribution
CGCNN Crystal graph convolutional neural network
CIF Crystallographic information file
CMS Combinatorial magnetron sputtering
CNT Carbon nanotube
COMBO COMmon Bayesian Optimization
CPD Canonical polyadic decomposition
CR-FS Cluster resolution feature selection
CRC Chemically relevant composition
CRR Capacity retention rate
CV Cross-validation
CVMR Cross-validated misclassification rate
DAC Diamond anvil cell
DFT Density functional theory
DoE Design of experiments
DT Decision tree
EA Evolutionary algorithm

Comprehensive Inorganic Chemistry III, Volume 5 https://doi.org/10.1016/B978-0-12-823144-9.00079-0 3

https://doi.org/10.1016/B978-0-12-823144-9.00079-0


EGO Efficient global optimization
EI Expected improvement
EQE External quantum efficiency
ERT Extremely randomized tree
FAB-HMEs Factorized asymptotic Bayesian inference hierarchical mixture of experts
FEM Finite element method
FS Feature selection
G-CV Grouping cross-validation
GA Genetic algorithm
GBDT Gradient boosting decision tree
GBR Gradient boosting regression
GCMC Grand canonical Monte Carlo
GPR Gaussian process regression
HEA High-entropy alloy
HiTp High-throughput
HOIP Hybrid organic-inorganic perovskite
iCGCNN Improved crystal graph convolutional neural network
KG Knowledge Gradient
kNN k-nearest neighbor
KRR Kernel ridge regression
LASSO Least absolute shrinkage and selection operator
LOCO-CV Leave-one-cluster-out cross-validation
LR Linear regression
MAE Mean absolute error
MAECV Cross-validated mean absolute error
MAX Mn þ 1AXn

MBE Molecular beam epitaxy
ML Machine learning
MOF Metal-organic framework
MPB Morphotropic phase boundary
MSE Mean square error
NMF Non-negative matrix factorization
OER Oxygen evolution reaction
OLED Organic light-emitting diode
PLS Partial least squares
PLS-DA Partial least-squares discriminant analysis
PR Polynomial regression
RBF Radial basis function
RF Random forest
RFE Recursive feature elimination
RMSE Root mean square error
RMSECV Cross-validated root mean square error
RR Ridge regression
RRR Residual resistivity ratio
SMC Sequential Monte Carlo
SMILES Simplified molecular-input line-entry system
SMOTE Synthetic minority oversampling technique
SR Symbolic regression
STE Spin-driven thermoelectric
SVD Singular value decomposition
SVM Support vector machine
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TADF Thermally activated delayed fluorescence
TD-DFT Time-dependent density functional theory
TMR Training misclassification rate
XRD X-ray diffraction
XRF X-ray fluorescence

Abstract

Experimentally and computationally validated machine learning (ML) articles are sorted based on size of the training data:
1–100, 101–10,000, and 10,000þ in a comprehensive set summarizing legacy and recent advances in the field. The review
emphasizes the interrelated fields of synthesis, characterization, and prediction. Size range 1–100 consists mostly of Bayesian
optimization (BO) articles, whereas 101–10,000 consists mostly of support vector machine (SVM) articles. The articles often
use combinations of ML, feature selection (FS), adaptive design (AD), high-throughput (HiTp) techniques, and domain
knowledge to enhance predictive performance and/or model interpretability. Grouping cross-validation (G-CV) techniques
curb overly optimistic extrapolative predictive performance. Smaller datasets relying on AD are typically able to identify new
materials with desired properties but do so in a constrained design space. In larger datasets, the low-hanging fruit of materials
optimization are typically already discovered, and the models are generally less successful at extrapolating to new materials,
especially when the model training data favors a particular type of material. The large increase of MLmaterials science articles
that perform experimental or computational validation on the predicted results demonstrates the interpenetration of
materials informatics with thematerials science discipline and an accelerating materials discovery for real-world applications.

5.02.1 Introduction to experimental and computational machine learning validation

Data-driven materials science is plagued by sparse, noisy, multi-scale, heterogeneous, small datasets in contrast to many traditional
machine learning (ML) fields.1 The budding field brings together experts from both materials science and ML disciplines; a great
challenge is to incorporate domain knowledge with the appropriate ML tools to discover new materials with better properties.2

When predictions of new materials are made, experimental3–40 or computational41–52 validation of those results is less common
in the sea of ML articles. This perhaps stems from a requirement to mesh deep expertise from two topics (e.g., density functional
theory (DFT) and artificial neural networks (ANNs)) and the difficulty in publishing if validation results do not align with the
proposed model or do not produce exemplary results.23

Some have addressed the former issue of interdisciplinary expertise requirements by providing user-friendly web apps7 or clearly
documented install and use instructions for code hosted on sites such as GitHub.53 An example of this was the work by Zhang
et al.,38 which used a previously constructed ML web app7 (http://thermoelectrics.citrination.com/) which takes only chemical
formulas as inputs and went on to validate these predictions of low thermal conductivity for novel quaternary germanides.

The expertise issue is aided by advances in flexible code packages in, e.g., Python (PyTorch,54 scikit-learn,55 COMBO,56 pymat-
gen,57 Magpie,58 JARVIS59), MATLAB� (Statistics and Machine Learning Toolbox,60 Deep Learning Toolbox61), and R (caret,62

e1071,63 nnet64) (see also table 2 of Butler et al.65), which shifts some of the burden of computational optimization, speed, and
flexibility away from materials scientists and engineers. Additionally, experimental (e.g., arc melting7,12,28,32,35,37,66 and combina-
torial magnetron sputtering (CMS)13,24) and computational (e.g., DFT41-44,46–51 and finite element method (FEM)67,68) high
throughput techniques and materials databases/tools such as the Materials Project,69 Open Quantum Materials Database,70 Pear-
son’s Crystal Database,71 Matminer,72 Dark Reactions Project,23 2D Perovskites Database, Energy Materials Datamining, and
a battery materials database (see also table 3 of Butler et al.65) are available. These techniques, databases, and tools allow for consis-
tent, curated datasets to be more easily produced, accessed, and added to. Thus, for experimental and computational scientists and
engineers, an in-depth knowledge of ML algorithms or experimental/computational data productionmethods may not be necessary
to leverage data-driven materials predictions. However, it is likely that when datasets are used for materials discovery, an under-
standing of the strengths and weaknesses of various algorithms, effect of parameters, and database entry details will improve predic-
tion results. Some publications may also give recommendations of potential, promising compounds for the materials community
which are then open for other groups to test.42

Meredig1 brought up five high impact research areas for materials science ML, namely: validation by experiment or physics-based
simulation, ML approaches tailored for materials data and applications, high-throughput (HiTp) data acquisition capabilities, ML
that makes us better scientists, and integration of physics within ML and ML with physics-informed simulations. Oliynyk and Bur-
iak73 describe 26 articles validated by either experiment or DFT simulation, and Saal et al.74 give a summary of information from 23
validation articles (all of which are included in the 26 references of Ref. 73) and discuss the five topics in Ref. 1 They point out case
studies of appropriately matching an algorithm to a training set for a given prediction type andmention the influence of dataset size
on choice of algorithm.
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In this work, we sort experimentally and computationally validated articles into three categories based on training dataset
sized1–100 (Section 5.02.2.1), 101–10,000 (Section 5.02.2.1.2), 10,000þ (Section 5.02.2.2)dand discuss trends and unique
examples within each. We then discuss cross-validation (CV) approaches geared toward materials discovery (Section 5.02.3)
and the pursuit of extraordinary materials predictions (Section 5.02.4).

We will assume that the reader is familiar with the basic ML algorithms discussed in this work. For a treatment of these algo-
rithms, we refer the reader to Butler et al.65

5.02.2 Training dataset size organization of validation articles

To our knowledge, no work before has organized and analyzed the corpus of materials informatics literature as a function of dataset
size. However, this could be an appropriate way to organize the literature. After all, different algorithms are certainly better suited for
different training data sizes. For example, ANNs are commonly referred to as data hungry, whereas others such as Gaussian process
regression (GPR) are well-suited to small datasets and generally require sparse approximations for large datasets. We take a rigorous
approach by summarizing and comparing 50 validation articles for three training dataset size ranges, 1–100 (Section 5.02.2.1),
101–10,000 (Section 5.02.2.1.2), and 10,000þ (Section 5.02.2.2), identifying the most common methods used for each, high-
lighting unique approaches, and commenting on general trends with respect to data.

Some articles26,31,34 showed ambiguity with respect to interpreting training dataset size, which could potentially place the article
into multiple size ranges for which we take a case-by-case approach. We assign31,34 to the 1–100 size range and26 to the 10,000þ
size range.

5.02.2.1 1–100 Training datapoints

ML articles that use less than 100 training datapoints6,11-13,16,25,27,29-31,33-35,42-44,51,52,75 are typically Bayesian optimization (BO)
and BO/adaptive design (AD) techniques,11-13,16,29,30,33,34,52 with some support vector machine (SVM)6,35,42,44 among others (e.g.,
symbolic regression (SR)31 and random forest (RF)29). This is to be expected, as BO and AD techniques can allow fewer experiments
to be performed while maximizing the exploratory (probing high uncertainty regions) and exploitative (probing favorable predic-
tion regions) gains of optimization. BO techniques benefit from the inherent availability of uncertainty quantification in addition to
property predictions. This can be used for uncertainty quantification through models and offer better explanation of results that
deviate from predictions or confirmation of results in areas with low uncertainty and high predictive accuracy. Uncertainty can
also be quantified with varying degrees of success for other methods (e.g., bootstrapping SVM results3,29,32,35). We now share exam-
ples of experimental6,11-13,16,25,27,29-31,33–35 and computational42-44,51,52 validation articles, first addressing BO and AD (Section
5.02.2.1.1) followed by those of other ML types (Section 5.02.2.1.2).

Fig. 1 Sequential (i.e., one-variable-at-a-time) Bayesian optimization (BO)/adaptive design (AD) results. Experimental and predicted residual
resistivity ratio (RRR), defined as the ratio of resistivity at 300 K to that at 4 K, for five random (A), 7 (B), 9 (C), and 11 (D) samples (#6–11 via AD)
and expected improvement (EI) values for which the maximum gives the next experiment to perform in the BO/AD algorithm. Uncertainty tends to
decrease in regions near new AD datapoints. Reproduced from Wakabayashi, Y. K.; Otsuka, T.; Krockenberger, Y.; Sawada, H.; Taniyasu, Y.;
Yamamoto, H. Machine-Learning-Assisted Thin-Film Growth: Bayesian Optimization in Molecular Beam Epitaxy of SrRuO3 Thin Films. APL Mater.
2019, 7(10); licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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5.02.2.1.1 Bayesian optimization (BO) and adaptive design (AD) techniques
Wakabayashi et al.30 seeks to improve the residual resistivity ratio (RRR) (ratio of resistivity at 300 K to that at 4 K), which is a good
measure of the purity of a metallic system, of molecular beam epitaxy (MBE) deposited single-crystalline SrRuO3 thin films. Eleven
sequential runs per parameter for three parameters in a GPR/AD scheme over 33 total growth runs were used. Maximization of ex-
pected improvement (EI) gave the next experiment (Fig. 1), as is common to many GPR implementations. First, 11 runs were used
to optimize the Ru flux rate, followed by 11 runs to optimize the growth temperature, and finally 11 runs to optimize the O3-nozzle-
to-substrate distance. The highest RRR of 51.79 was obtained relative to the highest value ever reported of 80. Wakabayashi et al.30

comment that a GPR/AD optimization in three-dimensional space can be used to further increase the RRR. Naturally, the global
optimum is constrained by the scope of the design space, as defined by the three parameters used, their upper and lower bounds,
and the resolution used, with trade-offs in the complexity and costs associated with additional experiments.

Wahab et al.29 performed four-dimensional simultaneous optimization to increase the Raman G/D ratios (ratio of the height of
the D peak, 1350 cm�1, relative to the height of the G peak, 1580 cm�1) of laser-induced graphene films. Higher G/D ratios indicate
better crystallinity and therefore less laser ablation damage. Within 50 optimization iterations, a fourfold increase of Raman G/D
ratios (indicating degree of graphitization) relative to common literature values was attained. Twenty initial training datapoints
were used, totalling 70 experiments. Instrument precision, gas availability, and user-defined lower and upper limits defined the
design space per Table 1, which again, constrain the global optimum. While three of the four optimization parameters are techni-
cally non-negative continuous variables (i.e., all except gas type), this is a case where instrument resolution constraints dictate a finite
number of testable combinations, which we calculate by the Cartesian product to be 554 � 195,000 � 100 � 3 ¼ 32,409,000,000.
While the total possible number of combinations is large, this finite number only takes on meaning in the context of a minimum
correlation length within the true property-design space; if subtle variations in the parameters cause large changes in Raman D/G
ratios, this is indicative of a small correlation length and that manymore parameter combinations would need to be tested in a brute
force approach.

The more likely scenario is that a slight change in, e.g., irradiation power is unlikely to produce a significant change in Raman
G/D ratios, as the relatively smooth trends exhibited in the partial dependence plots of fig. 6 of Ref.29 suggest. Kernel scale or corre-
lation length (also referred to as smoothness length) is often a hyperparameter of BOmethods, for which a proper choice can greatly
affect the rate at which a sequential optimization improves property predictions and approximates the true property-design space.
This is an important case where domain knowledge can play an important role, such as by imposing initial conditions or constraints
on the kernel scale or other hyperparameters such as property standard deviation. Even in non-BO algorithms, estimations of the
local smoothness of the true function being predicted gives context to large combinatoric metrics given in some property-design ML
articles; a large number of possible parameter combinations (especially of arbitrarily discretized variables that would otherwise be
continuous) does not necessarily correlate with high model complexity if the design space has large correlation lengths.

Homma et al.11 give another effective and straightforward application of BO in pursuit of enhanced Li-ion conductivities in
hetereogenous ternary Li3PO4–Li3BO3–Li2SO4 solid electrolytes. The ternary mixture is adaptively tuned, beginning with 15 gridded
training data, followed by 10 AD iterations and yielding a compound 3� higher than any binary composition. Such BO/AD
approaches are becoming increasingly accessible by experimentalists due to the increasing number of powerful, easy-to-use code
packages such as COMmon Bayesian Optimization (COMBO)56 as used in Ref. 11 and the similarity with design of experiments
(DoE), a familiar technique to many experimentalists.

Li et al.16 used GPR to predict the optimal doping ratio of Mn2þ ions in CZTSSe solar cells, experimentally achieving a highest
solar cell efficiency of 8.9%. Four training datapoints and two AD iterations were used where all training data were a multiple of 5%.
It appears that the solar cell exhibits a single peak as a function of dopant ratio, suggesting a smooth and simple underlying function
which is predicted.

Hou et al.12 used the GPR implementation in COMBO to maximize the power factor of Al23.5 þ xFe36.5Si40–x thermoelectrics by
40% at 510 K relative to their starting sample (x ¼ 0) via tuning the AleSi ratio (x). Forty-eight training datapoints were used across
two variables, namely temperature (measured at approximately fixed spacing between 300 and 850 K) and Al/Si ratio (x).

Wu et al.33 employed Bayesian molecular design paired with transfer learning toward discovering high thermal conductivity
polymers. The Bayesian molecular design strategy generated a library of potential polymer structures by representing polymer struc-
tures digitally via a simplified molecular-input line-entry system (SMILES) string. For example, phenol (C6H6O) would be repre-
sented as C1]CC]C(C]C1)O, encoding double bonds as ], start and terminal of ring closures by common digits such as 1,

Table 1 Parameter space limits for Bayesian Model-based Optimization (MBO) of laser-induced graphene Raman G/D ratio maximization.

Parameters Lower limit Upper limit Instrument precision Number possible values

CW-laser power (W) 0.01 5.55 0.01 554
Irradiation time (s) 0.500 20.000 0.001 195,000
Gas pressure (kPa) 0 6894.76 68.9476 100
Gas type Argon Nitrogen Air – 3

Reproduced with permission from Wahab, H.; Jain, V.; Tyrrell, A. S.; Seas, M. A.; Kotthoff, L.; Johnson, P. A. Machine-Learning-Assisted Fabrication: Bayesian Optimization of Laser-
Induced Graphene Patterning Using In-Situ Raman Analysis. Carbon 2020, 167, 609–619.
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and side chains via parentheses enclosures. They imposed prior information that reduced sampling probability of chemically unfa-
vorable or unrealistic structures and sampled the updated distribution by a sequential Monte Carlo (SMC) scheme. Twenty-eight
training structures with thermal conductivity data were used (total 322 observations), and 5917 and 3234 structures were used for
the surrogate properties of glass transition temperature and melting temperature, respectively. The transfer learning approach
improves mean absolute error (MAE) from 0.0327 to 0.0204 W mK�1 as shown in parity plots (Fig. 2C and D), and surrogate
model parity plots are also shown (Fig. 2A and B). Additionally, they synthesized three predicted polymers and demonstrated exper-
imental thermal conductivities similar to state-of-the-art polymers in non-composite thermoplastics.

Talapatra et al.52 used an extension of the typical GPR scheme in a Bayesianmodel averaging (BMA) approach. Rather than select
a single model for a small training dataset, a weighted average of GPR models with different parameters was used. The weights were
assigned based on the prior probability and likelihood of the observed data for each model, and the weights were updated as more
data was iteratively added (i.e., the likelihood of the observed data for each model was updated). As the number of observations
increases, it is expected that better predictive models progressively are weighted more heavily and that the BMA model predictions
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Fig. 2 Transfer learning results for a Bayesian molecular design of polymer structures. Glass transition temperature and melting temperature act as
proxy models for thermal conductivity and for which parity plots are shown in (A) and (B), respectively. Use of transfer learning enhances prediction
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Learning-Assisted Discovery of Polymers With High Thermal Conductivity Using a Molecular Design Algorithm. NPJ Comput. Mater. 2019, 5 (1), 66;
licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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improve. Because their BMA implementation depends on many individual GPR models, without sparse approximations, such an
approach may be limited to small datasets for which many GPR models can be fitted efficiently. The BMA approach was applied to
polycrystalline nanolaminates ternary layered carbides/nitrides. These are also called Mn þ 1AXn (MAX) phases, where M is a tran-
sition metal, A is an A group element, X is C and/or N, and n ¼ 1–3.76 They performed single-objective optimization of maximal
polycrystalline bulk modulus and minimal shear modulus structures (DFT-based values) and multi-objective of maximum bulk
and minimum shear modulus. Six feature sets were used as the candidate models for averaging based on domain knowledge.
The authors used 10 initial training DFT simulations and a budget of 70 DFT optimization iterations where a second-order BMA
approximation is used. Both maximizing bulk modulus and minimizing shear modulus revealed that the best model almost always
had the highest weight, indicating to us that hyperparameter optimization (e.g., choice of feature set) via an appropriate acquisition
function (e.g., EI) may be sufficient and yield faster convergence than BMA. However, it remains to be seen if BMA effectively safe-
guards against poor models better than a (simpler) single hyperparameter optimization step near the beginning of an AD process;
poor models rarely have high weight coefficients for the considered dataset, especially when at least 10 training datapoints are
available.

Xue et al.34 incorporated domain knowledge in the form of a quadratic equation describing a phase boundary of interest based
on Landau-Devonshire theory into a BO scheme in pursuit of more vertical morphotropic phase boundarys (MPBs) in Pb-free
BaTiO3-based piezoelectrics. State-of-the-art Pb-free BaTiO3-based piezoelectrics exhibit large electromechanical responses;
however, they also exhibit high temperature sensitivity. More vertical MPBs are correlated with less temperature sensitivity,
providing motivation for the work in Xue et al.34 They used 19 training phase diagrams based on 231 experiments, 83 of which
were used as inputs and served the sole purpose of obtaining a fit to the quadratic equation for each phase diagram. Six features
based on atomic, crystal chemistry, and electronic structure properties were considered. They successfully predicted and synthesized
a piezoelectric with 15% less curvature in the MPB and lower temperature sensitivity. An important measure of electromechanical
response is the longitudinal piezoelectric strain coefficient (d33) for which higher values are more favorable. While d33 values around
500–600 pCN�1 have been achieved and are present in the initial training data (the performance being a partial motivator for Pb-
free BaTiO3-based piezoelectrics), the synthesized material exhibits a d33 value of 85pC N�1, highlighting an opportunity to use
multi-objective optimization to create a material with both large d33 and low temperature sensitivity.

Iwasaki et al.13 employ a state-of-the-art, accurate, interpretable MLmethod called factorized asymptotic Bayesian inference hier-
archical mixture of experts (FAB-HMEs), which “constructs a piecewise sparse linear model that assigns sparse linear experts to indi-
vidual partitions in feature space and expresses whole models as patches of local experts”.13 They use 21 training datapoints and 17
predictors to identify and synthesize a spin-driven thermoelectric (STE) material with the largest spin-driven thermopower
measured to date and provide possible insights into new domain knowledge. Thermopower, or the Seebeck coefficient, gives
a measure of the voltage induced by a thermal gradient and higher thermopower leads to better performance of thermoelectric
generators and coolers. While the first 14 features come from DFT calculations, it is important to realize that the DFT parameters
were set up based on experimental composition information from X-ray fluorescence (XRF) and experimental crystal structure infor-
mation from X-ray diffraction (XRD). They took XRF and XRD data at different points along a “[compositional] spread thin film”

made via a CMS technique (HiTp). “For instance, fcc, bcc, and L1_0 structures are the possible crystal structures in FePt binary alloy,
which were determined by the combinatorial XRD experiments” (from Supporting Information of Ref. 13). Features 15–17 are
experimental; they cut the sample into small sections and measured thermopower. Their approach is reminiscent of a digital
twin, where an object goes through complementary simulation and experimental testing. Their validation was experimental,
yielding a material with a thermopower of approximately 13 mVK�1 compared to typical state of the art STEs thermopowers below
10 mVK�1. The authors argue that the interpretable and visualizable FAB-HMEs model they generated (Fig. 3) allowed them to
discover new insight that thermopower (SSTE) and the product term (X2X8) of Pt content (X2) and Pt spin polarization (X8) are posi-
tively correlated. They suggest that ML could be useful in observing previously unexplained phenomena.

5.02.2.1.2 Non-Bayesian optimization (BO)
Other ML methods used in the 1–100 training dataset size include SR,31 SVM,6,35,42,44 polynomial regression (PR),35 and RF.29

In a SR scheme, Weng et al.31 randomly generated 43,000,000 symbolic equations and used these to predict and synthesize 13
new perovskites based on lowest ratio of octahedral factor (m) to tolerance factor (t), a new descriptor (m/t) they identified by visu-
ally analyzing equations on the Pareto front of MAE vs equation complexity. Five of the 13 synthesized perovskites turned out to be
pure, and 4 out of those 5 are among the highest oxygen evolution reaction (OER) perovskites, where high OER correlates with
better catalytic performance of perovskites in, e.g., water-splitting into hydrogen or metal-air batteries. Training data consisted of
90 datapoints across 18 in-house synthesized, well-studied, oxide perovskite catalysts (18 perovskites � 4 samples � 3 meas-
urements � 5 current densities ¼ 1080measurements). Because MAE was used as themetric in the approach, from amodel perspec-
tive, using a set of repeated measurements of a given perovskite and current density as training data is identical to using the average
of the set. Naturally, using repeated measurements across multiple samples to decrease observed noise in the average measured
property likely improved the final results of their model and is certainly a wise practice when feasible. Their implementation of
SR involved a genetic algorithm approach according to fig. 2b of Ref. 31. With this global optimization approach, a Pareto front
of MAE vs complexity for 8460 mathematical formulas was generated from which they identified and studied the recurring m/t
descriptor and generated a list of promising perovskite compounds based on minimizing m/t.

Balachandran42 applied SVM using 18 training datapoints and a single test datapoint from experimental literature to enhance
helical transition temperature of known B20 compounds for spintronics applications via elemental substitution. DFT validated the
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prediction that Sn can enhance the transition temperature of Fe(Ge,Sn) compounds and they suggest certain experiments for other
researchers to perform. Balachandran et al.44 employed SVM to predict breaks in spatial inversion symmetry due to displacement of
cations using 14 published DFT training data and made 10 predictions for materials without existing DFT data which they then
validated by DFT. This is useful for identifying promising ferroelectrics because of a correlation between ionic displacement magni-
tude and Curie temperature, where a high Curie temperature is desired for applications such as ferroelectric capacitor-based
computer RAM and heat sensors.

Chen et al.6 performs a multi-objective, AD optimization to increase the strength and ductility of an as-cast ZE62 (Mg6 wt% Zn-
2 wt% RE (Y, Gd, Ce, Nd)) Mg alloy, which is of interest for aerospace, vehicle, electronic, and biomedical applications due to low
density, high stiffness, and high biocompatibility. Ten initial training datapoints selected by orthogonal design are used to train
a SVM model, followed by iterative recommendations of next parameters for a four-parameter experiment via either a Pareto front
vector or scalarization approach. In the Pareto front vector approach, the angle between two vectors wt and wp is minimized, where
wt and wp are vectors from the origin to the target and the virtual (i.e., SVM-based) Pareto front, respectively. The target point used in
their work was 15.6% strain and 157.2 MPa yield strength, as obtained via fig. 2c of Ref. 6 and DataThief III.77 In the scalarization
approach, a point in the virtual space with minimum distance to the target is found. In either approach, when minimization is
complete, the minimized point in the virtual space defines the set of parameters for the next experiment. Both approaches per-
formed similarly, and the latter gave a material with strength and ductility improved by 27% and 13.5%, respectively, relative to
the initial training dataset via four iterations of experiments.

While Wahab et al.29 falls primarily into the category of BO and was discussed in Section 5.02.2.1.1, a RF surrogate model with
500 trees is used due to the presence of both continuous numerical and discrete categorical variables; however, it is worth noting
that GPR and other methods can handle both types simultaneously via dummy variables.78

Sendek et al.51 demonstrated a new large-scale computational screening method capable of identifying promising candidate
materials for solid state electrolytes for lithium-ion batteries. First, 12,831 lithium containing crystalline solids were screened for

Fig. 3 An interpretable model produced by a state-of-the-art ML method, factorized asymptotic Bayesian inference hierarchical mixture of experts
(FAB-HMEs), which can be summarized/visualized via a tree structure with components (i.e., regression models) that are accessed by gates (A).
Regression models for the four components selected via a Bayesian approach (B). Reproduced from Iwasaki, Y.; Sawada, R.; Stanev, V.; Ishida, M.;
Kirihara, A.; Omori, Y.; Someya, H.; Takeuchi, I.; Saitoh, E.; Yorozu, S. Identification of Advanced Spin-Driven Thermoelectric Materials via
Interpretable Machine Learning. NPJ Comput. Mater. 2019, 5 (1), 6–11; licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/).

10 Data-driven materials discovery and synthesis using machine learning methods



high structural and chemical stabilities, low electronic conductivity, and low cost down to 300 potential candidates. A training set of
40 crystal structures and experimentally reported ionic conductivity values from literature were used to train a superionic classifi-
cation model using logistic regression to identify which of those candidate structures are most likely to exhibit fast lithium conduc-
tion. They identify a 5-feature model, selected from 20 potential atomic and chemical property features, that resulted in the lowest
cross-validated misclassification rate (CVMR) and training misclassification rate (TMR) of 10% (in other words, 4 of the 40 training
points are misclassified). From the 300 potential candidates, the model narrowed that down to 21 crystal structures that showed
promise as electrolytes. Sendek et al.51 concluded that a multi-descriptor model exhibits the highest degree of predictive power,
compared to stand alone simple atomistic descriptor functions, and it also served as a first step towards a robust data-driven model
to screen for promising solid electrolyte structures.

Xue et al.35 trained five different iterative statistical learning models to make rapid predictions of the transformation temperature
of NiTi-based alloys from a training set of 53 synthesized alloys and three features (Pauling electronegativity, metallic radius, and
Waber Cromer’s pseudopotential radii). A bootstrap resampling method was applied to the dataset with 53 points and used to train
a linear regression (LR), PR, SVM with a radial basis function (RBF) kernel, SVM with a linear kernel, and SVM with a polynomial
kernel. Using validation from a high precision testing dataset with 23 points on the transformation temperatures of NiTi-based
shape-memory alloys, the PR model had the lowest error out of the 5 with a mean square error (MSE) of about 40 �C. Next, an
adaptive design loop used a tradeoff between exploration and exploitation to find the highest transformation temperature alloy
in the virtual dataset consisting of 1652 417 unexplored alloys. Three different selectors (max, efficient global optimization
(EGO), and Knowledge Gradient (KG)) were employed for two iterations to improve the virtual dataset by suggesting the next
candidate material for experiment. Experimental validation found that the PR model significantly improves after the virtual dataset
is improved (the MSE decreases from 15.7 to 15.0 �C). Xue et al.35 demonstrated a systematic learning and adaptive design frame-
work that can guide future synthesis and discovery of new materials with certain desired properties.

Yuan et al.36 used an SVM model with a RBF kernel and 61 experimental training datapoints to discover new Pb-free BaTiO3

(BTO) based piezoelectrics with large electrostrain. The model screened 605,000 unexplored compositions and performed five
AD iterations in sets of four experiments. Validation compounds were experimentally synthesized following predictions from
four strategies: exploitation, exploration, trade-off between the former two, and random selection (Fig. 4). An optimized trade-
off between exploration (high uncertainty regions) and exploitation (best predicted performance regions), was achieved by
experimentally comparing multiple design strategies. Thus, they were able to produce an optimal criterion for the synthesis of
the piezoelectric (Ba0.84Ca0.16)(Ti0.90Zr0.07Sn0.03)O3, for which the largest electrostrain was 0.23% in the BTO family. The trade-
off between exploration and exploitation is especially significant because it provides a good precedent in guiding experiments in
materials design.

Fig. 4 Overall performance of the trade-off between exploration (probing high uncertainty) and exploitation (probing high performance) design
methodology. (A) The trade-off between exploration and exploitation methodology gives higher measured electrostrain (%) in comparison with the
other four design methodologies for an increasing number of iterations. (B) Predictions made from the model using the trade-off strategy. (C) Parity
plot showing the accuracy of the trade-off model’s predicted strains % in comparison to new synthesized compounds. Reproduced with permission
from Yuan, R.; Liu, Z.; Balachandran, P. V.; Xue, D. D.; Zhou, Y.; Ding, X.; Sun, J.; Xue, D. D.; Lookman, T. Accelerated Discovery of Large
Electrostrains in BaTiO3-Based Piezoelectrics Using Active Learning. Adv. Mater. 2018, 30 (7).

Data-driven materials discovery and synthesis using machine learning methods 11



5.02.2.2 101–10,000 Training datapoints

Many of the ML validation articles that have 101–10,000 training datapoints3-5,9,10,14,18-24,28,32,37,39-41,46,47,50,68 use
SVM.3,5,9,10,14,18,20,21,23,28,32,39-41,46,68 There are also other examples such as ensemble,9 ANN,32 RF,14 decision tree (DT),23,32 recur-
sive feature elimination (RFE),39 least absolute shrinkage and selection operator (LASSO),4 cluster resolution feature selection (CR-
FS),9,10,21 DoE,5 LR,14,23,32 PR,32 partial least squares (PLS),9 matrix-based recommender,50 synthetic minority oversampling
technique (SMOTE),9 k-nearest neighbor (kNN),9,23,32 and kernel ridge regression (KRR)46 approaches. Of the “other” ML articles,
only4,19,22,24,37,47,50 are not already included in the SVM group, indicating that SVM is often combined or compared with other
methods. Most of the SVM articles described here employ a RBF kernel, imposing smooth, Gaussian behavior on the predicted prop-
erties. We now share examples of experimental3-5,9,10,14,18,20-24,28,32,37,39,40,68 and computational41,46,47,50 validation articles,
addressing SVM/AD (Section 5.02.2.2.1), SVM/CR-FS (Section 5.02.2.2.2), general SVM (Section 5.02.2.2.3), and non-SVM
(Section 5.02.2.2.4).

5.02.2.2.1 Support vector machine (SVM) and adaptive design (AD)
Balachandran et al.3 used SVM and a two-step classification then regression approach with 167 and 117 initial training datapoints,
respectively, to predict new high Curie temperature (TC) xBi[Mey0Mey00]O3–(1-x)PbTiO3 perovskite compounds through five itera-
tions of AD. Of the 10 compounds they experimentally synthesized, 6 were perovskites. With an initial approach using only regres-
sion and no classification, a perovskite was predicted and synthesized, but discovered to be non-pure. The classification algorithm
includes training data from non-pure perovskites and is aimed at identifying promising regions in the four-parameter design space
(x, y, Mey0, and Mey00 in xBi[Mey0Mey00]O3–(1-x)PbTiO3) that are more likely to produce pure perovskite phases. The regression step
is then aimed at identifying specific compositions with high TC for ferroelectric applications. In the AD scheme, only compositions
which are classified as perovskites are updated in the regression model, and a EGO scheme79 is used to identify new compositions
for synthesis (Fig. 5). Since only a single iteration was used for the regression-only approach before switching to a two-step
approach, it is unclear to what extent the classification algorithm affected the regression model and subsequent success of choosing
high TC candidates. However, of the six discovered perovskites, 0.2 Bi(Fe0.12Co0.88)O3–0.8 PT had the highest experimental TC of
898 K, and three were novel Mey0Mey00 pairs: FeCo, CoAl, and NiSn. For comparison, the highest and median TC perovskites in the
training data are approximately 1100 and 750 K, respectively.

Wen et al.32 searched for high-entropy alloys (HEAs) having high hardness using 135 training data samples (18 experimentally
from their lab) and demonstrated that learning from composition and descriptors exploiting HEA domain knowledge outper-
formed ML models that use only compositional descriptors. They compared performance across several different models (LR,

Fig. 5 Two-step machine learning algorithm involving adaptive design (AD). Step 1: Screening by classification algorithm to identify perovskite
compositions that can be made without impure phases. Step 2: Predict Curie temperature via support vector machine (SVM) regression and identify
promising candidates using efficient global optimization (EGO). Both successful and failed experiments train the classification model via AD, for
which only successful experiments are passed on to the regression model. Reproduced from Balachandran, P. V.; Kowalski, B.; Sehirlioglu, A.;
Lookman, T. Experimental Search for High-Temperature Ferroelectric Perovskites Guided by Two-Step Machine Learning. Nat. Commun. 2018, 9(1);
licensed under a Creative Commons Attribution (CC BY) license.
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PR, SVM, DT, ANN, and kNN), for which SVM with a RBF kernel had the best performance on test data (Fig. 6). The SVM surrogate
model was used in a DoE-based AD scheme and feature selection (FS) was performed via a hybrid correlation analysis (CA)/
wrapper. Using arc melting, they synthesized 42 alloys, 35 of them having higher hardness than the hardest candidates of the
training set, 17 of them having �10% higher hardness, and the highest with �14% higher hardness (883 � 47 HV relative to
775 HV). They suggested extending this framework to bulk metallic glasses and superalloys.

Cao et al.5 optimized power conversion efficiency of PDCTBT:PC71BM organic photovoltaics via SVM, DoE, and 16 CE iterations
using a total of 150 experimental devices to achieve a maximum power conversion efficiency of approximately 7.7%.

Balachandran et al.41 used a dataset of 223 M2AX family of compounds containing information about bulk, shear, and Young’s
modulus that were calculated using DFT and used it on an iterative ML design strategy composed of two main steps: (1) ML trained
a regressor that predicts elastic properties by elementary orbital radii of the individual components of the materials, and (2)
a selector used these predictions and their uncertainties to choose the next material to investigate. Additionally, DFT calculations
were used to measure the desirability of the properties of a potential materials candidate. Three different regressors, GPR, SVM
with a RBF kernel, and SVM with a linear kernel, were compared along with two different selectors, EGO and KG. Ideally, the result-
ing model should provide a balance between exploration and exploitation and obtain a material with the desired elastic properties
in as few iterations as possible. The performance of each model was measured in terms of “opportunity cost” and the number of
iterations used to find a material. They found that selectors that use information about the prediction uncertainty perform better
than by themselves.

5.02.2.2.2 Support vector machine (SVM) and cluster resolution feature selection (CR-FS)
Gzyl et al.9 predicted half-Heusler structures, compounds with equiatomic proportions ABC (important for thermoelectrics, spin-
tronics, and topological insulators), with a sensitivity, selectivity, and accuracy of 88.3%, 98.2%, and 97.6%, respectively. They used
2818 experimental training data points and an ensemble of PLS, SVM, and kNN ML models. Each of the three ML techniques was
combined with a CR-FS and genetic algorithm (GA) (also referred to as evolutionary algorithm (EA)) descriptor selection model,
giving in total six models (Fig. 7A). Additionally, the ensemble classification scheme was combined with SMOTE to address issues
of unbalanced datasets and overfitting (Fig. 7B). The ensemble classification schemes used soft-voting where predicted probabilities
of being half-Heusler were averaged among the six models, and compounds with averaged probabilities above 50% were classified
as half-Heusler (Fig. 7C). Six of seven and 7/7 predicted half-Heusler and non-half-Heusler compounds, respectively, were success-
fully synthesized and confirmed. Once SMOTE had been applied, use of an ensemble approach increased the validation set sensi-
tivity (rate of true positives) from 83.3% (best individual model, SVM CR-FS) to 88.3% while maintaining near identical validation
specificity and accuracy.

Gzyl et al.10 used 179 experimentally reported structures, 23 descriptors (selected via CR-FS from 243 descriptors based on 43
elemental properties), and SVM to classify half-Heusler site preferences resulting in a sensitivity, selectivity, and accuracy of 93%,
96%, and 95%, respectively. One goal of the work was to apply data sanitation by retesting classified candidates with various clas-
sification probabilities. Three compounds, MnIrGa, MnPtSn, and MnPdSb, gave probabilities of 0.127, 0.043, and 0.069, respec-
tively, before CR-FS and 0.881, 0.881, and 0.680, respectively, after CR-FS, of which the higher probabilities were more accurate.
Thus, using a CR-FS scheme had notable benefits as further demonstrated by better delineation between Heusler and non-
Heusler in Fig. 8. Two compounds, GdPtSb and HoPdBi, which were considered misclassified based on existing input data,
were resynthesized. The results were confirmed for both compounds by powder XRD; additionally, a single-crystal HoPdBi sample

Fig. 6 Root mean square error (RMSE) and uncertainty standard deviation for bootstrapped and test set predictions for various models: linear
regression (LR), polynomial regression (PR), linear support vector machine (SVM) (L-SVM), polynomial SVM (P-SVM), radial basis function (RBF)
SVM (R-SVM), decision tree (DT), artificial neural network (ANN), and k-nearest neighbor (kNN). RBF SVM had the lowest test dataset error and was
used as a surrogate model. Reproduced with permission from Wen, C.; Zhang, Y.; Wang, C.; Xue, D.; Bai, Y.; Antonov, S.; Dai, L.; Lookman, T.; Su,
Y. Machine Learning Assisted Design of High Entropy Alloys With Desired Property. Acta Mater. 2019, 170, 109–117. Bar chart data was extracted via
https://apps.automeris.io/wpd/ and replotted using MATLAB®.
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was available, for which a full structural determination and unambiguous proof was obtained. This characterization demonstrated
that the model’s classification was indeed correct while the original input data was not. Revised crystallographic information files
(CIFs) were then prepared and submitted to the appropriate database, highlighting a successful example of data sanitation validated
by experiment as well as a caution about possible discrepancies in input data.

Oliynyk et al.21 filtered 990 features down to 113 by CR-FS and applied SVM to 1037 training datapoints of 1:1:1 ternary struc-
tures (TiNiSi-, ZrNiAl-, PbFCl-, LiGaGe-, YPtAs-, UGeTe-, and LaPtSi-type). They validated on 19 experimental samples and found
that in a “structurally confused” region (0.3 � probability � 0.7), both phases can coexist. This indicates that the “confused” region
of a properly trained, appropriate classification scheme can indicate more than just sparsity or noisiness of data; it can also point to
physical phenomena where either classification type may exist or even coexist.

Oliynyk et al.20 trained a partial least-squares discriminant analysis (PLS-DA) and SVM to develop a crystal structure predictor for
binary AB compounds from 706 AB compounds with the seven most common structure types (CsCl, NaCl, ZnS, CuAu, Tll, b-FeB,

Fig. 7 Cluster resolution feature selection (CR-FS) and genetic algorithm (GA) approaches selected 230 and 225 descriptors from a set of 1155
descriptors, respectively, and each approach was paired with partial least squares (PLS), support vector machine (SVM), and k-nearest neighbor
(kNN), resulting in six models (A). synthetic minority oversampling technique (SMOTE) is used to address the issue of imbalanced data, where
synthetic samples (S) are generated between pairs of minority (i.e., less frequently occurring) samples (+). If most nearest neighbors to S are
minority samples, S is kept, otherwise if most nearest neighbors to S are majority samples (A), S is removed. Finally, a soft-voting ensemble of the
six models is used to classify whether a material is half-Heusler or not (yes if >50%, no if <50%). Reproduced with permission from Gzyl, A. S.;
Oliynyk, A. O.; Mar, A. Half-Heusler Structures with Full-Heusler Counterparts: Machine-Learning Predictions and Experimental Validation. Cryst.
Growth Des. 2020.
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and NiAs) and 31 elemental property features. In predicting crystal structure, PLS-DA and SVM showed an accuracy of 77.1% and
93.2%, respectively, after validation. Both models made quantitative predictions of hypothetical compounds. For example, PLS-DA
and SVM predicted RhCd to have a CsCl-type structure with 0.669 and 0.918 probability, respectively, which was then later
confirmed after experimental synthesis. Oliynyk et al.20 concluded SVM is the superior classification method in crystallography
that can make quick and accurate predictions on crystal structure and has potential to be applied to identify the structure of any
unknown compounds.

5.02.2.2.3 General support vector machine (SVM)
Kauwe et al.14 used 263 chemical formulae (e.g., Al2O3) and temperatures from 298.15 to 3900 K obtained fromNIST:JANAF tables
(in total 3986 training datapoints) to predict heat capacity (Cp) of inorganic solids with SVM, LR, and RF. Grouping cross-validation
(G-CV) was used to test extrapolative prediction (Fig. 11), giving Cp root mean square errors (RMSEs) of 21.07 � 3.60, 19.22 � 2.40
and 15.15 � 2.50 J mol�1 K�1 for SVM, LR, and RF, respectively. This showed significant improvement over conventional
Neumann-Kopp (based on summing heat capacities of constituent elements in a chemical formula) and comparable performance
to cation/anion contribution (CAC) (based on cation/anion pairs and a temperature dependent power series), the latter of which
had 161/263 chemical formulae with available data. Kauwe et al.14 also noted that CAC likely used many of the same chemical
formulae to obtain CAC fitting parameters which probably caused an overestimation of CAC performance. While the RMSE of
CAC was on par with the ML methods, the systematic errors and steep over-or underestimation in some regions (in some cases
even with a negative parity slope) highlights the need to consider more than a single metric in evaluating model performance
and account for systemic error in the data. Indeed, RF performed much better than CAC across the full temperature range (Fig. 9).

Tehrani et al.28 predicted two ultraincompressible, superhard materials, ReWC2 and Mo0.9W1.1BC. The former was synthesized
as ReWC0.8 due to unreacted graphite in ReWC2 and is a brand-new ultraincompressible, high-hardness material. Mo0.9W1.1BC had
been previously studied in the literature and was further confirmed as an inexpensive, earth-abundant, ultraincompressible hard
material. They used SVM of 2572 elastic moduli training datapoints from the Materials Project database69 and 150 descriptors built

Fig. 8 Applying cluster resolution feature selection (CR-FS) improves support vector machine (SVM) classification of reported (class 1) vs
alternative (class 2) site distributions for preferential site distributions in half-Heusler compounds (before CR-FS (A), after CR-FS (B)). A perfect
classification accuracy would show all blue diamonds with a probability of 1 and all orange squares with a probability of 0. The algorithm was trained
on 119 class 1 datapoints and 239 class 2 datapoints and validated on 60 class 1 datapoints and 119 class 2 datapoints. Reproduced with
permission from Gzyl, A. S.; Oliynyk, A. O.; Adutwum, L. A.; Mar, A. Solving the Coloring Problem in Half-Heusler Structures: Machine-Learning
Predictions and Experimental Validation. Inorg. Chem. 2019, 58 (14), 9280–9289.
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from arithmetic operations on compositional and structural properties. Training data was curated from an original set of 3248
elastic moduli entries by eliminating inaccessible phases at ambient pressure and temperature and removing unreasonable entries
with, e.g., negative values, among other restrictions. While the full descriptor set was used for prediction, for perspective, descriptors
were fed through a GA-based FS algorithm, indicating that 52% and 44% of the descriptors were essential for Bulk modulus (B) and
shear modulus (G), respectively. Both B and G correlate positively with hardness and are used as proxies in the approach. Careful
attention is paid to trends of errors relative to the compound type being predicted; for example, metallic/covalent bonding materials
general exhibit lower error than highly ionic compounds. The SVMmodel predicts B and G for 120,000 binary, ternary, and quater-
nary inorganic solids in Pearson’s Crystal Database71 with cross-validated root mean square errors (RMSECVs) of 17.2 and
16.5 GPa, respectively. ReWC2 and Mo0.9W1.1BC are identified as potential high hardness candidates, having the highest predicted
B and G out of all ternary (ReWC2) and quaternary (Mo0.9W1.1BC) candidates, and were amenable to synthesis via ambient pressure
arc melting. Due to presence of unreacted graphite peaks in powder XRD experiments of ReWC2, eventually ReWC0.8 was settled on
for testing. High-pressure diamond anvil cell (DAC) experiments confirmed ultraincompressibility and Vicker’s microhardness
experiments confirmed superhardness at low loads, 40 � 3 and 42 � 2 GPa for ReWC0.8 and Mo0.9W1.1BC, respectively.

Raccuglia et al.23 used in-house “dark” or failed experiments to enhance a SVM model, achieving 89% accuracy relative to 79%
accuracy via human intuition. No comparison against a ML model without failed experiments was reported. A web database
(https://darkreactions.haverford.edu/) was made publicly accessible for failed chemical reaction experiments.

Zhuo et al.39 predicted and tested thermal quenching temperature (temperature at which emission intensity is cut in half relative
to initial) using SVM and 134 experimental training datapoints. Five compounds (Sr2ScO3F, Cs2MgSi5O12, Ba2P2O7, LiBaB9O15,
and Y3Al5O12) had predicted thermal quenching temperatures above 423 K and exhibited thermal stability when using E3þ as
a substitutional atom.

In earlier work, Zhuo et al.40 predicted and tested Debye temperature as a proxy for photoluminescent quantum yield (i.e.,
energy-efficiency of light bulb phosphors) using SVM, 2610 DFT training datapoints, and RFE (FS method) for 2071 potential phos-
phor hosts. The compound with highest Debye temperature and largest band gap, NaBaB9O15, was synthesized and
NaBaB9O15:Eu

2þ was shown to have a quantum yield of 95%. The Debye temperature RMSECV and cross-validated mean absolute
error (MAECV) was 59.9 and 37.9 K, respectively, with most temperatures of training data between 50 and 750 K.

Lu et al.46 combined various ML techniques with DFT calculations to quickly screen hybrid organic-inorganic perovskites
(HOIPs) for photovoltaics based on bandgap. Six ML regression methods (gradient boosting regression (GBR), KRR, SVM, GPR,
DT regression, and multilayer perceptron regression) were trained using 212 reported HOIPs bandgap values. 14 selected material
features were narrowed down from an initial 30 property features (including properties such as ionic radii, tolerance factor, and
electronegativity) through feature engineering. The GBR model was shown to be the most accurate, so it was then used to screen
5158 unexplored HOIPs (346 that had been previously studied and 5504 that were calculated) for any promising HOIPs that
are both efficient and environmentally sustainable. They successfully screened 6 orthorhombic lead-free HOIPs with proper
bandgap for solar cells and room temperature thermal stability, of which two particularly stood out. Validations of these results
from DFT calculations showed that the two are in excellent agreement, with the DEg never being larger than 0.1 eV. Lu et al.46

demonstrated a highly accurate method that can be used on a broader class of functional materials design.

Fig. 9 Average RMSE for heat capacity SVM predictions of inorganic solids (J mol�1 K�1) vs temperature (K), where average RMSE was calculated
by averaging temperatures in 100 K increments or groups. 95% confidence intervals were calculated using cross-validation (CV) metrics. Reproduced
from Kauwe, S. K.; Graser, J.; Vazquez, A.; Sparks, T. D. Machine Learning Prediction of Heat Capacity for Solid Inorganics. Integr. Mater. Manuf.
Innov. 2018, 7 (2), 43–51; licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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Min et al.18 used a dataset of 300 Ni-rich LiNixCo1–x–yMn1–x–y–zO2 cathodes with 13 input variables (synthesis parameters,
inductively coupled plasma mass spectrometry, and X-ray diffraction results) to compare the accuracy of 7 different ML algorithms
(SVM, DT, ridge regression (RR), RF, extremely randomized tree (ERT) with an adaptive boosting algorithm, and ANN with multi-
layer perceptron) in predicting the initial capacity, capacity retention rate (CRR), and amount of residual Li. The ERT with adaptive
boosting algorithm resulted in the highest predictive accuracy, with an average coefficient of determinant, R2, of 0.833. Additionally,
Min et al.18 employed a reverse engineering model to propose optimized experimental parameters that satisfy target specifications.
These optimal parameters were then fed into the trained ML model, that makes corresponding electrochemical property predictions
based on them. Experimental validations showed average differences of 6.3%, 1.0% and 12.8% for the capacity, CRR, and free Li,
respectively.

5.02.2.2.4 Non-support vector machine (SVM)
Seko et al.50 used four descriptor-free recommender systemsdnon-negative matrix factorization (NMF), singular value decompo-
sition (SVD), canonical polyadic decomposition (CPD), and Tucker decompositiondto predict currently unknown chemically rele-
vant compositions (CRCs). The Tucker decomposition recommender system had the best discovery rate which was validated by
performing DFT calculations on phase stability of 27 recommended, unknown candidates, 23 of which were stable (85% discovery
rate).

Ren et al.24 searched for metallic glasses in the CoeVeZr ternary system using RF and 315 initial training datapoints, followed by
a HiTp CMS, AD scheme producing 1315 total points (including “dark”, i.e., failed, experiments). Discrepancies in the initially
trained model were used for retraining which improved accuracy for the CoeVeZr predictions. Two additional unreported
ternaries, CoeTieZr and CoeFeeZr, were discovered. A “grouping” CV approach (G-CV) was used for outside-of-dataset predic-
tions (Section 5.02.3).

Oliynyk et al.22 searched for Heusler-type structures using a classification RF model with compositional descriptors and 1948
compounds (341 of which are Heusler) across 208 structure types as training data, achieving a sensitivity (true-positive rate) of
0.94. Of 21 synthesized compounds, 19 were predicted correctly (12/14 as Heusler and 7/7 as non-Heusler). TiRu2Ga, a potential
thermoelectric material, was also synthesized and confirmed to have Heusler structure.

Bucior et al.4 predicted hydrogen uptake in metal-organic frameworks (MOFs) by predicting 50,000þ compounds via a LASSO
approach with 1000 training grand canonical Monte Carlo (GCMC) simulations and 12 binned energy features. The energy features
were obtained by overlaying a 3D grid on the GCMC simulation box, probing each grid point with a “hydrogen probe” and binning
the 3D distribution into a 1D histogram with 12 bins (1 feature per bin). The predictions were screened by retrieving and running
GCMC simulations on the top 1000 predictions. The max GCMC simulation in the training data was �47.5 g L�1 H2 uptake, and
51 of the top 1000 simulations were > 45 g L�1. They synthesized one promising MOF, MFU-4 l(Zn), with a predicted �54 g L�1

H2 uptake (100 bar / 5 bar) and experimentally characterized as having 47 g L�1 H2 uptake (100 bar/ 5 bar) which is compet-
itive with similar experimental MOFs in the literature.

Nikolaev et al.19 designed an automated method to study the synthesis and target a specified growth rate of single-walled carbon
nanotubes (CNTs), called Autonomous Research System (ARES) which is the first to do closed-loop iterative materials experimen-
tation. ARES was capable of designing, executing, and analyzing experiments orders of magnitude faster than current research
methods. To achieve this, ARES used a RF/GA planner that was trained off of an initial database of 84 experiments that was
then updated as it performed a series of approximately 600 experiments. ARES demonstrated an autonomous research system
capable of controlling experimental variables in materials science.

Mannodi-Kanakkithodi et al.47 trained a KRR-based ML model using the crystal structures of 284 four-block polymers (250
training datapoints and 34 test points), including relevant property information about each: bandgap and ionic and total dielectric
constant (calculated from DFT). Additionally, each polymer was fingerprinted based on their building block identities using the
Pearson correlation analysis to explore the possibility of a correlation between those fingerprints and a polymer’s properties. By
validating using DFT calculations and experimental values from synthesized polymers, the KRR model converted a fingerprint to
property values with an average error for all three properties mentioned above of 10% or less. A genetic algorithm then searched
for materials with desired properties that can then be inputted into the KRR model, instead of traditional approaches like random
search and chemical-rules based search. Mannodi-Kanakkithodi et al.47 demonstrated how carefully created and curated materials
data can be used to train statistical learning models so that they only require a simple fingerprint of a new material to predict its
properties. Furthermore, they also showed that the combination of a genetic algorithm with learning models can efficiently deter-
mine specific materials that possess certain desired properties.

Zhang et al.37 extracted 1062 experimentally measured load-dependent Vickers hardness data from literature and 532 unique
compositions to train a supervised RF algorithm using boosting algorithms (gradient boosting decision tree (GBDT) and XGBoost).
The RF model’s hardness predictions were validated using two different hold-out test sets: the first with Vickers hardness measure-
ments for 8 synthesized, unmeasured metal disilicides and the second with a customized hold-out containing several classic high
hardness materials. After validation, themodel screenedmore than 66,000 compounds in the crystal structure database, of which 10
are predicted to be superhard at 5 N. Due to the low number of entirely new predicted materials (most had already been discov-
ered), the hardness model was combined with a recently developed formation energy and convex hull prediction tool to find new
compounds with high hardness. More than 10 thermodynamically favorable compositions with hardness above 40 GPa were
discovered, proving that this model can successfully identify completely new materials with extraordinary mechanical properties.
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5.02.2.3 10,000D Training datapoints

Experimentally and computationally validated ML articles that use more than 10,000 training datapoints are sparse compared to the
previous two training datapoint set sizes considered in this work. This is to be expected given the difficulty of generating a reliable
dataset of this magnitude, either experimental or computational. This problem is especially exacerbated in materials-related projects
as many synthesis methods are lengthy and difficult to procure. Preference towards ANNsmay have been expected, given the limited
number of articles, no clear trend emerges. We now present experimental7,8,26 and computational48,49 examples: ANN,8,49 RF,7

DT,48 and BO.8,26

5.02.2.3.1 Artificial neural network (ANN)
The crystal graph convolutional neural network (CGCNN) model can accurately learn material properties from graphical represen-
tations of atomic crystal structures, called “crystal graphs.” Park and Wolverton49 designed an improved framework of the CGCNN
model, called improved crystal graph convolutional neural network (iCGCNN), which incorporated Voronoi tessellated crystal
structures, 3-body explicit correlations of neighboring atoms, and an optimized chemical representation of interatomic bonds in
the crystal graphs, all of which are absent in CGCNN (Fig. 10). First, a training/testing dataset consisting of 180,000 DFT entries
from the Open Quantum Materials Database70 was created. CGCNN and iCGCNN were compared in their accuracy of predicting
the thermodynamic stability of inorganic materials. Then, both models were used to conduct separate ML-assisted HiTp searches to
discover new stable compounds. The new framework was shown to have 20% higher accuracy than those of CGCNN on DFT calcu-
lated thermodynamic stability and a success rate that is 2.4 times higher than CGCNN. Using iCGCNN, they were also able to iden-
tify 97 novel stable compounds from 132,600 screened ThCR2Si2-type compounds through only 757 DFT calculations which
corresponds to a success rate that is 130 times higher than that of an undirected HiTp search.

Gómez-Bombarelli et al.8 screened 40,000 organic light-emitting diode (OLED) molecules with thermally activated delayed
fluorescence (TADF) character randomly selected from a library of 1.6 million software-generated candidates using an ANN
combined with BO. Then, the highest-ranking molecules based on external quantum efficiency (EQE) predicted by the ANN
were promoted to time-dependent density functional theory (TD-DFT) simulation. After BO, 400000 molecules were screened
in total. Results from the TD-DFT simulation found thousands of emitters predicted to be highly efficient, with about 900 being
extremely promising. The top candidates, chosen by humans, were then validated using experimental synthesis. Gómez-
Bombarelli et al.8 was able to perform an integrated high-throughput virtual screening method targeting novel TADF OLED emit-
ters, which resulted in the discovery of new devices up to 22% EQE, which can be applied to other areas of organic electronics.

Fig. 10 Visual representation of the improved crystal graph convolutional neural network (iCGCNN) crystal graph. On the left is an illustration of the
Voronoi cell of Atom A, which is connected to its 12 nearest neighbors. On the right is the local environment of A. Each node and edge is embedded
with vectors that contain information about the relationship between each constituent atom (yi, yj) and its neighbors (u(i, i)k,u(i, j)k). Additionally, edge
vectors contain information (e.g., solid angle, area, and volume) about the Voronoi polyhedra. Reproduced with permission from Park, C. W.;
Wolverton, C. Developing an Improved Crystal Graph Convolutional Neural Network Framework for Accelerated Materials Discovery. Phys. Rev. Mater.
2020, 4 (6), 063801.
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5.02.2.3.2 Random forest (RF)
Gaultois et al.7 used RF to predict promising new thermoelectric materials via a user-friendly ML-based web engine. The engine sug-
gested thermoelectric compositions based on a pre-screening of a dataset consisting of 25,000 known materials from a myriad of
sources, both experimental and computational. These predictions were then experimentally validated with two new compounds.
They specifically focus on a set of compounds derived from the engine, RE12Co5Bi (RE ¼ Gd, Er), which exhibited high thermoelec-
tric performance.80 The engine successfully predicted that this set of materials had low thermal and high electrical conductivities, but
modest Seebeck coefficients, all of which were then additionally verified experimentally. The engine is the first example of ML being
utilized to suggest an experimentally viable new compound from true chemical white space, with no prior characterization, that can
eventually replace traditional trial-and-error techniques in the search for new materials.

5.02.2.3.3 Decision tree (DT)
Meredig et al.48 developed a ML model using data from over 15,000 DFT calculations to predict the thermodynamic stability of
arbitrary compounds one million times faster than when just using DFT and without knowledge of crystal structure. The model
was used to scan 1.6 million candidate compositions and predict 4500 new stable materials. Combining a physically motivated
heuristic with a ML model and using it on a large database of quantum mechanical calculations provides a new approach for
extremely rapid computational materials screening.

5.02.2.3.4 Bayesian optimization (BO)
Sakurai et al.26 optimized a multilayer, ultranarrow-band wavelength-selective thermal radiator using electromagnetic simulations
in sets of 200 or 400 simulations in a BO/AD scheme. For computational tractability, candidates were divided into groups of
approximately 200,000 each. The optimizable multilayer template consisted of 18 layers with variable total thickness (21 discrete
choices) and Ge, Si, or SiO2 as the choices for each layer. The maximum figure of merit (a function of spectral normal intensity,
spectral blackbody intensity, and min/max considered wavelengths) was typically obtained within 168,000,000 calculations,
comprising �2% of the total possible number of structures. They identified a structure with a predicted Q-factor of 273 and exper-
imentally validated to have a Q-factor of 188 (compare with highest reported narrow-band thermal radiator Q-factor of �200
according to the authors).

5.02.3 A caution about cross-validation (CV)

A common pitfall in materials discovery involves the use of CV. If the goal of an approach is to predict fundamentally newmaterials
(i.e., materials extrapolation rather than interpolation), a special “grouping” CV scheme (termed G-CV in this work) may be used to
ensure the model predictions are not overly optimistic. Meredig et al.81 first introduced the idea of leave-one-cluster-out cross-
validation (LOCO-CV) or G-CV and Sparks et al.82 discussed the difficulty of making predictions when many mechanisms interact
to cause outstanding properties. Sparks et al.82 described how ML can be used for structure-composition-property-processing rela-
tionships and review successful examples of materials discovery for structural materials (fatigue, failure), high-entropy alloys, and
bulk metallic glasses. For example, in the case of Ref. 24, all training data for the CoeVeZr ternary were removed before making
predictions in that group (hence G-CV). Kauwe et al.14 performed CV on chemical formula groups rather than on all of the training
data as a whole to make sure that cross-validated predictions were not simply interpolations between temperatures within a chem-
ical formula group. To illustrate, the “trails” seen in the ML parity plots of Fig. 11 exhibiting systemic deviation from parity are likely
present because of the G-CV scheme. By taking a non-group CV approach, the model would likely favor temperature interpolation
and mild temperature extrapolation, causing the trails to disappear at the expense of heavily overoptimistic predictive performance.
We believe the question, “are my model predictions overly optimistic?,” is wise to ask when pursuing true materials discovery.

5.02.4 An eye towards extraordinary predictions

Related to the need for specialized assessment of extrapolative performance (Section 5.02.3), making extraordinary predictions can
be a difficult task. Due to ambiguity of the definition of extraordinary predictions, we provide three possible definitions:

1. Experimentally or computationally validated predictions with better performance than any of the initial training dataset
(also referred to as “better-than-input”)

2. Experimentally or computationally validated predictions with performance on par with top performers (e.g., falls into top
1% of the dataset as in Ref. 83)

3. Experimentally or computationally validated predictions with holistically ideal performance for a particular application
including, e.g., cost, toxicity, and abuse-tolerance (difficult to quantify).

From Section 5.02.2.1, we see that extraordinary predictions (definitions 1. and 2.) are commonplace due to a mixture of low
number of training datapoints, simplicity of the model space (e.g., two continuous variables), and interpolative predictions. Like-
wise, from Sections 5.02.2.2 and 5.02.2.3, we see that extraordinary predictions for large number of training datapoints, complex
model spaces, and extrapolative (i.e., out-of-dataset) predictions are more difficult to attain. Kauwe et al.83 analyzed the ability of
ML models to predict extraordinary materials by holding out the top 1% of compounds for a given property and training on the
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bottom 99%. This was done for six different materials properties such as thermal expansion. They definitely show that extrapolation
is possible, and furthermore, they show that a classification approach outperforms a regression approach. They reason that extrap-
olating extraordinary predictions is unlikely when the fundamental mechanism of the extraordinary prediction is different from the
training dataset and that many examples of that mechanism need to be supplied. They also suggest that input data accuracy and
consistency is a non-trivial issue.

In a successful example of extraordinary prediction (definition 2),28 the top candidates from the considered ternary and quater-
nary inorganic solids (Fig. 12) were selected for validation and confirmed to be ultraincompressible and to be superhard at low
loads. Tehrani et al.28 also discuss nuances of measured performance such as whether hardness at low loads is a valid metric for
superhardness considerations and to what extent the predicted compounds are viable for real-life applications.

For an in-depth treatment of extraordinary material predictions, see Kauwe et al.83

Fig. 11 Grouping cross-validation (G-CV) parity plots for heat capacity predictions by linear regression (LR) (top-left), random forest (RF) (top-
right), support vector machine (SVM) (bottom-left), and cation/anion contribution (CAC) (bottom-right) vs actual heat capacity. G-CV was applied by
sorting training data into chemical formula groups resulting in predictions that are extrapolations to new formulas rather than simple interpolation
between temperatures of a certain chemical formula. This is likely the cause of parity “trails” (i.e., systemic bias for certain chemical formula groups)
in LR, RF, and SVM methods. CAC (a legacy, non- machine learning (ML) approach) likely exhibited optimistically low root mean square error
(RMSE) due to probable repeats between chemical formulae of fitted CAC coefficients (legacy work) and the G-CV data. Reproduced from Kauwe, S.
K.; Graser, J.; Vazquez, A.; Sparks, T. D. Machine Learning Prediction of Heat Capacity for Solid Inorganics. Integr. Mater. Manuf. Innov. 2018, 7 (2),
43–51; licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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5.02.5 Conclusion

Machine learning (ML) techniques can be sorted into rough categories based on the size of the training data used for the model: 1–
100, 101–10,000, and 10,000þ. We demonstrate the most comprehensive set of experimentally and computationally validated
examples in the literature to date and to our knowledge. Based on the distribution of techniques used in the articles, it is clear
that Bayesian optimization (BO) and support vector machine (SVM) are most often used for 1–100 and 101–10,000 training data-
set size ranges, respectively, whereas 10,000þ has too few examples with toomuch variation to establish a trend. The low number of
10,000þ validation articles relative to other size ranges illustrates the difficulty of obtaining large, high-fidelity, materials science
datasets which often requires extensive curation or are simply non-existent.

We also find that adaptive design (AD) is successfully paired with BO, SVM, and other validation ML articles and that material
discovery rates have been enhanced through its use. Feature selection (FS) schemes, sometimes augmented by domain knowledge,
play an important role in many validation articles. In other cases, experimental or computational high-throughput (HiTp) tech-
niques vastly increase the amount of available homogeneous data and are even paired with AD and/or FS schemes as described
earlier.

Many materials discovery articles use and benefit from grouping cross-validation (G-CV) which allows for extrapolative predic-
tive performance to be assessed more accurately. We also find that extraordinary prediction (Section 5.02.4) is practically guaran-
teed for small datasets where interpolation is the primary mechanism of improved performance and much more difficult for large
datasets where extrapolation is required for extraordinary material discovery.

The increase of experimentally or computationally validated articles in recent years (50 total articles in this work) and the power-
ful ML, FS, AD, and HiTpmethods used in the articles, often in combination with each other, demonstrate that materials informatics
is continuing to penetrate the materials science discipline and accelerating material discoveries for real-world applications.
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Abstract

Solid-state metathesis reactions, or double replacement reactions, take the general form AQ þMX/ AX þMQ, whereMQ is
the synthetic target material and AX is a (often separable) side product. The formation of a side product in the reaction allows
one to choose from a wide array of precursors for a reaction, compared to direct, stoichiometric reactions producing only the
target phase. The additional degrees of freedom granted by choice of the secondary separable product, typically a halide salt,
allow reactions to be tailored to control the reaction thermodynamics and reaction pathway. Highly exergonic reactions often
self propagate, forming the desired products in seconds. By turning down the reaction free energy, reactions require heating
for thermal activation of mass transport, which permits the reaction to follow specific pathways for each set of precursors
(e.g., compositions, polymorphs). In some cases, various reaction pathways from synthetic access to nominally metastable
materials. Considering double displacement reactions more widely, one finds approaches to synthesize ternary compounds
(e.g., complex oxides) by way of ternary metathesis or assisted metathesis reactions, in which groups of elemental constit-
uents are doubly exchanged. While the overall reaction thermodynamics provide guidance in designing spontaneous reac-
tions, myriad other aspects of the reaction need to be considered in predicting reaction rates, self-propagation, or the
distribution of reaction products, as surveyed here. Metathesis routes to materials provide significant advantages in facili-
tating synthesis reactions by circumventing barriers to increase reaction rates or providing selective reactions.

5.03.1 Introduction

Metathesis reactions, or double replacement reactions, are chemical processes which take a general form

AQþMX/AXþMQ (1)

where two compounds exchange ions (formally), with MQ being the target product of the reaction and AX a separable byproduct.
Metathesis reactions span frommolecular to solid-state chemistry, as the coupling of a reaction to a byproduct increases the degrees
of freedom and opportunity for selectivity when designing the reaction. While the composition of the synthetic target MQ may be
predetermined by its application, the composition of the byproduct AX not necessarily predetermined, so long as separation
techniques exist to remove it from the final product. While the identities of A,Q,M and X establish the overall balanced reaction and
reaction energy, the overall reaction thermodynamics are insufficient for predicting how the reaction rates and pathways are
influenced by the individual species. Molecular chemistry is rich with examples of selective metathesis, most notably the 2005
Nobel Prize in chemistry for, “the development of the metathesis method in organic synthesis,” that has enabled widespread
synthesis of important polymers and pharmaceutical targets. Materials chemists have begun to notice the power of this technique
for controlled synthetic access to rich chemical spaces.
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Double replacement, metathesis reactions in solid-state chemistry have been known for nearly a century. In 1925, Gustav Tam-
mann showed that oxides and sulfides could perform a double ion exchange reaction under the correct conditions.1 For example,
the reaction,

ZnSþCdO/ZnOþCdS; (2)

proceeds to completion at 400 �C. Once the initiation temperature is reached, the reaction proceeds after removing the heat source,
producing enough heat to be measured in calorimetry experiments and continue thermally-activating solid-state diffusion and
transformation.

The early 1990s were met with a renaissance of solid-state metathesis reactions for providing fast and facile routes to refractory
solids. A key example included the synthesis of MoS2, an important dry lubricant, by way of,

MoCl5 þ 5
2
Na2S/MoS2 þ 5NaClþ 1

2
S; (3)

initiated via brief contact with a hot filament or by vigorous grinding.2. Because the side product produced in this reaction is a halide
salt, it was easily washed away from the insoluble MoS2 target, yielding a phase-pure, powdered material.

Solid-state metathesis reactions offer more reagent choices relative to stoichiometric solid-state reactions. Such a choice is not
always appreciated in traditional reactions performed at very high temperatures, yet the expanded chemical diversity provides
myriad benefits, particularly when targeting more complex products or when constrained to particular reagents (e.g., due to avail-
ability or cost). While the simplest reactions resemble Eq. (1), where two binary reactants yield two binary products, there are many
extensions and permutations of this formula to expand to more complex chemistry. Ternary compounds pose a challenge: while
a ternary phase may be more thermodynamically favorable overall, the pairwise nature of solid-state reactions3 means that the
initial formation products may phase separate in binary compounds that no longer have enough residual free energy of reaction
for final transformation into the ternary product.4 Therefore, substitution of combinations of elements for M and Q into Eq. (1)
yields ternary metathesis (Section 5.03.2.2.1) and assisted metathesis (Section 5.03.2.2.2) as viable routes to many ternary prod-
ucts, as illustrated in Fig. 1. Expansion of the chemical space (e.g., number of elements) leads to a substantial, nonlinear increase in
the permutations of balanced reactions to isolate desired products.

With these general expansions of the binary metathesis framework, there are many additional modifications that yield oppor-
tunities for improved application or materials discovery. For example, combination of different species for the AQ precursor yield
“cometathesis” reactions (e.g., MgMn2O4 þ CaMn2O4 þ 4YOCl/MgCl2 þ CaCl2 þ 4YMnO3), which have been shown to lower
the reaction temperature needed for stoichiometric reaction completion.5 Alternatively, additives such as catalytic amounts of H2O

6

or Lewis bases7,8 lower reaction temperatures and can direct reaction selectivity, reminiscent of selective catalysis in molecular chem-
istry. This chapter covers a wide range of metathesis approaches, provides descriptive insights to the scope of chemistry, and details
thermodynamic and kinetic aspects for achieving new levels of chemical control with metathesis.

5.03.2 Descriptive chemistry of metathesis reactions

5.03.2.1 Binary products

Metathesis reactions have been used to synthesize a wide variety of binary materials, including borides, carbides, silicides, nitrides,
phosphides, arsenides, antimonides, oxides and chalcogenides. Common reagents for delivering formally-anionic species (e.g.,

Fig. 1 Metathesis, defined here by the reaction, AQ þ MX / AX þ MQ, provides a general framework for reaction design. Solid-state metathesis
has re-imagined this framework by substituting elemental combinations for the A, M, X, Q species, as in the case of ternary metathesis or the stepwise
generation of a ternary metathesis reaction in assisted metathesis reactions. While traditional solid-state synthesis offers a relatively limited number of
synthetic routes to complex functional materials, metathesis increases the diversity of the chemical reaction space, thus permitting modification of
the reaction based upon precursor availability, overall reaction energy, reaction pathways, and more.
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“AQ” in Eq. 1) are listed in Table 1. Writing balanced reactions following Eq. (1) is relatively straightforward, and the reaction ener-
gies can be calculated using readily available thermodynamic databases.27–31 Experimentally, care should be taken to prepare all
reactions on a small scale the first time, as the friction of grinding has been shown to initiate an exothermic self propagating reaction
in many of these reactions. A table of knownmetathesis reactions is given in a previous review by Parkin and Kafizas,26 and there are
comprehensive papers which detail specific syntheses of oxides,16,32 nitrides,12–15,33–35 arsenides,21–23 phosphides,19,21,36 chalco-
genides,6–8,20,24,37,38 carbides,39,40 silicides,18,41 and borides.9,42

While theoretical reactions can be stoichiometrically balanced, controlling stoichiometry (and redox) inmetathesis reactions can
be particularly challenging. This tends to arise in reactions in which the elemental form of the anion species (Q in Eq. 1) is partic-
ularly stable. It is common in nitride-producing reactions to produce N2 as a byproduct, as in the production of myriad early-
transition metal nitrides43:

3NbCl5 þ 5Li3N/15LiClþ 3NbNþN2 (4)

partially attributed to the relative stability of NbN with respect to other nitrides as well as the facile and irreversible evolution of N2.
Carbides also pose a challenge, as the reaction tends to depend heavily on the stability of the resulting metal carbide, as exemplified
by10:

2TiCl3 þ 3CaC2/2TiCþ 3CaCl2 þ 4C (5)

8VCl3 þ 12CaC2/V8C7 þ 12CaCl2 þ 17C (6)

WCl4 þ 2CaC2/WCþ 2CaCl2 þ 3C: (7)

Therefore, control of these chemical reactions is highly dependant on how these reactions are carried out. This section summa-
rizes general concepts for different classes of metathesis reactions, categorized by: self-propagating, thermally-controlled, transport-
promoted reactions.

5.03.2.1.1 Self-propagating reactions
Self-propagating reactions are reactions which produce enough heat to reach completion without an external heat source after initi-
ation. After briefly applying a heat source to a small portion of the reactants (e.g., a glowing filament), a chain reaction occurs allow-
ing the reaction to complete in amatter of seconds. The propagation of these reactions is often referred to as a “solid flame” owing to
the black-body radiation emitted from the high temperature achieved from the quasi-adiabatic process. Reactants are generally
chosen to yield a highly exothermic reaction, which often have exothermic enthalpy magnitudes in excess of 500 kJ/mol. As
such, the heat produced by these reactions can quasi-adiabatically raise the sample temperature to over 1000 �C.44 While the overall
reaction energy is an important consideration, the melting points of products and reactants typically play an important role in deter-
mining if reactions propagate.

Typically, the first component to melt in a solid-state reaction is the halide salt. A table of common salt melting points is shown
in Table 2. Reactions that self-heat to a temperature above the salt melting point tend to be self-propagating. This is apparent when
considering the reaction of transition metal chlorides with magnesium boride. Instead of a one step concerted reaction,

Table 1 Common reagents used in metathesis reactions for target products
with the corresponding anion.

B9 C10,11 N12–15 O16

MgB2 CaC2 Li3N Li2O
Al4C3 Na3N
SrC2 Ca3N2

MgC2 Mg2NCl
Ba3N

Al17 Si18 P19 S2,6,20

LiAl Mg2Si Na3P Na2S
Li2Si Li3P Li2S

Na2S5
Na2S2

As21–23 Se8,24,25

Na3As Na2Se
Li2Se
Na2Se2

Binary compounds are formed by reacting a corresponding metal halide with one of the
reagents listed in the table. A more complete list of possible halide reactions is found in
reference [26].
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MClx þ x
2
MgB2/

x
2
MgCl2 þMBx; (8)

the reaction pathway progresses through an initial step where the metal and boron are present in their elemental forms before
progressing to the final metal boride44:

MClx þ x
2
MgB2/

x
2
MgCl2 þMþ xB (9)

Mþ xB/MBx: (10)

The expected temperature change from the first pseudo-elementary step (e.g., Eq. 9) assuming adiabatic self heating for various
early transition metals is shown in Fig. 2. For M where the expected reaction temperature is below the melting point of MgCl2 (e.g.
Ti, Zr, Hf), the reaction was only seen near the hot filament used to initiate the reaction. However, forMwhere the expected reaction
temperature is above the halide melting point, the reaction rapidly progressed to completion. This approach of estimating the
elementary reaction steps can be extended to new reactions; however, if one wishes to err on the side of caution for the sake of labo-
ratory safety, one can also consider the reaction enthalpy of the overall reaction and estimated heat capacity. For systems where the
heat capacity is not known, the Dulong-Petit Law (C ¼ 3NR where C is the heat capacity, N is the number of atoms per molar
formula unit, and R is the molar gas constant45) can be used as an approximation.

Controlling how heat is lost to the surrounding environment has a significant impact on the maximum reaction temperature, as
expected from a breakdown of the adiabatic approximation. The thermal conductivity and thermal mass of reaction vessel in these
experiments can be used to provide such control. For example, in the reaction of AlCl3 with Ca3N2,

2AlCl3 þCa3N2/2AlNþ 3CaCl2 DHrxn ¼ � 587 kJ=mol AlN; (11)

Table 2 Melting point of various halide salts. It is observed that metathesis
reactions self propagate if it quasi-adiabatically maintains
a temperature above its product salt melting point.

Tmelt (
�C) F Cl Br I

Li 848 605 552 469
Na 993 801 747 661
K 858 770 734 681
Mg 1263 714 711 637
Ca 1418 772 730 779

Fig. 2 Calculated reaction temperature of the reaction MClx þ (x/2)MgB2 / (x/2)MgCl2 þ M þ xB, an elementary reaction step of the reaction
MClx þ (x/2)MgB2 / (x/2)MgCl2 þ MBx. For M where the reaction temperature was calculated to be higher than the melting point of MgCl2, the
reactions progressed spontaneously, whereas for the other systems, only limited reaction occurred near the heating filament. Reprinted with
permission from Gillian, E. G.; Kaner, R. B. Synthesis of Refractory Ceramics via Rapid Metathesis Reactions between Solid-State Precursors. Chem.
Mater. 1996, 8(2), 333–343. Copyright 1996 American Chemical Society.
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the maximum temperature achieved in a steel cup is 1400 �C, while the identical reaction carried out in a ceramic reaction vessel
with lower thermal conductivity is 1740 �C.46 In a self-propagating reaction, the extent to which heat is released to the surrounding
environment determines the maximum temperature achieved. A more thermally conducting and thermally massive crucible may
prevent a reaction from self-propagating, if high temperatures or thermal runaway are to be avoided (Fig. 3).

5.03.2.1.2 Thermally-controlled metathesis
Not all metathesis reactions are self propagating. Many metathesis reactions require sustained heating to overcome mass-transport-
limited activation barriers (e.g., diffusion). Many of these reactions are still significantly exothermic and do self heat to some extent;
however, without the creation of a molten salt to overcome mass transport barriers (as previously described), such reactions cannot
propagate. A key early experiment by Gustov Tammann recorded the temperature of double displacement reactions between oxides
and sulfides by applying a constant heater power, which revealed the exothermic nature of the reaction (Fig. 4). By comparing the
curve of the reaction vs the reaction product heated using the same constant power revealed that the reaction could self heat the
mixture to �100 �C higher than what would be expected based purely on the heat capacity of the system. However, as the reaction
components of these systems (with the exception of CuS) have melting points far greater than 600 �C, the heat produced by the
reaction is not sufficient to initiate a self-propagating chain reaction as discussed in Section 5.03.2.1.1. Even if a reaction is not
exothermic enough to self propagate, local heating within the reaction may result in higher effective temperatures than the environ-
ment and temperature gradients within the sample,5 which can create complications when targeting materials with narrow temper-
ature ranges of stability.

5.03.2.1.3 Transport-promoted metathesis
As metathesis reactions are often designed to be thermodynamically spontaneous, they tend to be limited by mass transport. Even
self-sustaining reactions require an initial heat source to active the initiating exothermic event. Therefore, it follows that the inclu-
sion of transport agents that facilitate atomic motion and mixing greatly influence reaction pathways and the resulting products. In
molecular chemistry, these agents take the form of a solvent, a stir bar, or a catalyst. However, in materials synthesis, the addition of
these agents typically revolves around enhancing diffusion and mass transport. In self-propagating metathesis reactions, the molten
halide salt byproduct aids transport to the extreme of a runaway chain reaction.46

In reactions that require sustained heating, the pathway of a reaction is effected by transport agents, akin to molecular catalysis.47

Even catalytic amounts of water vapor can drastically alter reaction pathways.6 Reactions betweenMCl2 and Na2S2 (M ¼ Fe, Co, Ni)
prepared in open air absorb a small amount of water and react directly to form the final product through amorphous intermediates.
In contrast, if the same experiment is performed under rigorously air free conditions, a number of reaction intermediates are
observed. The Lewis base (C6H5)6Si2O acts catalytically in this reaction, as it reduces the reaction temperature while suppressing
the formation of crystalline reaction intermediates (Fig. 5).7 In some cases, the change in reaction pathway is sufficient to result
in a metastable polymorph, as clearly demonstrated by the role of water vapor or inclusion of molecular Lewis bases (e.g.,

Fig. 3 In situ temperature measurements forming AlN from AlCl3 þ 0.5Ca3N2 in an insulating ceramic cup (A) and non-insulating steel cup (B),
AlCl3 þ Li3N (C) and 0.5Al2S3 þ Li3N (D). Reprinted with permission from Janes, R. A.; Low, M. A.; Kaner, R. B. Rapid Solid-State Metathesis
Routes to Aluminum Nitride. Inorg. Chem. 2003, 42(8), 2714–2719. Copyright 2003 American Chemical Society.
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triphenylphosphine) on CuCl2 þ Na2Se2 / CuSe2 þ 2NaCl, in which the neat reaction yields the stable orthorhombic polymorph
(marcasite-like) and the reaction with additive yields the metastable cubic polymorph (pyrite-like).8,24

The benefits of additives in a reaction are not limited to metathesis systems, they also translate to other chemistries. Examples
include the addition of sulfur to facilitate nitride-producing reactions48 and the addition of organic molecules like

Fig. 4 First (dotted) and second (dashed) heating curves of reactions of (I) ZnS þ CdO, (II) ZnS þ PbO, (III) PbS þ CdO, and (IV) ZnS þ CuO, as
a function of time when heated with the same constant power. The difference in the two curves is caused by the heat released as the metathesis
reaction progresses; the second heating reflects the temperature rise expected from the heat capacity of the reaction products. Reprinted with
permission from Tammann, G.; Westerhold, F. R.; Garre, B.; Kordes, E., and Kalsing H. Chemische Reaktionen in Pulverförmigen Gemengen Zweier
Kristallarten. Zeitschrift für anorganische und allgemeine Chemie 1925, 149(1), 21–98. Copyright 1925 Verlag GmbH & Co.

Fig. 5 In situ diffraction data shown as false color plots (e.g., darker color is higher intensity diffraction) illustrating the progress of reaction
between Na2S2 and FeCl2 (A) with and (B) without the addition of (C6H5)6Si2O. The molecular additive lowers the temperature of the metathesis
reaction while also changing which crystalline intermediates were observed; thus, it acts as a catalyst for the metathesis reaction. Reproduced from
Ref. Todd, P. K.; Martinolich, A. J.; Neilson, J. R. Catalytic Behavior of Hexaphenyldisiloxane in the Synthesis of Pyrite FeS2. Chem. Commun. 2020,
56(64), 9186–9189 with permission from The Royal Society of Chemistry.

Metathesis routes to materials 29



triphenylphosphine to elemental reactions (e.g., Fe þ Se / FeSe ). Even “simple” reactions targeting binary compounds leave
significant opportunities for controlled chemistry and materials discovery.

5.03.2.2 Ternary and multinary products

Ternary materials composed of three different elements provide functional advantages but can raise significant synthetic chal-
lenges. By increasing the compositional complexity of these materials, the phases are able to exhibit either new or improved func-
tional properties, making them useful in batteries (e.g., LiCoO2

49), catalysts (e.g., Cu3PdN
50), magnetism (e.g., BaFe12O19

51),
ferroelectrics (e.g., PbTiO3

52), and many more. Therefore, finding controllable syntheses of these compounds is an attractive
problem.

Syntheses of ternary and higher order products introduces the challenge of homogeneously bringing together many elements
into the same structure. As geometry dictates that an approximately planar interface between phases can only be shared by two
different particles, solid-state reactions generally take place as a series of sequential pairwise reactions.3 Therefore, reactions should
be designed to occur in multistep processes while still retaining sufficient free energy such that the last step on the reaction pathway
is thermodynamically favorable.4 While temperatures can be increased to nearly arbitrarily high temperatures to permit equilibra-
tion, practical matters including target decomposition, species volatilization, or reactions with containers then become problematic
for controlled synthesis, and metathesis no longer provides sufficient benefit.

In some cases, it is possible to form ternary products directly via sequential metathesis. For example, the reaction,

ZnF2 þ SnF4 þ 2Li3N/ZnSnN2 þ 6LiF; (12)

proceeds to ideal stoichiometric completion; however, the reaction requires temperatures of 850 �C and 2.5 GPa of pressure.53

While the metathesis reaction provides a means of mixing the elements in a reaction that is spontaneous, the high pressure is needed
to retain a high chemical potential of nitrogen to prevent decomposition of ZnSnN2 at such a high temperature.54 Therefore,
metathesis reactions used to synthesize multinary compounds (e.g., more than 2 component) generally take one of two approaches:
a ternary metathesis approach, where ternary compounds are prepared separately and reacted together in a final step in a manner that
resembles Eq. (1), or an assisted metathesis approach, where three different binary compounds react to yield intermediates that
subsequently react via ternary metathesis to the desired target and byproducts (Fig. 1). Both approaches build upon the framework
of the binary metathesis (Eq. 1) but in manner that allows pairwise reactions to generate desired ternary products. Specific cases of
each approach are discussed in this section.

5.03.2.2.1 Ternary metathesis
In ternary metathesis, at least one of the reactants is a ternary compound, allowing for all the atoms in the final product to be
sourced from only two reactants. Since solid-state reactions occur at the interface of two phases, minimizing the number of phases
required to reach reaction completion increases reaction kinetics.55 Alkali metal transition metal oxides are common reagents in
these reactions, as they can be reacted with a variety of metal halides to form the desired target product. For example, the perovskites
MTiO3 (M ¼ Sr, Ba, Ca) are formed by a reaction,56

Li2TiO3 þMCl2/MTiO3/2LiCl: (13)

Another approach to ternary metathesis is to use two ternary compounds as starting materials, with one reagent being hetero-
cationic, and the other heteroanionic. For example,

LiMO2 þ LaOCl/LaMO3 þ LiCl; (14)

with M ¼ Co, Mn.56 This approach provides a large scope of reactions and desirable products.
Using ternary reagents instead of binary reagents offers significant control over the reaction. For example, in the reaction between

LiMnO2 and YOCl changing the precursor polymorph of LiMnO2 from a stuffed spinel structure to an a-NaFeO2-derived structure
changes the most prominent polymorph of the YMnO3 product from the perovskite phase, to a layered hexagonal phase which is
the product formed by direct reaction of the binary oxides, which is attributed to differences in the reaction pathway.57 As ternary
precursors often display a wealth of synthetically accessible polymorphs to chose from, they provide more options when designing
a reaction. Understanding the role the starting structure of the reagents plays in directing reaction pathways allows for synthetic
control in contrast to traditional, high-temperature ceramic reactions.

Although less common, some ternary metathesis reactions involve only a single anionic species. For example, La2CuO4 reacts via
metathesis with Re2O7

32:

3La2CuO4 þ Re2O7/2La3ReO8 þ 3CuO: (15)

Reactions with highly acidic oxides (as defined by Smith58) such as Re2O7, MoO3 and V2O5 result in similar double-
displacement reactions. By contrast, reactions with less acidic oxides, such as TiO2, MnO2, and RuO2, instead lead to an addition
reaction to yield a quaternary phase:

La2CuO4 þ TiO2/La2CuTiO6: (16)
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Instead of considering the stability of a halide salt as a thermodynamic sink, these reactions leverage the thermodynamic acid/
base characteristics of different oxide species in a crystal structure relative to the basic oxide, La2O3. These reactions show the remark-
able versatility of ternary metathesis as a tool to make multinary materials.

5.03.2.2.2 Assisted metathesis
Assisted metathesis reactions tend to employ three reactants, where two precursors can be combine to make the desired product, and
a different pair forms the byproduct. Unlike ternary metathesis, where the precursors typically have to be synthesized individually,
most precursors for assisted metathesis commercially available, leading to a “one pot” synthesis. Because the reactants consist of
binaries, pre-reaction synthetic steps are frequently not required. A key example of this is illustrated by the reaction,59

3Li2CO3 þ 2YCl3 þMn2O3/6LiClþ 2YMnO3 þ 3CO2: (17)

In addition to the formation of the LiCl salt, the release of CO2(g) creates an additional entropic benefit to the overall reaction.
Assisted metathesis reactions can yield the stepwise generation of a ternary metathesis reaction as a part of the reaction pathway.

In the most general reaction,

AGþM0 þM00X/AXþMQþG (18)

the step-wise processes therefore involve:

aÞAGþM0/AQþG (19)

bÞAGþM00X/MXþG (20)

cÞAQþMX/AXþMQ; (21)

whereM ¼ [YO] andQ ¼ [MnO2] in the ternary metathesis of step c. In studying the reaction pathway of Eq. (17), the intermediates
of LiMnO2 and YOCl are observed after releasing CO2.

60 Synthesizing both phases independently in the laboratory and combining
them under similar conditions allows the reaction to proceed to completion through ternary metathesis akin to Eq. (14).57,60

A common feature to assisted metathesis is the release of a gaseous product, which can influence the final morphology of the
material. In the reaction of PbSO4, TiO2 and K2CO3

61:

K2CO3 þ TiO2 þPbSO4/PbTiO3 þK2SO4 þCO2 (22)

the release of CO2 along with co-formation of the soluble salt yields a monolithic product. By rinsing with water, K2SO4 could be
removed from the system allowing for a phase pure product with a high surface area.

Assisted metathesis reactions perform a wide range of chemistry forming both binary and ternary products, in many cases using
commercially available reagents. Reagents which would be suitable for forming the phases using ternary metathesis are often
formed as intermediates in the reaction pathway, removing the need for a time intensive precursor synthesis. This allows for
a wide range of conditions to be quickly tested.

5.03.2.2.3 Heteroanionic metathesis
Heteroanionic materials such as oxyfluorides, oxysulfides, and oxynitrides expand the available materials and applications space,
but provide synthetic challenges. Anion doping and substitution allows for the tuning of properties used in applications such as
solid-state lighting and energy storage. Heteroanionic materials are generally made through gas and solution phase reactions.62,63

Solid-state reactions using reagents such as NH4F,
64 polytetrafluoroethylene (PTFE),65 and polyvinylidene fluoride (PVDF)66 result

in ion exchange with gaseous byproducts that are easily removed from the reaction. However, more traditional solid-state metath-
esis routes to these materials promise to offer more synthetic control in terms of anion composition when compared to more tradi-
tional methods.

The compositional control offered by traditional solid-state metathesis reactions is underexplored. These methods require start-
ing with a mixed anion precursor, and selectively replacing one anion with another. For example,

2ZrNClþA2S/Zr2N2Sþ 2ACl; (23)

where A is Na or K, Cl� in ZrNCl is replaced with S2�.67 Adding an excess of the sulfide precursor results in ACl addition to the final
product as AxZr2N2SClx. By using metathesis, a heteroanionic material with a well defined anion stoichiometry forms a hetero-
anionic material with a different and controlled stoichiometry.

Using heteroanionic precursors in metathesis provides a natural limit to anion replacement in these reactions, as typically precur-
sors are chosen such that only one of the anions will be replaced. Selective, partial anion replacement is also achieved using limited
reagents. While reaction of LaF3 with an excess of Li2(CN2) leads to complete conversion to a lanthanum carbodiimide,

2LaF3 þ 3Li2ðCN2Þ/La2ðCN2Þ3þ 6LiF; (24)

using an excess of LaF3 in the reaction leads to formation of a heteroanionic lanthanum carbodiimide fluoride68:.

LaF3 þ Li2ðCN2Þ/LaFðCN2Þþ 2LiF: (25)
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By this method, a heteroanionic material with a tunable anion composition can, at least in principle, be converted into a different
heteroanionic material with the potential for a broad scope of reaction design.

5.03.3 Thermodynamics and kinetics of metathesis reactions

The choice of metathesis byproduct in the reaction greatly influences the thermodynamics and mechanistic pathway of a chemical
reaction, allowing for both rapid, self-sustaining reactions and slower, pathway controlled reactions to target metastable materials.
Halide salts are a common byproduct choice as they are generally quite stable, and their solubility in water and polar solvents allows
for easy removal from the final product. Halide salts also have a wide range of formation energies, allowing for tunability of reaction
thermodynamics and reaction products.23,59 Table 3 presents the formation enthalpy of halide salts commonly used in metath-
esis.69 For example, choosing NaCl as a byproduct creates a large thermodynamic driving force for a reaction, while reactions form-
ing a less stable salt such as NaI will be significantly less exothermic, assuming similar formation energies for the starting materials
in the reaction. While it is important to always consider the full balanced reaction, Table 3 is a good starting point for considering
a new reaction.

By changing the precursors, different reaction pathways become available. The reaction between Li3N and ZrCl4 is exothermic
and proceeds rapidly to completion after initiation from a hot filament12:.

8Li3Nþ 6ZrCl4/6ZrNþ 24LiClþN2 DHrxn ¼ � 680 kJ=mol ZrN: (26)

In contrast, a similar reaction between NaN3 and ZrCl4 is significantly less exothermic,

8NaN3 þ 2ZrCl4/2ZrNþ 8NaClþ 11N2 DHrxn ¼ �320 kJ=mol ZrN; (27)

and the reaction does not progress to completion under similar conditions, with a large amount of the final product remaining
amorphous.

Even in very similar reactions, a change in the precursor (e.g., different alkali ions) can result in different products, as the reaction
progresses along different pathways. By understanding the relationship between precursor choice and reaction pathway, thermody-
namic sinks along reaction pathways can be avoided, leading to faster formation of the desired products. But just as rational choice
of precursors may avoid thermodynamic sinks, choosing other precursors can target such sinks actively allows for the isolation of
metastable phases.47

5.03.3.1 Maximizing DG

Highly exothermic metathesis reactions create the desired product in only a few seconds, in contrast to the impractically long heat-
ing times required for direct reactions between elemental or related precursors. By releasing enough heat to create a chain reaction,
the reaction self sustains and provides a very effective route to producing refractory compounds, as described in Section 5.03.2.1.1.
The basic principle behind maximizing thermodynamic gains during reactions is to use less stable reactants and to target more
stable products. It is for this reason that alkali and alkaline earth halides are common products in metathesis reactions: the high
lattice energy of the salts creates a large thermodynamic driving force. If the targeted product is also quite stable the reaction ther-
modynamics become even more favorable. This often manifests as a “solid flame” illustrated in Fig. 6A, where the heat released in
the reaction is sufficiently high such that it causes the reaction to glow.70 The large amount of heat also creates disorder at the reac-
tant product interface, which is hypothesized to create a large amorphous region with increased entropy (Fig. 6B), which also allows
for greater mobility of reacting species and faster formation of the desired products.12 Exothermic metathesis reactions easily form
refractory materials in a time and energy efficient manner.71,72

5.03.3.2 Metathesis kinetics

Quantitative studies of double replacement reaction kinetics are as of yet absent from the literature. The complex morphology of
reactions of solids with at a minimum two products and two reactants (and frequently numerous intermediates) cannot easily be

Table 3 Enthalpy of formation of the solid of various halide salts commonly
used in metathesis reactions.

DHf
o(kJ/mol) F Cl Br I

Li �617 �408 �351 �270
Na �575 �411 �361 �287
K �327 �437 �394 �328
Mg �1124 �642 �524 �367
Ca �1226 �796 �683 �258

Values are taken from the NIST Chemistry WebBook.69
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mapped onto traditional understanding of the geometry of solid materials. It is thought that the two products can either form as
isolated blocks between the two reactant phases,73 or interdigitate forming thin layers between the two reactants.74 Both product
morphologies have been observed in single displacement reactions, with the preferred morphology of the system tied to the
mobility of ionic species in the product phases.75,76 However, studies in this field are far from comprehensive. With the renewed
interest in understanding and controlling the reaction pathway of solid-state reactions, metathesis chemistry offers to be a rich and
exciting field.

5.03.3.3 Avoiding thermodynamic sinks

Although maximizing the energetic difference between products and reactants in a reaction is a natural first consideration when
choosing metathesis reactions to avoid kinetic barriers, it is not the only important factor. Consider the following reactions:

Mgþ 2Crþ 4S/MgCr2S4 DHrxn ¼ � 876 kJ=mol (28)

2NaCrS2 þMgCl2/MgCr2S4 þ 2NaCl DHrxn ¼ � 49 kJ=mol (29)

As the DHrxn magnitude of the elemental reaction (Eq. 28) is over 18 times greater than DHrxn of the related metathesis reaction
(Eq. 29), one might expect the elemental reaction to proceed quickly, especially with the low melting point of sulfur (Tm ¼ 115 �C;
see Section 5.03.2.1.1). Formation of MgCr2S4 phase from the elements requires the reaction to be heated at 800 �C for 3 months,77

yet the metathesis route yields the desired product in 30 min.55 The long heating time is necessary in the elemental reaction, because
the reaction takes place via two pseudo-elementary steps:

Mgþ 2Crþ 4S/MgSþCr2S3 DHrxn ¼ � 865 kJ=mol (30)

Fig. 6 (A) Metathesis reactions which focus on maximizing DGrxn occur quite rapidly, creating the “solid flame.” (B) In these systems, the reaction
is thought to propagate from an initiation point along an amorphous interface until all reactants have been consumed in a self-sustaining and rapid
high-temperature process. Reprinted with permission from (A), Kaner, R. B.; Bonneau, P. R.; Gillan, E. G.; Wiley, J. B.; Jarvis R. F. Jr; Treece, R.
Rapid Solid-State Synthesis of Refractory Materials, May 5 1992. US Patent 5,110,768, 1992 and (B) Gillian, E. G., Kaner, R. B. Synthesis of
refractory ceramics via rapid metathesis reactions between solid-state precursors. Chem. Mater. 1996, 8, 333–343. Copyright 1996 American
Chemical Society.
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MgSþCr2S3/MgCr2S4 DHrxn ¼ � 11 kJ=mol (31)

When magnesium, chromium and sulfur are heated together, MgS and Cr2S3 form rapidly and the reaction falls into a thermo-
dynamic sink of binary sulfides, even thoughMgCr2S4 is the thermodynamic ground state. This step consumes a large fraction of the
thermodynamic free energy of the overall reaction (Eq. 28). Forming MgCr2S4 from Cr2S3 and MgS has very low reaction enthalpy
relative to the metathesis reaction (Eq. 29), and the concerted one-step reaction mechanism of the metathesis reaction avoids the
slow reaction of the sulfide binaries and instead yields quick formation of the target product. Therefore, although formation of
MgCr2S4 from the elements has a larger overall enthalpy change, the actual step forming the desired MgCr2S4 product has a larger
decrease in energy in the metathesis reaction. In this case, metathesis circumvents the thermodynamic sink of the binary sulfides.

The thermodynamic sink can be visualized by projecting the reaction energy onto a ternary MgeCreS phase diagram. Metath-
esis, in effect, changes the corners of the phase diagram. Because the thermodynamics of salt formation must also be taken into
account, the global energetic minimum of the reaction changes. Fig. 7 illustrates the energetics of MgCr2S4 formation using
both elemental and metathesis routes, and it shows how the large driving force of salt formation effectively removes the thermo-
dynamic sink between the reactants and products (e.g., MgS and Cr2S3) present in the elemental reaction (Fig. 7A).

Metathesis reactions typically occur at lower temperatures than direct reaction of the constituent elements or binary compounds.
This allows the reactions to surpass the first kinetic hurdle of any reaction: reacting the starting materials. Such is the case in the
reaction to form ZnSnN2 via metathesis53:

ZnF2 þ SnF4 þ 2Li3Nþ 3LiF/ZnSnN2 þ 9LiF (32)

High temperatures are required for the interdiffusion and reaction of binary nitrides (>1000 �C). Yet, at such high temperatures,
the desired ZnSnN2 product decomposes at ambient pressure due to the low chemical pressure of nitrogen.54 By increasing pressure
along with temperature (Fig. 8), metathesis allows for sufficiently low reaction temperatures (800 �C) while technically achievable
pressures (< 7.7 GPa) are sufficient for maintaining the stability of ZnSnN2. By lowering the temperature of reaction, metathesis
opens the door to pathways for synthesizing materials that are unstable at high temperatures.

Rational selection of precursors in metathesis reactions can also allow for the pre-mixing of reagents. For example, in the
synthesis of highly refractory TixVyN, Hector, et al. cleverly chose reagents to avoid the mixing of the two transition metals by solid
diffusion, which would be rate limiting. As TiCl4 and VCl4 are miscible liquids, in a metathesis route the two metals are easily
atomically mixed prior to the reaction, eliminating the need for a long annealing process. The reaction xTiCl4 þ yVCl4 þ 4

3Li3N/

TixVyNþ 4LiClþ 1
6N2 initiates with friction and completes in a matter of seconds. The premixing of cations is made possible by

a wider degree of reagent choice, and makes a quick reaction possible.
As the mechanisms of solid-state chemistry are often poorly understood, metathesis reagents are often chosen by the overall ther-

modynamics and by trail and error. When a synthetic target can be result from the most thermodynamically stable state of the reac-
tion, it is important to choose precursors whose reaction pathways avoid thermodynamic sinks. The wide variety of metathesis
reagents allows for more control of reaction kinetics and products.

5.03.3.4 Targeting metastable phases via metathesis

Just as metathesis reactions can be used to avoid slow reactions which impede progress to the targeted product, they are also used to
target intermediate thermodynamic sinks in order to access metastable materials. This is well illustrated by the YeMneO system

Fig. 7 Thermodynamics of MgCr2S4 formation viewed on a ternary phase diagram via (A) elemental reactions (Eq. 28) vs (B) metathesis reactions
(Eq. 29). In the synthesis of MgCr2S4, production of the thiospinel directly from its constituent binaries has only a small thermodynamic driving
force, with MgS providing a significant thermodynanic sink. However, by coupling the formation of MgCr2S4 with NaCl, a much larger decrease in
energy is achieved for forming the desired MgCr2S4. Copied from Miura, A., Ito, J., Bartel, C. J., Sun, W., Rosero-Navarro, N. C., Tadanaga, K.,
Nakata, H., Maeda, K., Ceder, G. Selective Metathesis Synthesis of MgCr2S4 by Control of Thermodynamic Driving Forces. Mater. Horizons 2020, 7(5),
1310–1316.
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synthesized via assisted metathesis where changing the identity of the nominally-spectating alkali cation has drastic effects on the
structure and composition of the final product.

Yttrium manganese oxide is synthesized by an assisted metathesis reaction (Section 5.03.2.2.2) between an alkali carbonate,
yttrium chloride and manganese oxide. At temperatures above 850 �C under excess oxygen, reactions of all three alkali carbonates
form hexagonal YMnO3 phase via,

3A2CO3 þ 2YCl3 þMn2O3 /
O2

6AClþ 2YMnO3 þ 3CO2; (33)

where A is Li, Na and K. Yet at lower temperatures (�650 �C) Y2Mn2O7 is predicted to be more thermodynamically stable in the
presence of excess oxygen. At lower temperatures, reactions with Li2CO3 also form orthorhombic YMnO3 (Eq. 17). The lower
temperature reactions of Na2CO3 instead reacts via,

3Na2CO3 þ 2YCl3 þMn2O3 þ 1
2
O2 /

O2
6NaClþY2Mn2O7 þ 3CO2; (34)

along a different reaction pathway to yield cubic Y2Mn2O7.
59 Crystalline intermediates of these two reactions are divided into either

YeOeCl materials, or A-Mn-O materials, resembling ternary metathesis reactions. The accessibility of alkali manganese oxide
intermediates plays a strong role in determining the accessible final products.

To explain to different results between Li and Na, one must consider how the addition of extra elements opens up alternate path-
ways by stabilize intermediates along the reaction pathway. Fig. 9 shows the A-Mn-O predominance diagrams for A ¼ Li, Na, and K
plotted in a space defined by the elemental potential.78 Despite the chemical similarity of the three alkali metals, the accessible
alkali manganese oxide species differ for the three cations.81 A closer look at the intermediates formed when A ¼ Li at 500 �C reveals
two spinel based LieMneO intermediates which charge disproportionate such that slightly oxidized intermediates form ortho-
rhombic YMnO3 and slightly reduced intermediates yield hexagonal YMnO3,.

57 This is consistent with the influence of oxygen
partial pressure on the metathesis reaction.60 In contrast, the NaeMneO chemistry creates a pathway for Mn oxidation to happen
in situ by way of NaxMnO2, thus creating a higher local oxygen chemical potential that results in the more oxidized Y2Mn2O7

product.78 This feature is unique to Na and absent in Li and K. With Li and K, the reaction instead results in the thermodynamic
sink of YMnO3, which is metastable with respect to Y2Mn2O7 in the presence of excess oxygen at 1 atm and 650 �C. Only after
understanding the reaction pathway is it clear why the different alkali ions lead to different products and reaction conditions.

In situ studies of reaction pathways are becoming more common as access to the relevant instrumentation increases. Fig. 10 shows
how powder X-ray diffraction data from a single experiment offers remarkable insight into reaction pathways, allowing crystalline inter-
mediates to be identified and tracked in complicated systems. In this specific example, a ternary metathesis reaction, LiMnO2 þ YOCl, is
identified as an elementary step from the assistedmetathesis reaction between YCl3, Mn2O3 and Li2CO3 as described in Section 5.03.2.2.2
and summarized in Eq. (19). These data permit determination of which variables in reactions affect the reaction pathway, and therefore
the final product, and rationally design synthesis conditions. For example, when mixing alkaline earth metals such as Ca and Mg in
a “cometathesis” reaction that produces, the reaction temperature is significantly reduced from 750 �C to 550 �C owing to surfacemelting
of the nascently formed MgCl2/CaCl2 eutectic salt. Small amounts of alkaline earth substitution in nominal YMnO3 product stabilizes
o-YMnO3 at low temperatures, but at high temperatures (Trxn ¼ 800 �C) h-YMnO3 is formed.5 Lowering reaction temperature
therefore allows for selective formation of o-YMnO3. By studying the reaction pathway and energetic landscape, it becomes apparent

Fig. 8 The low temperature of metathesis reactions are used to stabilize materials which decompose at high temperatures, as illustrated by the
pressure and temperature phase diagram for the formation of ZnSnN2 via metathesis (Eq. 32). Reprinted with permission from Kawamura, F.;
Yamada, N.; Imai, M.; Taniguchi, T. Synthesis of ZnSnN2 Crystals via a High-Pressure Metathesis Reaction. Cryst. Res. Technol. 2016, 51, 220–224.
Copyright 2016 American Chemical Society.
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Fig. 9 Chemical potential diagrams of thermodynamically stable compositions YeMneO at 650 �C referenced to their standard elemental state.78

The diagrams reference Gibbs free energies of formation by applying a machine-learned transformation79 on DFT-based formation enthalpies acquired
from the Materials Project database.80 The stable region of Y2Mn2O7 is highlighted in pink, and that of YMnO3 is highlighted in blue. Projections of
the stable regions of LiMnO2 (purple), NaMnO2 (green), and KMnO2 (orange) are projected into the phase space. The different overlapping regions in
each chemical system lead to different products in reactions of YCl3 and Mn2O3 with A2CO3, with Na2CO3 leading to Y2Mn2O7, and Li2CO3 leading to
YMnO3. From Todd, P. K., McDermott, M. J., Rom, C. L., Corrao, A. A., Denney, J. J., Dwaraknath, S. S., Khalifah, P. G., Persson, K. A., Neilson, J.
R. Selectivity in Materials Synthesis via Local Chemical Potentials in Hyperdimensional Phase Space. J. Am. Chem. Soc. 2021, 143, 15185–15194.

Fig. 10 In situ diffraction of the reaction 3Li2CO3 þ Mn2O3 þ 2YCl3 / 6LiCl þ 3CO2 þ 2YMnO3 (A) and weighted scale factor of the constituent
phases in the patterns as determined from Rietveld refinement (B). By studying complex reaction pathways we gain understanding which will enable
us to use metathesis to target metastable kinetic traps in reaction pathways. Reprinted with permission from Todd, P. K.; Smith, A. M. M.; Neilson, J.
R. Yttrium Manganese Oxide Phase Stability and Selectivity Using Lithium Carbonate Assisted Metathesis Reactions. Inorg. Chem. 2019, 58, 15166–
15174. Copyright 2019 American Chemical Society.
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that Ca-richmixtures act to initiate formation of o-YMnO3, but Ca is removed from the oxide into CaCl2 as a result its significant enthalpy
of formation. This approach is consistently scoped across other lanthanides (in place of Y) for ions with comparable radii. By applying
these techniques to solid-state metathesis reactions, we will gain insight into the best reaction pathways to target to synthesize a host of
metastable compounds, unlocking the full power of metathesis.

5.03.4 Conclusion

Metathesis reactions provide robust and selective routes to solid-state materials. The versatile chemistry is well suited to a wide
variety of compositions, and the choice in composition of the secondary product offers a wide degree of tunability for any indi-
vidual target product. By grouping together combinations of elements in a double exchange (e.g., ternary and assisted metathesis),
one can synthesize materials with increased compositional complexity. Metathesis reactions can yield refractory products on the
order of seconds by maximizing the energetic difference between products and reactants and by using precursors that are highly
unstable with respect to the desired product. Alternatively, they can also yield products which decompose at high temperatures
by lowering the reaction temperature, often facilitated by molten salts or high-ion-mobility intermediates. The lower reaction
temperatures can also be used to target intermediate points along a reaction pathway in order to isolate metastable products. Initial
studies of metathesis reactions focused on the thermodynamics of the overall reaction. Coupling this understanding with under-
standing the reaction pathways allows us to rationally design reaction conditions to target materials using one of the above para-
digms. Modern studies into reaction pathways and kinetics will increase the ability of the field to rationally select precursors for
a targeted product. The flexibility of metathesis reactions makes them both a fascinating subject to study, and an important route
to functional materials.
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Abstract

The use of solvothermal reaction conditions (hydrothermal when water is used) for the preparation of solid-state materials is
surveyed to illustrate their use in preparative chemistry. A particular emphasis is placed on the formation of solid materials
with properties suited for practical applications, the discovery of new compositions and crystal structures, and the control of
crystallization that solution-mediated routes allow for suchmaterials. Following some definitions and historical background,
the various classes of materials that are accessed by solvothermal crystallization are reviewed, frommicroporous zeolites and
their analogs, hybrid organic-inorganic solids (including coordination polymers and metal-organic frameworks) to
condensed solids, spanning oxides and other chalcogenides, pnictides, halides and carbides. Analogies with mineral crystal
chemistry are made, examples of layered materials provided, and recent work looking at composite materials is examined. A
final section focusses on efforts made to understand the reaction pathways involved in the formation of materials under
solvothermal conditions, from screening synthesis conditions, to models for crystallization, to experimental methods for
following materials forming in situ under realistic reaction conditions.

5.04.1 Introduction and definitions

Solvothermal chemistry provides a versatile methodology for the preparation of a wide variety of inorganic solid-state materials. Its
value lies in providing a large number of experimental variables to allow the formation of materials with infinitely extended struc-
tures that include chemical elements from all parts of the Periodic Table. The materials isolated are almost exclusively crystalline
solids that show long-range order in their atomic arrangement and so solvothermal methods are largely associated with
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crystallization. The term solvothermal implies the action of a solvent when heated, and encompasses the use of water, when the
term hydrothermal would be used. Historically, hydrothermal conditions were first studied, and the term hydrothermal was orig-
inally used by geologists to describe the formation of minerals in Nature where the action of water on rock induces chemical change,
and the word was used in text-books on geology published in the middle of the 19th century.1–3

Early uses of hydrothermal conditions for the preparation of mineral analogs were reviewed by Morey and Niggli in 1913 who
provided the following definition4:

“In the hydrothermal method the components are subjected to the action of water, at temperatures generally near, though often
considerably above, the critical temperature of water (ca. 370�), in closed bombs, and therefore under the corresponding high pres-
sures developed by such solutions.”

Later, following considerable development of the method for preparative chemistry, the definition of hydrothermal was made
more general by Rabenau in 19855:

“heterogeneous reactions in aqueous media above 100 �C and 1 bar.”
Demazeau broadened the definition to encompass all possible solvents and introduced the term solvothermal (solventothermal in

some literature)6:
“a chemical reaction in a closed system in the presence of a solvent (aqueous and non aqueous solution) at a temperature higher

than that of the boiling point of such a solvent.”
While other authors have made more specific definitions to emphasize the use of particular solvents (for example, glycothermal

when glycols are used, ammonothermal, when concentrated ammonia is used, and ionothermal for reactions that use ionic liquids as
reaction media), Demazeau’s definition is most widely encompassing and is the simplest way of defining the preparative method.

The use of a solvent provides unique conditions for the formation of materials. Reactants otherwise difficult to dissolve are solu-
bilized in a heated solvent, which may be aided by the inclusion of a mineralizer (such as hydroxide, fluoride or some complexing
agent) that provides an additional way of dissolving reagents. Conditions of chemical transport are then brought about to allow the
assembly of solid-state structures that crystallize from the solution, in some cases via an amorphous gel phase. In the context of
solid-state materials with infinitely extended structures, ‘synthesis’ is taken tomean the atomic scale assembly of a structure by appli-
cation of synthesis conditions upon chosen reagents: this is less precise than for organic molecules, where rational design of atomic
connectivity is implied. As will be seen in the sections below the idea of ‘design’ in infinitely connected structures is much less well
developed. It should also be noted that for solid-state structures, synthesis and crystallization are coincident. The formation of
a framework material often occurs under rather narrow conditions of temperature, pressure, chemical composition space, and
post-synthesis purification is rarely applicable, unlike in the case of solids formed from molecular entities that may be dissolved,
recrystallized and purified in steps following synthesis. In this respect, the advantage of solvothermal methods is that they provide
the versatility to modify conditions (temperature, solubility of reagents, mineralizers, crystal growth modifiers etc.) to fine tune the
preparation of a particular materials with high crystallinity. This ability to tune reaction conditions is largely lacking in other prepar-
ative methods for solids, particularly those that use the high temperatures associated with solid-state chemistry. Other preparative
methods tend to be limited to certain classes of materials. As will be seen from the review below, solvothermal methods can be
applied to an astonishing range of inorganic materials with diverse structures and combining elements from all parts of the Periodic
Table.

The application of temperature to a solvent in a sealed reaction vessel generates pressure, known an autogenous pressure when it is
simply produced by virtue of the closed system and not applied externally. Pressure-temperature curves for pure water have been
tabulated in the literature7,8 and Fig. 1 shows the pressure generated when pure water is heated in a closed system. It can be seen that
the pressure is a function of the percentage fill of the reaction vessel and that extreme pressure can be produced if the percentage fill
is high. This has implications in the choice of reaction vessels (see below) as well as in safety considerations in a laboratory setting. It
should be noted that the available data are for pure water, but for chemical synthesis the solution will contain dissolved species, and
suspended powder, so the conditions are not ideal. In addition, each solvent, or solvent mixture, will have its own pressure-
temperature curves.

Above the critical temperature of the solvent (374 �C for pure water) a single fluid is present. The behavior of the density of the
solvent, both liquid and gas, is important to consider here, which is plotted on Fig. 2A for pure water. This shows how the density of
liquid water decreases as the temperature is raised, while the density of gaseous water increases. The result of these effects is shown
on Fig. 2B for various fill levels. At >32% fill (the critical fill), the liquid level rises with temperature and for 80% fill at 250 �C,
a vessel will be completely filled with liquid. Above the critical point the liquid no longer exists so the vessel is then filled with
a single gaseous fluid. At the critical fill of 32% the liquid level remains unchanged to the critical point when the liquid-gas meniscus
disappears. Below 32% fill, the liquid level drops as temperature increases. This is for pure water, but dilute solutions behave in
similar ways and similar considerations can be made for other solvents.9

The combination of temperature and pressure modifies various properties of a solvent and this includes fundamental properties
such as viscosity, ionic product and dielectric constant.5 The viscosity of water decreases with temperature, and at 500 �C and
100 bar is only 10% of its value under ambient conditions. The dielectric constant decreases with rising temperature and increases
with rising pressure, with the temperature effect dominating. The ionic product increases sharply with pressure and temperature. At
1000 �C and 1 kbar, and there is evidence that water is completely dissociated into H3O

þ andOH�, and so will behave like a molten
salt.10 It should be noted that most preparative chemistry using solvothermal conditions is carried out under subcritical conditions,
and many examples in this chapter have used these conditions. Typically, temperatures below 250 �C are used where only moderate
pressures are generated, around 10s of atmospheric pressure. Here, the pressure is not considered to have a strong influence on the
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product formed, and thermal effects are much more important.11 This is convenient for exploratory synthesis in the laboratory, and
as will be seen in the examples below, provides access to a wide range of materials, including novel structures and compositions, not
seen under other synthesis conditions, and allows control of crystal habit and crystal size for materials that would normally be
prepared under rather different conditions. Even the moderately small variations in the solvent’s properties are sufficient to bring
amount crystallization of materials not accessible under ambient conditions, for example by precipitation.

The aim of this chapter is to review the use of solvothermal methods for the preparation of inorganic, solid-state materials.
Following a brief summary of the historical background, the review will be divided by materials type, with a focus on the chemical
composition and structural features, and finally some attention will be given to current research on understanding crystallization
mechanisms, using in situ techniques to monitor the formation of materials and considering how computational approaches may
be important in design of future materials synthesis with some predictability in the product that is formed. The review is not exhaus-
tive since there are many tens of thousands of papers now published on hydrothermal or solvothermal synthesis, but instead
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Fig. 1 Pressure-temperature curves for pure water in a sealed vessel drawn using the data of Kennedy.7 Reproduced with permission from Laudise,
R. A.; Nielsen, J. W. Hydrothermal Crystal Growth. In Solid State Phys. Seitz, F.; Turnbull, D. Eds. Academic Press; 1961; Vol. 12, pp 149–222.

Fig. 2 Behavior of water in a sealed vessel (A) shows the density of water liquid and vapor with temperature, and (B) shows the resulting effect on
the fluid within a sealed vessel, as a function of percentage fill. Figure drawn after Laudise9 using data of Kennedy.7
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representative examples have been chosen to illustrate the scope of the technique. Many of the review articles cited herein will direct
the reader toward further examples. This chapter is aimed at the reader who is interested in applying solvothermal synthesis in the
laboratory for preparation of materials on a scale suitable for studies of their crystal structure or measurement of some of their
fundamental properties. The chapter will not cover scale-up of preparation for manufacture of materials, which although is some-
thing that solvothermal reactions lend themselves to very well with the implementation continuous flow reactors having been
successful introduced by several groups,12–15 is beyond the scope of the present literature review.

5.04.2 Historical and practical aspects

Hydrothermal methods have been long studied from their origin in the preparation of mimics of geological materials. The first pub-
lished work on hydrothermal synthesis is believed to be that of Schafhäutl in 1845, who produced small quartz crystals from precip-
itated silicic acid.16 In 1913 Morey and Niggli surveyed all of the available literature on the formation of silicates under
hydrothermal conditions, around 80 papers at that time.4 It should be noted that this was before the development of X-ray diffrac-
tionmethods and the identification of the phase prepared was reliant on classical chemical analysis or optical microscopy and so the
classification and purity of the materials may be doubtful, as in fact the authors themselves noted. Almost 40 years later, in 1953,
Morey wrote an account of the hydrothermal synthesis of silicates that systematically considered the physical chemistry of the water-
silica interaction at elevated temperature, still with the emphasis on replicating geophysical conditions in the Earth.17 Hydrothermal
methods have also been developed in processing of minerals, in particular the field of hydrometallurgy is concerned with the extrac-
tion of metals from their ores using aqueous media.18 An important industrial application of hydrothermal methods that was devel-
oped from the early 1900s was the growth of large crystals of a-quartz single crystals due to its piezoelectric properties used in sonar
and wireless communication.19,20 Here, seeding and temperature gradients were optimized to allow reproducible growth of large
crystals (centimeters in size) on an industrial scale. These ideas have been extended to various oxides of transition-metals and
lanthanides, sulfides, both binary and ternary compositions.21–24 In more recent years, industrial-related research has focussed
on using hydrothermal methods for processing of biomass, with the aim of building plants for the sustainable production of fuels,
carbon materials or platform chemicals, from what would otherwise be waste products.25

In the laboratory a variety of reaction vessels, autoclaves (or bombs), have been designed and used for implementation of solvo-
thermal reactions.26–32 Early designs were heavily engineered to allow containment of the high pressures generated by heating up to
1000 �C, or even higher, examples of which are shown in Fig. 3A and B. In some cases pressure is not autogenous, but can be
applied externally.

Under extreme conditions of temperature and pressure, water can be corrosive and the material from which the autoclave is con-
structed needs to be chosen carefully, both to withstand pressure and to avoid releasing contaminants into the solution used for
synthesis. Steel reactors lined with noble metals were commonly used, earlier, and Table 1 lists some of the properties of various
linings used to contain hydrothermal reactions.

Fig. 3 Examples of autoclaves for solvothermal synthesis: (A) Morey-type (1914) steel autoclave (500 �C) with a plunger and screw-thread design.
A is nut for pressure release, B is the screw plug, C is the plunger that meets the shoulder D, E is the body, F is a space for a thermoelement and G
is a gold crucible. (B) Tuttle-type (1948) autoclave (900 �C, 30,000 psi) that has no heated thread and is sealed by weights. The pressure vessel B is
supported by rod C and the seal is maintain by downward thrust on rod E by means of lever arm L and weight W. The lower end of the supporting
rod (A) is connected to a pump that provides pressure. The left image shows a closer view of the cone end (S) of the pressure vessel and cone seat
(S0). (C) Polytetrafluoroethylene (PTFE) lined steel autoclaves (250 �C) sold by the Parr Instrument Company showing the assembled autoclaves and
the PTFE inserts separately (23 ml, right, and 45 ml, left, vessels). (A) Reproduced with permission from Morey, G. W. J. Am. Chem. Soc. 1914, 36,
215–230. (B) Reproduced with permission from Tuttle, O. F. Am. J. Sci. 1948, 246, 628. (C) Image courtesy of the Parr Instrument Company.
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More resistant alloys such as those of the Hastelloy� and Inconel� types have more recently been used as more robust containers
for autoclaves, or autoclave liners.33 In more recent times, and with the realization that a wealth of novel materials could be discov-
ered under mild conditions, the use of polytetrafluoroethylene (PTFE) (such as Teflon�) liners for steel vessels has become
commonplace. These provide a chemically inert container, stable at extremes of pH and even to aggressive mineralizers such as
HF, although the upper temperature is limited by the softening and creep of the PTFE which becomes significant above 250 �C.
Fig. 3C shows the widely used autoclaves, originally sold as acid-digestion vessels, but now commonplace in many laboratories
where investigation of the synthesis of inorganic materials is performed.

It is worth mentioning that adaptions of the heated autoclave method have been reported in the literature and some specific
examples will be given in the later sections of this article. Microwave heated reactors have been widely explored, and provide rapid
heating that leads to fast nucleation.34 Other modifications to the hydrothermal methods include the use of ultrasound, electro-
chemistry, mechanical agitation and tumbling autoclaves.35

Much of the research on solvothermal chemistry in the past decades has been on its role in preparative solid-state chemistry,
which is the main focus of this review. This covers the following aspects, which are common to all of the classes of materials
considered:

(1) The synthesis of novel materials, including new crystal structures and novel chemical compositions of known structures,
especially metastable phases that cannot be isolated using higher temperatures and pressures.

(2) The formation of fine particles with well-defined size and morphology, from the nanoscale to micron-scale with predictability
over the shape of crystallites, especially the engineering of specific crystal facets for fundamental studies of properties.

(3) Fabrication of materials for application in devices, such as growth of thin films, submicron particles that can be readily sintered
into ceramics, growth of large single crystals, or the formation of composite materials such as supported nanoparticles.

In addition, the use of the solvothermal method uniquely allows the crystallization of solid-state materials that combine both
organic and inorganic components, so-called hybrid materials. This has been a tremendously fruitful avenue of research, leading
to vast numbers of new structures, some of which are associated with properties relevant for practical applications.

The following review is divided by class of materials, from porous materials, whose synthesis is only possible by solvothermal
routes, to the formation of fine powders of materials with condensed structures, where the use of solvothermal conditions provides
control of crystal morphology and size, and can allow access to metastable compositions, not possible using other preparative
routes. As well as purely inorganic materials, hybrid organic-inorganic solids will be discussed, and the review also covers layered
materials and other analogs of minerals. The final sections will summarize research on understanding the mechanism of solvother-
mal crystallization and will describe methods for following the formation of solids to provide information about pathways in the
assembly of extended structures from solution precursors.

5.04.3 Classes of materials prepared under solvothermal conditions

5.04.3.1 Porous inorganic materials

5.04.3.1.1 Zeolites
The preparation of zeolites using hydrothermal chemistry exemplifies the use of aqueous conditions for the crystallization of mate-
rials that are inaccessible by other synthesis methods (in most cases) and also shows how the formation of functional materials can

Table 1 Materials used as autoclave linings for hydrothermal crystallizations.

Material Temperature (�C) Solutions Notes

Titanium 550 Chlorides, hydroxides, sulfates, sulfides Corroded at 400 �C by NaOH at >25% and by NH4Cl at
>10%

Armco iron 450 Hydroxides Gradual oxidation to produce magnetite
Silver 600 Hydroxides Gradual recrystallization and embrittlement, and partial

dissolution
Platinum 700 Hydroxides, chlorides Blackening in chlorides in the presence of sulfur ions;

partial dissolution in hydroxides
Teflon 300 Chlorides, hydroxides Poor thermal conduction
Tantalum 500 Chlorides Begins to corrode in NH4Cl solutions >8%
Pyrex 300 Chlorides
Copper 450 Hydroxides Corrosion reduced in the presence of fluoride and organic

compounds
Graphite 450 Sulfides Pyrolytic graphite most suitable
Nickel 500 Hydroxides
Quartz 300 Chlorides

After Rabenau, A. Phys. Chem. Earth 1981, 13–14, 361–374.
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be inspired by naturally occurring minerals.36 Historically this is where much of our understanding of the practice of solvothermal
synthesis comes from, particularly in preparative chemistry of new materials, and so this is a natural starting point. Zeolites are
a class of silicate mineral whose structures consist of three-dimensional structures constructed from silicon and aluminium-
centered oxide tetrahedral that are strictly corner shared. The distinguishing characteristics of zeolites, over the many other families
of silicates, is the presence of void space in the extended structure. This microporosity is occupied by cations, to balance the anionic
framework charge, and loosely bound water (hence the name zeolite, meaning ‘boiling stone’). These two features give rise to two of
the important everyday properties of zeolites, as ion-exchangers, making use of the mobility of the extra-framework cations, and as
dehydrating agents, once the water is driven off. These considerations also allow a general chemical formula Mnþ

n/x [Si1-xAlxO4]$
yH2O to be provided for a zeolite, where the extra-framework cations balance the net negative charge of the aluminosilicate frame-
work that also contains occluded water. The history of the development of synthetic zeolites is very well documented in the liter-
ature in text books37–40 and extensive review articles.36,41,42 Briefly, extensive work in the 1940s and 1950s by Barrer in the UK lead
to reproducible synthesis of mineral analogs of zeolites,43,44 while Milton in the USA produced the first synthetic zeolite structures,
so-called zeolite A and zeolite X.45 (Note that zeolite A was discovered much later in Nature.46) A significant discovery in the 1960s
lead to the replacement of the alkali-metal cations by organic cations, and the formation of zeolites constructed from only silicon
and oxygen as framework atoms (siliceous materials).47 This later became especially powerful when combined with the use of fluo-
ride as a mineralizer.48 The 1978 report of the siliceous zeolite with the ZSM-5 structure, known as silicalite, is regarding as a land-
mark discovery in the field.49 This led to the concept of the template in zeolite synthesis, where the size and shape of the organic
cation may influence the architecture of porosity of the resulting silicate structure. Although there is a general correspondence of
the shape of the organic species and the zeolite porosity, the fact that a given organic does not yield a unique framework (indeed
a single framework may form from more than one organic), so the more general term structure directing agent (SDA) is generally
preferred.50 Fig. 4 illustrates this idea with some zeolite structures grouped according to the general shape of the organic structure
directing agent used in their synthesis.51 The zeolite phase is given its trivial name (chosen by the group who reported it) and its
three-letter code, as assigned by the International Zeolite Association.52

One strategy in the discovery of new zeolite structures is the idea of a ‘mixed template approach’ where combinations of cations
are used to promote the formation of particular structural features such as cages or channels. This idea has been long considered,53

but has recently been combined with computational modelling to identify SDAs for target structures.54,55 The principle of supra-
molecular assembly of the structure directly agent to yield larger ‘templates’ for the formation of the zeolite structure has also been
developed.56

In terms of practical applications, the access to siliceous (i.e. pure silicon), or high silicon, where small amounts of aluminium
are retained, compositions opened up new possibilities in molecular sieving, the separation of molecules on their ability to diffuse
into a zeolite structure, and in heterogeneous catalysis, where shape selectivity can direct the formation of particular molecular prod-
ucts. “Recipes” for zeolite synthesis are now compiled by the International Zeolite Association and these are verified by independent
researchers to ensure reproducibility.57

Exploration of hydrothermal reaction conditions, with all of the synthetic variables alluded to above has allowed some striking
new zeolite structures to be discovered in the past decades. Examples include the case of SSZ-23 that contains pore openings
bounded by rings with odd numbers of tetrahedral centers, such as 7-ring and 9-ring windows in SSZ-23, Fig. 5A,58 and the
discovery of extra-large pore materials, with window openings of more than 12-ring,59 and the example of partially ordered
SSZ-61 framework60 is shown in Fig. 5B. The preparative chemistry to achieve these materials involves the use of bulky structure
directing agents, which are synthesized especially for this purpose.

While large-pore structures may be desirable for catalysts involving bulk substrate molecules, in fact for many industrial appli-
cations, the preparation of small-pore zeolites is desirable, and solvothermal synthesis strategies for targeting such materials have
been explored.61

The extensive work on crystallization of zeolites, driven by their important applications, provides the most detailed description
of the pathways involved in the formation of extended inorganic structures from aqueous solutions. The huge literature on this topic
considers aspects of materials formation of relevance to solvothermal syntheses of many types of material, and particularly relevant
are: (1) the role of solution chemistry and whether preformed fragments of zeolites (building units) are present before the forma-
tion of crystalline structure; (2) the presence of amorphous intermediate material and its transformation into crystalline material;
(3) the successive crystallization of crystalline phases as a function of reaction time, temperature or chemical variables; (4) the role
of nucleation; (5) mathematical models to describe crystallization curves; (6) the preparation of hierarchically structured materials
with structural order (or disorder) over several length scales; (7) the precise atomic arrangement of constituent atoms that may be
non-statistically distributed over available sites; (8) the mechanism of structure directing agents; (9) the use of seed crystals to direct
the formation of a particular phase. Fig. 6 summarizes the essential steps in the formation of a zeolite under solvothermal (usually
hydrothermal) conditions.62 The concept of a nucleation-growth model of crystallization has now been well established and this
will be returned to in Section 5.04.4.1 when mechanistic aspects of solvothermal chemistry will be discussed.

Many aspects of zeolite crystallization are still under debate and with the advent of novel techniques to probe atomic-scale struc-
ture on various length scales, new insights are still being provided. For example, the successive crystallization of various phases from
a given chemical reaction mixture has long been known to follow Ostwald’s rule of stages where thermodynamically unstable phases
appear first followed by recrystallization to thermodynamically stable phases. An example is provided by the work of Rimer and co-
workers who prepared sodium aluminium silicate zeolites from colloidal silica and sodium aluminate, and observed the successive
formation of zeolite frameworks with decreasing molar volume (and hence increasing density) with increasing synthesis
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temperature and time.63 This work revealed new subtleties in this long-known observation, with a dependence on silicon:alumi-
nium ratio (SAR), such that at high SAR in some cases the rule of stages was apparently contradicted, Fig. 7. Careful analysis showed
that this anomaly is due to the fact that the initial aluminosilicate gel is inhomogeneous, with only partially dissolved silica starting
material, so the solution initially resembles the Al-rich region of the phase diagram.

There have been some specific developments in hydrothermal crystallization of zeolites in the past decades that are now
providing access to novel materials for practical applications. The first of these concerns the precise location of silicon and
aluminium atoms within the tetrahedral framework of a zeolite. This structural subtlety has been discussed in the literature for
many years and the Loewenstein rule, put forward in the 1950s, proposed that sharing of an oxygen atom by two AlO4 tetrahedra
was not found in zeolites, such that AleOeAl sequences are not present in tetrahedral frameworks, and that the amount of

Zeolite phasesSDA

ZK4, N-A, and alpha (LTA – 1961)

ZSM-4 and zeolite
Omega (MAZ –1968)

ZSM-5 (MFI) 1968

ZSM-11 (MEL) 1973

EU-1 (EUO) 1981

ITQ-13 (ITH) 2000

ITQ-22 (IWW) 2003

SSZ-13 (CHA)
1985

SSZ-23 (STT)
1987

SSZ-24 (AFI) 1987

SSZ-25 (MWW) 1987

1-adamantammonium

N+(CH3)3

N+(CH3)
(CH3)3N+

N+

N+

N+

N

SSZ-31 –1990

TMA-Sodalite (SOD –1961)

Beta –1967,
ZSM-12 (MTW) 1964

TEA

TMA

TPA

TBA

Zeolite structures

Fig. 4 Illustration of the role structuring directing agents (SDAs) in zeolite synthesis with selected examples. Reproduced with permission from
Burton, A. W.; Zones, S. I. Chapter 5dOrganic Molecules in Zeolite Synthesis: Their Preparation and Structure-Directing Effects. In Studies in Surface

Science and Catalysis. �Cejka, J.; van Bekkum, H.; Corma, A.; Schüth, F. Eds. Elsevier; 2007; Vol. 168, pp 137–179.

46 Solvothermal and hydrothermal methods for preparative solid-state chemistry



aluminium present in the framework cannot exceed the amount of silicon.64 In silicon-rich materials, however, where the
aluminium is dilute, there is not necessary one unique way of arranging the aluminium centers: this is an important issue to resolve
since the positions of the aluminium centers will influence the local negative charge of the framework, which dictates the properties
of ion-exchange and catalysis.65 An example is shown in Fig. 8. The challenge in studying these configurations is that the distribu-
tion of aluminium atoms may not give rise to any long-range order and so may be invisible by conventional crystallographic
methods (especially bearing in mind the similar scattering power of Al and Si toward X-ray and neutrons) Modern solid-state
NMR methods have revolutionized the way in which such structural problems can be approached, using not only 27Al and 29Si
as probe nuclei, but also 1H and extra framework species that might have NMR active nuclei, and this approach is especially

Fig. 5 Examples of novel zeolite structures prepared by hydrothermal chemistry that have no known mineral analog: (A) the SSZ-23 (STT-type)
structure viewed along the 9-ring channels and (B) the SSZ-61 (*-SSO-type framework) viewed along the dumb-bell shaped 18-ring channels. The
blue tetrahedral represent SiO4 primary building units, and the organic structure directing agents are not shown. Structures are drawn using the
idealized coordinates provided by the International Zeolite Association.
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Fig. 6 A schematic of the essential steps in the formation of a zeolite under solvothermal conditions using structure directing agents, illustrating
the presence of a gel precursor, the role of nucleation and the classical S-shaped crystallization curve. Reproduced with permission from Grand, J.;
Awala, H.; Mintova, S. CrystEngCommun 2016, 18, 650–664.
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powerful when backed by computational methods to rationalize experimentally measure spectra. With the understanding gained
and trends observed concerning energetically favorable sites for aluminium, attention has turned to the possibility of controlling Al
location by choice of hydrothermal synthesis method. One synthetic approach is to use a combination of organic and inorganic
structure directing agents: for example, the relative ratio of N,N,N-trimethyl-1-admantylammonium and Naþ cations in the crystal-
lization medium for SSZ-13 determines its cationic charge density and influences the arrangement of isolated and paired Al in the
resulting zeolite structure, with paired Al densities that increased linearly with Naþ content.66

Fig. 7 Illustration of Ostwald’s rule of stages for Na zeolites at different silicon:aluminium ratio (SAR) showing that at high SAR the inhomogeneous
gel leads to the unexpected formation of an initial dense phase. Reproduced with permission from Maldonado, M.; Oleksiak, M. D.; Chinta, S.; Rimer,
J. D. J. Am. Chem. Soc. 2013, 135, 2641–2652.
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A second feature of zeolite chemistry that has been of extensive focus is that of hierarchical porosity. This is where the porosity of
a material is found on different length scales, and in the case of a zeolite this will extend beyond the microporosity expected from
the inherent crystal structure to the mesoporous (2–50 nm pores), or macroporous (>50 nm pores). This is particularly relevant to
applications in catalysis since large surface area materials with high adsorption capacities with mesoporosity and macroporosity
offer enhanced mass transport.67 Note that the inherent crystal structure of the zeolite is maintained in these materials but the struc-
ture is interrupted on some length scale to engineer additional porosity. The ‘zeolitization strategy’ has been used generate hierar-
chically porous materials, where the inclusion of additional templating agents during hydrothermal preparation, gives rise to the
higher levels of porosity. These templates may be classed as soft (for example, assemblies of polymers) or hard (for example, carbon
nanoparticles). Here, the challenge is restraint of phase-separation during zeolitization where the presence of the conventional
template in the presence of the secondary template may tend to produce separate phases.68,69 Polymer templating is an effective
way to engender mesoporosity, as illustrated in Fig. 9, where a silane-functionalized polymer is used as a ‘porogen’ for the forma-
tion of intracrystal mesopores within a zeolite specimen formed under hydrothermal conditions.70 There is a growing interest in
template-free routes to hierarchically structure zeolites, and these tend to use pre-formed seed crystals that self assemble into
larger-scale structures; however these methods are less well understood and their general applicability is not certain.69

Finally, in relation to crystallization, it is useful to consider the growth of large crystals of zeolites. This is desirable for accurate
structure solution using diffraction methods and also fundamental experimental studies where oriented specimens are required,
such as spectroscopic studies of molecular diffusion or of catalysis.71,72 Most zeolites formed in the laboratory using hydrothermal
techniques are produce only as polycrystalline powders. Methods for the growth of sizeable zeolite crystals (greater than 50 mm in
one dimension) involve adaptions of the conventional hydrothermal method. This includes the use of mineralizers and nucleation
suppressing agents, the use of low surface area precursors that control the rate of release of reagents into solution, the use of elevated
temperatures up to 300 �C (although this may result in the formation of condensed phases), modification of gravity (low gravity in
space, or high gravity applied with a centrifuge), and the use of non-aqueous solvents.73 The use of gels at room temperature has
also allowed access to large zeolite crystals, although these conditions are not strictly hydrothermal. Fig. 10 shows an example of
crystals formed using low surface area silica precursors, the so-called ‘bulk material dissolution’ technique.74

5.04.3.1.2 Zeotypes
Zeolite structures are known where aluminium and silicon are replaced by other chemical elements and these are referred to as zeo-
types. In the simplest case this involves replacement of a fraction of silicon or aluminium by an isovalent element (such as silicon by
germanium, or aluminium by boron or gallium) to tune the chemistry of the tetrahedral framework (for example, its local charge
and local structural distortions via changes in bond lengths and angles). This may modify the catalytic properties of the solid: for
example, gallium silicate analogs of zeolites can have distinct catalytic properties,75 while tin-substitution provides powerful Lewis-
acid catalysts.76 The formation of zeotypes, however, is much more versatile since it can lead to unique frameworks not seen in
classical zeolite chemistry. The case of germanosilicate zeolites illustrates this, and there now are a subset of zeolites structures
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Fig. 9 Example of a strategy for the formation of hierarchically structured zeolites by solvothermal crystallization where inclusion of a polymer
‘porogen’ in synthesis provides materials with intercrystallite mesoporosity. Reproduced with permission from Wang, H.; Pinnavaia, T. J. Angew.
Chem. Int. Edit. 2006, 45, 7603–7606.
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only known for this chemistry. The same ideas of preparative chemistry are brought into play as described in the preceding section,
with the use of structure directing agents, fluoride as mineralizer and choice of silicon source under hydrothermal conditions
providing a versatile set of reagents for discovery of new materials. This has proven to be a productive avenue of research and
some striking examples of novel zeolitic structures have now been prepared. This includes materials with otherwise unusual
building units such as strained double-3-rings that are more common in germanosilicate structures, likely due to the longer
GeeO bonds, compared to SieO, that can mediate structural strain.77 Materials with giant porous structures are also accessible.
An example is the germanium silicate ITQ-37.78 Despite being constructed from building units that have been commonly seen
in many other zeolite structures, the framework presents a large cavities connected through windows of 30 TO4 tetrahedra (30-
rings) with an asymmetric opening of 4.3 � 19.3Å. The structure is chiral and was prepared using a custom-synthesized
structure-directing agent, itself possessing 4 chiral centers, Fig. 11. Many of the largest pore zeolite structures are now found in zeo-
type materials.79,80

The inherent difference in bond strengths and bond lengths of SieO and GeeO has provided a novel synthetic strategy for the
formation of novel zeolites not otherwise accessible by conventional hydrothermal routes. The so-called ADORmethod (assembly–
disassembly–organization–reassembly) exploits the weakness of GeeO bonds compare to SieO bonds to allow hydrolysis of
certain parts of germanosilicate zeolites, forming nanosheets that can be reassembled in the presence of organic molecules to
form a completely new zeolite structure, notably one that is inaccessible by direct hydrothermal reaction, Fig. 12.81

The most extensive set of zeotype materials are phosphates. Aluminium phosphates (AlPOs) were first reported in the early
1980s, using hydrothermal conditions under acidic conditions (in contrast to the typical basic conditions using for aluminosilicate
zeolites) from orthophosphoric acid, amines as structure directing agents and an appropriate aluminium source.82 After removal of
the organic structure directing agent post-synthesis the analogy with siliceous zeolites is clear since AlPO4 is isoelectronic with
(SiO2)2 and indeed some AlPOs are isostructural with zeolites, for example AlPO-34 is an structural analog of the zeolite chabazite

Fig. 10 Large crystals of silicalite crystals (MFI-type structure) synthesized via the bulk material dissolution technique from silica glass. The right
hand image shows a single crystal viewed under polarized light showing a characteristic ‘hour glass’ feature. Reproduced with permission from
Lethbridge, Z. A. D.; Williams, J. J.; Walton, R. I.; Evans, K. E.; Smith, C. W. Microporous Mesoporous Mater. 2005, 79, 339–352.

Fig. 11 The ITQ-37 mesoporous chiral germanosilicate that possesses 30-ring Ge/Si windows. Shown with the organic structure directing agent
used in its synthesis (A). The tetrahedral framework is shown with orange Ge/Si atoms and red O (B). Reproduced with permission and adapted from
Sun, J.; Bonneau, C.; Cantín, Á.; Corma, A.; Díaz-Cabañas, M. J.; Moliner, M.; Zhang, D.; Li, M.; Zou, X. Nature 2009, 458, 1154–1157.
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and the AlPO analog of zeolite A (AlPO-LTA) has been reported. On the other hand, many AlPOs have unique structures.83 Two
examples are shown in Fig. 13.

Combinations of tetrahedral centers have extended the chemistry and properties of zeotypes. For example, SAPOs combine
silicon, aluminium and phosphorus in a single framework type, and MeAlPOs, contain a metal cation, such as a transition metal
that may have redox properties (e.g. Co or Mn). These materials have been developed for specific catalysis applications: for example,
CoAlPOs and MnAlPOs were shown to be regioselective catalysts for the oxidation of linear alkanes by molecular oxygen, and these
were accessed by a strategy whereby initially present MnII or CoII from hydrothermal crystallization were oxidized to the active þ3
oxidation state under combustion of the organic structure directing agent.86

The definition of zeotype is now loosely interpreted and includes primary building units other than tetrahedral centers.87 This
encompasses the chemistry of elements from all parts of the Periodic Table. The vast majority of these materials are isolated under
hydrothermal conditions, and it should be noted that solvothermal crystallization in the presence of a structure-directing agent

Fig. 12 The ADOR mechanism for the synthesis of new germanosilicate zeotypes. The material IPC-2 is inaccessible by conventional hydrothermal
synthesis. Reproduced with permission from Eliá�sová, P.; Opanasenko, M.; Wheatley, P. S.; Shamzhy, M.; Mazur, M.; Nachtigall, P.; Roth, W. J.;
Morris, R. E.; �Cejka, J. Chem. Soc. Rev. 2015, 44, 7177–7206.

Fig. 13 The structures of two microporous aluminium phosphates prepared under acidic hydrothermal conditions in the presence of phosphoric
acid: (A) AlPO-584 and (B) VPI-5.85 The blue and green tetrahedral represent alternating AlO4 and PO4 building units and extra-framework species are
not shown. The two structures are drawn to scale. The three-letter structure code assigned by the International Zeolite Associate is shown.
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usually remains the only preparative method to isolate such open-framework materials. Examples of this diversity are illustrated by
the family of open-framework gallium phosphate (GaPOs), in which galliummay be found in 4-, 5- or 6-coordinate sites, and when
prepared using fluoride mineralizers, the inclusion of fluoride in the structure allows novel building units to be prepared.88,89 The
larger In3þ is found only in octahedral coordination in open-framework phosphates.90 In some cases, highly porous materials may
be formed even when the organic structure directing agent is present; examples are provide by zinc phosphates where the structure
directing agents are small amines that are strongly hydrogen bonded to the inorganic framework; hydrophilic parts are directed
toward the inorganic framework and hydrophobic groups line the pores.91 Some of these have giant pore openings of greater
than 20 tetrahedral centers, Fig. 14. In fact a larger variety of zinc phosphate zeotype materials can be prepared, as well as open-
framework phosphates of various transition metals, such as nickel,92 iron,93 molybdenum,94and vanadium, where a variety of
oxidation states (V, IV, III) with associated coordination geometries (tetrahedra, square pyramids, distorted and regular octahedra)
leads to a very large structural diversity,95 and main-group metals such as tin,96 as well as mixed-metal variants.

Exploring the chemistry of various combinations of metal cations with organic structure directing agents has allowed some
remarkable structures to be discovered, such as gallium zincophosphites with up to 72-ring pore openings, prepared using alkyl
monoamines with up to 18 carbon chains, as structure directing agents, Fig. 15.97

Zeotypes prepared by solvothermal methods now include extensive sets of materials based on the chemistry of various oxyan-
ions, including sulfates,98 borates,99 phosphonates,100,101 arsenates,102,103 and selenites.104

5.04.3.1.3 Open-framework oxides and other chalcogenides
As well as open-framework materials containing oxyanions (silicates, phosphates, arsenates etc.) that have been considered so far,
there is a distinct set of oxide phases that have open-framework structures. These have framework structures that are often described
as polymorphs of common binary oxides, but in fact usually contain extra-framework cations. For example, a large set of open
framework manganese oxides are known and many of these are most readily prepared under hydrothermal conditions.105,106 These
have ‘tunnel structures,’ some of which are analogs of minerals, while others are synthetic structures, and represent a large family of
‘octahedral molecular sieves,’ Fig. 16, which have properties suited for adsorption, electrochemical sensing, and oxidation catalysis,
adsorption, electrochemical sensors, and oxidation catalysis.105 For example, the material OMS-1 is prepared by a comproportiona-
tion hydrothermal reaction between Mn2þ and KMnO4 and is an analog of the mineral todorokite.108 RUB-7, is a tunnel manganese
oxide with composition, prepared hydrothermally at 350 �C, with composition A16Mn24O48 (A ¼ Na, K, Rb) containing mixed-
valent Mn3þ/Mn4þ and charging balancing alkali metals.109 The family of ‘Sandia molecular sieves’ are based on octahedral
niobium with partial substitution by Ti and Zr and have general chemical formula Na2Nb2-xMxO6-x(OH)x$H2O (M ¼ Ti, Zr).110

Various open-framework vanadium oxides have been reported that can be accessed via hydrothermal crystallization.111

Extending the hydrothermal method for the preparation of open-framework oxide materials to those of the heavier chalcogens
(sulfur, selenium and tellurium) initially enabled the formation of three-dimensional open-framework structures of the soft metal
cations Groups 12–14 of the Periodic Table, such as Zn, Cd, Ga, In, Ge, Sn, but other cations have now also been studied and
include Mn, Fe, Co, Cu, and Li.112,113 Common motifs in these materials are so-called super-tetrahedral clusters.114 These are frag-
ments of the cubic ZnS structure, and allows the formation of open-framework structures, by connection of the supertetrahedra into
three-dimensional extended solids, Fig. 17. Although some have topologies that are direct analogs of zeolites, some are unique since
smaller T-S-T angles compared to T-O-T leads to denser structures than in the parent oxide framework. The giant porous indium
sulfides ASU-31 and ASU-32 that are prepared under hydrothermal conditions using organic structure directing agents are topolog-
ically related to other tetrahedral frameworks, Fig. 16.115 The ICF-n family of sulfides and selenides of Cd, In, Zn etc. are prepared in

Fig. 14 Example of a large pore zinc phosphate material that has permanent porosity with the structure directing agent present. The view is
a projection of the structure parallel to 24-ring Zn/P channels (zinc tetrahedra in orange and phosphorus in green), with the organic structure
directing agent trans-1,2-diaminocyclohexane shown in ball and stick representation. The red atom are occluded water molecules. The structure was
drawn using the published crystal structure coordinates.91

52 Solvothermal and hydrothermal methods for preparative solid-state chemistry



Fig. 15 Systematic expansion of gallium zincophosphites with extra-large channels. (A) Channel ring size ranging from 24-ring (24R) to 72-ring
(72R). (B) Pore diameters spanning the micro and meso regimes. The templates are alkyl monoamines (using a ball-and-stick model) with carbon
chain lengths ranging from 4 carbons to 18 carbons. Reproduced with permission from Lin, H.-Y.; Chin, C.-Y.; Huang, H.-L.; Huang, W.-Y.; Sie, M.-
J.; Huang, L.-H.; Lee, Y.-H.; Lin, C.-H.; Lii, K.-H.; Bu, X.; Wang, S.-L. Science 2013, 339, 811–813.

Fig. 16 Examples of octahedral molecular sieve (OMS) structures found for manganese oxides, with channel dimensions indicated. The blue
polyhedra are manganese-centered octahedra and extra-framework cation are omitted. Figure drawn by Dr L.K. McLeod.107
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Fig. 17 Top: Metal chalcogenide supertetrahedral clusters drawn as a time-line of their discovery. Bottom: Examples of open frameworks with
various topological structures based on connection of supertetrahedra, where topological types formed in the M3þ/M4þ system are shown: (A) the
3D M4X10 decorated sodalite framework in UCR-20; (B) six M4X10 clusters joined into a six-membered ring in UCR-21 with the cubic ZnS framework;
(C) the 3D framework of UCR-22 with the cubic ZnS type topology decorated with the coreless T4 cluster (M16X34) (only one set of lattice in UCR-22
is shown); (D) the 3D framework of UCR-23 with the CrB4 topology projected down the 16-ring channels. (Top) Reproduced with permission from
Zhang, J.; Bu, X.; Feng, P.; Wu, T. Acc. Chem. Res. 2020, 53, 2261–2272. Bottom Reproduced with permission from Feng, P.; Bu, X.; Zheng, N. Acc.
Chem. Res. 2005, 38, 293–303.
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aqueous solutions of alkali metal cations, akin to classical zeolite synthesis, show fast-ion conduction.116 The chalcogenide frame-
work materials have been developed into an extensive family of framework structures that have a wide variety of properties ranging
from ionic-conductivity, photoluminescence, adsorption, separation, as well as novel examples of semi-conductors.113,117

The diversity of chalcogenide structures has been widened further with the introduction of organic ligands to form hybrid
extended structures.118 This will be encountered again below in Section 5.04.3.2.

5.04.3.1.4 Other open-framework inorganic materials
In addition to the important and every growing families of oxyanion, oxide and chalcogenide porous materials that have so-far been
described, solvothermal methods have allowed access to some more unusual families of open-framework structures. These may
have distinctive chemistries and structural features, and although fewer examples are currently known, they illustrate the scope
for the discovery of novel materials via solvothermal chemistry. Three open-framework copper-zinc chlorides were crystallized
from benzene as solvent at 160 �C and the name ‘halozeotypes’ was coined.119 These materials contain charge-balancing alkylam-
monium cations held in an anionic framework constructed from corner-shared Cu and Zn centered tetrahedral, and so bear a direct
resemblance to zeolites. Indeed the material [HNMe3][CuZn5Cl12] has a topology that matches the dense zeolite sodalite, while
others have unique tetrahedral frameworks. The family of three-dimensional open framework halides has subsequently been
expanded to include many examples.120 For example, fluorides, chlorides, bromides and iodides of Pb2þ have proved to exhibit
a wide variety of structures, with organic structure directly agents used in the same way as for the formation of zeolites. Examples
are shown in Fig. 18. Other open halide frameworks include those of the metals tin, indium, silver and copper, where the softer
cations tend to form network structures with iodine. In contrast, the hard cations, Zr and the lanthanides, are found to form fluoride
networks. Some uranium oxyfluorides known as MUFs are also formed under solvothermal conditions.121 These are not structural
analogs of zeolites as they contain the metal cation in high coordination number, for example {UO2F5} pentagonal bipyramids.

Open-framework cyanides are of interest for their complex structures and many examples can be prepared under solvothermal
conditions, often using hydrothermal conditions. and this can include open-framework porous structures, structures with extra-
framework cations,122 with the inclusion of organic ligands,123 and amine-templated materials.124 In terms properties they have

Fig. 18 Pb-halide open framework structures formed in the presence of various organic structure directing agents. Reproduced with permission
from Li, X.-X.; Zheng, S.-T. Coord. Chem. Rev. 2021, 430, 213663.
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been studied for a wide range of interesting applications arising from as negative thermal expansion, electrocatalytic properties, and
photoluminescence. Lightweight materials are sought for applications in gas storage, where high gravimetric uptake may be
achieved, and this was used as a strategy to prepare Be(OH)2-based tetrahedral frameworks.125

5.04.3.2 Hybrid organic-inorganic materials

5.04.3.2.1 Hybrid metal oxides and coordination polymers
A significant development in the solvothermal preparation of materials with extended structures has been the investigation of
hybrid materials that combine inorganic and organic structural components. Here, the components are chemically bound to
generate novel structures not seen for purely organic or purely inorganic materials, and they are distinct from the organically tem-
plated open-framework materials so far discussed since for those materials there is not usually a chemical bond between the organic
and inorganic parts of the structure and the organic component can often be removed by combustion or solvent extraction. There is
yet no clarity in the literature regarding terminology of these hybrid materials, but various groups have proposed definitions that are
a useful starting point for considering the complexity and vast array of materials in this family.

Cheetham, Rao and Feller classified hybrid metal oxides as those that contain infinite metal–oxygen–metal (M–O–M) arrays as
a part of their structures in at least one dimension with the other dimensions connected, or not, by organic linkages.126 This broad
classification, based on structural dimensionality, is summarized in Table 2. This introduces the notation InOm, where n is the inor-
ganic connectivity and m the organic connectivity, so that for a three-dimensionally connected solid n þm ¼ 3. It can be seen than
this classification allows classical categories of solid-state materials to be included, for example, layered inorganic solids with
pendant organic components would be labelled as I2O0, while molecular complexes labelled I0O0. A network of metal clusters
linker in three dimensions by polydentate ligands would be classed as I0O3, and there are many examples of these, as will be
described below.

The International Union of Pure and Applied Chemistry (IUPAC) has defined a coordination polymer as “A coordination
compound continuously extending in 1, 2 or 3 dimensions through coordination bonds”, while a coordination network is defined
as “A coordination compound extending, through coordination bonds, in 1 dimension, but with cross-links between two or
more individual chains, loops or spiro-links, or a coordination compound extending through coordination bonds in 2 or 3 dimen-
sions.”127 The case of metal organic frameworks consider materials with porosity (or the potential for porosity) and will be consid-
ered in a separate section below. This definition, somewhat loosely used in the literature, conveys the vast array of possible extended
structures created from organic and inorganic components and are best illustrated with examples from solvothermal chemistry.

The range of metals that have been studied in hybrid inorganic-organic materials is vast and covers the whole of the Periodic
Table.128 In the transition metals, extensive studies have been made of hybrid oxides of vanadium,129 copper,130 and molyb-
denum,131 for example. These encompass many of the structural types in Table 2. The use of solvothermal chemistry is commonly
used to prepare these materials and one advantage is that single crystals suitable for diffraction analysis are commonly formed; this
allows accurate structure determination.

The ligands used to construct hybrid materials span carboxylates, amines and phosphonates, and the idea of designing ligands or
adding functional groups with specific chemistry has been exploited to allow access to a multitude of materials. In terms of prep-
aration, some aspects of zeolite chemistry can be relevant to hybrid materials. For example, the successive crystallization of
increasing thermodynamically more stable phases with time, temperature, or some other synthetic variable. The case of the
cobalt(II) succinate system illustrates this idea, where cobalt (II) hydroxide was reacted with succinic acid in a 1: 1 M ratio at temper-
atures between 60 and 250 �C to yield a series of five different phases. The phases are observed to become more dense and less

Table 2 The Cheetham, Rao and Feller definition for structures of hybrid organic-inorganic materials.126
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hydrated with increasing temperature, from a hydrated 1eD coordination polymer at the lowest temperature to an anhydrous, 2eD
hybrid metal oxide at the highest, Fig. 19.132

It has been proposed that the synthesis of dense hybrid materials is under thermodynamic control. This is in contrast to classical
zeolite synthesis where successive crystallization of increasingly stable phases as a function of time is a result of kinetic
control.126,133

Research into hybrid materials has been driven by the prospect of interesting, and potentially useful, properties. This includes
magnetic, optical, electronic and dielectric properties.134 Cooperative magnetic behavior has been discovered in hybrid compounds
of transition metals, and spans phenomena associated with condensed matter, with examples of ferromagnets, antiferromagnets
and ferrimagnets. These properties are, however, generally only found at very low temperatures, perhaps reflecting the low density
of the structures compared to transition-metal oxides, and the fact that inorganic connectivity may only be in 1- or 2-dimensions.
Hybrid materials also offer the scope for new physical phenomena, such as novel mechanisms of ferroelectricity and unusual
thermal expansivity.135 As well as oxide-based inorganic components, the formation of inorganic-organic hybrid materials has
also been possible for a wide variety of fluoride-based materials,136 and for oxyfluorides.137 This allows access to a rich structural
chemistry with structures spanning molecular units, 1D chains and 2D layers, with novel motifs influenced by the choice of metal
cation and the organic component. An example is shown in Fig. 20 for the case of aluminium fluorides where composition space
has been mapped and 13 different hybrid fluoroaluminates isolated in the Al(OH)3–tren–HF–ethanol system (tren ¼ tris-(2-
aminoetyl)amine).138

Hybrid chalcogenides were mentioned above in Section 5.04.3.1.3, and it may be noted that connection of supertetrahedral
clusters by organic ligands can lead to a wide variety of unique structures under solvothermal conditions, examples of which are
shown in Fig. 21 for gallium sulfide materials.118

5.04.3.2.2 Metal-organic frameworks
One of the most dramatic developments in the solvothermal preparation of porous materials has arisen from research into hybrid
organic-inorganic materials and the recognition of the remarkable properties of metal-organic frameworks (MOFs). These can be
considered a subclass of the coordination polymers already described above, and are now specifically defined according to IUPAC

Fig. 19 Successive hydrothermal crystallization of cobalt succinates with increasing structural dimensionality as a function of reaction temperature.
Reproduced from Cheetham, A. K.; Rao, C. N. R.; Feller, R. K. Chem. Commun. 2006, 4780–4795.

[Al3+] = 1 mol.L-1

70

60

50

80

90

100

0 10 2 40 50
0

10

20

30

40

50
tren

Al(OH)3HF

Al2F10

Al8F35

Al7F29

Al(F,OH)3⋅0.5H2O

Al4F18

AlF6

Fig. 20 Part of the composition space Al(OH)3–tren–HF–ethanol. Reproduced with permission from Adil, K.; Leblanc, M.; Maisonneuve, V.;
Lightfoot, P. Dalton Trans. 2010, 39, 5983–5993.
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as “a coordination polymer (or alternatively coordination network) with an open framework containing potential voids.” Although
the term MOF was popularized by Yaghi in the mid 1990s,140 the concept of open-framework hybrid organic-inorganic materials
was researched earlier, and a 1989 paper by Hoskins and Robson is cited as being the first report of work to purposely construct
a three-dimensional framework from combination of metals and extended organic linkers.141 The attractive feature of MOF chem-
istry is the distinct possibility of preparation of open-frameworks with some predictability of the open-framework structure by
choice of the ligand geometry and the coordination preference of the metal cations (or clusters of metal cations). While the true
‘design’ of extended structures is still debated, especially bearing in mind the possibilities of polymorphism, and the formation
of interpenetrated structures, along with the role of solvent, which may have a structure-directing effect, the solvothermal synthesis
of MOFs has nevertheless allowed access to an astonishing diversity of new structures. The idea of isoreticular synthesis is appealing,
whereby a parent ligand geometry is maintained but the length of the ligand is extended has proved a fruitful way of producing
libraries of topologically equivalent families of materials with porosity that is selected by choice of ligand, Fig. 22.142

In preparing highly porous materials with extended linkers, synthesis must be carried out in such a way to avoid interpenetrated
structures, where the lengthy ligands can become intertwined to generate materials with limited porosity. Another challenge asso-
ciated with highly porous materials is that they are highly susceptible to collapse upon removal of ay extra-framework species. To
avoid interpenetration, synthesis strategies such as using ligands modified with sterically-bulky substituents, low reagent concen-
trations and bulky solvents that might have a templating effect have been explored143 With these considerations, some materials
with exceptional porosity have been prepared with pore sizes extending to larger than 30 Å, i.e. into the mesoporous regime.144

Fig. 23 gives an example of a family of such materials.
On the other hand, purposeful interpenetration can produce small pore materials that may be more thermally robust that more

open structures. One example of this type of materials are the PIZOFs (porous interpenetrated zirconium–organic frameworks) that
use the strategy of bulky ligand substituents to prevent interpenetration, Fig. 24.145

Common ligands for MOF synthesis are carboxylates: these have negative charges and hence form a strong electrostatic attraction
with the cationic metal components of the structure, which is likely to lead to stable materials. The carboxylates are added to the
synthesis in the form of their corresponding carboxylic acid and hence acid-base chemistry takes place within the reaction medium,
often requiring the addition of a small amount of base in synthesis to aid deprotonation of the ligand precursors. Imidazolates are
another extensive class of anionic ligands that have been extensively studied and these give rise to a large set of open-framework
structures, known as zeolitic imidazolate frameworks (ZIFs) when combined with divalent metal cations such as Zn, Co, Fe, or
Cu. These are named because the topology of the frameworks create match those seen for silicate zeolites. This is because the
metal-imidazole-metal angle is similar to the 145� SieOeSi angle in a zeolite, as shown in Fig. 25.146

Fig. 21 Example of a hybrid chalcogenide in which the linking of gallium sulfide supertetrahedra by dipyridyl ligands yields chains (A) or layered
(B) structures.139 Reproduced with permission from Vaqueiro, P. Dalton Trans. 2010, 39, 5965–5972.
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MOFs may also be constructed from neutral ligands such as the nitrogen-donor ligands pyridines or amines, but these will in
general be less stable structures, with respect to solvent, heat or other stimuli because of the weaker M-N coordinate bonds.

One synthetic consideration in the synthesis of MOFs is that from a given combination of metal and ligand there is not necessarily
a single crystalline structure that forms. For many metal/ligand combinations there exists the possibility of polymorphism or in fact
different compositions, bearing inmind that the secondarybuilding unitmay contain different amounts of oxide, hydroxide, or bound

Fig. 22 Example of isoreticular metal-organic frameworks constructed from zinc oxide clusters (blue polyhedra) and linear dicarboxylate ligands
(shown in ball and stick representation). The large yellow spheres represent free pore space. Reproduced with permission from Eddaoudi, M.; Kim,
J.; Rosi, N.; Vodak, D.; Wachter, J.; O’Keeffe, M.; Yaghi, O. M. Science 2002, 295, 469–472.
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solvent. This is illustrated in Fig. 26, which shows the variety of structures/compositions for trivalent metal cations (for example, Fe3þ,
Cr3þ, Al3þ) in combination with benzene-1,4-dicarboxylate. These various materials may exist in different regions of composition
space (solvent, reagent ratios, pH, etc.) or may be stable only in certain ranges of temperature and time. This means that embarking
on the exploratory synthesis of MOFs requires testing a large set of experimental variables (see Section 5.04.4.1 below).

Fig. 23 Crystal structures of giant porous MOF structures, IRMOF-74 series. (A) Perspective views of a single one-dimensional channel shown for
each member of IRMOF series, starting from the smallest (top right). Pore aperture is described by the length of the diagonal and the distance
between the two opposite edges in the regular hexagonal cross section. Hexyl chains as well as hydrogen atoms are omitted for clarity. C atoms are
shown in gray, O atoms in red, Mg atoms in blue, and Zn atoms in green. (B) Perspective side view of the hexagonal channel, showing the ring of
282 atoms (highlighted in gold) that define the pore aperture of the largest member of the series, IRMOF-74-XI. Reproduced with permission from
Deng, H.; Grunder, S.; Cordova, K. E.; Valente, C.; Furukawa, H.; Hmadeh, M.; Gándara, F.; Whalley, A. C.; Liu, Z.; Asahina, S.; Kazumori, H.;
O’Keeffe, M.; Terasaki, O.; Stoddart, J. F.; Yaghi, O. M. Science 2012, 336, 1018–1023.
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Fig. 26 also illustrates another unique structural feature of certain MOF materials, which arises from their structural flexibility,
where in response to an external stimulus, flexible parts of the extended framework allow significant changes in bond angles result-
ing in an expansion, or contraction of the structure with overall retention of topology.151 This behavior was termed ‘breathing’ by
Férey, whose group provided some remarkable examples in the MIL-n family of trivalent metal carboxylate materials, in particular
MIL-53 and MIL-88B,152 as illustrated in Fig. 26, and are shown in ‘closed’ and ‘open’ forms, which in fact can be interconverted
after synthesis. The origin of this flexibility lies in the connection between the organic and inorganic components of the structure,
where flexible hinges or pivots allow transformation of the structure without any bond breaking. This can be driven by stimuli such
as temperature or pressure, or the presence of solvent, which is an important consideration in synthesis, since the structural form
present may vary depending on the condition in which it was made, making phase identification, challenging by powder X-ray
diffraction, for example.

Aside from the wide variety of possible ligands available, each with the potential for some reactive functionality,153 another
attractive aspect of MOFs is the possibility of post-synthetic modification, whereby reactive functionality can be introduced to
the framework of the solids, commonly by chemical modification of the organic component. This allows properties to be tuned
by, for example, addition of catalytically active sites or binding locations for specific guest molecules, and is especially useful for
chemical groups that do not survive the solvothermal synthesis conditions.154

Fig. 24 An example of interpenetrated metal-organic frameworks, the porous interpenetrated zirconium–organic frameworks (PIZOFs). (A) shows
the linker precursor, with R1 and R2 bulky substituents, (B) is the hexameric building unit, c) is a representation of the crystal structure with free
pore space shown by the colored sphere and (D) is a representation of the structure that shows connectivity of the building units and overall
topology. Reproduced with permission from Schaate, A.; Roy, P.; Preuße, T.; Lohmeier, S. J.; Godt, A.; Behrens, P. Chem. Eur. J. 2011, 17, 9320–
9325.

Fig. 25 Examples of zeolite imidazolate frameworks (ZIFs). The top scheme indicates the structural analogy with zeolites, while the bottom
structures are some examples of ZIF structures, where the tetrahedra are metal-centered oxide polyhedral and the yellow spheres the free pore
volume. The corresponding zeolite framework types are the three-letter codes in red. Reproduced with permission from Phan, A.; Doonan, C. J.;
Uribe-Romo, F. J.; Knobler, C. B.; O’Keeffe, M.; Yaghi, O. M. Acc. Chem. Res. 2010, 43, 58–67.
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In terms of preparative chemistry, an appealing feature of MOFs is the ability to mix more than one ligand, or more than one
metal, to form multivariate materials.155 While choices of metals and ligands with disparate chemistry may be expected to form
unique frameworks, and indeed the possibility of phase separation may be difficult to avoid, when similar chemistries are purposely
chosen the materials are akin to classical solid-solutions can be formed. These offer the possibility of fine-tuning properties, but
present a challenge in structural characterization since the possibility of segregation of constituent components over various
possible length scales must be considered.156 Nevertheless some striking examples of multivariate MOFs have now been synthe-
sized, such as stratified materials where distinct structural or compositional regions are formed,157 or materials with up to 10 indi-
vidual metal cations dispersed in a framework.158

MOFs are commonly prepared using solvothermal synthesis routes. Although some other preparative routes are available, such
as mechanochemical, electrochemical and sonochemical methods, and very simple approaches such as room temperature crystal-
lization, which may also involve slow evaporation of solvent, these methods tend to be specific to certain materials and are not
necessarily generally applicable to all possible MOFs.159 Solvothermal approaches to MOF synthesis are much more versatile
and like the other classes of porous materials already discussed, these rely on the use of a heated solvent to solubilize reagents
to then allow crystallization of the extended solid-state structure. Since the metal precursors are often in the form of salts (chlorides,
nitrates, etc.) their solution chemistry is rather different to the organic ligands and hence the use of polar organic solvents such as
dimethylsulfoxide (DMSO), N,N-dimethylformamide (DMF), N,N-diethylformamide (DEF) or N,N-dimethylacetamide is
commonplace in MOF synthesis since they are able to dissolve both the metal precursor and the organic ligand precursor.

Mixtures of solvents are also used to tune the solubility of reagents or to control crystal growth, for example at the interface of
immiscible solvents. Care must be taken with the choice of solvent in MOF synthesis since the solvent itself may be reactive. For
example, the widely used DMF can be hydrolyzed by only small amounts of water present, leading to the formation of cationic
dimethylammonium which can become part of the MOF structure as an extra-framework cation.160 Nevertheless, DMF remains
a popular choice of solvent for MOF synthesis and its rather high boiling point (153 �C) allows solvothermal crystallization of
newmaterials to be explored easily in simple laboratory autoclaves.N,N-dimethylacetamide (boiling point 165 �C) is a useful alter-
native, being less reactive but with similar solvent properties to DMF. Small alcohols such as methanol (boiling point 65 �C),
ethanol (boiling point 78 �C) and propan-2-ol (boiling point 83 �C). Acetonitrile (boiling point 82 �C) has been less explored
as a solvent for MOF synthesis compared to other polar organic solvents, but it has similar solvent properties to DMF, while being
considered as less hazardous, since DMF has toxicity risks. Some prototypical MOFs have recently been prepared acetonitrile as
solvent.161 Recent work on the synthesis of the zirconium carboxylate UiO-66 surveyed a range of solvents and concluded that
g-valerolactone (boiling point 205 �C) is among the most promising solvents for replacing DMF in UiO-66 MOF synthesis, having
a higher boiling point but similar dielectric constant.162 The solvent N,N-diethyl-3-methylbenzamide (DEET, boiling point

Fig. 26 Metal-organic framework materials formed between trivalent metals and the ligand benzene-1,4-dicarboxylate. The top row contains
structures constructed from infinite chains of trans corner-shared octahedra, while the bottom row contains trimers of metal-centered octahedra. The
octahedral units are shaded in brown and the carbon atoms of the ligands are gray spheres. The structures are drawn using published crystal
data.147–150
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�290 �C) has recently been shown to be effective for the crystallization of a range of MOFs and has lower toxicity than other form-
amide based solvents.163

One drawback of metal-organic frameworks is that they are commonly susceptible to degradation by atmospheric water once
isolated, and studies have been made that show how even purportedly water-stable materials may undergo structural collapse or
transformation on exposure to moisture, and especially upon hydrothermal treatment.164 Hydrothermal synthesis of MOFs,
however, is an attractive proposition since any materials that crystallize under aqueous conditions at elevated temperature are
by nature water-stable and this should be robust materials for practical applications. One limitation of using water as solvent
for MOF synthesis is that many organic ligands, except only the most polar are insoluble or require heating to high temperature
to allow sufficient dissolution for further chemical reaction. An example of a highly water stable MOF is the material MIL-
101(Cr), constructed from benzene-1,4-dicarboxylate linkers; this contrasts with the instability of the isostructural Fe and Al analogs
that are readily hydrolyzed into thermodynamically more stable materials. This illustrates how the choice of the combination of
metal and linker can dictate the stability of a MOF material. Another well-known hydrothermally stable MOF is the zirconium
benzene-1,4-dicarboxylate UiO-66.165 Among all MOFs, this remarkably robust structure is comparatively thermally and chemically
stable, whereas its isoreticular variant UiO-67, constructed from the extended biphenyl-4,40-dicarboxylate linker, is unstable toward
hydrothermal conditions.166 The formation of hydrothermally stable MOFs remains an active area of research, especially as their
properties are being explored for practical applications.167

Many MOFs are constructed from clusters of metal cations rather than isolated metal centers. It is interesting to note that the
prototypical MOFs that contain cluster building units, such as UiO-66 (hexameric Zr6O4(OH)4 clusters),165 MIL-88n (trimeric
(FeO5)3O)168 and HKUST-1 (dimeric Cu2O8),

169 are usually prepared from simple salts that are soluble in the solvent used (chlo-
rides or nitrates). The question of at what stage the cluster units are formed during the MOF crystallization is a relevant one to
address. Indeed the nucleation of crystallization of HKUST-1 is accelerated when precursors that contain the dimer paddle cluster
are used (such as copper acetate),170 and the trimer cluster in the MIL-89 family can be prepared as an acetate precursor (i.e. with
non-connecting ligands) and then used to form the extended solid structure.171 These considerations lead to the possibility of using
pre-formed building units to target the formation of specific phases. The use of polyoxometalates (POMs), well established from
classical inorganic chemistry, provides an interesting prospect in this regard.172 While for some of these materials the inorganic
cluster unit is assembled in situ, in other cases the POM is premade, and then combined with a linker, and often a second metal
cation to crystallize an extended solid-state structure under solvothermal conditions.173

One interesting aspect of the solvothermal synthesis of MOFs is the use of so-called “modulators.” These are monodentate
ligands that can bind in the same manner as the linker making up the MOF structure, but do not provide a bridging connection
in the structure. The use of modulators was initially applied for the control of crystal size by competitive binding with the linkers.
For example, acetic acid or benzoic acid have been used to regulate the size andmorphology of the isoreticular Zr-based MOFs UiO-
66, -67, and -68.174 It should be noted that the modulator is not necessarily a capping ligand to restrict the size of crystals, but can
provide a way of preventing agglomeration of small crystallites to allow crystal growth to occur to yield large and more perfect spec-
imens. For example, when using the extended linker 20-amino-1,10:40,100-terphenyl-4,400-di-carboxylate, to form a isoreticular analog
of UiO-66, the use of benzoate as modulator gave large enough single crystals for single-crystal X-ray diffraction analysis, at the time
yielding the first single crystal structure of a Zr-based metal-organic framework.174 There are further roles of the modulator in the
solvothermal preparation of MOFs.175 Face-selective coordination modulation provides a means of not only controlling crystal size,
but also of directing the shape of MOF crystals, and an example is provided by the synthesis of the copper paddle-wheel based struc-
ture of Cu2(1,4-NDC)2(dabco)]n (1,4-NDC – 1,4-naphthalenedicarboxylate and dabco ¼ 1,4-diazabicyclo[2.2.2]octane), where
depending on the use of amines or monocarboxylates as modulators, the crystal habit could be tuned from cubic (in the absence
of modulator) to sheetlike or rodlike, Fig. 27.176

The incorporation of a modulator into the MOF structure, rather than influencing surface behavior, has important consequences
since this can lead to defects that adjust the properties of the MOF. While the defects may be ordered to give completely new crys-
talline phases, they may be disordered to give rise to materials whose average, long-range crystallinity is not obviously affected by
the presence of monodentate ligands in place of the expected bridging polydentate linkers. It has been observed that MOFs con-
structed from high connectivity secondary building units are most capable of supporting high levels of defects, and the most widely
studied material is this respect is the UiO-66 framework, prepared from either Zr or Hf in the 12-connected hexameric building
units. UiO-66 is able to accommodate a remarkable level of defects in the form of missing linkers, and although the mechanism
of charge balance is still under debate,177 large levels of defects can provide hierarchical porosity giving rise to extra accessible
free pore space, Fig. 28.178,179

A final example of the role of the modulator in solvothermal MOF formation is its role as a phase selection agent: the outcome of
reaction is influenced by the modulator so to give one particular crystalline phase over another. An example is provided by chro-
mium benzene-1,4-dicarboxylates, where inclusion of increasing amounts of benzoic acid switch the phase formed from MIL-101
to MIL-88B. It is speculated that the role of the modulator is to influence the kinetics of crystal growth so to direct the formation of
the more thermodynamically stable phase.180

The solvothermal synthesis of MOFs remains a highly active area of research and seemingly there are limitless possible structures,
that arise from not just one single combination of ligand and metal, but extensive polymorphism is possible, which can make
predictive synthesis challenging. As will be discussed in Section 5.04.4.3, studies on the mechanism of crystallization are beginning
to shed light on the processes involved in the assembly of MOFs.
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5.04.3.3 Some oxyanion analogs of minerals

As was discussed above, the now extensive set of silicate zeolites contains many synthetic examples not found in nature, and zeo-
types extended this family to an even wider range of materials. In this section we consider some other important examples of how
solvothermal chemistry in the laboratory is able to allow access to oxyanion-containing phases that are analogs of minerals, or are

Fig. 28 Defects in UiO-66. The panels compares measured electron microscopy images with simulated structures for (A) and (B) UiO-66 and (C),
(D) (E) zone axes of the missing linker defect UiO-66. (F) shows reconstructed 3D electrostatic potential map viewed in two different orientations,
with the structural model of the missing-linker defect superimposed. Reproduced with permission from Liu, L.; Chen, Z.; Wang, J.; Zhang, D.; Zhu,
Y.; Ling, S.; Huang, K.-W.; Belmabkhout, Y.; Adil, K.; Zhang, Y.; Slater, B.; Eddaoudi, M.; Han, Y. Nat. Chem. 2019, 11, 622–628.

Fig. 27 Example of modulated synthesis of a metal-organic framework leading to control of crystal habit using either a monocarboxylic acid or
amine as moderator. Reproduced with permission from Pham, M.-H.; Vuong, G.-T.; Fontaine, F.-G.; Do, T.-O. Cryst. Growth Des. 2012, 12, 3091–
3095.
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artificial forms of minerals. These are distinct to the metal oxide phases considered in later sections (which themselves may also
actually be analogs of minerals), and includes phosphates, sulfates and borates.

Hydroxyapatite, Ca5(PO4)3(OH), is part of a wider group of apatites, and found as minerals and in teeth and bones. Among
other applications, hydroxyapatite is one of the materials widely studied as an artificial biomaterials and various synthesis methods
have been applied, particularly with the goal of producing fine powders that can be applied in composites or for further process-
ing.181–184 Solvothermal synthesis using a reverse micelle method involving water-butanol-octane mixed solvent and cetyltrimethy-
lammonium bromide (CTAB) as surfactant was found to formed well-dispersed rod-shaped crystallites with nanoscale dimensions,
Fig. 29, using a method previous used to form rare-earth-doped samples.185 A much simpler hydrothermal method is possible
simply by heating Ca(NO3)2$4H2O and Na3PO4 in water and, although the crystallites are not so uniform in shape, magnesium
and strontium substitution can simply be achieved.186 Calcium silicates can be used as precursors and by hydrothermal treated in
phosphate solution, leading to various morphologies of hydroxyapatite.187

LiFePO4 has the structure of the mineral olivine (Fe,Mg)2SiO4 and has been the focus of tremendous attention due to its appli-
cation as a cathode material in rechargeable lithium-ion batteries. The material is readily formed under hydrothermal conditions
from FeSO4, H3PO4, and LiOH at 120 �C,188 and the method can be extended to related materials LiMnPO4 and LiCoPO4; and
mixed metal phosphates, such as LiFe0.33Mn0.33Co0.33PO4, with the addition of ascorbic acid to prevent oxidation to Fe3þ.189

The use of non-aqueous solvent allows control of crystal form and clusters of nanoplates of LiFePO4 are formed in diethylene glycol
that can be exfoliated to yield individual nanocrystals that have enhanced lithium transport.190 The direct formation of carbon-
coated LiFePO4 by a inclusion of D-gluconic acid lactone in an ethylene glycol-mediated solvothermal reaction provided materials
that could be easily implemented in battery electrodes.191 The solvothermal method has been very well developed for the prepa-
ration of LiFePO4

192 and has been taken toward large-scale manufacture.193 Leading on from this work, a number of other phos-
phates have been prepared by solvothermal routes for battery applications, some with mineral analog structures, and others with
novel structures.194–198

Aside from silicates and phosphates, synthetic analogs of many minerals containing oxyanions may be accessed using hydro-
thermal conditions, including examples of carbonates,199 borates200 and sulfates.201 This has also lead to the discovery of various
“mineralogically-inspired structures.”202

5.04.3.4 Condensed materials

5.04.3.4.1 Binary oxides
Solvothermal synthesis of dense oxides uses the same ideas as the crystallization of zeolites and zeotypes, and often using highly
alkali aqueous conditions to provide a mineralizer. The absence of structure directing species, however, mean that open frameworks
are not formed, but instead dense structures lacking any porosity or any potential for porosity. These structures may be the same as
those found at high temperatures from classical solid-state chemistry but with many of the advantages of the mild preparative
conditions associated with control of crystal form.

Binary oxides, i.e. those of a single chemical element, are readily obtained by various synthesis methods, since heating in the air
allows the ready formation of oxides of most elements in the Periodic Table, either from the elements themselves or by decompo-
sition of a salt. Solvothermal routes provide much more versatile routes to the solids since the combination of solvent and solution
additives can allow control of crystal form, while the mild conditions can allow access to metastable polymorphs that collapse on
extended heating. A good example is provided by titanium dioxide, TiO2, a material of tremendous practical importance because of

Fig. 29 Transmission electron microscopy images of hydroxyapatite crystals formed from solvothermal treatment of a reverse micelle involving
water-butanol-octane mixed solvent and CTAB as surfactant (B) compared to a sample prepared by aqueous precipitation (A). Reproduced with
permission from Cox, S. C.; Walton, R. I.; Mallick, K. K. Bioinspired Biomim. Nanobiomaterials 2015, 4, 37–47.
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its use as a white pigment and in photocatalysis (self-cleaning glass, for example). TiO2 exists in three common polymorphs, each of
which contains titanium atoms surrounded by a distorted octahedron of oxygen atoms, and each form differs in the way in which
the octahedral units are linked by various combinations of edge and corner sharing to give extended network structures.203 Rutile is
considered to be the most stable form of TiO2, since at temperatures above 500 �C both the anatase and brookite forms are con-
verted into rutile. While anatase is readily formed from aqueous solution under moderate temperatures, the isolation of phase-pure
rutile or brookite is challenging. Kandiel et al. developed a route to brookite nanorods by the hydrothermal treatment of aqueous
solutions of titanium bis(ammonium lactate) dihydroxide in the presence of high concentrations of urea.204 Tomita et al. used a tita-
nium glycolate complex formed from by dissolving metallic titanium powder in a solution of concentrated H2O2 and NH3 with
addition of glycolic acid as a complexing agent, which, depending on hydrothermal conditions used (temperature and pH), yielded
either phase-pure rutile or brookite.205 This method was later simplified to allow direct formation of rutile or brookite directly by
hydrothermal treated of titanium precursors and glycolic acid206,207 A fourth polymorph of TiO2, known as TiO2(B), is of interest
for its lithium transport properties of relevance for rechargeable batteries, and this can be prepared by a multi-step process that
involves the hydrothermal crystallization of potassium titanate nanowires, ion-exchange to give the proton form of this and
then hydrothermal conversion in aqueous nitric acid to form the TiO2(B).

208

As well as control of polymorphism by hydrothermal crystallization, the modification of crystal habit of TiO2 has proved
possible. This includes the formation of nanocrystals with particular crystal facets exposed,209,210 the preparation of unusual nano-
structures such as hollow particles,211 and control of crystallite size.212 In some cases the shape and size modulation is brought
about simply by temperature, time or pH, while in others, additives are used, such as amines,213 polyacrylamide,214 and tetraalky-
lammonium cations.215 Complex mixtures of solution additives andmixture solvents provide versatile conditions for the formation
of intricate nanostructures: for example aqueous titanium isopropoxide solutions in the presence of hydrochloric acid, and CTAB
with the addition of variable amounts of ethylene glycol and urea lead to the formation of a variety of dendritic nanostructures of
rutile TiO2, Fig. 30.

216

Fig. 30 Dendritic TiO2 prepared by hydrothermal treatment of aqueous solutions of titanium isopropoxide with varying concentration of HCl and
CTAB surfactant. Reproduced with permission from Sun, Z.; Kim, J. H.; Zhao, Y.; Bijarbooneh, F.; Malgras, V.; Lee, Y.; Kang, Y.-M.; Dou, S. X. J. Am.
Chem. Soc. 2011, 133, 19314–19317.
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Many other binary transition-metal oxides have been prepared from solvothermal reactions, Table 3. Of particular interest is the
case when the metal might exist in two or more different oxidation states, thus providing oxides with different chemical composi-
tions, and also the possibility of mixed-valent and non-stoichiometric materials. Given the possibility of polymorphism of a partic-
ular phase, solvothermal reaction conditions must be carefully selected to allow formation of the phase-pure desired phase. For
example, V2O3 can be prepared by reduction of V2O5 in supercritical ethanol in the presence of oxalic acid at 250 �C and
7.5 MPa,217 or under hydrothermal conditions (240 �C, 48 h,) from V2O5, 1,6-diaminohexane in water.218 On the other hand, sol-
vothermal reduction of V2O5 by formaldehyde or isopropanol yields nanorods of the metastable, monoclinic VO2(B) phase.

219

V2O5 itself can be prepared in its orthorhombic polymorph by hydrothermal oxidation of VCl3 in water, or in a bilayered form
with expanded interlayer separation when pyridine is added to the reaction,220 while partially reduced V2O5-d can be prepared
by the hydrothermal treatment of aged suspensions of V2O5 and dodecylamine.221 The use of these solution methods provides
a variety of nanocrystalline habits including anisotropic morphologies, such as nanowires, nanorolls, nanobelts, and ordered arrays
of nanorods, nanotubes, and nanocables that have desirable intercalation properties of relevance for battery electrode materials.222

Manganese oxides prepared using solvothermal synthesis include all of the common binary phases, MnO, Mn3O4, Mn2O3, and
MnO2, and when using hydrothermal conditions, the choice of reagents, mineralizer oxidizing agents, their concentrations and the
temperature of reaction allows phase-pure crystallization of the desired material.223 In the case of MnO2 various forms exist that
include intercalated alkali metal cations and these may also be crystallized from water, and these are desirable for applications
such as in lithium-ion batteries (see also Section 5.04.3.1.3 above, where open-framework manganese oxide structures were consid-
ered).224,225 Iron oxides are similarly sought after for their properties, and hydrothermal crystallization can lead to nanocrystalline
forms of Fe3O4 or Fe2O3, each with properties suited for magnetism, catalysis, or medical imaging.226–228 Fe2O3 exists in two
common polymorphs and the hematite (a) form has been crystallized as unusual nanocrystalline forms from water, such as nano-
tubes229 or dendritic morphologies,230 while the use of ionic-liquid mediated solvothermal crystallization allows the formation of
various morphologies, including mesoporous hollow microspheres, microcubes, and porous nanorods.231 The g form of Fe2O3

(maghemite) can be more challenging to prepare and characterize, since like Fe3O4 it has a spinel structure, and both have similar
cubic lattice parameters and indeed and may form as a mixed phase sample.232 Indeed, some samples prepared by solvothermal
synthesis are proposed to be magnetite cores with a maghemite shell.233 The isolation of g-Fe2O3 directly under solvothermal
conditions has been reported by use of 50-guanosine monophosphate as a solution additive in water,234 by heating of a Fe(III)–
cupferron complex in n-octylamine,235 or in 2-methoxyethanol (MOE)-H2O mixed solvent and acetylacetone as additive from
iron(II) 2-methoxyethoxides.236

The spinel Co3O4 can likewise be prepared, but this is relatively easier to isolate than the iron oxide since the competing Co(III)
oxide is not favored.237 The monoxide CoO can also be isolated under solvothermal conditions using ethanol as solvent and cobalt
(II) acetate as reagent,238 or in the presence of hydrazine to provide reducing conditions, although the surface of the nanocrystalline
powders was found to be terminated with Co3O4.

239

Monoxides of nickel and copper are readily formed under hydrothermal conditions, and particular interest is on the production
of nanocrystals for catalytic applications,240 or electrochemical sensing.241 The formation of copper(I) oxide, Cu2O, by hydro-
thermal methods has proven access to some important properties due to the resulting nanostructure, via the formation of nanowires
of Cu2O with considerably enhanced photoactivity in the visible region of the spectrum.242

The solvothermal formation of ZnO has been extensively studied owing to its tremendous range of applications in various tech-
nologies and industry,243 and access to bulk samples with controllable nanostructure is of especial interest.244,245 Control of solu-
tion pH is the simplest way to control crystal morphology, as illustrated in Fig. 31.246

Less attention has been given to the elements of the second- and third transition series than the first, but some notable examples
illustrate further how crystallization of unusual polymorphs may be possible. For example, for ZrO2 the metastable tetragonal poly-
morph can be isolated as fine powders from instead of the high temperature monoclinic form.247 A low-temperature orthorhombic
polymorph of Nb2O5 can be formed directly as arrays of nanorods as films on niobium foil, showing how form of material can be
tuned for practical application.248 Films of WO3 have been grown hydrothermally for their photoelectrochemical properties.249 The
chemistry of tungsten oxide means that partially reduced forms are possible, WO3-x, and the phase W18O49 (i.e. WO2.72) can be
accessed by a solvothermal route from WCl6 depending on the solvent used.250 Fine powders of RuO2 can be formed for

Table 3 Binary transition-metal oxides prepared by solvothermal crystallization.

Sc2O3 TiO2

[rutile, anatase, brookite, TiO2(B)]
V2O3

VO2
V2O5

Cr2O3

CrO2

MnO
Mn3O4
Mn2O3
MnO2

Fe2O3

[hematite, maghemite]
Fe3O4

CoO
Co3O4

NiO Cu2O
CuO

ZnO

Y2O3 ZrO2
[monoclinic,
tetragonal]

Nb2O5 MoO2
MoO3

RuO2 Rh2O3
RhO2

PdO Ag2O
AgO

CdO

La2O3 HfO2 Ta2O5 WO3

W18O49

ReO3 IrO2 Au2O3 HgO

See text for references to the literature.
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electrocatalytic applications, in this case by a comproportionation reaction between KRuO4 and RuCl3 in alkali solution.251 ReO3

nanocrystals can be prepared by decomposition of a Re2O7-dioxane complex under solvothermal and these show metallic char-
acter.252 The oxides of the precious metal rhodium have only been reported to form in hydrothermal reactions when supercritical
conditions are used.253

Oxides of the lanthanide elements are readily formed under alkali hydrothermal conditions. For many of these elements theþ3
oxidation state predominates and the structure of the sesquioxide depends on the ionic radius of the lanthanide cation. By hydro-
thermal crystallization the set of oxides ranging from the largest cation in La2O3 to the smallest in Lu2O3 can be produced. In many
cases these may not be direct hydrothermal crystallization since hydroxides or oxycarbonates, such as La(OH)3 and La2O2CO3, may
initially be produced that require a subsequent calcination step under moderate temperature to yield the oxide.254 This nevertheless
provides an interesting method of shape control of crystal since the morphology of the initially produced phase can be maintained
after heat treatment to form the oxide. The case of cerium oxide is of especial importance since cerium can exist in either the þ3 or
the þ4 oxidation states and cerium dioxide, CeO2, is readily formed under solvothermal conditions.255 CeO2 has important appli-
cations in heterogeneous catalysis since reversible loss of oxygen readily takes place, and this property may be tuned by control of

Fig. 31 Morphologies of ZnO prepared by control of pH in hydrothermal crystallization. (A) pH 9.0; (B) pH 9.5; (C) pH 10.0; (D) pH 10.5; (E) pH
11.0; (F) pH 11.5; (G) pH 11.8; (H) high magnification image of pH 11.8. Reproduced with permission from Jang, J.-M.; Kim, S.-D.; Choi, H.-M.;
Kim, J.-Y.; Jung, W.-G. Mater. Chem. Phys. 2009, 113, 389–394.
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crystal size and shape, something that is easily achieved by solvothermal crystallization. Xu et al. have summarized the progress of
crystal morphology control in CeO2 formation from solution and have drawn some general conclusions that point to how control
of crystal from may be possible to target desired morphologies, Fig. 32.256 This includes simple precipitations as well as hydro-
thermal reactions, but shows the complexity of solution crystal growth and the subtle effects that small changes in reactions condi-
tions can have.

Oxides of the main group metals are accessible by solvothermal methods, and the same advantages of morphological control
and isolation of unusual polymorphs are evident as for other oxides of other metals. Notable examples include Ga2O3 where the
metastable g polymorph, a defect spinel is formed in an unusual reaction involving the oxidation of gallium metal in ethanol-
amine,257 and Bi2O3 where various nanostructures are possible.

258 The mixed-valent bismuth oxides Bi2O4 and Bi4O7 can be crys-
tallized using NaBiO3 in aqueous alkali-metal nitrates under hydrothermal conditions.259

The use of supercritical conditions for the formation of metal oxide nanocrystals is beneficial since the solubility of metal oxides
is much lower than under subcritical conditions (owing to a reduced dielectric constant), which means that much faster nucleation
rates are possible, and that Ostwald ripening is less likely in supercritical water.260 A variety of precursors are also possible under
supercritical conditions to give further control over the form of the product oxide and this includes carboxylates and alkoxides as
well as various inorganic salts.261 Inoue and co-workers developed a route to various oxides by solvothermal reaction of hydroxide
gels formed by hydrolysis of metal alkoxides using toluene as solvent to yield nanocrystalline materials with high surface areas.262

Neiderberger developed some strictly non-aqueous methods for the formation of binary metal oxides using benzyl alcohol as
solvent at 200 �C (actually just below its boiling point of 205 �C) using either metal alkoxides or metal acetylacetonates as reagents
in strictly air- and water-free conditions.263 This leads to a range of oxides including V2O3, Nb2O5, Ta2O5, HfO2, SnO2, In2O3 and
CeO2 often as extremely small nanocrystals (<5 nm in dimension) with highly narrow dispersion of size. In these non-aqueous
conditions it is proposed that the organic chemistry taking place between the solvent and the reagent leads to highly controlled
reaction pathways, such as the elimination of ethers,264 or the formation of specific carbon-carbon bonds.265 This lead to the
hypothesis that the organic chemistry in solution controls the formation of the inorganic solid product and an example is shown
in Fig. 33.

5.04.3.4.2 Multinary oxides
The synthesis of oxides that contain multiple metallic elements would traditionally involve combination of precursors of each of the
elements and heating at high temperatures in the solid state. This has advantages in its simplicity, but in fact is not necessarily easy to
implement since the reaction relies on solid-state diffusion between precursors, which often requires repeated cycles of grinding and
reheating to achieve homogeneity. The use of high temperatures, usually above 1000 �C, implies that only the most thermodynam-
ically stable phases are isolated and these are usually dense structures, which limits the extent to which new materials might be
discovered. A further disadvantage of high temperature solid-state reactions is that there is little control over crystal size and shape,
which is highly beneficial for optimizing properties for applications and for processing materials into a form in which they can be
conveniently applied. Although many other synthesis routes to mixed-metal oxides have been developed, including co-
precipitation and sol-gel methods, where mixing of the elements is achieved by solution mediation under moderate conditions fol-
lowed by a moderate temperature annealing, solvothermal synthesis provides probably the most versatile approach to forming such
materials. In the simplest case, crystallization occurs from solution so that as well as requiring only mild conditions, some control
over crystallite size and shape may be envisaged. Growth of films is also a possibility directly from solution giving rise to materials
ready for application. Furthermore, the extremely moderate conditions allow the chance to explore the formation of metastable
compositions and structures that are not accessible using high temperature preparative routes.

In the simplest case, solvothermal synthesis can be used to perform substitutional chemistry, the partial replacement of one
element by another in a parent binary oxide to modify the properties of a material. The may allow access to solid-solutions, where
the two binary end members share the same crystal structure, and an example is provided by the TiO2-SnO2 system where the
complete series Ti1-xSnxO2 can be crystallized using titanium bis(ammonium lactate) dihydroxide and Sn(IV) acetate heated in
water at 240 �C, in the absence of any mineralizer.266 The materials have the rutile structure, with an expansion of the unit cell
seen on replacement of Ti by Sn, accompanied by a reduction in crystallite size. In other cases, the introduction of a substituent
element occurs only up to a certain level of composition, especially when there is a charge imbalance that must be accompanied
by oxide ion vacancies, or excess. A good example here is the case of CeO2, which may be substituted by a range of trivalent cations
to give Ce1-xMxO2-x/2 materials with M a wide variety of possible cations, ranging from lanthanides (La, Gd, Eu), transition elements
(Fe, Mn) to main group elements (Bi, In). Solvothermal synthesis provides an effective way to extend the composition range of these
systems, with highly homogeneous distributions of the metals and with higher levels of substitution possible than by solid-state
synthesis; this is proved by the fact that the materials often phase-separate on subsequent heating.267With their useful properties
in heterogeneous catalysis, the fine powders of cerium oxides formed by solvothermal methods are of benefit here due to the their
high surface areas, and for the metastable compositions, applications at close to ambient conditions are still possible, such as
solution-based oxidation catalysis, and in biomedical areas. Unusual elemental inclusion is possible by solvothermal synthesis
and in CeO2, partial replacement of Ce4þ by Pd2þ leads to considerable distortion of the local structure to accommodate the
square-planar preference of the substituent,268 while inclusion of Nb5þ is possible by co-substitution with Naþ to ensure charge
balance, again leading to distortion of the structure, in this case yielding favorable oxygen storage properties.269 More unusual
examples of substitutional chemistry of oxides has proved possible by solvothermal chemistry: for example, the formation of
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Fig. 32 Schematic of solution growth mechanisms of CeO2� x nanomorphologies (red/yellow ¼ investigated by Xu et al.; purple ¼ from the literature; [Ce]: low <0.50 M � high | [NaOH]:
low <5.00 M � high | T: Low <150 �C � high | t: short �2 h < long. Reproduced with permission from Xu, Y.; Mofarah, S. S.; Mehmood, R.; Cazorla, C.; Koshy, P.; Sorrell, C. C. Mater. Horiz. 2021, 8,
102–123.
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TiO2 that includes carbonate is only possible from solution by a solvothermal reaction between titanium alkoxide and acetone at
200 �C.270

Multinary oxides can exist in distinct, stoichiometric crystal structures that reflect the coordination preferences of the cations
present, and the ABO3 perovskite structure is one the most frequently seen ternary oxide structures. This is encountered for
many combinations of A and B and commonly Aþ/B5þ;A2þ/B4þ;A3þ/B3þ pairings are found.271 The larger A-site cation is coordi-
nated by 12 oxide nearest neighbors, while the small B-site cation has coordination number 6 to give the ideal cubic perovskite
structure of corner-shared octahedra connected in three dimensions, Fig. 34A. The versatility of the perovskite structure lies in
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Fig. 33 Proposed reaction mechanism for the role of solvent benzyl alcohol in the formation of CeO2 nanocrystals from Ce(iPrO)3 in the work of
Neiderberger and co-workers. Reproduced with permission from Niederberger, M.; Garnweitner, G.; Ba, J. H.; Polleux, J.; Pinna, N. Int. J.
Nanotechnol. 2007, 4, 263–281.

Fig. 34 ABO3 perovskite structures that have been crystallized under solvothermal conditions: (A) The cubic parent perovskite as found for SrTiO3
(B) a tilted perovskite structure as found for orthorhombic GdFeO3 (C) hexagonal 4HeSrMnO3, (D) hexagonal 6H-BaMnO3 and (E) layered hexagonal
YbFeO3. The blue polyhedral contain the B cation and the green spheres are the A cation. Further examples of compositions for each structure type
are found in Table 4.
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the ways that it can deviate from the parent cubic form: this includes rotation of the octahedral to adjust the BeOeB angles and
lower the coordination number of the A-site, Fig. 34B. Displacement of the B-site cation from the center of their octahedra, and
accommodation of small levels of oxide-ion deficiency to adjust the charge of the A-site cations are other possible modifications
of structure. There also exist polymorphs of the ABO3 composition with completely different connectivity of the metal polyhedra:
this includes hexagonal forms that may contain chains or layers of 6- or 5-coordinate B cations, Fig. 34C–E, which are often referred
to as perovskites. The ABO3 composition can also crystallize in other structures, such as FeTiO3-type (ilmenite) and KSbO3-type.

The solvothermal synthesis of perovskites has now been widely studied andmany examples have been reported.272 Most of these
synthesis are hydrothermal and involve the use of alkaline solutions as reactionmedia. Table 4 compiles the range of suchmaterials,
where it can be seen that as well as ternary systems, solid solutions and partially substituted materials can also be accessed. It should
be noted that all of these materials are isolated in their crystalline form at temperatures less than 250 �C; i.e. no post synthesis
annealing is necessary to achieve the desired product.

The extensive work on the hydrothermal synthesis of perovskites stems from studies of the crystallization of BaTiO3.
273 This

material was the focus of intense study from the 1930s onwards because of its dielectric properties that give rise to applications
in capacitors, for example. Direct solution preparation was therefore seen to be appealing and the earliest reports of hydrothermal
routes date to the 1950s.280 Since that time the material has been formed as fine powders in a range of crystal morphologies, and the
inclusion of solution additives has provided some crystal habit modification. Although the natural habit of BaTiO3 might be ex-
pected to cubic, by the hydrothermal method crystallites of various shapes have been accessed, ranging from cubes to sphere, to
anisotropic plates and needles, Fig. 35. This has been achieved by choice of precursors, solvent, or use of solution additives.274–279

One matter of debate around the nature of BaTiO3 formed under hydrothermal conditions is whether the small crystallite size of
the materials typically produced dictates the polymorph formed: it was reported that smaller crystallites were found to adopt the
high temperature cubic form, instead of the expected tetragonal structure281 but this may be due to the presence of trapped defects,
such as hydroxyl groups.282 Later it was found that the addition of chloride to the hydrothermal synthesis solution produced the
expected tetragonal polymorph.283,284 Solvothermal reactions in the presence of water and ethylene glycol mixtures also gave the
tetragonal phase of BaTiO3.

285 Hongo et al. proved that the ethylene glycol modified synthesis gave a level of hydroxide three times
higher than in conventional aqueous synthesis and proposed that stabilization of the tetragonal perovskite was due to the specific
orientation of substituent hydroxide ions in the oxide sublattice.286 These considerations illustrate how a detailed analysis of both
the average crystal structure and local deviations from this is necessary to characterize properly nanomaterials produced in solvo-
thermal reactions.

BaTiO3 provides another example of how solvothermal crystallization can be used to control the morphology of crystals formed:
the idea of ‘shape memory’ in the transformation of a reagent to a product. Here, the crystal habit of the reagent is conserved in the
product, even if the two have different chemical compositions and different underlying crystal structures. Examples are shown in
Fig. 33E and F. Cao et al. used ‘nano-whiskers’ of K2Ti4O9 and proposed that ion-exchange of Kþ by Ba2þ initially occurs, followed
by recrystallization, such that the anisotropic particle morphology is first retained; this is then followed by secondary growth of
nanoparticles, leading to coated rods and then ultimately dispersed nanoparticles as the rods are completely consumed, Fig. 36.287

Table 4 illustrates the wide variety of ABO3 perovskite compositions possible from hydrothermal chemistry, and many of these
materials have been studied because of their useful properties, including niobates (B ¼ Nb) for their photocatalysis, manganites

Table 4 Compositions of ABO3 perovskites prepared by solvothermal chemistry.272

A site B site Compositions and Crystal Chemistry Properties and Applications

Na, K Nb, Ta Binary phases and solid solutions possible (1) Sintered into electroceramics for
dielectrics

(2) Photocatalysis
Ca, Sr, Ba, Pb Ti, Zr Binary phases and solid solutions possible Sintered into electroceramics for dielectrics
La (and other rare earths) Cr Mixed A-site phases possible Multiferroic properties: magnetism and

ferroelectricity
Ca, Sr, Ba/La, Y Mn Mixed valent manganites for mixed A-site

phases.
Hexagonal perovskites for A ¼ Sr, Ba
Hexagonal layered perovskite for A ¼ Y

Magnetism and magnetoresistance

La (and other rare earths) Fe Orthorhombic distorted perovskite Heterogeneous catalysis: steam reforming,
methane oxidation

Bi Fe, Co Multiferroic properties: magnetism and
ferroelectricity

Ba, Na, K Bi (þ Mg, Pb, Na) Novel compositions not isolated by solid-
state synthesis

Superconductivity

Al, Sm, Gd, Y Al Only prepared under supercritical conditions
Ca, Sr, Ba, Zn Sn Ilmenite structured ZnSnO3 also possible
Ba (M, Sb) M ¼ Pr, Nd, Sm, Eu, In

and Fe
Ordered arrangement of B-site cations
(double perovskite)

Dielectric properties
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Fig. 35 Various morphologies of BaTiO3 produced by hydrothermal crystallization. (A) Nanowires from aqueous ammonia solution from Ba(OH)2
and TiO2. (B) Hollow cubes from barium acetate and a titania sol from tetrabutyl titanate in aqueous KOH. (C) Cubes using oleic acid and tert-
butylamine as solution additives. (D) Spheres from TiCl4, BaCl2 in aqueous KOH. (E) Plates formed from a titanate with a lepidocrocite-like layered
structure. (F) Dendrites from layered titanate nanotube precursors. (A) Reproduced with permission from Joshi, U. A.; Lee, J. S. Small 2005, 1,
1172–1176. (B) Reproduced with permission from Yang, X.; Ren, Z.; Xu, G.; Chao, C.; Jiang, S.; Deng, S.; Shen, G.; Wei, X.; Han, G. Ceram. Int.
2014, 40, 9663–9670. (C) Reproduced with permission from Ma, Q.; Mimura, K.-I.; Kato, K. J. Alloys Compd. 2016, 655, 71–78. (D) Reproduced with
permission from Moreira, M. L.; Mambrini, G. P.; Volanti, D. P.; Leite, E. R.; Orlandi, M. O.; Pizani, P. S.; Mastelaro, V. R.; Paiva-Santos, C. O.;
Longo, E.; Varela, J. A. Chem. Mater. 2008, 20, 5381–5387. (E) Reproduced with permission from Feng, Q.; Hirasawa, M.; Yanagisawa, K. Chem.
Mater. 2001, 13, 290–296. (F) Reproduced with permission from Maxim, F.; Ferreira, P.; Vilarinho, P. M.; Reaney, I. Cryst. Growth Des. 2008, 8,
3309–3315.
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(B ¼ Mn) for their magnetic properties, multiferroic chromites (B ¼ Cr), and ferrites (B ¼ Fe) with oxygen-storage properties. While
most of these materials can be also be prepared using high-temperature solid-state synthesis approaches, the hydrothermal
approach uniquely allows fine powders with small crystallites suitable as catalysts, or catalyst supports, or with enhanced sinter-
ability for preparation of densified ceramics. In some cases, however, hydrothermal conditions allows the isolation of materials
not possible at high temperature. For example, a family of bismuthate perovskites (B ¼ Bi) represent metastable materials that
are not accessible by conventional solid-state synthesis methods. These are of particular interest because of their superconductivity,
with onset temperatures of up to 30 K seen in (Ba0.62K0.38)(Bi0.92Mg0.08)O3.

288 In some cases hexagonal perovskites can be formed
under hydrothermal conditions, including the manganites 2H-BaMnO3, 4H-SrMnO3,

289 and layered YMnO3.
290 The case of

YbFeO3 is of interest as it can form in one of two different polymorphs: either an orthorhombic perovskite or a layered hexagonal
structure. Solvothermal synthesis from iron acetylacetonate and ytterbium acetate in 1,4-butanediol at 300 �C yields the hexagonal
polymorph, whereas orthorhombic polymorph is formed from ytterbium chloride and iron acetylacetonate in the same solvent but
with addition of 1,6-hexanediamine.291 Another example of control of polymorph is shown by NaNbO3 where instead of the ex-
pected orthorhombic perovskite, the ilmenite-structured material can be formed under hydrothermal conditions simply by adjust-
ing the pH of the reaction.292

The issue of defects in perovskite oxides prepared by hydrothermal chemistry is important to consider, especially when
comparing their properties with materials of the same composition prepared by solid-state synthesis at high temperature. The inclu-
sion of hydroxide or water in place of oxide ions has been detected in some hydrothermally prepared perovskites, and upon anneal-
ing these can lead to oxide-ion vacancies that can impact upon bulk electronic properties: an example is the quaternary material
Na0.5Bi0.5TiO3, where sintered powders of fine powders produced in aqueous sodium hydroxide solution have diminished dielec-
tric properties seen from piezoelectric data that show evidence of polarization pinning due to high levels of oxide vacancies.293

Piezoelectrically active KNbO3 thin films were produced hydrothermally by Goh and co-workers that could be rendered free of
lattice hydroxyls, and they reduced the concentration of oxygen vacancies by a post growth O2 plasma treatment and thermal
annealing.294

The rare-earth ferrites perovskites provide an example of how crystal habit may be modified by hydrothermal crystallization. The
addition of urea, or change of KOH concentration, causes a change in aspect ratio of the cuboidal crystals formed under hydro-
thermal conditions, as shown in the case of ErFeO3 in Fig. 37.295A mechanism of NH4

þ capping of specific crystal faces was
proposed, with the ammonium being produced by the in situ decomposition of urea during reaction.

Oxides with the A2B2O6O’ pyrochlore structure are another family of binary oxides that have been prepared via hydrothermal
chemistry.296 Here the A-site cation has a preference for 8-coordination while the B-site is 6-coordinate, with the precise geometry
dependent of the position of oxide ions. The O0 site may be fully occupied, vacant, or populated by hydroxide or water (or other
species), and the A site may be partially occupied: this gives great compositional flexibility to the pyrochlore structure. The presence
of defects in the pyrochlore structure also renders useful properties, such as ion migration and redox-catalysis. As with perovskites,
numerous examples of pyrochlores have been isolated using solvothermal conditions, commonly using crystallization from water
at high pH. Significantly, this includes some metastable phases not seen by solid-state synthesis and that collapse on heating to
higher temperatures after synthesis: an example is the complex composition (Bi, M)2(Fe, Mn, Bi)2O6 þ x (M ¼ Na or K) that shows
structural disorder, owing to the asymmetric environment of the A-site Bi3þ.297 Ruthenium and iridium pyrochlores have been iso-
lated from hydrothermal reactions in the presence of peroxides as oxidants, and these provide acid-resilient electrocatalysts for split-
ting of water.298 La2Sn2O7 nanocubes have been isolated and they show favorable properties in photocatalysis, in the degradation
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Fig. 36 Proposed mechanism for the hydrothermal formation of BaTiO3 nanostructures from a K2Ti4O9 precursor with different alkaline
concentration (A) 0.2 M (B), 0.4 M (C), 0.6 M (D), 0.8 M (E). Reproduced with permission from Cao, Y.; Zhu, K.; Wu, Q.; Gu, Q.; Qiu, J. Mater. Res.
Bull. 2014, 57, 162–169.
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of dyes and the evolution of H2 from water.299 Pb2Ti2O6, can be prepared as needle-like morphology and this crystal habit is main-
tained after annealing and phase transformation into the PbTiO3 perovskite.

300

AB2O4 spinels are another very broad class of oxide materials: here, tetrahedral and octahedral cations are (ideally) distributed in
a cubic close-packed array of oxide ions. The distribution of cations can give rise to order-disorder polymorphism where the ideal
normal spinel (tetrahedral A and octahedral B) is one end member while the inverse spinel contain mixtures of cations on the octa-
hedral site. The synthesis method can allow access to different forms of a spinel composition, and hydrothermal routes have provide
a means to accessing metastable configurations. This is of importance when the cations have magnetic properties since the spinels
are well-known for their solid-state magnetism. A good example is provided by the ferrite spinels and the materials Mn1� xZnxFe2O4

Fig. 37 ErFeO3 from urea-aided hydrothermal synthesis showing the effect of mineralizer concentration on crystal size and shape from addition of
different ratio of KOH/urea (A) 5.0 g/2.0 g, (B) 6.0 g/2.0 g, (C) 7.0 g/2.0 g, (D) 8.0 g/2.0 g, (E) 9.0 g/2.0 g, and (F) 10.0 g/2.0 g. Reproduced with
permission from Yuan, L.; Huang, K.; Wang, S.; Hou, C.; Wu, X.; Zou, B.; Feng, S. Cryst. Growth Des. 2016, 16, 6522–6530.

Solvothermal and hydrothermal methods for preparative solid-state chemistry 75



(0 � x � 1) were found to have a different distribution of cations over tetrahedral and octahedral sites in their as-made form than
after annealing, as evidenced by irreversible changes in magnetic response after heating above 300 �C.301 Interestingly, early reports
of the hydrothermal crystallization of ferrite spinels in the 1970s by Swaddle and co-workers used hydroxides and oxides as precur-
sors in alkali solutions up to 350 �C,302 but recent attention has turned to much milder conditions where particles on the nanoscale
can be formed directly from solution. For example, nanorods of MnFe2O4 were prepared using pre-made nanorods of Mn2O3,
treated under hydrothermal conditions with iron nitrate in sodium hydroxide solution.303 Crystallite size and shape can be
controlled by addition of surfactants, as in the case of MFe2O4 for M ¼ Mg, Fe, Co, Ni, Cu, and Zn.304 Many ferrite spinels have
now been reported by solvothermal chemistry.305

Other multinary oxides structures that have been reported include hexaferrites, such as BaFe12O19,
306 scheelites, such as BiVO4,

studied for its applications in photocatalysis,307 rutiles, such as the ordered trirutile ZnSb2O6,
308 with many other families of mixed

oxides represented, including rock salts, garnets, zircons and monazites.
As well as the large scope for preparation of familiar structures, one of the most appealing aspects of the use of solvothermal in

the preparation of oxides is the prospect of the crystallization of novel materials, since the discovery of new materials can lead to
new functional solids with unusual, or unprecedented properties. The chemistry of ruthenium oxides illustrates this very well, and
a large number of alkali metal ruthenates crystallize under hydrothermal conditions, Fig. 38.309 As well as new examples of
familiar crystal structure types, such as pyrochlores, the discovery of new structures has been possible, such as the oxyhydroxide
Ba2Ru3O9(OH).310 The material SrRu2O6 has attracted particular attention since it shows remarkably high magnetic ordering, with
antiferromagnetism persisting to above 500 K despite the anisotropic structure with layers RuO6 octahedral separated by layers of
SrO6 octahedra.311 This material has only been produced under hydrothermal conditions.

It is interesting to note that the reagent composition space shown in Fig. 38 shows regions where materials are accessed by hydro-
thermal chemistry, and other regions where solid-state synthesis is used. Some of these new ruthenium oxides were accessed by use
of the reagent KRuO4, which provides a convenient entry point to novel ruthenium oxides under hydrothermal conditions. Its use
has been extended further with four new examples of alkali-earth ruthenates discovered,312 some new mixed AgeRu oxides
prepared,313,314 and transition-metal substituted RuO2 crystallized.

251

Another example of how solvothermal chemistry can be used to produce new materials is provided by the work of Kumada and
co-workers who have prepared a large set of mixed-metal bismuth oxide using NaBiO3 as a reagent, Table 5.315 This reagent
provides Bi5þ, which is oxidizing and some of these new materials may contain Bi3þ, depending on the partner metals used in
the synthesis.

One interesting example of the use of hydrothermal conditions for the discovery of new functional materials concerns the search
for new non-centrosymmetric oxides that may have technologically important properties such as second-harmonic generation
piezoelectricity, ferroelectricity, and pyroelectricity.316 One strategy is to synthesize oxides containing cations susceptible to
second-order Jahn-Teller distortions. The distortion can occur in two different types of cations, d0 transition metals (Ti4þ, V5þ,

Fig. 38 A phase diagram representation of composition space for the synthesis of alkali-earth ruthenates and oxyhydroxides. Red circles represent
hydrothermally prepared materials, with closed circles those materials prepared from KRuO4 at 200 �C, open red circles from other hydrothermal
routes, and black circles are those materials prepared using solid-state synthesis. Colored zones indicate ruthenium average oxidation state of <4
(green), between 4 and 5 (blue) and > 5 (pink), with boundaries as dotted lines. Reproduced with permission from Hiley, C. I.; Walton, R. I.
CrystEngCommun 2016, 18, 7656–7670.
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Nb5þ, Mo6þ, W6þ) and cations with stereoactive lone-pairs (Se4þ, Te4þ, Sb3þ, Bi3þ, Pb2þ, Sn2þ, Tlþ), and results in asymmetric
coordination environments. Hydrothermal synthesis has proved a highly fruitful way of accessing such phases, with novel compo-
sitions and crystal structures being discovered. Examples include the phases TlSeVO5 and TlTeVO5,

317 A2(MoO3)3SeO3 (A ¼ Rb,
Tl),318 and A3V5O14 (A ¼ Kþ, Rbþ, or Tlþ).319 These are typically produced as single crystals.

While the recent literature is dominated by the use of mild hydrothermal conditions (temperatures less than 250 �C) for the
crystallization of mixed-metal oxide materials, there is still much novel chemistry to be explored at higher temperatures, and asso-
ciated pressures. For example Kolis and co-workers have explored many combinations of metal cations under supercritical hydro-
thermal conditions to isolate novel compositions and crystal structures of mixed-metal oxides, including tantalates,320

ruthenates,321 and vanadates,322as well as sizeable crystals of, for example, pyrochlores323 and perovskites.324 In some cases the
direct reaction between binary oxides is brought about in water at high temperature: for example lanthanide rhenates can be crys-
tallized from lanthanide oxides and ReO2 at 650 �C without the need for a mineralizer.325

5.04.3.4.3 Sulfides, selenides, tellurides
The heavier chalcogens, sulfur, selenium and tellurium, provide chalcogenides with distinctive structural chemistry and properties,
compared to their oxide counterparts. One important application of the binary chalcogenide materials arises from their semicon-
ductivity, and narrow bandgap nanocrystals are desirable in applications such as solar cells, infrared optoelectronics (e.g., lasers,
optical modulators, photodetectors and photoimaging devices), low cost/large format microelectronics, and in biological imaging
and biosensors.326 This means there has been intense investigation of controlling nanostructure using solvothermal synthesis
routes. In fact, synthesis by high-temperature methods usually necessitates the exclusion of air since oxidation is usually favorable
with the loss of volatile species such as SO2 or SeO2, hence solvothermal synthesis routes provide a significant practical benefit with
the closed reaction vessel, providing a suitable solvent can be found. For the chalcogenides of soft cations (Zn2þ, Cd2þ, Pb2þ, for
example) in fact hydrothermal synthesis is possible: for example, ZnSe and CdSe form directly from the elements on heating in
water at 180 �C as nanocrystalline powders.327 CdE (E ¼ S, Se,Te) are formed from various amine solvents by reaction between
cadmium oxalate and the elemental chalcogen.328 The ease of formation of these phases allows solvents and solution additives
to be varied to permit fine control over crystal size and shape: for example CdSe nanocrystals only 3 nm in size were prepared using
cadmium stearate in toluene with the in situ aromatization of tetralin to naphthalene by elemental Se in order to generate H2Se and
the addition of dodecanethiol as a capping agent to limit crystal growth.329 PbS can be produced in a variety of unusual nanostruc-
tures, with the use of surfactants giving dendritic crystal habits, Fig. 39,330 with evidence of control of crystal form by choice of
precursors when thioacetamide is used as sulfur source.331

Nanowires of PbS, CdS and CdSe may be prepared by solvothermal routes, and the use of a polyacrylamide matrix permits the
growth of 100 mm long nanowires of CdS, while treatment of CdS nanowires with selenium in tributylphosphine at 100 �C yields
CdS þ CdSe coreþsheath structures.332 The use of ionic liquids as reaction media has been studied: for example, ZnS, ZnSe and
CdTe crystallize from imidazolium ionic liquids, and it is noted that the thermodynamically most stable structures are generally
produced.333 Monodisperse ZnS hollow nanospheres were formed from hydrothermal method using thiourea as sulfur source,
which was proposed to form an intermediate complex that acted as a reservoir for Zn2þ and S2� allowing their slow release into
solution to permit the controlled assembly of primary nanoparticles into the hollow structures.334

Table 5 Crystal structures and property of new bismuth oxides by hydrothermal synthesis as reported
by Saiduzzaman et al.315

Compound Crystal Structure Property

LiBiO3 LiSbO3-related Photocatalytic
NaBiO3 Ilmenite-type Photocatalytic
Na3Bi3O8 Na2MnCl4-type Photocatalytic
3-Bi2O3 Orthorhombic Photocatalytic
Ca2Bi2O7 Pyrochlore-type Semiconducting
Sr2Bi2O7 Pyrochlore-type Semiconducting
(Sr0.75Bi0.25)2Bi2O6.83 Pyrochlore-type Semiconducting
MgBi2O6 Trirutile-type Semiconducting
BaBi2O6 PbSb2O6-type Photocatalytic
SrBi2O6 PbSb2O6-type Photocatalytic
TbBi2O4NO3 Layer-type Photocatalytic
(Ba0.75K0.14H0.11)BiO3$nH2O Cubic double perovskite Superconducting
(Na0.25K0.45)(Ba1.00)3(Bi1.00)4O12 Cubic double perovskite Superconducting
(Ba0.82K0.18)(Bi0.53Pb0.47)O3 Cubic simple perovskite Superconducting
(K1.00)(Ba1.00)3(Bi0.89Na0.11)4O12 Cubic double perovskite Superconducting
(Ba0.62K0.38)(Bi0.92Mg0.08)O3 Cubic simple perovskite Superconducting
(Ba0.54K0.46)4Bi4O12 Cubic double perovskite Superconducting
Bi3Mn4O12(NO3) Layer-type Magnetic
Bi3.33(VO4)2O2 Layer-type Photocatalytic
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In some cases, polymorphism of binary chalcogenides can be controlled by choice of solvothermal conditions. In the case of
ZnS, the use of zinc nitrate and thiourea in water-ethylenediamine mixed solvent produces the either cubic (zinc blende) or hexag-
onal (wurtzite) polymorph depending on the temperature of reaction.335,336 In the case of MnS the rock salt or hexagonal wurtzite
forms can be selectively prepared by presence or absence, respectively, of hydrazine in the hydrothermal reaction,337 or by use of
KNO3 or KOH as mineralizers.338

In the case of nickel sulfides, three different compositions are known, NiS, Ni3S4 and NiS2, and by choice of reaction conditions
each can be isolated separately: combinations of sulfur source, surfactant (cationic, anionic or neutral), hydrothermal treatment
temperature were explored by Manjunatha et al. who made use of the Taguchi orthogonal array method to identify the specific
conditions required for the formation of each material.339

A variety of chalcogen precursors have been used for the formation of binary chalcogenides and their use may depend on the
partner metal. FeS2 (containing the S2

2� disulfide anion) is produced in ethylenediamine with Na2S3 as sulfur source,340 and the
same method can be applied for CoS2 and NiS2.

341 Chen et al. prepared a series of MS2 (M ¼ Ni, Co, Fe, Ni, Mo) sulfides and
MSe2 (M ¼ Ni, Mo) selenide materials using Na2S2O3 or Na2SeSO3 as reagents in water at 135–150 �C.342 The choice of chalcogen
source may have an influence on the nature of the product that is crystallized and, in the case of Bi2S3 it has been observed that
different crystal morphologies may arise due to different rates of release of S2� ions with Na2S > Na2S2O3 > NH2CSNH2 (thio-
urea).343,344 In the case of Sb2S3 a precursor prepared from SbCl3 and thiourea was solvothermally treated in methanol at 120–
180 �C to yield rod-like crystals.345 WS2 can be prepared using thioacetamide as sulfur source in DMF as solvent.346 Sulfidation
of oxides using CS2 in aqueous ammonia at 500 �C leads to WS2, MoS2, or V5S8.

347 Various sulfur sources have been used to isolate
MoS2 under hydrothermal and solvothermal conditions.348 Mercaptoacetic acid has been explored for its dual role as sulfur source
and capping agent for the control of crystal morphology of binary sulfides S (M ¼ Zn, Cd, and Pb) under hydrothermal
conditions.349

Polycrystalline Co9S8 nanotubes were formed by hydrothermal treatment of Co(CO3)0.35Cl0.20(OH)1.10 nanorod bunches as
sacrificial hard templates and Na2S as sulfur source, Fig. 40.350

The solvothermal synthesis of new selenides and tellurides, not isolated under other reaction conditions, has also been explored.
For example, the ternary mixed-metal phase NiCoSe2 crystallizes in ethylene glycol using SeO2 as reagent and hydrazine as reduc-
tant,351 while the tellurium-rich tellurides Cs2Te13, Cs4Te28, Cs3Te22 crystallize in superheated methanol.352 The phase Cs3Te22 is
noteworthy in that it contains both a unique 2,3-connected defect square Te sheet and Te8 rings.

Fig. 39 SEM images of the PbS dendritic nanostructures prepared by the hydrothermal method using CTAB surfactant. (A) Low-magnification SEM
image showing PbS dendritic nanostructures. (B) Higher magnification SEM image showing their 3D dendritic structures. (C) SEM image of four
connected dendrites. Reproduced with permission from Kuang, D.; Xu, A.; Fang, Y.; Liu, H.; Frommen, C.; Fenske, D. Adv. Mater. 2003, 15, 1747–
1750.

78 Solvothermal and hydrothermal methods for preparative solid-state chemistry



Although the recent literature has focussed upon the formation of fine powders of chalcogenides, especially nanosized particles
of semiconductors, it is worth noting that earlier work reported the growth of millimeter sized crystals under hydrothermal condi-
tions: for example, Rau and Rabenau produced a number of sulfides and selenides of Cu, Zn, Cd and Hg using concentrated hydro-
halic acids as reaction media at 500 �C.353

Ternary sulfides and selenides of Agþ or Cuþ with various other metals (Fe, Ga, In, Bi, Sb, Sn etc.) have been produced using
solvothermal crystallization, in some cases using water as solvent, but ethylenediamine is a commonly used solvent. For example,
chalcopyrite CuFeS2 can be prepared using either water354 or ethylenediamine355 as solvent and (NH4)S as the sulfur source, with
the addition of citric acid modifying the rod-like morphology to isotropic nanoparticles.356 For the formation of Cu3BiS3

357 and
Cu3SbS3

358 the sulfur source was L-cysteine and the solvent ethylene glycol. It has been proposed that the mechanism of formation
of these materials involves the formation of soluble complexes of bothmetals and to for this to occur themetals should have similar
electronegativities.359 Hence, the ternary compounds that form so readily contain Cuþ or Agþ. Only in a few cases have alkali metal
cations been used to form ternary chalcogenides under solvothermal conditions, such as NaInS2 and KInS2, in this case from mixed
ethanol-ethylenediamine solvent and using Na2S as sulfur and sodium source.360 This suggests that a wider range of materials
should be accessible from solvothermal synthesis with a greater diversity in choice of metal cations, and Shoemaker and co-
workers have exploited this possibility to prepare the magnetic materials KFeS2 and KFe2S3.

359 Both are prepared using elemental

Fig. 40 Transmission electron microscopy (TEM) images of Co9S8 formed by hydrothermal treatment of Co(CO3)0.35Cl0.20(OH)1.10 nanorod bunches
as sacrificial hard templates and Na2S as sulfur source. (A) and (B) are TEM images, (C) is a high-resolution TEM image, (D) is a selected area
electon diffraction pattern, and (E) shows element maps. Reproduced with permission from Wang, Z.; Pan, L.; Hu, H.; Zhao, S. CrystEngCommun
2010, 12, 1899–1904.
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sulfur as reagent with FeCl3 dissolved in ethylenediammine, with the formation of a poorly crystalline intermediate that contains no
potassium. It is noteworthy that KFe2S3 is not accessible via solid-state synthesis methods. This opens the possibility for the
discovery of further ternary chalcogenides from solvothermal crystallizations.

Solvothermal routes have been extended to multinary systems of chalcogenides: for example, Cu2FeSnS4 of interest for appli-
cations in solar cell devices can be crystallized readily in aqueous or non-aqueous reactions.361 Mixed sulfide-selenides are acces-
sible, such as CuIn(SexS1-x)2 that can be prepared over the full compositional range.362

Another class of ternary chalcogenides accessible by solution crystallization are the alkali-metal salts of thiometallates the main-
group elements Ga, In, Si, Ge and Sn. This large class of materials are not all uniquely prepared by solvothermal reactions, but the
method does allow access to some unusual examples, not accessible by other methods.363 For example, the reaction of Ga2S3 or
In2S3 in an aqueous solution of excess of an alkali metal sulfides yields the solids K8[M4S10]$16H2O that contain adamantane-
like tetrameric [M4S10]

8� anions.364 The solvothermal synthesis of these materials and other related main-group chalcogenidome-
tallates of Groups 13–15 has been extensively reviewed.365,366 Earlier work focussed on hydrothermal reactions of Group 13–14
elements with alkali and alkaline-earth metal cations,363 but extension to alcohols as solvents led to a diverse range of chalcogeni-
dometalates of Group 14–15 elements with alkali, alkaline earth, or organic cations.365

While the ternary inorganic chalcogenides mentioned above commonly use amines (often ethylenediamine) as solvent, another
class of materials that can be accessed from solvothermal chemistry include the amine as part of the crystal structures, i.e. are hybrid
organic-inorganic chalcogenides. This includes materials with structures of various dimensionalities with respect to the inorganic
motifs, akin to the hybrid oxide materials already discussed above. Many divalent cations (Mn2þ, Fe2þ, Co2þ, Ni2þand Zn2þ)
have strong binding affinities for ethylenediammine and the complexes [M(en)3]

2þ has been proposed to form rapidly in solution
and the act as template for the formation of the hybrid structure, termed chalcogenidometalates, by interaction with the chalcoge-
nido complex of the partner metal cation in solution, [M’xQy]

z- (M’ ¼metal, Q ¼ S, Se, Te).366,367 Polymorphism in these materials
is also possible: for example, in M(ethylenediamine)3MoS4 (M ¼ Mn, Co, Ni).368 The solution chemistry of these materials is
particularly rich, and various possible phases can crystallize from the same components, depending of pH, reagent concentration,
solvent or time, as illustrated by the Mn- 1,10-phenanthroline-Sn-S system where 6 different phases may crystallize in water or
amines as solvents, Fig. 41.369 Thioantimonates offer another aspect to structural diversity since the stereochemical activity of
the 5s2 electron pair of Sb(III) that gives rise to coordination numbers between 3 and 6, variable bond lengths and relatively flexible
SeSbeS angles.370

The use of ionic liquids as reaction media (i.e. ionothermal conditions) to access organic-inorganic hybrid chalcogenides
provides a novel set of materials. Here, imidazolium chloride ionic liquids also provide the organic component of the resulting
structures to give imidazolium chalcogenidometallates for sulfides and selenides, some of which have distinctively different struc-
tures from the materials isolated from water or amines.371

Finally, it is noteworthy the hard oxide anion can be combined with the soft sulfide anion to crystallize oxysulfides under sol-
vothermal conditions. Their formation is especially facile when a combination of hard and soft cations are used. For example, LaO-
CuS can be produced in ethylenediamine from lanthanum chloride, copper monoxide, and elemental sulfur as precursors.372

5.04.3.4.4 Nitrides, phosphides and arsenides
The solvothermal synthesis of nitrides requires careful planning since the formation of oxides is often thermodynamically more
favorable and so the choice of solvent and gas atmosphere must be considered and a nitriding reagent may be necessary. In
some cases a reactive solvent may also provide the role of nitriding agent, such as ammonia (boiling point�33.34 �C) or hydrazine
(boiling point 114 �C), or alternatively a reactive nitrogen-releasing species such as an alkali-metal nitride or azide can be used.373

Fig. 41 Materials isolated in the Mn- 1,10-phenanthroline-Sn-S system where one of six different phases may crystallize in water or amines as
solvents. Reproduced with permission from Hilbert, J.; Näther, C.; Bensch, W. Inorg. Chem. 2014, 53, 5619–5630.
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The use of ammonia as a solvent has been studied since the 1960s as a medium for the direct crystallization of nitrides including
Be3N2, EuN, Cu3N, while in other cases amides and imides are formed which can be thermally decomposed in a separate step.374

The formation of GaN and AlN by similar “ammonothermal” methods has also proved possible,375,376 as well as the ammonia-
mediated crystal growth of half-millimeter size GaN from a microcrystalline GaN feed-stock in supercritical NH3.

377 Ammonother-
mal growth of GaN has been further optimized to grow specimens up to 10 nm in dimension.374 Such synthesis routes have been
extended to nitrides of other metals, for example, MoN and Mo2N can be prepared in liquid ammonia or liquid hydrazine
(550 < T < 850 degrees C, 20 < P < 150 MPa) as fine powders.378

ZrN can be prepared in benzene as solvent by reaction between ZrCl4 and lithium nitride Li3N between 380 and 400 �C,379 while
a similar method yields nanocrystalline GaN by reaction between Li3N and GaCl3 at 280 �C.380 1,1,1,3,3,3-hexamethyldisilazane
provides another nitrogen source, and AlN can be formed from aluminium cupferronate in toluene at 350 �C in the presence of
CTAB; it is noteworthy that AlCl3 as reagent required the use of higher temperature (450 �C) to crystallize AlN.381

LiNH2 is another nitrogen source that has been investigated for the solvothermal formation of nitrides and rock-salt structured
MNmaterials are obtained for Zr, Hf, or Nb, while Ta forms Ta3N5 from reactions in benzene at 500 or 550 �C using metal chlorides
or dialkylamides as precursors.382 The method was extended to the rock-salt nitrides of V, Cr, Mo and W, although it was noted that
the materials often had significant carbon content due to solvent decomposition.383 Nanocrystalline Sn3N4 was also accessed by
a similar route and tested as anode material in sodium half cells.384 In some cases the solvothermal decomposition of metal azides
can be used as precursors for preparing the corresponding nitride for example the preparation of GaN from [Ga(N3)3] using toluene
or THF as solvents.385

Less work has been reported on solvothermal synthesis of ternary nitrides, but the phases ZnSiN2 and ZnGeN2 were crystallized
from Zn, and Si or Ge, in supercritical ammonia (up to 800 �C and 230 MPa) with KNH2 as mineralizer, formed in situ from
KN3.

386

In the case of phosphides more benign reaction conditions can be used to crystallize certain transition-metal phosphides,
including those of nickel, which has been particularly well studied. The two phases Ni12P5 and Ni2P are readily formed from water
from a variety of different phosphorus sources, including elemental phosphorus in various allotropes (red,387–389 white,390,391 or
yellow392), NaH2PO2,

393 Na3P
394 and trioctylphosphine.395 The crystallization of Ni12P5 and Ni2P can compete from the same

reaction, and in a simple hydrothermal synthesis longer reaction times are needed to form phase-pure Ni12P5.
389 It is also the

case that in pure ethanol Ni12P5 is formed, while in water/ethanol mixtures Ni2P is produced.391 In the absence of solution additives
in hydrothermal conditions, the crystallites formed are micron-sized, but a variety of solvents and solution additives have been
explored that lead to nanostructured samples, with some evidence that control of crystal form might be possible by choice of solu-
tion chemistry. For example, Fig. 42 shows Ni2P prepared with oleic acid as a solution additive.396 The choice of counterion in the
nickel salt used also influences resulting crystal size and shape.397

As well as direct solvothermal synthesis approaches, an alternative approach has been taken to prepare some of these nickel
phosphides, where nanoparticles of elemental metals are first prepared and then in a second step are treated with trioctylphosphine:
here a templating effect of the metal nanocrystals can be used to prepare unusual morphologies of phosphides, such as hollow
nanospheres.395,398 It may observed that the solvothermal synthesis of phosphides may be as versatile as for oxides, although so
far fewer examples have been reported in the literature. Other transition metal phosphides whose solvothermal synthesis have
been investigated include those of cobalt and of copper, although only specific compositions are apparently possible. The phases
Co2P

399–401 and Cu3P
402–406 have been reported using a variety of solvothermal routes. Another cobalt phosphide, CoP, can be

prepared with tunable morphology (nanosheets, nanowires, nanorods, and nanoblocks) by adjusting the amount of ammonium

Fig. 42 Ni2P nanowires formed in the presence of oleic acid prepared at two concentrations of nickel(II) acetylacetonate. Reproduced with
permission from Chen, Y.; She, H.; Luo, X.; Yue, G.-H.; Peng, D.-L. J. Cryst. Growth 2009, 311, 1229–1233.
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fluoride used in hydrothermal crystallization.407 The iron phosphide Fe2P is accessible using ethylenediammine as solvent,408 while
the ternary phosphide NiCoP crystallizes from ethylene glycol/ethanol.409

Of the main-group phosphides, Sn4P3 forms readily and has been prepared using various solvents, such as ethylenedi-
amine,410–412 ethanol/N,N-dimethylformamide,413 ethanol,414 or N,N-dimethylformamide412,415 By tuning the temperature,
Sn/P ratio, and incorporation of alkylphosphines as coordinating solvent the crystal phase of Sn4P3 can be tuned and the alter-
native composition SnP can be accessed.416 Indium phosphide, InP, may be crystallized as phase-pure powders with crystallite
dimensions on the nanoscale,417–420 and as core-shell structures such as InP/ZnS.421,422

More limited work has been reported on the solvothermal synthesis of arsenides, but the phases GaAs and InAs have attracted
some attention, with a few reports of other materials, such as CoAs and Sn4As3. Arsenic sources used include AsCl3, As2O3, triphe-
nylarsine and elemental arsenic. In the case of InAs a ‘solvothermal co-reduction’ technique was proposed whereby InCl3 and AsCl3
are heated with metallic zinc as reducing agent in xylene.423 NaBH4 was used as a reducing agent to form InAs from InCl3 and As2O3

in polyethylene glycols in the form of nanowires.424 GaAs nanocrystals were prepared by a redox hydrothermal reaction between Ga
metal and As2O3, although a post-synthesis annealing was necessary to bring about crystallization.425 Sn4As3 is formed from
elemental tin and elemental arsenic in ethylenediammine.426 CoAs nanocrystals were produced from triphenylarsine and
Co2(CO)8 in hexadecylamine.427

5.04.3.4.5 Carbides and carbons
Carbides are highly refractory materials known for their hardness, which are traditionally prepared using a combination of high
temperatures, often 1500 �C or higher, and strongly reducing conditions, such as carbothermal reduction of oxides with graphite
under vacuum or inert gases, or reaction of a metal salt with a carburizing gas mixture such as methane/hydrogen. Solvothermal
route to carbides offer the prospect of control of crystal size and shape, building on the advantages in the synthesis of the other
classes of materials already discussed above. There are presently only a such few reports on transition-metal carbides. Nanocrystal-
line Mo2C was prepared by sodium co-reduction of MoCl5 and CBr4 in benzene at 350 �C.428 WC was crystallized from WO3 and
metallic magnesium heated in acetone at 600 �C,429 or ethanol at 500 �C,430 although crystalline carbon was also present in the
products. Silicon carbide is of interest for its semiconducting properties for device applications at high temperature, high power,
and high frequency. Various carbon sources and silicon sources have been used to prepare SiC in the presence of organic solvents
in an autoclave by use of a highly electropositive metallic element, such as Li, Na, K or Mg as a reducing agent to provide the carbon
from the organic medium.431 For example, treatment of silicon and CCl4 with metallic sodium in an autoclave at temperatures
between 400 and 700 �C yields nanowires of SiC, and the carbon tetrachloride is not simply a solvent but is consumed during
the reaction to provide the carbon source,432 indeed the solid product required acid washing to remove the excess carbon.433 A
similar approach can be used to prepare B4C using metallic lithium as the reductant for CCl4.

434 A lower temperature solvothermal
route to nanoflakes of SiC involved the direct reaction between SiCl4 and CaC2 in SiCl4 as solvent at 180 �C, the excess of which is
removed after the reaction.435 As well as direct synthesis, SiC multiwall nanotubes have also been produced as by a hydrothermal
processing of SiC þ SiO2 feedstock at 470 �C.436,437

MXenes are a relatively new class of materials related to carbides, reported in 2011, that contain a few-atom thick layers of
carbides with surfaces terminated by hydroxyl or oxy groups. These materials are typically prepared by a top-down approach
involving etching of carbide precursors to remove one set of cations and this involves highly corrosive reagents, typically HF.
Some hydrothermal routes to MXenes have been reported that involve more convenient synthesis approaches. For example, the
selective removal of Al from Ti3AlC2 is possible at 270 �C in 27.5 M NaOH solution to produced eOH and eO terminated
(T) multilayer Ti3C2Tx.

438 In a similar way hydrothermal etching may be performed using NH4F, Fig. 43,
439 or NaBF4.

440

Graphitic carbon nitride (g-C3N4) is a material of interest for various practical applications as an alternative to graphite, such as
a support for catalyst particles but in its own right has properties such as photoluminescence and as an electrocatalyst. Solvothermal
synthesis provides a route to highly crystalline specimens, by reaction between cyanuric chloride and sodium amide in benzene
between 180 and 220 �C.441 Oxygen-doped g-C3N4 can be prepared directly by solvothermal treatment of cyanuric chloride and
dicyandiamide in acetonitrile at 180 �C,442 while hydrothermal treatment of g-C3N4 with aqueous H2O2 leads to oxygen doped
materials that have enhanced visible-light photoactivity.443 Atomically thin mesoporous nanomesh of graphitic carbon nitride
(g-C3N4) can be fabricated by solvothermal exfoliation of bulk mesoporous g-C3N4.

444

As well as carbides, solvothermal methods have been applied for the preparation of various forms of carbon.445 In one approach,
SiC is treated under hydrothermal conditions in the temperature range 300–800 �C and at pressures up 500 MPa to yield various
allotropes of carbon by leaching of Si, although the products are mixed phases.446 Multiwall carbon nanotubes (CNTs) are formed
by reduction of hexachlorobenzene by metallic potassium in the presence of a Co/Ni catalyst in benzene at 350 �C.447 Bamboo-
shapedmulti-walled CNTs with diameters of�50nmwere obtained through the reaction between ethanol andMg at 600 �C,448and
helically coiled CNTs having diameters of 50–100nm were prepared by reducing ethyl ether with Zn at 700 �C.449 Here, the solvent
is also the source of carbon, but these reactions have also been termed solvothermal reductions. N-doped graphene may be formed
via the reaction of tetrachloromethane with lithium nitride at 250 �C.450 Hydrothermal carbonization is another approach to form
carbons: this uses the hydrothermal treatment of carbohydrates or other biomass derived organic matter to yield a wide range of
carbonaceous materials, often with highly functionalized surfaces.451 Heating sodium in ethanol at 220 �C gave a carbon-rich
precursor that was pyrolyzed in a second step to yield gram quantities of graphene after sonication.452
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5.04.3.4.6 Halides
Among the halides, the hydrothermal crystallization of fluorides has attracted the most attention due to their insolubility compared
to their heavier congeners, and this includes a wide range of transition-metal fluorides. De Pape and co-workers made extensive
studies of hydrothermal reactions in HF leading to the formation of anhydrous fluorides, that included a number of phases not
accessible by other synthesis methods, including new polymorphs of binary compositions and phases whose kinetics of formation
were prohibitively slow under other synthetic routes.453 This work was expanded to various ternary phases by inclusion of ammo-
nium or alkali-metal cations, some of which showed cooperative magnetic behavior.

Much attention has been focused on the preparation of rare-earth fluorides, in particular the growth of large crystals that may be
doped with small amounts of luminescent cations to induce properties of relevance for optics or lasers. For example, in the system
KF-GdF3-H2O at 450 �C and 10 kpsi (�700 atms) crystals of K2GdF5, KGdF4 and KGd2F7 may be produced, doped with Yb and Pr
for application as optical amplifiers.454 The conditions for the preparation of various rare-earth fluorides have been mapped out.455

Under mild conditions the formation of polycrystalline powders of binary and ternary fluorides readily occurs. For example,
BaF2 may be formed as nanocrystals, free of oxide-ion impurities by use of SeO2 in synthesis as a ‘deoxidant’.456 The lanthanide
fluorides LnF3 (Ln ¼ La-Lu) crystallize at 180 �C as nanoscale powders using NaBF4 as a reagent.457 The perovskites KMgF3 and
KZnF3 crystallize under solvothermal conditions using ethylene glycol or ethanol, respectively, as solvents.458 Various rare-earth
containing phosphors can be prepared in nanocrystalline form, often with control of size and shape of crystals, such as NaREF4
(RE ¼ rare earth).459–463

Four distinct phases of potassium lutetium fluoride can be isolated by KF:Lu ratio in hydrothermal crystallizations performed at
220 �C, Fig. 44, and also produced as Yb-doped forms for laser refrigeration applications.464

Much of the historical hydrothermal synthesis of fluorides relied on the use of aqueous HF as a reagent, or as reaction medium,
whose corrosive and toxic nature mean that careful planning of exploratory chemistry is needed. Understandably, alternative
reagents for the hydrothermal preparation of fluorides are sought, and in some cases this has proved possible: for example
Mn4þ-doped K2SiF6 can be crystallized using KHF2 as the fluoride source.

465 Alkali-metal and ammonium fluorides of tetravalent
cerium and thorium may be formed using KHF2, NH4F or the alkali-metal fluoride as fluorine source, and lower temperatures must
be used for the crystallization of the ceriummaterials to avoid reduction and formation of CeF3.

466 As noted above, NaBF4 was used
to form LnF3 (Ln ¼ La-Lu).457 A recent report on the synthesis of MnF2 uses the reaction of Mn(II) acetate in an tetrafluoroborate
ionic liquid as the fluoride source in ethylene glycol with microwave treatment.467

The exploration of the formation of oxyfluorides under mild conditions has allowed the discovery of new materials. The phase
BiVO3F was isolated as a phase-pure powder from the reaction between either VF3 or VF4 and Bi2O3 in dilute HF at 230 �C; this has
a novel structure consisting of 1 D chains with alternating oxide and fluoride bridges leading to V4þ spin dimerisation.468 The
‘empty perovskite’ TiOF2 is crystallized using Ti(OBu)4 in dilute HF at 200 �C.469 It should also be noted that various fluoride oxy-
salts are accessible from hydrothermal crystallizations, and generally supercritical conditions are used. This includes fluoride-
phosphates, fluoride-carbonates, fluoride-borates and fluoride-sulfates.470

The heavier halogens, Cl, Br and I, may also form part of extended solid structures formed under solvothermal conditions. An
extensive review of coordination polymers of organic-inorganic copper(I) halides has been made, and many of these materials are
accessed via solvothermal routes.471 As was described above in Section 5.04.3.4.1, open-framework ‘zeotype’ halides have been
prepared for many combinations of metals and halides.471

Fig. 43 Ti3C2Tx MXenes formed using hydrothermal treatment of Ti3AlC2 with aqueous NH4F, with scanning electron microscopy images showing
the effect of reaction conditions used. Reproduced with permission from Wang, L.; Zhang, H.; Wang, B.; Shen, C.; Zhang, C.; Hu, Q.; Zhou, A.; Liu,
B. Electron. Mater. Lett. 2016, 12, 702–710.
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Recent attention on halide materials has focussed on perovskite materials such as APbX3 (A ¼ alkali metal cation or tetraalkyam-
monium, X ¼ Cl, Br, I) for their optical properties that leads to applications in photovoltaics, light-emitting diodes and photode-
tectors. Solvothermal synthesis provides a convenient method for synthesis of these materials, particularly with control of crystallite
size and shape to provide nanostructures with tunable electronic properties.472,473 By modification of conditions, ultra-thin nano-
platelets of CsPbBr3 are produced in the presence of oleic acid and other additives, and these materials show photoluminescence
emission spectra that depend on crystallite size.474 In the same synthesis conditions a second ternary composition Cs4PbBr6 may
also be isolated in solution this may interconvert to the CsPbBr3 perovskite by adjustment of the solution composition. CsPbI3
nanobelts may be prepared using solvothermal reaction of an PbI2-oleate precursor with Cs2CO3 in octadecene, with continuous
stirring.475These reactions are highly sensitive to the relative amounts of solution additives, the choice of metal precursors, with the
crystal morphology of CsPbX3 (X ¼ Cl, Br, I) materials tuned from isotropic cubes to anisotropic rods, Fig. 45.476–478

Fig. 44 Potassium lutetium fluorides formed under hydrothermal conditions with electron microscopy images (center) and powder XRD (right).
Reproduced with permission from Xia, X.; Pant, A.; Zhou, X.; Dobretsova, E. A.; Bard, A. B.; Lim, M. B.; Roh, J. Y. D.; Gamelin, D. R.; Pauzauskie, P.
J. Chem. Mater. 2021, 33, 4417–4424.

Fig. 45 (A–D) Low and (E–H) high magnification TEM images of CsPbBr3: (A and E) nanocubes, (B and F) nanoplatelets, (C and G) nanoribbons
and (D and H) nanorods obtained by tuning the amount of Cs precursor in solvothermal crystallization from octadecene. Reproduced with permission
from Chen, M.; Hu, H.; Yao, N.; Yuan, X.; Zhong, Q.; Cao, M.; Xu, Y.; Zhang, Q. J. Mater. Chem. C 2019, 7, 14493–14498.
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Organic A-site cations may be also be introduced by solvothermal reactions, as well as mixed B-site halides, as illustrated by the
materials CH3NH3Pb(Br1 � xClx)3.

479 Chemically and structurally related layered perovskite materials are also accessible: for
example the Ruddlesden-Popper phases (BPEA)2PbI4 and (BPEA)2(CH3NH3)Pb2I7 (BPEA ¼ 2-(4-biphenyl)ethylammonium).480

Lead-free halide perovskites are desirable for practical applications to avoid issues of toxicity and environmental damage, and sol-
vothermal routes to a wider variety of materials have been explored: examples include CsSnX3 and CsGeX3 (X ¼ Cl, Br, and I),
produced in a similar way to the lead analogs in octadecene,481,482 Cs2AgxNa1-xInCl6 is produced under hydrothermal condi-
tions,483,484 and vacancy ordered Cs2(Zr1-xTex)Cl6 crystallized from water.485

Finally it is worth considering oxyhalides of the heaver halogens. The materials BiOX (X ¼ Cl, Br, I) crystallize from
Bi(NO3)3$5H2O and alkali metal halides in ethylene glycol at 160 �C as spherical assemblies of nanosheets.486 BiOX (X ¼ Cl,
Br) can also be prepared in a hydrothermal treated of a precursor formed by oxidation of metallic Bi in by H2O2 in the presence
of halide anions.487 These are part of a larger family of ternary materials that also includes Bi24O31Br10, Bi3O4Br, Bi12O17Br2,
Bi24O31Cl10, Bi24O31Br10, and which may be formed under hydrothermal conditions where the halide source is the anion in the
surfactant salt of the cetyltrimethyl ammonium cation.488 These materials are of interest for their photocatalytic properties, and their
properties have been tuned by investigation of quaternary analogs, such as PbBiO2Br,

489 and BiOClBr,490 also accessed by solvo-
thermal synthesis routes. Other more complex oxyhalides have been described from hydrothermal reactions, including those with
non-centrosymmetric structures, such as the lead borate iodide Pb2BO3I.

491

5.04.3.4.7 Metals and intermetallics
Rabenau produced single crystals of gold in 10 M HI at 500 �C,492 but this method of crystal growth appears not to have been
extended to the other metallic elements. Much more attention has focussed on the use of solvothermal conditions for the prepa-
ration of nanocrystals of metals to exploit their catalytic, magnetic and electronic properties, which may also be modified on the
nanoscale.493 Here, a common tactic is to use reducing solvents in combination with a reactive metal complex and suitable solvents
include N,N-dimethylformamide,494 and polyols (such as ethylene glycol), diethylene glycol, triethylene glycol or tetraethylene
glycol), which have been extensively and offer another advantage of high boiling points, several 100 s of �C, that allow exploration
of a wide variety of synthetic parameters to optimize synthesis.495 Oleylamine (boiling point �350 �C) has also been investigated
as it may act as a capping ligand as well as solvent to allow adjustment of the shape and size of the resultant nanocrystals.496 Partic-
ular emphasis has been placed on shape control in synthesis.497,498 An example is shown in Fig. 46, where the shape of Pd nano-
crystals may be controlled by small variations in solvent composition.499 These ideas have been widely explored and exploited to
generate nanocrystals of various metals, in particular of precious metals whose reduction takes place readily and that once formed
are less susceptible to oxidation than metals from other parts of the Periodic Table.

Bimetallic particles (alloys or intermetallics) have also been extensively investigated and those of precious metals have been
focussed upon and the targets here have not just been homogeneous alloys, which may have their unique crystal habits distinct
from the individual metals, but also inhomogeneous elemental distributions, such as core-shell particles. A striking example of
a core-shell structure is shown in Fig. 47, where Cu(core)eNi(shell) dendritic nanostructures are formed under hydrothermal
conditions from chloride salts in water-ethylenediammine with sodium hypophosphite as reducing agent.500

The use of solvothermal conditions can uniquely allow access to bimetallic alloys not possible by other preparative routes. For
example, tuning of solvent chemistry and precursors yielded the compositions PdxRu1-x, PtxRu1-x, IrxRu1-x, RhxRu1-x, Ir1-xPtx, and
Rh1-xPtx, across the whole composition range and without immiscibility regions.501 This included face-centred cubic structures
not previously seen for the Ru systems. The work was extended to high entropy alloys with five of the metals homogeneous distrib-
uted in single nanocrystals, Fig. 48.

The combination of precious metals and transition metals, or main group metals can open further possibilities in the formation
of alloy nanoparticles for applications in catalysis. Examples include the electrocatalyst Pd1.87Cu0.11Sn prepared by sodium boro-
hydride reduction of precursor salts Pd(acac)2, CuCl2$2H2O and SnCl2 in ethylene glycol,502 the preparation of ordered interme-
tallic Pt2In3 from the reduction of K2PtCl4 and InCl3$xH2O by Li(Et3BH) tetraethylene glycol,503 and the formation of PtNi
nanoparticles using the ether-soluble precursor Li2NiCl4, to minimize the presence of surface organics.504 Intermetallic particles
of the main group elements are also possible, such as InSb, formed in nanocrystalline form via potassium borohydride reduction
of InCl3 and Sb in ethylenediamine.505

5.04.3.5 Layered materials

Many of the materials discussed in the preceding sections have three-dimensionally extended crystal structures, and although some
examples of two-dimensional structures have been mentioned it is worth devoting a separate section to this wider group of mate-
rials, for which solvothermal synthesis plays an important role in their availability. Like zeolites, zeotypes, and other open-
framework materials, many layered materials can only be isolated using solution-mediated synthesis, especially those that contain
interlayer species. The presence of these interlayer species, which may be neutral molecules or charged entities, are analogous to
extra-framework species in open-framework solids, and their mobility means that low-temperature solvothermal crystallization
is a common synthetic strategy. Clays are perhaps the prototypical example of layered materials and are a large group of silicate
materials widely found in nature. Both analogs of minerals and artificial clay materials are accessible by hydrothermal synthesis
in the laboratory, rather like their three-dimensional relative the zeolites, and their preparation has been long studied.506 The
role of solvent, counterions, silicon sources andmineralizer, have been well documented for the preparation of clays.507 An example
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of a synthetic clay is Laponite�, which finds widespread practical applications in as a modifier of rheological properties and as a film
forming agent used in household cleaning and personal care products, surface coatings, polymer and paper films, building and agri-
cultural products.508,509 Laponite� has chemical formula Na0.7[(Si8Mg5.5Li0.3)O20(OH)4]

0.7- and one key advantage is this precisely
defined composition, which alongside its crystal habit as well-defined disks, means that properties are highly reproducible for
commercial use.

Fig. 46 TEM images of Pd nanostructures obtained by adjusting the volume percent of ethylene glycol (EG) in the solvent mixture: (A) 0%; (B)
9.1%; (C) 45.5%; and (D) 72.7% at 100 �C. The product shown in (E) was obtained under the same conditions as in (D), except for the use of
di(ethylene glycol) (DEG) in place of EG. The product shown in (F) was obtained under the same condition as in (D), except that the temperature was
increased to 120 �C. All of these syntheses were carried out with a fixed molar ratio of KBr to Na2PdCl4 at 30, in the presence of 75 mM PVP, and in
an 11-mL mixture of EG (or DEG) and water. Reproduced with permission from Xiong, Y.; Cai, H.; Wiley, B. J.; Wang, J.; Kim, M. J.; Xia, Y., J. Am.
Chem. Soc. 2007, 129, 3665–3675.
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Ternary oxides with the delafossite (ABO2 with the parent CuFeO2) structure are a group of layered materials for which hydro-
thermal synthesis has proved many analogs of the parent mineral. Four common A-site cations are known: Cu (with B ¼ Al, Fe, Co,
Ga, and Rh), Ag (B ¼ Cr, Fe, Co, Ga, Rh, In, and Tl), Pd (B ¼ Cr, Co, and Rh), and Pt (B ¼ Co).510 Although high temperature can be
used to access some of the materials, for those that contain precious metals a serious limitation is the thermal instability of the
precious metal oxides (Ag2O, PdO and PtO2), which decompose is air at moderate temperatures (300 �C, 800 �C and 650 �C,
respectively). This means that an alternative synthesis route is needed, and while ion-exchange is possible for some examples,
the hydrothermal route provides a convenient approach to a wide range of delafossite compositions. Sheets et al. made a systematic
study of their formation and used geochemical data on the aqueous stability of metal oxides to select appropriate starting mate-
rials.511 Specifically, they showed how the acid-base character of precursor oxides dictated their reactivity with only acidic oxides
having sufficient solubility to dissolve and undergo further reaction in solution (basic oxides instead yielded insoluble single-
metal hydroxides). It was also important to avoid metal oxides that formed a passivating layer, preventing further chemical reaction.
These principles were proven with a set of ternary delafossites: for example while AgScO2 can be synthesized using hydrothermal
conditions from Ag2O and Sc2O3, the insolubility of Y(OH)3 and La(OH)3 prevents formation of their from oxides in water. The
hydrothermal route has also been used to prepare novel quaternary delafossites, such as AgCu0.5Mn0.5O2,

512 and some layered
silver oxides, such as AgCuO2, structurally related to crednerite.513

Layered oxides of vanadium and molybdenum, Fig. 49, have attracted a large amount of attention due to their potential use in
applications such as battery electrodes, where the intercalation/deintercalation of cations (such as Liþ and Naþ) is required. The
parent phases MoO3 and V2O5 exist in layered structures themselves and the interrelationship between various families of layered
oxides has been documented, including structures with interlayer cations.514 Many of these materials are most easily accessed by
hydrothermal methods.

The hydrothermal synthesis of these materials has provided access to rich structural chemistry. For example, in the case of vana-
dium oxides, hydrothermal crystallization in the V2O5, TMAOH, LiOH system at 185 �C shows a remarkable dependence on the
phase produce on the pH of the solution (controlled with acetic acid) with seven possible crystalline materials accessible. At around
pH �5 the material LixV2-dO4-d$H2O is formed: this has a structure related to layered V2O5 and layered VO2, the lithium is electro-
chemically active, being reversibly removed and inserted with applied potential.515

Fig. 47 Core�shell structured dendritic NiCu alloy particle formed in ethylenediamine in the presence of sodium hypophosphite. Reproduced with
permission from Zhao, B.; Zhao, W.; Shao, G.; Fan, B.; Zhang, R. ACS Appl. Mater. Interfaces 2015, 7, 12951–12960.
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Layered rock salt oxides are highly researched for applications in rechargeable batteries and solvothermal synthesis approaches
provided the same advantages as for other families of oxide materials already discussed, with control of crystallite size and shape to
optimize properties. For these applications, control of crystal habit is also important since the oxide must be blended with electronic
conducting materials to provide a composite material for fabrication into an electrode. The well-known cathode material LiCoO2

along with iron-substituted variants LiCo1-xFexO2 (x < 0.25) can be accessed from hydrothermal routes,516 and indeed the pure iron
end member LiFeO2 was first prepared directly by hydrothermal crystallization.517 Similarly, layered NaFeO2 can be produced for
use in rechargeable sodium-ion batteries.518

Several classes of hydroxides have layered structures and while these materials can most simply be prepared by precipitation
under ambient conditions at high pH from aqueous media, the use of hydrothermal conditions provides advantages in control
of crystal habit. Mg(OH)2 (brucite) can be prepared as nanocrystalline forms with shape varying from with rod, tube-, needle-,
or lamella-like morphologies by hydrothermal reactions using where the choice of magnesium precursors and solvents influences
the morphology of the product.519 For example, the composition of ethylenediamine-water mixed solvent can adjust the crystal
morphology from rod-like to lamellar. Layered double hydroxides (LDHs) with general formula of M2þ

1-x M
3þ
x (OH)2Ax$nH2O are

known for a wide range of combinations of divalent and trivalent cations and contain interlayered anions (A) (hence are also
referred to as cationic clays). Hydrothermal routes to LDHs can use simply MgO and Al2O3 as reagents and crystallites with dimen-
sions of several microns can be isolated.520 Hydrothermal synthesis also allows access to unusual LDH compositions, such as
mixed-valent Co(II)/Co(III) materials,521 and a V(III)-containing phase.522 The discovery of new layered hydroxides by hydro-
thermal methods has also proved possible and examples include some rare-earth materials that contain interlayer exchangeable
anions: Ln2(OH)5X$1.5H2O (X ¼ Cl, Br; Ln ¼ Y, Dy, Er, Yb),523 and Yb3O(OH)6Cl$2H2O.524 Ni(OH)2-based materials can simi-
larly be prepared.525

Layered fluorides are an interesting discovery for ion-exchange applications and these have been accessed by crystallization from
water or pyridine as solvent.526,527
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Fig. 48 High entropy alloy nanocrystals prepared under solvothermal conditions. (A) shows XRD patterns and (B)–(E) show element maps
measured using electron microscopy. Reproduced with permission from Bondesgaard, M.; Broge, N. L. N.; Mamakhel, A.; Bremholm, M.; Iversen, B.
B. Adv. Funct. Mater. 2019, 29, 1905933.
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5.04.3.6 Composite materials

In all of the examples of materials described so far in this chapter, the aim of preparative chemistry has been to prepare single-phase
materials as homogeneous samples, and indeed this the goal for much synthetic chemistry in order to establish accurately the
atomic-scale structure of the solid-state materials and to determine structure property relationships to engineer properties for appli-
cations by identification of subsequent synthetic targets. On the other hand, in the development of new functional materials
a common strategy is to combine the properties of more than one component to yield novel solids with cooperative properties
arising from each component, or completely new properties arising from interfacial effects. Examples include the use of a high
surface area support on which to disperse nanoscale metal particles as catalysts, the use of band gap matching at the interface of
two crystalline phases to give enhanced electronic properties, or the use of a substrate on which to grow films of functional material.
Solvothermal methods provide an interesting way to achieve such materials and some examples will be provided in this section.

In the case of metal oxides, core-shell structures been achieved via solvothermal crystallizations. Wada et al. used BaTiO3

powders to prepare a BaTiO3-KNbO3 composite via an ethanolic solvothermal synthesis of the second perovskite on the surface
of the first.528 The heteroepitaxial interface structure, Fig. 50, showed enhanced dielectric properties that were ascribed to the
strained interface.

Gradient core-shell structured nanoparticles of the perovskite BaTiO3-Ba1-xSrxTiO3 have been prepared using BaTiO3 seed parti-
cles that were first acid-treated to leach Ba from the surface before being hydrothermally treated in aqueous Sr(OH)2$8H2O at
200 �C.529 The preparation of heterostructures of ATiO3 perovskites and TiO2 are possible via hydrothermal synthesis and TiO2

nanofibers have been used as a host to grow surface cubic particles of SrTiO3 and the composite showed photocatalytic activity,
which may be due to the heterostructure junction effect.530 Yang et al. produced TiO2-BaTiO3 core-shell nanowires, by two separate
hydrothermal syntheses, first preparing TiO2 nanowires and then growing BaTiO3 surface coatings to fabricate photoelectrochem-
ical photoanodes for water splitting.531 For photocatalysis, heterojunctions may modify optical properties, such as minimizing
charge recombination, and this has been investigated for NaNbO3/ZnO,532 and NaNbO3/CeO2, where CeO2 was added to hydro-
thermally prepared NaNbO3 by a precipitation-calcination approach.533 Electrical and magnetic anisotropy has been engineered in
grain-oriented Bi4Ti3O12eLa0.5Sr0.5MnO3 ceramics produced from powders formed under hydrothermal conditions.534

The solvothermal growth of a crystalline phase on a substrate is possible in a large number of situations. The crystalline phase
may be a continuous film, such as Mg(OH)2 grown on a magnesium alloy in NaOH solution,535 or (BaxSr1 � x)TiO3 grown on flex-
ible Ti-coated Kapton,536 or they may be arrays of aligned crystallites, such as PbTiO3 nanorods grown on (100)-oriented SrTiO3
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Fig. 49 Structural relations between various layered molybdenum and vanadium oxides. Reproduced with permission from Chernova, N. A.;
Roppolo, M.; Dillon, A. C.; Whittingham, M. S. J. Mater. Chem. 2009, 19, 2526–2552.
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substrates,537 or vertically aligned single-crystalline KNbO3 nanorods on a Nb:SrTiO3 (Nb:STO) substrate.538 The growth of
epitaxial NaxK1-xNbO3 films on single crystal Nb:SrTiO3 substrates is possible in a simple hydrothermal process using KOH and
NaOH mixture with Nb2O5 as a precursor powder in the temperature range 30–200 �C.539 These films may be subject to hydroxyl
defects but post-growth treatment using O2 plasma followed by heat treatment at 600 �C removes the protons and heals any
residual oxide defects to yield films with favorable dielectric and piezoelectric properties.540

The use of carbons as supports for nanoparticles has attracted some considerable attention, especially the use of graphene or
graphene oxide, where the combination of its electronic properties with supported oxide particles can give rise to novel functional
materials. For example, CdS-supported on graphene was prepared in a one-step solvothermal route from graphene oxide and
cadmium acetate in DMSO, as a visible-light photocatalysts for hydrogen production,541 MnO2 was supported on graphene oxide
via a solvothermal route involving comproportionation from MnCl2 and KMnO4 in isopropanol and has favorable properties for
supercapacitors,542 and Ni(OH)2/graphene composites were prepared in a microwave hydrothermal approach.543 Solvothermal
synthesis of NiCo-layered double hydroxide nanosheets decorated on reduced graphene oxide gave high performance supercapa-
citance,544 which could be further optimized with mixtures of host carbons.545 In some cases the host substrate is able to direct the
formation of a phase that is difficult to isolate otherwise in a nanocrystalline form: an example is provided by the use of graphitic
layers to growth the sulfur-rich vanadium sulfide VS4 from hydrothermal reaction of Na3VO4 and thioacetamide in the presence of
graphene oxide.546 Other supports include MXenes: for example, for solvothermal deposition of tin sulfides for battery applica-
tions547 or for support of TiO2 nanoparticles.

548

5.04.4 Mechanistic aspects of solvothermal crystallization

5.04.4.1 Exploration of synthetic variables

From the range of solid-state materials accessible from solvothermal crystallization it is apparent that there available a vast choice of
reaction conditions, when one considers the choice of solvent (or mixture of solvents), temperature and pressure (subcritical or
supercritical), time of reaction (bearing in mind that successive crystallization of various phases may be possible), choice of reagents
(even an counterion can have a non-innocent effect on crystallization), pH, and inclusion of additives (mineralizers, structure

Fig. 50 Chemical composition distribution from EDS maps of BaTiO3-KNbO3 (BT–KN) nanostructured ceramics with KN/BT molar ratio of 0.5
illustrating the KNbO3 shell. Reproduced with permission from Wada, S.; Shimizu, S.; Yamashita, K.; Fujii, I.; Nakashima, K.; Kumada, N.; Kuroiwa,
Y.; Fujikawa, Y.; Tanaka, D.; Furukawa, M. Jpn. J. Appl. Phys. 2011, 50, 09NC08.
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directing agents, templates, capping agents, crystal habit modifiers). This makes exploratory solvothermal to isolate new materials
extremely challenging, and time-consuming. Some high-throughput methods have been proposed to explore combinations of reac-
tion conditions (choices of reagents, solvent or pH) at fixed temperature: here a well type reactor may be appropriate, consisting of
a plate that contains an array of miniature reaction vessels, although it must be engineered to allow containment of pressure,
Fig. 51.549 It must be borne in mind that isolation and analysis of the solid products must also be carried out, but devices have
been constructed that allow powder X-ray diffraction analysis of products within their synthesis cell after completion of reaction,
by implementation of a filter unit to isolate solid product from solution.550 Recent developments have included 3D printed high-
throughput hydrothermal vessels to allow ease of implementation.551

High-throughput combinatorial methods have been implemented by a number of groups to allow identification of interesting
regions of composition space that can then explored more thoroughly using conventional autoclave reactions. These experiments
yield ‘crystallization diagrams,’ representing libraries of reaction conditions, that indicate regions of stability of particular crystalline
phases from a given set of experimental variables, and have been applied to various families of materials, from zeolites,552,553 zeo-
types,554 hybrid phosphonates,555 coordination polymers,556 and metal-organic frameworks,557–559 to dense oxide phases.560 An
example is shown in Fig. 52 where the synthesis of metal organic frameworks of iron and amino-benzene-1,4-dicarboxylate were
explored as a function of reagent concentrations at three different temperatures.558 This allow conditions to be identified for the
preparation of phase pure samples of one of two different MOFs, and these reactions were subsequently scaled up.

As well as screening the effect of reaction parameters on outcome of solvothermal crystallization, there has been some work on
computational rationalization of the data obtained. Lencka and Riman explored the conditions needed for the formation of various
titanate and zirconate perovskites used standard thermodynamic data of solution chemistry to rationalize the effect of pH and
reagent concentrations on outcome of reaction, producing ‘stability yield’ diagrams to map regions where phase-pure synthesis
was possible, free of impurities such as the competing phases Bi4Ti3O12 or rutile TiO2.

561–564 One emerging idea in materials chem-
istry is the use of machine-learning to mine information about the effect of conditions on product formed (in both successful and
unsuccessful reactions) to make predictions of the conditions needed to isolate new materials. Raccuglia et al. have used this
approach to identify conditions needed for the hydrothermal formation of templated vanadium selenites, that were successfully
tested on commercially available organic building blocks that had previously been unstudied.565 This is based on hypotheses iden-
tified by consideration of the crystal structure of known materials and the reagents, temperature and time needed to isolate those
phases, and the predictions were more accurate than those based on intuition of a trained scientist. Such approaches will undoubt-
edly become adopted in the future and are likely to becomemore sophisticated, although they do rely upon information concerning
failed syntheses, which are not typically published, and may not be accurately, or completely recorded.

5.04.4.2 Crystallization mechanism

It can be observed that high-throughput experiments and data mining algorithms do not strictly provide information about crys-
tallization mechanism, but rather allow conditions to be identified and fine-tuned for the reproducible preparation of a desired
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phase based on existing knowledge of a particular chemical system. Crystallization mechanism is concerned with how starting mate-
rials interact and assemble into products, and from a chemistry perspective this must involve knowledge of the atomic scale
processes involved. For the preparation of a material with an infinitely connected structure, as would be produced by a solvothermal
reaction, synthesis and crystallization coincide. This is in contrast to the formation of a molecular substance for which the synthesis
of the molecule can be considered separately to the process of its assembly into a solid structure, which subsequently occurs through
intermolecular interactions. Thus the formation mechanisms of inorganic solids cannot be thought about in the same way as
organic molecules for which retrosynthetic analysis is commonplace for the design of a new molecule. It should also be pointed
out that the formation of an inorganic solid must usually take place to give a phase-pure substance, since any solid byproduct is
likely to be impossible to remove (unlike the case of molecular substances that can be purified by various separation techniques
based on differences in solubility). Another crucial difference for solid-state materials is that their properties are not simply a conse-
quence of their atomic-scale structure, but the crystal size and shape also dictates their behavior for the majority of applications. It
can be seen that information about how an extended structure is formed will be crucial for the future ‘design’ of new materials.

Understanding the solvothermal formation of solid-state materials is best developed for silicate zeolites, given the long history of
studies of their preparation in the laboratory. Many the ideas concerning solution-mediated nucleation-growth models of crystal
growth were established from the study of zeolites (see Section 5.04.3.1.1). Much of the early work here was derived from studies
of quenching hydrothermal reaction and examining the material produced at different stages: a simple measurement of extent of
crystallinity could be derived by such an approach, and the successive crystallization of one phase to another could be observed.
This work also recognized the importance of amorphous gel precursors in many crystallizations: the crystallization of a silicate
zeolite rarely takes place by complete dissolution of all reagents and there are complex equilibria established between reagents,
amorphous gels, crystalline products and solution species.566,567 Fig. 53 summarizes some of the essential steps involved in the
synthesis of some aluminosilicate zeolites, covering the atomic-scale formation of amorphous gel precursors to the evolution of
particle size on the nanoscale and their condensation into larger-scale structures. These are complex processes to analyze and struc-
tural characterization is challenging owing to the difficulties in analyzing the amorphous state, especially when it is in equilibrium
with solution species and evolves into crystalline material with time. Methods such as pair distribution function analysis and solid-
state NMR have been applied to attempt detect the presence of zeolite building units in the amorphous gel precursors.568

The role of the precursor gel, the amorphous phase produced on initially mixing of the reagents in a zeolite preparation, is
complex but understanding its structure and behavior has allowed some control of the phase selection of particular zeolites. The
phenomenon of gel aging has long been known to improve the crystallinity of the zeolite ultimately formed,569 but the length

Fig. 52 Crystallization diagrams for the high-throughput investigations of metal-organic frameworks in the system FeCl3/NH2 � H2BDC/NaOH in
DMF at 110 �C (A), 170 �C (B), and 185 �C (C) based on powder XRD measurements of the products. Reproduced with permission from Bauer, S.;
Serre, C.; Devic, T.; Horcajada, P.; Marrot, J.; Férey, G.; Stock, N., Inorg. Chem. 2008, 47, 7568-7576.
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of aging time can also dictate which zeolite structure is formed. For example, Ogura et al. found that longer gel aging times led to the
formation of FAU-type zeolites over dense-structure SOD, ANA, or CHA materials formed if shorter gel aging times were used.570
29Si magic-angle spinning NMR spectroscopy was used to prove that the distribution of silicate and aluminate species in the gel
evolved with time, consistent with the view that zeolite crystallization may be influenced by the type of pre-nucleation structural
fragments in solution. Observation of nucleation remains a challenge, especially as care must be taken that the experimental tech-
nique used does not influence the transient nature of the earliest stages of crystals, but there have been reports of electron micros-
copy to view the emergence of crystals from the amorphous and highly hydrated gel state.571,572

Regarding the nature of precursor species in solutions and gels, the use of NMR to examine the local environment of nuclei such
as 29Si, 1H, 13C and 27Al has proved especially powerful, and has been used to examine the possibility of the presence of pre-defined
structurally building units and the interaction of structure directing agents with the inorganic components of the structure. Burkett
and Davies used 1He29Si cross polarization NMR to show that short-range interactions between the organic SDA and silica frag-
ments were present in precursor gels to ZSM-5 and proposed the presence of pre-organized composite structures prior to the devel-
opment of long-range order, Fig. 54.573

For zeolites, three distinct limiting classes of mechanism have been proposed, as illustrated in Fig. 55. The first involves the
formation of the crystalline product from monomeric solution species formed by dissolution of the gel. The second invokes the
formation of secondary building units in solution that induce nucleation and then assemble at the surface of the growing zeolite
crystal, while the third envisages nanoslabs of zeolite formed in solution that subsequently assemble into the crystalline zeolite. In
reality, the pathway taken may involve aspects of all three limiting cases, depending on the solution dilution, pH or temperature,
and the contribution of each pathway may evolve during a particular reaction.

For zeotype phosphates some intricate crystallization models have been proposed involving atomic-scale rearrangements of
precursors. Ozin and co-workers proposed the transformation of a linear chain aluminophosphate to chain, layer, and framework
structures, Fig. 56.574 This was based on crystallography of low-dimensional structures isolated under hydrothermal conditions and
the identification of similar motifs seen in three-dimensional structures: thus the idea of the condensation and rearrangement of
a chain precursor to generate the final three-dimensional structure was essentially based on post-hoc structural analysis. Rao and
co-workers proposed a similar model for the building up of complex structures, which they named an ‘aufbau principle,’575 and
also proposed the common role of amine phosphates as intermediate in the formation of extended phosphate structures, focussing
on the formation of zinc phosphates.576 These observations were supported by the transformation of isolated low-dimensional
materials when exposed to a second solvothermal treatment.

Considering dense oxides, the most detailed hydrothermal crystallization models have been proposed for the perovskite BaTiO3,
which considered the limiting cases of reaction between dissolved Ba2þ precursors and solid TiO2 (the in situ mechanism) and reac-
tion occurring in solution upon dissolution of both Ba and Ti reagents (the dissolution precipitation mechanism), Fig. 57.577578

Fig. 53 (A) General pathways leading to the formation of primary and secondary amorphous phases in zeolite synthesis. The evolving mixture is
divided into the solid and solution state (the latter is illustrated in the dashed box). (B) Schematic showing the formation of amorphous precursors in
zeolite L synthesis beginning from a colloidal silica sol. Worm-like particles (WLPs) form through a series of aggregation, densification (or ripening),
and growth processes. (C) Illustration of silicalite-1 precursor assembly and evolution via TEOS hydrolysis, condensation, and Ostwald ripening.
Reproduced with permission from Li, R.; Chawla, A.; Linares, N.; Sutjianto, J. G.; Chapman, K. W.; Martínez, J. G.; Rimer, J. D. Ind. Eng. Chem. Res.
2018, 57, 8460–8471.
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In general less attention has been paid so far to the mechanisms of the solvothermal formation of dense oxide structures,
compared to open-framework materials. As will be seen in the following section, the formation of niobate perovskites has been
investigated and found to occur via various intermediate crystalline phases, and it is evident that the formation pathways can
vary widely depending on the chemistry of the specific elements being studied, as well as reaction conditions. Mechanistic infor-
mation about the solvothermal crystallization of many other families of materials described above have not yet been reported.

5.04.4.3 In situ studies of solvothermal crystallization

The most powerful experimental data concerning crystallization mechanism under solvothermal conditions has come from in situ
studies. Since solvothermal reactions are performed in sealed vessels, often with thick walls to contain pressure, measurement of
data from the evolving reaction mixture requires careful planning. Diffraction methods are the most obvious choice when consid-
ering crystallization and X-ray methods have been developed for the observation of crystal growth under solvothermal condi-
tions.579–581 These experiments have been enabled by the availability of high intensity and high energy X-ray from synchrotron
sources since they permit the penetration of large volume reaction vessels to observe crystallization under realistic conditions,
mimicking the conditions used in the laboratory. Two common experimental set-ups are used for in situ, time-resolved X-ray
diffraction.

(1) Energy-dispersive X-ray diffraction (EDXRD), where a spectrum of wavelengths is used (white beam) and data are measured by
a fixed detector: this allows rapid data collection (the detector is not scanned), with signal detected in a small volume (for
example at the center of a hydrothermal vessel), and with the high intensity allowing penetration of PFTE-lined steel vessels.
Although it suffers from inherently low resolution, the diffraction patterns can act as a fingerprint and allow changes in
crystallinity to be followed in real time. Examples include the hydrothermal crystallization of zeolites,582,583 open-framework
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phosphates,584–586 sulfides,370,587 and oxides.292,588,589 The first in situ studies of the formation of MOFs were made using
EDXRD.590

(2) Angular dispersive X-ray diffraction, where a monochromatic beam of X-rays is used, and although this is collimated and lower
intensity than a white beam, if a high energy (short wavelength) is selected then it can be sufficiently penetrating to follow
crystallization. The need for a scanning detector can be eliminated by use of a position-sensitive detector that allows a complete
diffraction pattern to be measure in a single snap-shot. Most of these experiments are performed using small volume reactors,
such as capillaries, and have included the formation of zeotype phosphates,591 oxides,592–595 and sulfides.596 In some cases,
large volume reactors (laboratory sized) have been used to follow the crystallization of MOFs,597–599 or metal oxides.600,601 The
high resolution of the monochromatic XRD experiments provides data of sufficient quality to refine crystallographic
information.

Neutron diffraction has also been applied to follow solvothermal crystallization, and this offers the advantage of highly penetrating
radiation to use laboratory-sized vessel, although suffers from relatively slow data collection. Studies of the hydrothermal crystal-
lization of zeolites and of the perovskite BaTiO3 have been reported using neutron diffraction.602,603

These in situ studies of crystallization have revealed significant new information about solvothermal reactions. Accurate crystal-
lization curves are measured under real conditions avoiding any irreversible changes that might take place on quenching and with
far more data points than previously available. This has allowed kinetic models for crystallization to tested,604 and systematic
studies of the effect of reactions conditions to be made.605 Significantly, the direct observation of the successive crystallization
of materials has been observed in classical zeolite chemistry, but with new examples frommetal oxide synthesis and in the chemistry
of MOFs and other hybrid materials, and for zeotypes. For phosphate zeotypes some evidence is seen for the formation of 1D chain
structures prior to the formation of the final 3D structure, which is consistent with the ideas of an aufbau crystallization model as
outline above.606 In the formation of the MOF MIL-53, the structurally unrelated material MOF-235 is seen as a transient interme-
diate phase.590 In the case of NaNbO3 and KNbO3 crystallization under hydrothermal conditions was shown to occur via various
transient crystalline phases, including salts of the polyoxometallate anion [Nb6O19]

8� and the tunnel structured Na2N-
b2O6$nH2O

292,607,608 KNbO3 crystallizes directly from dissolved Nb2O5 at 250 �C–300 �C and 250 bar, whereas NaNbO3 forms
via crystalline intermediate phases, and at higher temperatures a sequence of transient phases is observed on very short-
timescales, Fig. 58.608

Fig. 55 Mechanisms for zeolite crystallization classified according to growth unit. Black dots represent template cations. (top row) Growth from
monomers; (middle row) growth from secondary building units (SBUs); (bottom row) growth by oriented aggregation of nanoparticles. Reproduced
with permission from Aerts, A.; Kirschhock, C. E. A.; Martens, J. A. Chem. Soc. Rev. 2010, 39, 4626–4642.
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For lithium tartrates, the successive crystallization and dissolution of three competing phases in one reaction was observed in
real time, Fig. 59 and the kinetics of the process simulated.609 In the case of Cu(II) phosphonatoethanesulfonates, a crystallization
sequence was observed by in situ diffraction.610 The initial crystallization of the layered phase Cu2[(O3P–C2H4–SO3)-
(H2O)2(OH)]$4H2O at 90 �C was followed by loss of water upon increase of temperature to 150 �C to then yield the phase
[Cu2(O3P–C2H4–SO3)-(H2O)2(OH)]$3H2O, followed by a second transformation to yield [Cu2(O3P–C2H4–SO3)-
(H2O)2(OH)]$H2O in which further water is removed and the coordination of copper is completed by sulfonate groups. In the
case of an ytterbium MOF with benzene-1,4-dicarboxylate linkers, modifications of lattice parameters and adjustments in Bragg
peak intensities was observed during crystal growth, which was accounted for by a change in solvent composition of the MOF
during its crystallization.597

In the study of crystallization of sulfide materials, some important observations have been made. In the case of the tetramethy-
lammonium tin sulfide TMS-1, highly anisotropic growth of the layered structure was seen, with the stacking of layers evident very
early in crystallization before the ordering of the layers to give the fully crystalline material,587 and similar observations were later
made in the case of a cobalt thioantimonate phase.611

While some striking observations have been made about the sequential crystallization of materials in solvothermal autoclaves,
the use of in situ diffraction to follow crystallization is limited to the observation of crystalline order and the solution and any amor-
phous phases are not probed, and in fact crystalline order is detected only once crystallites have reached a certain size (at least a few
nanometers in size) so any chemistry concerning nucleation is not detected. It is therefore necessary to turn to other methods to
examine the evolution of material on different length scales to those accessible by crystallography. Here, other X-ray methods
are appropriate. Small-angle X-ray scattering (SAXS) allows measurement of nanostructure and is suitable for studying pre-
nucleation events as well as evolution of particle size throughout the course of a reaction. This has been used to study the hydro-
thermal formation of zeolites,612–614 clays,615 phosphate zeotypes.616 These experiments show how significant evolution of the gel
structure can take place prior to the formation of crystalline material and also how crystal growth may occur by aggregation of nano-
particles. Small angle neutron scattering may also be applied in a similar way and has been used to follow the early stages of zeolite
crystallization,617 and the formation of iron oxide in a deep eutectic-solvothermal reaction.618

SAXS is especially powerful when used in combination with powder XRD (the latter referred to as WAXS in this context) as struc-
tural order over various length scales can be tracked. For example, for the hydrothermal crystallization of zeolite A primary particles
of ca 0.5 nm are seen that lead to precursor particles of ca 4.5 nm, that contain a resemblance of the medium-range order of zeolite

Fig. 56 Model proposed by Ozin and co-workers for the transformation of a chain aluminophosphate to one-, two-, or three-dimensional structures
by a hydrolysis-condensation self-assembly pathway (oxygen: white, phosphorus:red, aluminium:blue). Reproduced with permission from Oliver, S.;
Kuperman, A.; Ozin, G. A. Angew. Chem. Int. Edit. 1998, 37, 46–62.
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structure.619 For the hydrothermal crystallization of TiO2, the formation of metastable anatase prior to conversion to rutile was
observed, with evolution of particle size on the nanoscale.620

The pair distribution function method is another powerful method for following crystallization using X-ray scattering. This
applies Fourier transformation of scattering measured to highmomentum transfer to yield radial distribution functions that contain
information about all the distances between all pairs of atoms in a substance, whether it is crystalline or amorphous, in the solid or
solution. Thus information about the changes in average structure of a reaction mixture as a function of time or temperature can
provide insights into crystallization. Data analysis is complicated due to the average signal measured for all material present that
must be carefully assigned, but for strongly scattering metal oxides, the response from the solvent is relatively small, and new
insights into the earliest stages of hydrothermal formation of materials has been obtained. Prenucleation species have been iden-
tified for the crystallization of oxides such as SnO2,

621 CeO2,
622 and Fe2O3,

623 Fig. 60 shows the case of CeO2 crystallization where
distinctive clusters are seen in solution prior to the formation of the oxide product. Combining SAX,WAXS and PDF in a single
in situ experiment has also proved possible,624 and for yttria-stabilized zirconia evolution of structure from solution, nanoparticle
precursors to crystalline order have been traced.625 For the MOF UiO-66 the hexameric secondary building units were detected in
the synthesis solution, while formation of a disordered structure prior to the formation of the crystalline MOF was observed.626

As well as X-ray and neutron scattering measurements, the use of spectroscopic methods provide a powerful set of tools for the
analysis of solvothermal crystallization; for these methods local atomic structure is probed.627 NMR spectroscopy is element-specific

Fig. 57 Hydrothermal crystallization mechanisms proposed for barium titanate adapted and updated from the review of Eckert et al.577 (A) Shows
the ‘in situ reaction mechanism’ where crystallization occurs as a surface reaction on TiO2 particles and continues by diffusion of Ba2þ ions through
the solid and (B) the ‘dissolution precipitation reaction mechanism’ where homogeneous nucleation from solution occurs with nucleation either
directly from solution, on the surface of TiO2 particles, or on already formed BaTiO3 crystallites. Reproduced with permission from Walton, R. I.
Chem. Soc. Rev. 2002, 31, 230–238.

Solvothermal and hydrothermal methods for preparative solid-state chemistry 97



but for zeolites in particular it is attractive since elements found in these materials have nuclear spin and are conveniently measured:
this includes 27Al, 29Si, 17O, 1H, and also 13C in any organic structure directing agent, and also 31P if phosphate zeotypes are consid-
ered.628 Special attention has been made on the design of in situ reactors to allow realistic mixtures of reagents to be heated while
NMR measurements are made.629 This allows the earliest stages of formation of material to be probed. In one of the earliest such
studies, on crystallization of zeolite A, there was only evidence for monomeric species in a precursor gel and not predefined building
units,630 while the evolution of 29Si NMR spectra of clear solutions obtained during tetraethylorthosilicate hydrolysis in the pres-
ence of organic structure directing agents allowed the quantitative determination of the distribution of Si in oligomers and nano-
particles.631 In the case of phosphate zeotypes, an example is provided by the material AlPO-CJ2 for which in situ NMR shows the
evolution of the behavior of various nuclei with extent of reaction, Fig. 61.632 This showed how the pentacoordinated form of the
primary units is only found under hydrothermal conditions.
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Other spectroscopic techniques that have been applied to follow crystallization include vibrational spectroscopy (IR and
Raman).627 XAFS (X-ray absorption fine structure spectroscopy) is element specific and is especially powerful for examining the
incorporation of hetero-ions into solid state structures. This has been used to follow the formation of transition-metal containing
zeotype phosphates, and in one of the earliest studies the change in bonding of Co2þ in the gel just prior to crystallization of
CoAlPO-5, from octahedral to tetrahedral coordination as it is found in the final crystalline solid.633 XAFS can also be implemented
with other X-ray methods at synchrotron facilities to allow a multi-technique approach to following the formation of materials
in situ. Combined SAXS/WAXS/XAFS has been developed and used to study the crystallization of ZnAlPO-34 where changes in
ZneO bond distances could be related to the onset of crystallization and at the same evolution in precursor particle size moni-
tored.634 Patzke and co-workers used combined EXAFS/EXDRD to monitor the formation of MoO3 fibers from MoO3$2H2O in
a hydrothermal cell and observed rapid crystal growth following dissolution of the precursor to release reactive Mo species into
solution.635

It may be observed that not all in situ techniques are suitable for all situations: they will certainly depend on the reaction vessel
that is required to meet the temperature and pressure requirements of the specific reaction being studied, and not all may be appli-
cable to all chemistries being studied, bearing in mind element-specific spectroscopy probes. The literature frequently contains new
examples of experiments designed toward understanding the solvothermal formation of materials. For example, recent work by
Iversen and co-workers has considered the fate of solvent after solvothermal reactions used to prepare nanocrystalline metal parti-
cles and used mass spectrometry (post synthesis) to produce maps of the decomposition pathways of various organic solvents as
a function of temperature and pressure used.636 This kind of information adds to a fuller understanding of the complex chemistry
taking place in solid-liquid reactions.

It is clear here is much still to be learnt about how materials crystallize in solvothermal reactions and given the large range of
classes of materials surveyed earlier in this chapter it can be seen there is strong impetus for greater understanding of crystallization
processes in order to streamline the discovery of new materials. It is not yet apparent that any generally applicable conclusions
regarding crystallization pathways can be made, which indeed may not be possible considering the diverse chemistry that has be
studied so far, but certainly many more systematic studies are needed to accumulate the data needed for true mechanistic under-
standing of solvothermal crystallization.

Fig. 60 Example of in situ PDFs used to identify prenucleation species in hydrothermal crystallization. (A) A PDF for a CeO2 precursor solution and
(B) PDF for CeO2 nanoparticles 60 s after initiation of the synthesis. Molecular complexes present in (C) solid (NH4)2Ce(NO3)6 and (D) the precursor
liquid for CeO2. E) Atomic arrangement in crystalline CeO2 nanoparticles, 60 s after initiation of the synthesis. Reproduced with permission from
Tyrsted, C.; Ørnsbjerg Jensen, K. M.; Bøjesen, E. D.; Lock, N.; Christensen, M.; Billinge, S. J. L.; Brummerstedt Iversen, B. Angew. Chem. Int. Edit.
2012, 51, 9030–9033.
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5.04.5 Conclusions

Solvothermal methods provide extremely versatile routes for the preparation of an extensive range of solid-state materials. The
open-framework structures formed range from zeolites, originally studied as analogs of silicate minerals, to hybrid organic-
inorganic solids for which the past decades have seen huge efforts of research, aimed at the preparation of highly porous structures
with functionality tuned for practical applications. The methods used for the preparation of these low density structures can be
applied just as well to dense materials, ranging from oxides, chalcogenides, pnictides and carbides. For these, the use of solution
crystallization with mineralizers allows control over crystal form, not possible using traditional high temperature synthesis. Another
advantage of solvothermal synthesis of dense phases, is that novel compositions and structures have been discovered that are
unstable at the higher temperatures usually used to isolate these materials: good examples of these materials are illustrated by
various families of oxides. The review shows another emerging use of solvothermal preparative chemistry: the formation of
composite materials, such as the formation of nanoparticles directly onto a support, the growth of layers or films on a substrate,
or the engineering of interfaces between two different structure types. With the huge numbers of materials being produced under
solvothermal conditions and the large number of experimental variables, it is clear that the targeted formation of materials with
desired structures and properties is a key goal. The use of in situ methods for follow solvothermal crystallization is increasingly
being applied for following the formation of many materials and the data being accumulated are shedding new light on the path-
ways involved in the assembly of complex structures from solution reagents. The use of computational methods for rationalizing
the information gained from exploratory preparative chemistry and from in situ studies of crystallization is in its infancy, and this is
where advances are likely to be made to put predictive synthesis on a firmer footing.
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Abstract

SPS began as a tool to densify refractory metals, but its ability to rapidly produce dense consolidated materials with
exceptional properties across a gamut of materials has brought the technique to the point where commercial instruments are
now accessible at many academic institutions. As new functional materials are investigated, many physical property
measurements require a dense monolith, which is difficult and sometimes unobtainable using traditional densification
technique, and if a material cannot be easily densified by heating a cold-pressed specimen in the furnace, then SPS offers
a general route to achieving dense specimens suitable for property measurement, particularly for challenging samples that
would otherwise not be able to be densified using conventional techniques. We discuss here the important considerations
when using SPS to densify a material, including the influence of the instrument, tooling, and the chemistry of the material
itself, in additional to practical matters before, during, and after SPS processing.

5.05.1 Introduction

A large part of the motivation to research new inorganic solids is in pursuit of functional properties. This is generally either in the
improvement of known properties, or the search for new physics. Rapid technological development has been fueled by the progress
in functional materials research, but even if the composition and crystal structure of a material is known, the synthesis and proper
measurement of the physical properties can be a long and painful road.

One common barrier to measuring functional properties is the need for centimeter sized dense specimens which can be readily
attached to instrumentation. Growing single crystals is an endeavor in and of itself, and even when single crystal synthesis is viable,
growing large enough crystals is another hurdle. Further, anisotropy can result in more complex measurements and hinder under-
standing of bulk physical properties, which are important for fundamental knowledge as well as commercial applications. To over-
come these issues, polycrystalline powders are commonly pressed into cylindrical pellets under uniaxial pressure and heated at high
temperature for extended periods of time to create dense monolithic specimens, but even this is not necessarily trivial. Cold-pressing
poly-crystalline powders into cylindrical pellets can yield 50% to 60% of the density of a single crystal, and pressureless sintering
(i.e., heating the sample close to the melting point) can potentially increase that value to>95%, but it is often not possible; sample
decomposition, volatility, reactivity, and equipment limitations often prevent the sample from being heated to appropriate temper-
atures. Further, different chemistries require different conditions, which often turns a simple desire of measuring the thermal
conductivity into an extensive experimental campaign to achieve a dense specimen suitable for measurement.
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Considering the depth and breadth of methods that exist, where does one start when trying to densify a newly discovered or
particularly challenging material? There are volumes of techniques and methods for preparing dense materials, and many reports
on ceramic engineering have been dedicated to optimizing the preparation and sintering conditions of industrially relevant mate-
rials. In the quest for a dense specimen, there are a myriad of considerations to aid sintering that are critical to making a material
viable for use in technological applications (e.g., synthesis techniques, particle micronization, green body pressing, sintering agents,
additives, binders, temperature profiles). However, these are complex and time-consuming processes that are often chemistry-
specific, and thus not optimal to rapidly prepare a single dense specimen of a new material to measure its physical properties. Prac-
tically, it’s difficult to invest significant time and effort to make a dense specimen for a single measurement, particularly if it’s not
known beforehand whether the properties will be interesting.

Spark plasma sintering (SPS) is one method that has overcome many of these challenges, and has thus proven to be remarkably
versatile and effective in the research environment. The precise nature of the process is beyond the scope of this contribution, as it
continues to be the subject of debate, to the point where even the name of the technique is a contentious topic. However, in simple
terms, SPS uses a uniaxial press that is heated by passing electric current through an electrically conductive die set pressing the sample
(Fig. 1). Such an idea was first described in 1906 as direct current resistive sintering.1,2 Later work employed pulsed electric current,
where it was believed that localized andmomentary high temperature spark discharges led to the enhanced densification.3 However,
there has since been no experimental confirmation of such processes, and there may not be any spark, nor thermal plasma.4 Further,
there are other mechanisms in addition to sintering that likely contribute to the densification.5,6 Just as “lead” in pencils is so named
because graphite was originally believed to be lead ore, themisnomer SPS remains colloquially used, thoughmany other names have
been proposed to emphasize what proponents would believe best represents the underlying mechanism [e.g., current-activated
pressure-assisted densification (CAPAD), electric current activated/assisted sintering (ECAS), field-assisted sintering technique
(FAST), pulsed electric current sintering (PECS), electric field assisted sintering (EFAS), plasma assisted sintering (PAS)].

While it is easy to get caught in the heated debate surrounding SPS, the difference of opinions is centered mainly around the
mechanisms by which SPS produces its impressive results; there is no objection to the effectiveness and widespread success across
many fields. This contribution describes the merits of SPS as a useful method for consolidating inorganic functional materials of all
types on a research lab scale, and it is the authors’ belief that if a material cannot be easily densified by heating a cold-pressed spec-
imen in the furnace, then SPS is the quickest general route to achieving dense specimens suitable for property measurement. Never-
theless, as can be seen by the disagreement in an appropriate name, while SPS has created the opportunity to create dense objects
rapidly and consistently, it is by no means trivial. The parameters of the instrumentation are considerable, and chemistry of the
material needs to be carefully considered before beginning the process. Accordingly, this contribution covers some of the practical
aspects of SPS with regards to rapidly preparing new materials for property measurement, and highlights several applications where
SPS has led to transformative developments.

5.05.2 The context and understanding of SPS

In general, the overwhelming majority of investigations using SPS to densify materials report several key advantages over conven-
tional densification techniques: lower processing temperatures, shorter dwell times, much faster heating and cooling rates (several
hundred degrees per minute), and superior properties of the densified bodies. While improving existing processes and properties is

Fig. 1 A diagram of the key components in a typical SPS instrument. Put simply, SPS involves a uniaxial press that is heated by passing electric
current through an electrically conductive die set pressing the sample. The temperature of the process can be monitored by an axial or radial
pyrometer (or a thermocouple at lower temperatures), and can be controlled and rapidly increased by increasing the electric current. High density
graphite is commonly used to make the die sets owing to its favorable electrical conductivity and mechanical strength up to high temperatures used
in SPS (e.g., <2600 K), so the apparatus is typically encased in a vacuum chamber with inert atmosphere to prevent combustion.
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important, the most transformative advantage for inorganic chemistry is that the lower temperature and shorter process time enable
the densification of materials that were challenging or impossible using conventional techniques. This has allowed the production
of dense monoliths from powders of metastable phases, volatile materials, nanomaterials, and composites not previously
accessible.

The superior performance of SPS has led to considerable debate regarding the responsible mechanisms, which has resulted in
many different proposed names listed earlier, chosen to emphasize the effect of pressure, electric field, plasma, etc. The lack of
a unified understanding despite considerable research owes to the challenging conditions for any experiment that would directly
probe proposed mechanisms as they occur. Further, until recently, SPS setups were formerly bespoke instruments generally
made using a high-current power supply (e.g., a welding power supply) and a hydraulic press. Only recently have standardized
commercial instruments with sensors, live display, and data-logging become more accessible in academic research settings. More-
over, SPS processing is sensitive to conditions that are not frequently reported, such as the exact material used to construct the die set
(i.e., the many grades and varieties of high density graphite), the die set geometry, and the amount of sample present, making it
difficult to compare results between different reports, even when using a similar instrument. As such, most investigations examine
a particular process variable (e.g., the heating rate) for one or several materials and attempt to infer whether there is a significant
change as the process variable is changed.

Considerable work has been performed to investigate the influence of uniaxial pressure, rate of applied pressure, electric field,
pulsed current waveform, chamber atmosphere, heating rates, temperature, method of temperature measurement, die geometry,
and there is still debate as to the relative contributions of these different process parametersdparticularly given the contributions
change depending on the chemistry of the material being densified. Even the sintering of pure one-component elemental metal in
the absence of external stress has at least six contributing mechanisms,7 and isostatic pressure adds further contributions,8 so it is
hardly surprising that the addition of uniaxial pressure and electric field make SPS challenging to unravel. Researchers have inves-
tigated how all of these parameters listed above influence sample densification, and excellent critical discussion of their relative
importance has been published.5,6,9,10 Notably, while higher temperature and higher pressure unquestionably lead to better densi-
fication in SPS, traditional models used for hot isostatic pressing perform reasonably well, and modeling studies suggest the electric
field experienced by the sample in many cases is quite low during SPS conditions,6 so the influence of electric field and current in
SPS may have been have initially been overestimated.9 Nevertheless, there are examples where the contribution is significant, in
agreement with modeling,11 and the role of electromigration in SPS has been demonstrated experimentally using a specialized
experiment designed to separate the effects of Joule heating from the intrinsic effects of electrical current.12

5.05.2.1 The influence of temperature

In this contribution, we discuss briefly the influence of temperature, as it is familiar in terms of our understanding of traditional
sintering mechanisms,7,13 it has a large accessible range (up to �2675 K when using graphite tooling), it can be rapidly changed
(heating rates up to �1000 K min�14 are accessible), and there are some important considerations in terms of how it is measured
during an SPS experiment. In general, as the temperature increases, the thermal energy of atoms increases and can lead to activated
hopping; at the extreme of this range is the melting point, where the atoms become extremely mobile and the material becomes
a liquid.

Garay has examined how the temperature required to achieve full density during SPS processing varies across a range of mate-
rials.5 To allow comparison between materials with different melting points, a material-specific homologous temperature is used,
which is the SPS processing temperature normalized by the material’s melting temperature (T/Tm). Across a suite of materials from
ionic oxide ceramics to metals, Garay notes that most materials reach full density by 0.5 Tm to 0.8 Tm, and that oxides and carbides
tend to be more sensitive to processing temperature than metals. This implies the homologous temperature range of densification
for ceramics tends to be narrower than metals, where other densification mechanisms such as plastic deformation may play a larger
role.

However, even the effect of temperature is not straightforward in SPS. Dobedoe et al. take the logical extreme of this argument,
and present compelling experimental evidence that the lower temperature of densification in SPS (compared to conventional hot
pressing) arises entirely because the true temperature of the sample is much higher than the temperature measured during SPS.
Dobedoe et al. demonstrate that if the temperature is modeled appropriately in the case of fine-grained Al2O3 as well as
a Si3N4–TiB2 composite, there is no difference in material properties between samples produced by SPS and conventional hot
pressing.15

Even without knowing the true temperature at the sample, the temperature is nevertheless a useful process control variable when
measured under similar conditions. However when considering the process temperature, it is generally measured using an axial
pyrometer measuring the face of the die pressing the sample, or a radial pyrometer measuring the outer wall of the die set
(Fig. 1). (The process temperature can also be measured by a thermocouple, though this will not be discussed here.) Importantly,
the pyrometer configuration is generally dictated by the choice of instrument, and can have a dramatic influence on the measured
temperature.

Langer et al. have compared similar processing conditions on insulating samples using either pyrometer configuration and
demonstrated that a radial pyrometer configuration records a lower temperaturedat a dwell temperature of 1400 K, DT �50 to
100 K.16 Further, modeling by other researchers has confirmed radial temperature gradients within the sample itself, and although
the effects are not always straightforward, they are consistently more pronounced with higher temperatures, larger diameter die sets,
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and electrically conductive samples.10,17,18 A comprehensive studymodeling the influence of die set geometry on temperature gradi-
ents has been performed by Muñoz and Anselmi-Tamburini,10 and of critical importance for the practical purposes of small-scale
sample preparation covered here, the radial temperature inhomogeneity is negligible when the sample diameter is less than 15 mm.

In addition to radial temperature gradients, axial temperature gradients can arise if the vertical position of the sample is not in
the center of the die set. Although the vertical position of a sample is not generally reported, and perhaps not even considered,
modeling by Anselmi-Tamburini et al. reveals a 100 K vertical temperature difference across a 3 mm thick alumina pellet when dis-
placed 6 mm vertically from the symmetric center position in the graphite die.17 Experimental validation is shown in the same work
through the densification of ZrO2 using SPS, following which a striking visible gradient can be seen in cross-section across the thick-
ness of the pellet, as higher processing temperature at near one face of the pellet leads to greater oxygen deficiency and consequently
darker coloring.17

Even after considerations of the pyrometer location and sample positioning, the temperature measured by the pyrometer can be
incorrect owing to assumptions in calculating the temperature from the emission spectrum. While calibration can be performed to
correct for changes in emissivity with temperature for a particular material, the emissivity depends on the material itself as well as
surface roughness. Consequently, the emissivity will vary between graphite tooling made from different grades of graphite, or with
a different finish, and thus lead to different temperatures as reported by a pyrometer.19 The use of vastly different tooling, such as
tungsten carbide or silicon nitride as opposed to graphite, will have a much larger effect. The influence of emissivity can be partially
mitigated in many setups by measuring inside a deep cavity (a depth greater than 6 times the radius is required to approximate
black-body radiation),20 as shown in Fig. 1, but this influence is nevertheless important to consider for reproducibility, particularly
when changing tooling.

While it has been shown that even something as innocuous as the temperature can be difficult to determine, it is important to
remember that for most users of SPS, the goal is not to determine the “true” temperature of densification, but merely to consistently
produce a dense specimen. Given the temperature is a critical process variable in SPS, the knowledge and consideration of the effects
above is important to ensure a reproducible process, and to understand the differences in reported temperatures of densification
seen in literature reports. Particularly given many of these influences are not reported, it is good practice to do a trial SPS experiment
on a material of interest to determine an appropriate densification procedure for the instrument and tooling that is available. This is
discussed further in the following section.

5.05.3 Considerations for densifying a new material using SPS

A key motivation for using SPS is that it allows a rapid route to achieve dense, consolidated materials across a wide range of chem-
istries, and it is particularly effective for challenging samples that would otherwise not be able to be densified using conventional
techniques. As mentioned earlier, SPS is the quickest general route for producing a dense monolith if heating the cold-pressed mate-
rial in a furnace is not sufficient. This is not to say SPS is always straightforward, so we discuss below some practical considerations
before and after SPS processing of a material.

5.05.3.1 Material chemistry considerations

While SPS is effective across a wide range of materials, many materials are nevertheless challenging to densify. In particular, samples
with constituents that can be easily reduced and have a low melting point are likely to be less straightforward. For example, using
SPS to prepare Zn4Sb3 for thermoelectric applications leads to the creation of ZnSb and Zn, and the migration of metallic Zn.21

While the melting point of ZnSb is 838 K, the melting point of Zn is only 693 K, so this can potentially lead to the expulsion of
molten Zn from the die set during pressing. (This is without considering the potential complications of the Peltier effect when
applying an electric potential across a thermoelectric material, which will be discussed later specifically for thermoelectric applica-
tions.) Similarly, the use of CuO, such as in the preparation of YBa2Cu3O7�d directly in the SPS, often results in the formation of
metallic Cu with subsequent expulsion of molten copper. In one striking example of clear electrochemical redox processes, the SPS
processing of Na4Si4 leads to the production of metallic Na at the cathodic side of the SPS die and Na24Si136 single crystals at the
anodic side.22 These complications do not necessarily preclude SPS processingdand in the case of Na24Si136 it is used deliberately as
a method to grow single crystals of a challenging materialdbut can make processing less straightforward. For example, the produc-
tion of metallic Bi has been observed during the SPS densification of (K1/2Bi1/2)(Mg1/3Nb2/3)O3, though it does not prevent the
eventual preparation of a densified pure-phase material.23

The reduction observed during SPS is likely driven by a combination of electric potential and the strong reducing atmosphere
inside the SPS chamber, in addition to the effect of temperature itself. While the effect of electric potential is less straightforward
given the field experienced by the material will depend onmany factors, the latter effects are more easily quantified using traditional
tools such as Ellingham diagrams.24 The SPS chamber is typically under vacuum, with a low background pressure of argon or
helium gas, and a very low partial pressure of oxygen. The use of a graphite die set increases the reducing strength by further lowering
the oxygen partial pressure local to the sample surface while oxygen is consumed by its reaction with carbon at high temperatures.
Additionally, the sample material is reduced through the direct contact with the graphite or the carbon monoxide generated
in situ.24
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While not necessarily deleterious, the likelihood of sample reduction is important to consider. It is particularly important for
materials that are prone to reduction or otherwise becoming oxygen deficient, especially if the property to be investigated is likely
to be affected (e.g., electrical resistivity or optical transparency). This tendency of SPS to reduce materials has been used advanta-
geously in many environments, and is the basis for the single-step reaction and consolidation of conductive early transition metal
oxide thermoelectrics, discussed later.

For most metal oxides, reduction during SPS processing often results in a visible gradient from the lighter more oxygen-rich area
of the pellet toward a darker more oxygen-deficient area. This can be from the center of the pellet to the surface, though temperature
gradients during SPS processing can lead to different patterns.18 Although functionally graded materials are sometimes desirable, in
most cases a homogeneous specimen is preferred, and it is thus best practice following SPS consolidation to heat the specimen in
a controlled atmosphere and temperature of choice. For example, early transition metal oxides such as Nb2O5 can emerge from an
SPS process as a dark-colored pellet, and become white after heating in air at high temperature.

One final and minor consideration is the electrical conductivity of the material itself. Unlike the previous effects, it is something
to keep in mind, but difficult to quantify during an SPS experiment and thus not something to worry about unless complications
arise. An SPS instrument is effectively a hot press where the die set pressing the sample is heated directly through resistive heating.
However, if the material is sufficiently conductive (e.g., r> 10�4 Ucm),17 it too will be heated directly. Earlier we discussed ways in
which the electrical conductivity of the material being densified can influence the temperature of and distribution within a sample.
However, the electrical conductivity of the sample can change considerably during SPS processing. There are extrinsic changes that
arise due to not only changes in density during SPS (where higher density leads to higher electrical conductivity) and contact resis-
tance with the die and/or sacrificial graphite foil, but also intrinsic changes to the sample that can occur during processing.

First, the electrical transport of insulators is a thermally activated process, and many semiconductors and small-gap insulators
will become sufficiently conductive at the high temperatures that can be reached in SPS (e.g., <2600 K). (E.g., the electrical resis-
tivity of bulk TiO2 decreases by over 2 orders of magnitude upon heating from 900 K to 1100 K.25) Second, and particularly when
processing samples where charge carriers can be introduced through reduction, the material may become more conductive in situ
through reduction during SPS. (E.g., the electrical resistivity of bulk TiO2 at 1273 K changes by nearly 3 orders of magnitude as
a function of the oxygen partial pressure.26)

5.05.3.2 From a bulk powder to a dense pellet

Once a new material has been discovered and made pure-phase, a dense monolith is often required for the measurement of many
physical properties. Naturally, the desired specimen dimensions will vary depending on the measurement; however, new materials,
particularly metastable ones, can be challenging and expensive to prepare. Pure-phase material is hard to come by, and experimen-
talists are motivated to conserve what little they produce. SPS can be easily performed using a die set with an inner diameter as small
as �10 mm. (As mentioned earlier, using a pellet die with <15 mm inner diameter has the added benefit of less temperature inho-
mogeneity during processing.10) When used together with sacrificial graphite foil 20 mm to 100 mm as a lining inside the die set to
ease sample extraction, this results in an expected pellet diameter slightly less than 10 mm.

Although the amount of material required to get a sufficiently thick sample will depend on the density of the material, typically
�700 mg is sufficient for a first test, and � 1 g will yield a �3 mm thick pellet that can be used for multiple measurements. Using
less material is possible, but testing with a very thin sample can make it challenging to observe the densification owing to the small
absolute change in sample thickness. Further, while using a die set with an inner diameter less than 10 mm is possible, when
working with most instruments it leads to frustrating practical problems that are best avoided if at all feasible; it is often less chal-
lenging to scale up the material preparation than to scale down the SPS processing.

When determining the requisite parameters for densification of a material, the first step is to perform a trial SPS experiment with
some reasonable processing conditions and observe the behavior of the material (Fig. 2). Optimization can then be performed as
necessary in subsequent experiments. Many processing parameters can be varied in an SPS experiment, but the most critical param-
eter with the greatest dynamic range and influence on densification is temperature, as discussed earlier. Accordingly, a typical first
SPS experiment should use a reasonably high pressure tolerated by the tooling to be used (e.g., �50 MPa uniaxial pressure on
a 10 mm graphite die set is�4 kN applied force), constant current (cf. pulsed current), and moderate heating rates (�100 K min�1)
up to high temperatures to determine where the material begins to densify (Tsintering) and melt (Tmelting) during SPS (Fig. 2). It is
important to recall that the temperatures at which densification and melting occur in SPS can be significantly lower than expected.

In most commercial instruments, the position of the piston applying force can be recorded, and should be examined closely to
determine at what temperature controlled densification occurs. Controlled densification (e.g., sintering) generally leads to
a sigmoidal change in the position of piston applying force, whereas melting leads to a precipitous change (Fig. 2). With the known
densification andmelting temperatures from the trial run, conditions for subsequent runs can be optimized with faster heating (e.g.,
>300 K min�1) to a dwell temperature above the densification temperature but below the melting temperature.

Although strictly speaking it is possible to heat slowly enough and perform enough dwell steps at increasing temperatures to
prevent melting the first sample, it is generally more expedient to follow the advice of Ron Popeil and simply “set it and forget
it.” This is less time consuming, and also provides the researcher with a clear understanding of within their specific instrument
the temperature window where the material can be densified before destructiondsome materials are less forgiving than others.
Further, there can be multiple densification events if samples undergo transformation during processing, so increasing the temper-
ature until a clear melting transition occurs ensures all changes have been recorded.
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The first SPS experiment is expected to eventually result in melting and thus loss of the sample, whereas the second SPS exper-
iment should yield a dense pellet that should be cleaned and examined by XRD to determine whether the desired phase is present.
At this point, owing to transformations or reactions during SPS processing, it is possible that a subsequent heating step outside of
the SPS may need to be performed to regenerate the original and desired phase. However, if the desired phase is not present after
heating, the initial processing conditions can be re-evaluated. The easiest parameters to change are the dwell timedwhich can gener-
ally be shorteneddand the heating and cooling rates, which can be easily increased (e.g., 500 K min�1, though care should be taken
to not overshoot the temperature setpoint).

If sample decomposition persists or densification cannot otherwise be achieved, the next step is to try dramatically increasing the
applied pressure, as additional densification mechanisms may become accessible.8 Owing to the limitations of graphite, high pres-
sures are generally achieved by using a tungsten carbide die set (typically WC with 6 wt% Co), with applied pressures of �800 MPa
at temperatures less than 973 K (�700 �C). Tungsten carbide tooling is readily available, with simple geometries and no significant
modifications. Practically, this is to say one can simply make a cylindrical die set out of tungsten carbide instead of graphite, and go
about business as usual provided the temperature ceiling of tungsten carbide is respected (and keeping in mind the temperature
measured using the pyrometer may not be the true temperature).

As an example, Ba10Y6Ti4O27 is a metastable phase that lies above the convex hull of energies associated with stable phases in the
Ba–Y–Ti–O phase field, and thus decomposes to a mixture of stable phases when heated for 8 h at 1275 K under inert atmosphere
or synthetic air.27 The first signs of densification when performing SPS using a graphite die were observed at 1575 K and 50 MPa, but
subsequent XRD performed on the pellet revealed that even a short processing time of 3 min resulted in decomposition to a mixture

Fig. 2 Example SPS optimization of PbTiO3. (A) To determine appropriate SPS processing parameters for densifying a material, a trial first run is
carried out at moderate heating rates (�100 K min�1) to determine where the material begins to densify (Tsintering) and melt (Tmelting) during SPS,
which can be much lower than expected. (The reported melting point of PbTiO3 is 1554 K,14 over 350 K higher than the melting at 1184 K observed
here.) Controlled densification such as sintering generally leads to a sigmoidal change in the position of piston applying force, whereas melting leads
to a precipitous change; dashed lines are draw to guide to the eye where these processes begin, and the shaded region indicates a cooling ramp. (B)
With the known sintering and melting temperatures from the trial run, conditions can be chosen to dwell at a temperature above the sintering
temperature but below the melting temperature. Heating and cooling rates can be high and dwell times can be short, which minimizes undesirable
changes in the material, such as loss of Pb in the case of PbTiO3.
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of other stable phases. Nevertheless, processing to 97% relative density was achieved with SPS over a 20 s dwell at 595 K and
800 MPa using a tungsten carbide die. The staggering reduction in densification temperature of nearly 1000 K is likely due to
another mechanism of densification being accessible at high pressures, and demonstrates the effectiveness of SPS for the processing
of challenging materials at lower temperatures.

While achieving higher pressures is possible (pressures up to �6 GPa in SPS have been demonstrated),28,29 this requires signif-
icant investment in specialized tooling and is thus not widely accessible. Grasso et al. have demonstrated a compromise, and have
achieved high pressures (300 MPa) and high temperatures (1675 K) with a nested die-within-die configuration, whereby 10 mm
diameter SiC punches are encased inside a graphite die set.30 (This configuration was used to produce binderless tungsten carbide
with a relative density >99%.)

If densification cannot be achieved using a either graphite die at high temperature, nor tungsten carbide die at 800 MPa and
lower temperature, it is no longer a simple experiment that can be carried out in an afternoon as we have described. More detailed
troubleshooting and multiparameter optimization may be required, along with other options such as partially melting the sample
before arresting the process (e.g., by using a temperature spike with rapid heating). In addition to SPS-specific optimization, the
entire repertoire of traditional techniques to improve densification (e.g., the addition of sintering agents, optimization of particle
size, etc.) should be investigated.

In summary, a trial SPS experiment to determine appropriate SPS processing parameters can be easily completed in under 1 h
using �700 mg of material in a graphite die with an inner diameter of 10 mm. If sufficient densification cannot be achieved using
a graphite die set, higher pressures can be applied at lower temperatures using a tungsten carbide die set. Once the densification
temperature has been determined, the program can be appropriately optimized, and � 1 g of material will yield a �3 mm thick
pellet that can be used for multiple measurements. If larger specimens are required (e.g., to fabricate a target for ion beam sputtering
or pulsed laser deposition), processing conditions are not always transferable, and should be optimized for a given set of
equipment.

5.05.3.3 Simultaneous reaction and consolidation

The ability to produce sufficient material to form a dense specimen of suitable size can be challenging. If the cost of starting mate-
rials is not prohibitive, one can attempt using SPS directly on an appropriate ratio of intimately mixed starting materials (e.g.,
prepared by ball milling, co-precipitation, sol-gel methods, etc.) to see whether simultaneous reaction and consolidation is
possible. This process is often referred to in the literature as reactive sintering. Whereas traditional solid-state reactions using the
ceramic method often have long reaction times over multiple days with multiple regrinding and firing steps (e.g., Cr2WO6),

31

SPS reactions on the same material can be on the order of minutes,32 and allow truly rapid material preparation that can be easily
scaled. (e.g., �0.5 g to 2 g using a die set with 10 mm inner diameter, �5 g to 40 g using a die set with 20 mm inner diameter, and
prodigal amounts with larger die sets.33) As with any reaction, the nature of the chemistry dictates the success of the SPS reaction,
and while some materials in the SPS require considerable activation of the precursors (e.g., high-energy ball milling to mechanically
react thematerial beforehand), other materials, such as Cr2WO6 can bemade simply from precursors ground by hand using an agate
mortar and pestle.

The same factors that make SPS valuable as a densification technique also make it excellent for the reaction and preparation of
challenging materials. Specifically, it was discussed earlier that the rapid heating and cooling rates as well as the applied pressure and
field enables the densification of materials that were previously inaccessible, often due to volatility of components, decomposition,
or otherwise undesired reactivity over extended periods at high temperature. These shortcomings are often not just the problem of
densification, but are problems also encountered during the preparation of materials. Further, the long dwell times in traditional
solid state reactions are often due to sluggish mass transport,34,35 just as with traditional sintering.

Given the shared obstacles in both traditional sintering and solid state reactions, SPS can be a powerful tool to enable the prep-
aration of challenging phases. As with any complex process, there are likely other mechanisms at play, and it has been suggested that
the relative lability or inertness of cation coordination environments studied in model systems (e.g., molecular coordination
compounds) may be related to rates of reaction of metal oxides observed in SPS.32 Further, partial reduction during SPS is expected
to lead to the creation of disordered oxygen vacancies that would decrease the activation energy barrier associated with interstitial or
vacancy hopping diffusion of cations, and thus increase the rate of mass transport.32

Using SPS to perform the preparation of new phases rather than only densification became more studied at the turn of the
millennium. In 1999, an early demonstration using SPS for simultaneous reaction and consolidation of functional materials
produced Bi4Ti3O12; the oxide electroceramic was prepared directly from Bi2O3 and TiO2, and the problematic volatility of
Bi2O3 was mitigated by the short processing time accessible with SPS.36 A series of reports shortly after demonstrated the simulta-
neous reaction and consolidation of intermetallic phases such as NbAl3 (from Nb and Al),37 MoSi2 (fromMo and Si),38 and a TiB2–
TiN composite (from Ti, BN, and B),39 and were largely an evolution of field-assisted combustion synthesis of high-temperature
intermetallics and structural materials.40

Other researchers subsequently demonstrated the simultaneous SPS reaction and consolidation of MgB2 (from Mg and B),41

a material most notable for the discovery of an exceptional and curious superconducting state almost 50 years after its first reported
preparation.42 The chemistry of borides is rich and exceptionally challenging, and reactions with elemental boron are often educa-
tional. Borides also tend to be incredibly refractory, making densification challenging, so the ability to use SPS to simultaneously
react starting materials and consolidate in one step greatly simplifies both the material preparation and densification.
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The preparation from elemental precursors of more complex, 3-component functional intermetallic phases such as LaFe4Sb12
have been subsequently demonstrated,43 showing the versatility of SPS as a technique for the preparation of new phases. This is
also the case for oxides, where several studies have showcased the general applicability of SPS in the preparation of early transition
metal oxides for thermoelectric applications, where powders of metals and metal oxides can be directly combined in SPS to generate
consolidated reduced materials in a single step.44–48

5.05.3.4 From a dense pellet to characterization

With proper planning, a single pellet can be used to prepare multiple specimens for characterization and property measurement.
Following SPS, the pellet can be polished to remove surface contaminants such as the sacrificial graphite foil, and X-ray diffraction
(XRD) can be performed on the consolidated pellet to document any changes that took place due to SPS processing. Although it will
depend on the application, in general a heating step in a controlled atmosphere at high temperature is subsequently performed to
ensure the material is fully equilibrated after being exposed to the reducing conditions present in SPS. Recording the mass of the
specimen before and after heat treatment is recommended to aid in compositional analysis should the mass change.

Following the heating and soak at temperature, XRD on the monolithic pellet can be performed again to document the “final”
state, and the mass and volume of the pellet recorded to determine the density and the relative density compared to a single crystal
(unit cell parameters should be determined from the XRD pattern of the pellet), which is commonly reported. Given the simple
geometry of the cylindrical pellet, the geometric volume can be easily determined using a micrometer and is often sufficient for
reporting a relative density, though the determination of volume through the use of Archimedes’ principle or helium pycnometry
can be performed if desired or easily accessible.

Once all necessary measurements are performed on the full pellet, it can be subsequently sectioned using a low-speed saw if
desired. It is recommended that at some point a portion of the pellet should be ground into powder for analysis by powder
XRD. The XRD pattern of the powder can then be compared to the pattern collected from the soaked pellet to quantify texturing
or preferred orientation of grains, and to ensure the bulk powder XRD corresponds to the XRD obtained from the surface of the
pellet.

Considerations of material properties and desirable specimen geometries for different measurements will dictate the subsequent
use of the pellet, so the same pellet cannot necessarily be used for all possible measurements. For example, for materials with low
thermal conductivity, thermal diffusivity measurements at high temperature (i.e., >300 K) performed using laser flash method
(LFA) are easily done using a thin cylindrical pellet, whereas using a steady-state method typically involves a bar geometry.49

That said, the properties to be measured are generally dictated by the scientific interest and the instrumentation available, so the
specimens needed are generally known beforehand, and should inform the best way to proceed.

We take for example the case of thermoelectric materials, where a review of transport properties has been critically discussed.49,50

While the merits and shortcomings of turnkey instruments with highly automated data workup is outside the scope of this work,
many researchers make excellent use of commercially available instrumentation, such as an ULVAC ZEM-3 (measures electrical
resistivity and thermopower above 300 K), a Netzsch LFA (measures thermal diffusivity above 300 K), and a QuantumDesign Phys-
ical Property Measurement System (PPMS; the thermal transport option measures heat capacity, electrical resistivity, thermopower,
and thermal conductivity below 400 K). For general materials characterization, a single pellet can be used to prepare a bar for 4-
point electrical resistivity, a thin square for heat capacity measurements, a hemicylinder for microscopy of the surface and cross-
section, and a hemicylinder that can be ground to perform XRD and TGA on the powder (Fig. 3). For thermoelectrics specifically,
the bar can be used for all low temperature thermoelectric measurements on a PPMS, and high-temperature electrical resistivity and
thermopower measurements on an ULVAC ZEM-3. Meanwhile, visible or electron microscopy on a hemicylinder is particularly
important to examine the homogeneity of the specimen, and powder X-ray diffraction is similarly important to ensure the corre-
spondence between the crystal structure of the bulk material and the surface of the pellet. Thermal gravimetric analysis (TGA)
on the same powder can also be performed to aid compositional analysis, particularly for materials with possible oxygen
nonstoichiometry.

5.05.4 Example applications of SPS routes to inorganic functional materials

Though we focus here on functional materials, it is important to keep in mind the original and continued development of SPS at
both the research and industrial level is driven largely by the production of structural materials. SPS is critical for producing densi-
fied structural materials owing to the difficulty of densifying materials with very high melting point, bulk modulus, and toughness.
While the first application was the production of tungsten filaments for use in electric lights,1 SPS has since been used to produce
dense specimens of carbides, borides, nitrides, as well as alloys and composites of anything that is challenging to densify using tradi-
tional methods.51 The field has now advanced to the point where SPS can produce near-net shaped parts of arbitrarily complex
geometry, such as turbine blades.52,53

SPS is useful because it allows a rapid route to dense inorganic functional materials across a wide range of chemistries. This is
important because many physical property measurements require a dense monolith, which is difficult and sometimes unobtainable
using traditional densification techniques. This is aided by the fact that SPS is now moderately accessible, with many commercial
instruments now in operation at academic institutions. Although having the material is the primary consideration, SPS is also useful
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because it produces specimens with superior properties across many functional properties and applications. An extensive reviews of
materials processed using SPS has already been published,51 so we focus here on some of the key contributions of SPS in applica-
tions across some specific classes of functional materials.

5.05.4.1 Energy materials

5.05.4.1.1 Phosphors
SPS has been used to prepare dense, optically translucent phosphors for solid state light emission. Here, a luminescent center such
as a rare earth cation is incorporated at low concentrations (generally a few atomic percent) into a host material, and incoming light
is transformed and re-emitted with a characteristic emission spectrum; the efficiency of this conversion is known as the quantum
yield, and is a key performance parameter of the material.

Although many phosphor host materials are routinely formulated as powders in silicone gel, some applications benefit from
ceramic monoliths. For example, in laser pumped phosphors, ceramic monoliths provide a higher thermal conductivity that can
enable higher power devices.54 However, densification is challenging because host materials are often refractory ceramics, as mate-
rials with high quantum yield tend to benefit from rigid crystal structures that prevent nonradiative relaxation pathways through
thermally-activated vibrations of the structure.55 For example, b-SiAlON (Si3�xAlxOxN4�x) is an advanced ceramic originally devel-
oped as a structural material to replace Si3N4,

56,57 but was later determined to also be a potential phosphor host material with excel-
lent performance in high-temperature and high-power applications.58,59

As in the case with many other refractory materials, SPS has been used to produce consolidated translucent specimens in several
host materials (e.g., oxides such as Y3Al5O12

60 and BaMgAl10O17,
54 and oxinitrides such as b-SiAlON61), with fewer yet promising

examples of single-step SPS reaction and consolidation of starting materials (e.g., a-SiAlON,62,63 and nitridosilicates such as
Sr2SiO4–xN2

3 x
).64

In many cases, translucent monoliths can produced,60–62,65 which can be beneficial for phosphors as a longer optical path leads
to more efficient excitation.66 Although transparency is dependent on the wavelength and refractive index of the material, in general
a specimen must have >99.99% relative density are required to minimize light scattering sufficiently for high optical transpar-
ency.67 This is challenging even with SPS, though the use of nanoparticles and knowledge of densification mechanisms has led
to many successes for translucent ceramic oxides in general.68

5.05.4.1.2 Thermoelectrics
The use of SPS in the field of thermoelectrics has led to record-breaking performance on numerous occasions across multiple mate-
rials,69 mostly owing to the ability to produce nanostructured bulk materials. Dense specimens are required for proper

Fig. 3 Example sectioning of a 9 mm diameter pellet produced by SPS to prepare multiple specimens for characterization and property
measurement from a single sample. Using a low-speed saw, a 9 mm pellet is sufficiently large that it can be cut 3 times and separated into
specimens for electrical transport, heat capacity, scanning electron microscopy (SEM), and powder X-ray diffraction. Producing multiple specimens
from the same sample allows for efficient use of material and simplifies characterization and reporting, as all measurements come from the same
sample.
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determination of thermal conductivity (and also for constructing devices), and while many thermoelectric materials are interme-
tallic phases that can be readily densified at moderate temperatures by traditional methods such as hot pressing, SPS has been
used owing to the rapid processing times. Specifically, the short processing times in SPS allow control (and specifically inhibition)
of grain growth that would destroy nanoscale features responsible for reducing the thermal conductivity and consequently
improving thermoelectric performance.

The use of SPS to produce consolidated bulk materials with nanoscale features was demonstrated with Bi0.5Sb1.5Te3 as well as
Si80Ge20, by ball milling the constituent elements followed by simultaneous reaction and consolidation of the mixture of nanopar-
ticles using SPS.70,71 Both materials feature the presence of small (�20 nm), highly crystalline, randomly oriented grains with clean
grain boundaries. These nanocrystalline grains result in drastic reduction of thermal conductivity through phonon scattering, which
leads to marked improvement (e.g., �50%) in thermoelectric performance as evaluated by the thermoelectric figure of merit. Later
investigations using SPS processing of PbTe-based ingots led to similarly exceptional performance (e.g., �50% improvement with
SPS processing), and also featured the presence of similar nanocrystalline motifs.72

The widespread use of SPS for thermoelectric applications has also been driven by the recent interest in oxide ceramics as poten-
tial thermoelectric materials. This is partly owing to the reducing conditions present during SPS being favorable for thermoelectric
applications, but also because the rapid processing times and lower temperatures possible with SPS make the typically-challenging
densification of oxide ceramics more accessible. As mentioned earlier, the use of single-step reaction and consolidation ins SPS has
led to the rapid exploration of a range of early transition metal oxides as potential thermoelectric materials, many of which offer rich
compositional and structural chemistry platforms to independently control thermoelectric parameters.73 Moreover, early transition
metal oxides can achieve high electrical conductivity (e.g., r< 10�2 Ucm at room temperature), which has been shown to be critical
for reasonable thermoelectric performance.74

Despite the widespread success of SPS with thermoelectric materials, it is important to realize that the Peltier effect may lead to
a temperature gradients in the material being densified. This is rather specific to thermoelectric materials, which are explicitly engi-
neered to have high electrical conductivity, low thermal conductivity, and a high thermopower to generate a temperature difference
across the material under an applied potential.75 This is troublesome because the first two factors increase the temperature inho-
mogeneity in the SPS process as described earlier, and the thermopower directly leads to the creation of a temperature gradient
when an electric field is applied during the SPS process. This has been studied in a combined experimental and modeling study,
where researchers demonstrated an impressive axial temperature difference of 55 K across a 3 mm thick pellet of MgSi2 at
1025 K.76 While this effect may not necessarily interfere with a densification process, it is nevertheless important to be mindful
of such an effect and consider its implications for sample characterization owing to possible inhomogeneity.

5.05.4.1.3 All solid state batteries
SPS has been used extensively for the preparation of solid state battery materials, as documented in a review by Zhu and Liu.77

Achieving high density and good contact throughout the specimen is important to increase the amount of active material and to
reduce interfacial resistance between grains. However, many of the solid state electrolytes such as garnet-type Li7La3Zr2O12

(LLZO) are refractory ceramics that are difficult to densify using traditional methods, with extended dwell times at high tempera-
tures. Moreover, problems with traditional methods are further exacerbated by the presence of Li, which tends to be volatile at
higher temperatures. This leads to loss of Li and changes in sample composition and/or decomposition. Consequently, the shorter
processing times and lower temperatures possible using SPS have been critical to its success overcoming these challenges.

Another advantage of SPS is that it allows processing under inert conditions. While many battery materials are obviously sensi-
tive to air and undergo marked changes such as the emission of noxious vapors, minor sensitivity is not always apparent but poten-
tially deleterious. clean interfaces between particles or grains are critical to ensure a high ionic mobility in a device, and poor
performance can arise from surface reactions on materials that appear stable by bulk-sensitive characterization techniques. Even
LLZO discussed above, a ceramic oxide Liþ conductor prepared by heating at high temperatures in air,78 appears stable to air
when studied by powder XRD, but suffers from performance-crippling interface resistance owing to the surface reaction of air
with lithium in the material.79 The ability to process materials without exposure to ambient atmosphere is an added benefit
that comes naturally owing to the inert atmosphere during SPS processing. Preventing exposure to ambient atmosphere can be
accomplished using proper sample transfer protocols, or through more elaborate infrastructure such as SPS instruments integrated
with a glovebox.

In addition to single-phase materials for solid state electrolytes, SPS has also been used to prepare cathode composites with
different active materials, such as those based on LiFePO4,

80 LiMn2O4,
81 and LiNiO2.

82 Many electrode active materials suffer
from low ionic and/or electronic mobility, so even in traditional batteries, most active materials are prepared as nanoparticles to
minimize the diffusion distance necessary for extraction/insertion of mobile cations within particles. These particles are embedded
in a conductive carbon matrix to ensure good electrical contact necessary for redox activity and electrical transport. Fast mass trans-
port and electrical transport are both critical to achieve high charge and discharge rates; consequently, the rapid consolidation of
these composites using SPS is critical to avoid particle growth and coarsening that inevitably leads to poor cathode performance
at high charge and discharge rates.

At the extreme end of what most would consider fits within the definition of a composite, entire devices have been prepared
using SPS. The ability to physically separate materials inside an SPS die has allowed the preparation of monolithic 3-layer
[cathode||electrolyte||anode] battery assemblies in the SPS in a single consolidation step. This was first demonstrated in 2011
by Dollé and co-workers with [LiFePO4 ||Li1.5Al0.5Ge1.5(PO4)3||Li3V2(PO4)3],

83 and has been subsequently demonstrated in other
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Li-ion ([Li3V2(PO4)3||Li1.5Al0.5Ge1.5(PO4)3||Li3V2(PO4)3])
84 and Na-ion batteries ([Na3V2(PO4)3||Na3Zr2Si2PO12||

Na3V2(PO4)3]),
85 while more recent reports have demonstrated a 5-layer functionally graded cell.86 This is a true hierarchical

approach from the scale of atoms (e.g., site mixing and atomic substitution) to the macroscopic device.
This hierarchical approach begins with the optimization of each subcomponent, such as the active material, which can be tuned

through substitutional chemistry. At the next level of scale (the component level), the mixture of each electrode composite can be
optimized, as these composites are generally composed of an active material, an electrically conductive additive, and a binder. (In
the cases mentioned here, the solid electrolyte is used as a binder to ensure good structural continuity throughout the device after
densification.) Finally, at the device level, mixtures corresponding to each of the device components can be sequentially added to
the SPS die, followed by a single SPS step, which can also benefit from optimization of the device architecture and processing condi-
tions. Although this has been demonstrated with batteries, the fine control within and between each component along the vertical
axis of the device is possible because the physical separation of components in the SPS die is maintained during processing.

5.05.4.2 Amorphous materials

Amorphous precursors have been used as reagents for reactive sintering (i.e., 1-step reaction and consolidation) with SPS. For
example, SPS processing of amorphous elemental powders resulted in textured Nd2Fe14B magnets with favorable magnetic prop-
erties.87 Composites of crystalline phases have also been made using amorphous precursors. Nickel and graphite composites have
been made by SPS by milling Ni metal and soft (i.e., graphitizing) carbon mixtures.88 This work successfully produced graphite
in situ as intended, but composites of Ni and amorphous carbon are also produced. Though not the focus of the study, it stands
as an example of harnessing the synthetic control of SPS, which affords the opportunity to produce and densify materialsdsuch as
amorphous materialsdthat exist out of equilibrium.

Amorphous materials have many industrial applications and are also of interest for fundamental research, but their study is chal-
lenging, and there is great potential for the use of SPS. Obtaining dense monoliths of amorphous materials can be difficult if the
synthetic method is not suitable, as trapping the amorphous state by quenching faster than the material can crystallize does not
always allow for favorable geometries. For example, if extreme cooling rates of 106 K s�1 require processing by melt spinning,89

the thin 20 mm ribbon that emerges may not be a suitable for somemeasurements. More commonly usedmethods to prepare amor-
phous materialsdsuch as freezing of aerosolized liquids or pyrolysis in inert atmospheredproduce powders, which present few
options for subsequent consolidation into dense monoliths. Traditional densification techniques often result in crystallization,
reactivity, or decomposition, which destroy the material of interest. This is ideally suited to the application of SPS, as there are
few reports studying the bulk properties of amorphous powders.

Previous work has shown SPS can densify amorphous materials without destroying the amorphous state. For example, amor-
phous Al–Ni–Ti alloys have been studied using both SPS and hot-pressing.90 This work clearly shows hot pressing is unsurprisingly
not suitable, as the time needed for densification during hot pressing results in the formation of crystalline phases observed using
XRD. On the other hand, samples densified by SPS exhibit very small peaks in the XRD pattern attributed to nanocrystalline grains,
but the contribution of these nanocrystalline phases is much less than that of amorphous peaks, demonstrating the feasibility of
producing dense monoliths that are primarily amorphous. While dense monoliths without nanocrystalline impurities is preferred,
this nevertheless highlights the opportunity to study the many other amorphous materials which have been overlooked due to diffi-
culties with processing.

Metallic glasses are interesting for their mechanical properties, but the measurement of mechanical properties often requires
large specimens. Zr27Cu20Al10Ni8Ti5 metallic glasses are commonly prepared by spray atomization, which produces powders.
Researchers have studied how the particle size before densification and SPS processing conditions such as dwell time influence
the resulting structure and mechanical properties.91 Specifically, monoliths can be produced by SPS, so long as care is taken to
exceed the glass transition temperature (Tg ¼ 660 K) without exceeding the crystallization temperature (Tc ¼ 720 K). Exceeding
Tg is necessary for reasonable diffusion kinetics, but if Tc is exceeded, the desirable mechanical properties of the glass phase are
lost; small amounts of recrystallization leads to recovery of the undesirable mechanical properties the crystalline phase. Despite
the experimental challenge, the study demonstrates specimens of 100% relative density and mechanical properties consistent
with the amorphous state, prepared in sizes sufficient to perform stress-strain analysis and determine the Young’s Modulus.

Dense amorphous monoliths also present exciting opportunities for optical applications. Optically translucent, large (36 mm
diameter) GeSe2 and Ga2Se3 chalcogenide glasses have been made with SPS.92 Unlike previous examples mentioned earlier where
nanocrystalline phases are observed depending on the SPS conditions, the chalcogenide glass monoliths presented in the work by
Hubert et al. are thoroughly evaluated and determined to be fully amorphous throughout the sample. The optical properties of
these glasses are shown to reduce infrared transmission to 0% for wavelengths of 10 mm to 20 mm, and suppress Ge vibrational
modes at shorter wavelengths.

Optically translucent oxide glasses have also been demonstrated; Bertrand et al. present a study of TeO2–WO3 glasses, with an
emphasis on minimizing inclusion of carbon contamination from SPS tooling into the resulting monoliths.93 Here, Pt foil around
the material is used as a carbon diffusion barrier, and SPS is used to produce optically translucent amorphous specimens with 99%
relative density; samples without a foil barrier show carbon contamination that is obvious to the naked eye. As a comparison, spec-
imens densified using conventional methods are 95% relative density, but even at that level of compaction, diffuse reflectance
prevents transmission of visible light. Studying the optical properties of materials is often limited by the need for dense specimens,
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which has traditionally required single crystals. However, given that preparing single crystals of sufficient size is often not feasible,
the ability to produce appropriate specimens by SPS will reduce barriers to measurements.

In the previous two examples presented, these glass monoliths were prepared for use on their own.92,93 In another study, TeO2–

WO3 was prepared as a matrix material, and the refractive index was tailored to minimize interactions with materials exhibiting
non-linear optical properties, such as second harmonic generation. This is intended to increase the ease with which crystalline
optical materials can be studied, whether by encasing single crystals or by generating glass-ceramic composites using a glass matrix
that does not interact with measurements.

The ability to produce amorphous monoliths of appropriate geometry enables property measurements and systematic studies
on amorphous materials such as those described above, which will lead to greater interest in the exploration of amorphous mate-
rials. Further, the control offered by SPS creates opportunities to explore amorphous–amorphous or crystalline–amorphous
composites, as well as in situ synthesis within porous amorphous support materials.

5.05.4.3 Insulating electroceramics

The study of insulating electroceramics (e.g., dielectrics, ferroelectrics, and piezoelectrics) is a significant field of industrial and
academic research that has benefited from the use of SPS techniques. These material properties are extremely sensitive to processing,
particularly with respect to density and microstructure. For example, the measured dielectric response of a material is dependent on
the volume of sample investigated, making density an important factor when determining an accurate dielectric permittivity. Mean-
while, ferroelectric and piezoelectric measurements require the applications of high voltages (e.g., 5000 V or greater). Achieving an
accurate result during these measurements requires samples with high densities, but even from a practical perspective, a relative
density above 95% are needed to ensure a successful measurements. Low density materials with trapped porosity can lead to dielec-
tric breakdown of trapped gases, which may have lower breakdown strengths then the electroceramic of interest, and rapid heating
and expansion of trapped gases can result in obliteration of the object under investigation.

The microstructure also influences the ferroelectric and piezoelectric response of a specimen. The ferroelectric and piezoelectric
states are fundamentally anisotropic, as they result from the breaking of inversion symmetry at the atomic scale of the crystal struc-
ture. However, the breaking of the inversion symmetry which allows polarization also confines this polarization to one crystallo-
graphic direction. This directional preference or anisotropy can be influenced by the microstructure of a dense monolith. Therefore,
it is critical to control the grain size and the distribution of grain orientations (i.e., the preferred orientation or texture of grains) to
ensure crystallographic direction of interest is appropriately sampled during measurement.

The rapid heating and short processing times possible with SPS minimize grain growth and allow control of grain size. Specif-
ically, minimizing grain growth prevents the formation of large grains which can increase texture. The texture of ferroelectric mono-
liths can significantly influence their physical response; by increasing the texture to bias a certain crystallographic direction,
ferroelectric properties can be increased (i.e., textured to bias the polarization direction) or can completely vanish (i.e., textured
to bias directions perpendicular to the polarization). SPS can facilitate texturing through the control of uniaxial pressure during
densification. These examples have been demonstrated in the literature and are described below.

5.05.4.3.1 Dielectrics
The electroceramics field is dominated by perovskite oxides. Often called the prototypical ferroelectric, BaTiO3 has been studied for
decades, and investigations of densification by SPS have been performed for over 20 years.94 At room temperature, the crystal struc-
ture of BaTiO3 is best described using a tetragonal space group (P4mm), where the lack of inversion symmetry leads to ferroelectric
behavior. This arises from Ti4þ displacements that lead to correlated dipoles. These dipoles result in a high dielectric permittivity,
which persists even at temperatures above the ferroelectric to paraelectric phase transition (TC ¼ 393 K), where the onset of inver-
sion symmetry leads to a crystal structure best described by a cubic space group ðPm�3mÞ. The high dielectric permittivity, low cost,
and the relative stability of the phase makes BaTiO3 a useful dielectric material, though the phase transition described determines
the operational temperature range. While often substituted with Ca2þ or Zr4þ, significant research into the processing of BaTiO3 has
been performed owing to its widespread commercial applications in capacitors, thermistors, and sensors. Much of this research has
driven toward maximizing density and reducing particle size.95

One critical finding is that particle size has a significant impact on the dielectric permittivity and phase transition temperature of
BaTiO3, which has implications for processing and densification routes. Conventionally densified materials with grain sizes of 1 mm
to 10 mm have a room temperature permittivity ε > 2500, whereas an average grain size of 50 nm reduces the room temperature
permittivity to ε > 1000.95 Along with the reduction in permittivity, reducing the particle size lowers the temperature of the ferro-
electric (tetragonal) to paraelectric (cubic) phase transition, which reaches room temperature when the particle size is between
10 nm and 30 nm.95,96 This is due to finite size effects, which result in a larger relative amount of the paraelectric (cubic) phase
at the boundary of crystallites.95 While specimens of consolidated nanoparticles (colloquially referred to as nanobulk ceramics)
have lower permittivity, the temperature dependence of the dielectric response is also lower than bulk ceramic counterparts, which
is ideally suited for capacitor applications operating over a wide range of temperatures.

The ability to produce samples with nanoscale grains is also critical for device miniaturization. Advanced manufacturing activ-
ities require small dielectric components that can be made or tailored to fit in microelectromechanical systems (MEMS) that are
typically <1 mm in size. However, obtaining or reducing particle sizes from conventionally synthesized powders (�10 mm to

122 Spark plasma sintering routes to consolidated inorganic functional materials



200 mm) down to < 1 mm is not challenging; the challenge lies in producing a monolith that is dense and maintains this small
initial grain size. Hot pressing methods can be employed to address issues with densification, but long soak times at high sintering
temperatures enable mass transport at the grain boundaries and result in aggregation and growth of grains. SPS is unique in its
access to and control of the experimental parameter space desired for producing dense monoliths with small grains, and has enabled
extensive research into the particle size effects. For BaTiO3, this has generated an understanding of dielectric, ferroelectric, and piezo-
electric response with respect to grain sizes.95,96

In addition to producing bulk and nanobulk ceramic bodies, SPS is effective in creating multilayered devices, which have been
pioneered using BaTiO3. For example, BaTiO3 has been used to create laminated structures with MgO components.97 In this
instance, the electrical response of the BaTiO3 is used as a sensor to determine microcracking of the MgO, for the purpose of iden-
tifying component failure. BaTiO3 is a prototypical, well-studied, and industrially relevant material, but it is only one of many
dielectrics which have been studied by SPS. The Sr-, Ca-, and Zr-substituted varieties are arguably more industrially relevant and
have also been studied as consolidated monoliths, nanobulk ceramics, laminates, and nanocomposites.98 The chemistry of dielec-
tric response is not as heavily studied, but the relevance of these materials to chemists should not be understated. The understanding
from the work on BaTiO3-derived materials is informative for those exploring new, insulating oxides. Furthermore, this work forms
a foundation of new research, which can use these materials as substrates, sensors, components, or devices.

5.05.4.3.2 Piezoelectrics
Of the many relevant perovskite oxides that show a large piezoelectric response, many have issues with volatile cations. Electrocer-
amics must be electrically insulating in order to maintain a high field across the material, and relatively small defect concentrations
introduced by the removal of cations can introduce sufficient charge carriers to render the material ineffective. One material where
this issue is particularly prevalent is K1�xNaxNbO3 (KNN). Samples where x¼ 0.5 show large piezoelectric responses, but producing
dense specimens using conventional techniques requires temperatures in excess of 1373 K (1100 �C), well above the temperature in
which both Kþ and Naþ become volatile.99

Processing using SPS can result in densification of materials to >99% of the density of a single crystal, without significantly
altering the chemistry (e.g., preventing cation volatility) nor the grain size andmorphology. Most industrially relevant piezoelectrics
are Pb-based, and consequently the processing of these materials has been extensively studied. In particular, materials based on
PbTiO3 with varying substitutions (e.g., PbZrO3 (PZT) or Pb(Mg1/3Nb2/3)O3 (PMN-PT)) or doping (e.g., La3þ (PLZT)), have
received considerable attention. Even though these materials can be densified using conventional methods, SPS has been heavily
used due to its ability to minimize loss of Pb as well as its effectiveness and reproducibility when densifying materials. Nevertheless,
owing to the large influence of defects, generating dense monoliths of Pb-based piezoelectrics is routinely performed with excess of
PbO to ensure the stoichiometry is not perturbed, despite the short processing time possible with SPS.100

Another Pb-free piezoelectric material with volatility issues that should be mentioned is BiFeO3. This material is notoriously
sensitive to trace impurities and preparation conditions, with the undesirable formation of Bi2Fe4O9 and Bi25FeO39 (sillenite)
phases when the composition deviates from ideality.101 In addition to having issues with volatility of Bi3þ, an undesirable beta
phase forms above 1103 K, which creates difficulties for conventional densification methods. Dense monoliths can be made using
conventional methods, but SPS has been shown to make specimens with higher density (e.g., 96% versus 90% relative density) and
higher electrical resistivity (82 MUcm by SPS versus 7.2 MUcm in conventionally sintered samples).102 In BiFeO3, the increased
conductivity in conventionally sintered samples is believed to be due to mixed Fe valence to compensate for loss of Bi3þ and
O2�. Much of the conventional processing needed for BiFeO3 requires sintering aids to improve sintering at lower temperature,
as well as aliovalent substitution to prevent self-doping with loss of Bi3þ, as even small loss of Bi3þ can lead to electrical conductivity
sufficient to prevent measurement of the ferroelectric or piezoelectric response. Consequently, SPS has been desirable owing to the
short processing times, limited Bi3þ volatility, and resulting lower electrical conductivity of densified bodies.

BiFeO3 is not a very good piezoelectric on its own, but it is a component of many high performing piezoelectric solid solutions.
All of the piezoelectric materials mentioned are solid solutions which show their best performance in a narrow compositional range,
known as themorphotropic phase boundary (MPB). TheMPB concept has been repeatedly demonstrated inmanymaterial systems,
but the mechanistic details are debated.103 A widely accepted model for the MPB is that there is coexistence of two phases with non-
centrosymmetric crystal structures, generally a rhombohedral phase and a tetragonal phase.

Decades of research across hundreds of research groups has been dedicated to making and studying these materials and the
details which impact their structure and physical response.103 Yet, while the knowledge of how grain size, microstructure, sintering
times and temperatures, or compositional substitution impact MPB materials, a detailed study of how SPS can control these struc-
tural features in piezoceramics does not exist. Furthermore, employing SPS as a tool to control MPB phases has not been proposed.
While studies have focused on how to make dense piezoelectrics with the correct stoichiometry, there remains an opportunity to use
SPS processing conditions to control material properties even in a field where its use is fairly mature.

5.05.4.3.3 Ferroelectrics
The breaking of inversion symmetry responsible for ferroelectricity at the atomic scale of the crystal structure also results in the
anisotropy of this material property at the macroscopic scale of the specimen. Averaging over all grains in polycrystalline materials
which have isotropic grain growth leads to a specimen equally representative of all crystallographic directions, and any measure-
ment of bulk properties is not biased to a certain crystallographic direction. This is generally advantageous to those doing material
discovery because all crystallographic directions can be probed simultaneously, but the anisotropy of a physical response can be
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crucial to understand the underlying physics and mechanisms at work. This type of investigating commonly requires single crystals
of sufficient size and quality to identify and probe the different crystal directions independently, but obtaining a single crystal of
sufficient size is often unfeasible.

A more accessible method to probe crystalline anisotropy is to perform measurements on a polycrystalline specimen with
oriented crystallites or grains, also known as a textured sample. Texturing samples can be challenging, but it is easier when materials
have anisotropic grain growth, with features such as plates or needles. Anisotropic crystallites commonly lead to a preferred orien-
tation, which can be used to prepare textured samples. The application of uniaxial pressure increases the orientation preference, so
the preparation of textured samples is facilitated by the ability to apply a controlled uniaxial pressure during SPS processing. Ferro-
electric Aurivillius phases such as Bi4Ti3O12

104 and Bi2CaNb2O9
105 are an excellent example. Aurivillius phases have highly aniso-

tropic, plate-like grains with the c-axis of the crystal structure oriented normal to the face of the plate. These materials are particularly
difficult to process as samples if a random grain distribution is desired. The ferroelectric polarization in Aurivillius phases is
confined to the ab plane (i.e., parallel to the face of the plate-like grains), requiring an understanding of the degree of grain orien-
tation in order to properly measure the bulk properties.

Though bulk processing of Aurivillius materials is challenging, SPS provides a unique opportunity to create textured monoliths
(i.e., with oriented grains).104,105 The application of pressure has been used to control the grain orientation, with retention of grain
size and shape following densification. The resulting specimens show a reduction in dielectric permittivity and almost complete
suppression of ferroelectric polarization when measured along the pressing direction, while measuring samples with randomly
distributed grains or measuring perpendicular to the pressing direction shows a greater ferroelectric response.

Ferroelectricity in nanoparticles is also an area of heavy research. As previously stated, ferroelectricity is influenced by particle
size. For example, (1–x)PbTiO3–(x)BiScO3, loses its bulk ferroelectric response when the particle size is less than 28 nm.106 More-
over, ferroelectrics are sensitive to processing and microstructure, as these factors can change their domain structures and bias the
inherent anisotropy. Domain engineering is an effective method for tailoring the response of ferroelectric materials, but this is typi-
cally when the domain size is >100 nm. This leads to exotic physics in ferroelectrics composed of consolidated nanoparticles, as
particles sizes can approach the same size as ferroelectric domains observed in bulk samples, which can have a dramatic influence on
the properties.107,108

Sufficiently small particles sizes have been theorized to change the intrinsic polarization structure, as confinement changes the
topology of the material, resulting in torridic or vortex polarization states.107 These torridic polarization states have inspired exten-
sive theoretical study into their origin,109,110 and the potential for new electrical, optical, and magnetic functionality has motivated
extensive research in this area. Despite the theoretical interest, there has been less exploration of the experimental preparation and
measurement of physical properties owing to the practical challenges of preparing suitable monoliths.

While advanced microscopy techniques have resulted in unambiguous identification of these torrids in thin films111 and nano-
particles,107 characterization of bulk physical properties is still limited. SPS presents an opportunity for enabling new research, given
the many successful examples in other material applications of producing dense monoliths of consolidated nanoparticles. Bulk
property measurement on consolidated nanoparticles with polarization vortices has not to date been attempted, and will be needed
to rigorously validate new theoretical models.
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Abstract

Hydrides comprise a class of chemically diverse compounds with H in the negative oxidation state. For material synthesis,
hydride precursors are used in three major capacities: (1) as a reductant owing to their strong reducing power; (2) as
a convenient source of corresponding metal MHx due to their salt-like nature; and (3) as a source of hydrogen, although
sometimes unintentional. Here, we provide examples of the use of hydrides in the synthesis of various compounds, spanning
the range from oxides to Zintl phases, intermetallics, and nanomaterials. We discuss the benefits and drawbacks of using
hydrides for a diverse set of synthesis techniques, including topotactic reactions, solid state synthesis, high-pressure synthesis,
synthesis via spark-plasma sintering, and solution synthesis of nanomaterials.

*Denoting equal contributions.

128 Comprehensive Inorganic Chemistry III, Volume 5 https://doi.org/10.1016/B978-0-12-823144-9.00149-7

https://doi.org/10.1016/B978-0-12-823144-9.00149-7


5.06.1 Introduction

Hydrogen is the most abundant element in the universe and the first element in the periodic table. It is the simplest element, made
up of one proton and one electron. Besides the simplicity, hydrogen is an essential element for life; it is found in water and in every
biological system. Hydrogen gas is used to produce ammonia via the Haber-Bosch process, for hydrogenation of organic
compounds in the food and petroleum industries as well as rocket fuel in combustion engines.1 Hydrogen gas is considered as
an alternative clean fuel for transportation and generation of electricity.2 Zero-emission fuel cell electric vehicles are already avail-
able on the market, but their widespread use is in its infancy. One of the stumbling blocks for the advancement of hydrogen fuel cell
technology is the hydrogen storage. Research is being conducted on studying metal hydrides, as a convenient way of storing
hydrogen in the solids.3 In this review, however, our focus is on the hydrides from a different perspectivedas precursors in materials
synthesis.

Hydrides represent a class of chemical compounds in which hydrogen is partly or completely negatively charged, e.g., an oxida-
tion state of �1.4–10 Depending on the difference in electronegativity, chemical bonding changes from ionic in hydrides of electro-
positive alkali and alkaline-earth metals to covalent or metallic in transition metal and rare-earth metal hydrides. Metallic hydrides
frequently exhibit non-stoichiometric compositions (ZrH1.67–2.00 ( 3-phase), ZrH1.59–1.67 (d-phase), TiH1.38, TaH0.8, NbH0.8

5–7),
where hydrogen atoms occupy octahedral or tetrahedral holes in the metal lattice. Only a small number of the transition metals
do not form stable hydrides (Au, Ag, Co, Fe, Mo, Pt, Rh, Re, and Ru). Transition metal (Pd) hydrides are important intermediates
in heterogeneous catalysts, controlling the selectivity of the catalyzed reactions.11

An extremely polarized ion H� in alkali and alkaline-earth metal hydrides acts as a strong reducing agent, as it reacts irreversibly
with compounds containing acidic protons evolving hydrogen gas. For this reason, metal hydrides, in particular, hydrides of alkali–
or alkaline-earth metals, are widely used inmetallurgical processes and organic synthesis. For instance, CaH2 can reduce manymetal
oxides to pure metals.4,5 In solid state synthesis, hydrides are used as reducing agents or as a source of the respective metals, or
hydrogen, or both. For instance, by reducing NdNiO3 with NaH, a Ni(I) containing NdNiO2þx phase

12 can be obtained, while
reduction of NdNiO3 with H2 gas or other reductants does not allow for the formation of NdNiO2þx. An example of using hydride
as a source of potassium metal is the synthesis of a new type of clathrate–clathrate XI K58Zn122Sb207.

13 Reactions involving metallic
K led to multiphase samples, while a phase-pure clathrate K58Zn122Sb207 can be obtained by using KH as a potassium precursor.13 A
salt-like nature of alkali metal hydrides in contrast to the ductile and softalkali metals ensures better mixing and accurate compo-
sitional control over the outcome of solid state synthesis. On the other hand, intentionally or not, hydrides are not only source of
respective metals for synthesis, but also source of hydrogen. As we will show in Section 5.06.3, there is a number of compounds that
are stabilized by hydrogen inclusion and will not form otherwise. For a long time, some of these compounds had been wrongly
considered as hydrogen-free, due to the “invisibility” of light H to X-rays.

Alkali and alkaline-earth hydrides decompose to elemental metals and hydrogen gas in a broad range of temperatures 500–
1400 K (Fig. 1). LiH, due to its high lattice energy, is thermally stable and is the only alkali metal hydride that melts (�960 K)
before its decomposition at 1260 K.5,14 MgH2 is considerably less stable than other alkaline-earth hydrides and decomposes at
550 K. The reactivity of alkali and alkaline-earth metal hydrides increases from lithium to cesium and from magnesium to barium,
however, it heavily depends on particle size.4,5 Commercially available hydrides are typically produced by reactions of respective
metals (usually molten) with hydrogen gas at elevated temperatures (�1300 K). These processes are energy intense and require

Fig. 1 Decomposition temperatures of alkali metal (AH) and alkaline-earth metal (AeH2) hydrides.4
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thorough optimization of the synthetic parameters as the freshly formed hydrides are unstable at high temperatures under the H2

atmosphere and tend to decompose. Thus, not all the metal hydrides are commercially available. A recently reported alternative
synthetic approach utilizes solid–gas reactions of mechanically activated by ball milling alkali metals coated by the corresponding
hydride.15 This method gives access to the commercially unavailable hydrides, such as CsH.16 The coating of the surface of ductile
alkali metals particles with hydride powder prevents their caking and clumping during ball milling process due to the brittle, salt-
like nature of the hydrides. Alkali metal hydrides prepared by this method not only have a high purity but also are very fine powders
with a much smaller particle size (<1 mm) compared to the commercially available hydrides (5–50 mm). A reduced particle size
considerably increases the reactivity of hydrides.15,17

High reactivity of metal hydrides requires their careful handling, oftentimes under inert atmosphere of argon or nitrogen gases.
Moreover, a release of hydrogen gas during heat treatment can cause an over-pressurization of the reaction vessel. To mitigate this,
heat treatment involving reactive hydrides is performed in permeable to hydrogen Nb and Ta containers, that are further enclosed
into silica reactors, equipped with check-valves to prevent over-pressurization.13 Alternatively, an open alumina crucible enclosed in
a reactor with flowing inert gas can be used.18

5.06.2 Hydrides as reducing agents for the synthesis of reduced oxides and oxyhydrides

In this section, we provide an overview of the topochemical reduction of transition metal oxides by alkali- or alkaline-earth
hydrides. Topochemical reduction of metal oxides enables access to a wide variety of metastable phases. When appropriate reaction
conditions are employed, unusual coordinations and oxidation states of a metal can be achieved, while the metal oxides’ structural
topology is preserved. Heat treatment of metal oxides with flowing H2 gas is commonly used to create a reducing atmosphere.
Oxygen getter metals, such as Ti and Zr, can also be utilized as their highly electropositive characteristics facilitate the reduction
of metal oxides by lowering the oxygen partial pressure. However, these two methods require high temperatures (T > 773 K), often-
times leading to the decomposition of metastable products and/or formation of thermodynamically stable products. Binary metal
hydrides (NaH, LiH, and CaH2) are alternative reducing agents with the reduction potential of 2.25 V for H�/H2. Thus, they provide
strong reducing power under mild reaction conditions. For example, metastable LaNiO2 was prepared at 463 K by topochemical
reduction of LaNiO3 using NaH as a solid-state reductant.19 The synthesis involves mixing/grinding of a parent oxide material
with ametal hydride in an inert atmosphere. The reactionmixture within the Pyrex/silica tube is then sealed under vacuum followed

Fig. 2 Change in coordination environment of B-site cation in perovskite oxides as a result of metal hydride reduction. Blue: B-site cation, red:
oxide anion.
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by heat treatment at a moderate temperature. Because the metal hydride is intimately mixed with the oxide material during reduc-
tion, the resulting product is contaminated with the unreacted reducing agent and/or byproducts (Eqs. 1–3). In case of the reduction
with NaH, it is a two-electron transfer process, converting H� to Hþ of NaOH (Eq. 1). On the other hand, CaH2 and LiH undergo
one-electron reduction, producing H2 gas together with CaO or Li2O as a byproduct (Eqs. 2 and 3). Therefore, sample purification
must be performed to obtain a phase-pure reduced oxide. Typically, the product mixture is washed with dry methanol to remove
any sodium and lithium containing impurities.19,20 A weak acid (e.g., NH4Cl) in dry methanol can also be used to wash away the
calcium oxide byproduct and unreacted calcium hydride.21

MOþ xNaH/MO1�x þ xNaOH (1)

MOþ xCaH2/MO1�x þ xCaOþ xH2 (2)

MOþ 2xLiH/MO1�x þ xLi2Oþ xH2 (3)

MO ¼ metal oxides

The shapes of coordination polyhedra in transition metal oxides are governed by the relative size of a metal cation and oxygen
anion. For example, a transition metal in perovskite oxide is octahedrally coordinated with oxygen ions. Modification of the coor-
dination geometry is of great interest for tuning material properties as seen in the Tl2Ba2Ca2Cu3O10 superconductor, which contains
layers of square-planar CuO4 responsible for a Tc of �125 K.22 Binary alkali and alkaline earth metal hydrides have been used for
the low temperature topochemical reduction that allows for the control over metal coordination in oxide materials. The reduction
oftentimes resulted in metastable oxides with reduced metal centers and unusual coordination environments (Fig. 2). In some
cases, instead of a reduced oxide, an oxyhydride is formed in which hydride H� partially replaces O2� anion. In the following
section, we will describe selected examples of the reduction with metal hydride of perovskite-like and non-perovskite-like oxides,
while we refer interested readers to the comprehensive reviews23,24 for in-depth discussion.

Fig. 3 Metal hydride reduction of perovskites. Gray: A-site cation, Blue: B-site cation, red: oxide ion.
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5.06.2.1 Reduced oxides

5.06.2.1.1 Ternary perovskites and perovskite-like
Hayward and co-workers successfully prepared the reduced Ni(I) phase LaNiO2 from Ni (III) perovskite LaNiO3 by using NaH. The
compound LaNiO2 is isostructural to cuprates with infinite layers.19 The powerful NaH(s)/NaOH(s) couple allowed for the reduc-
tion of parent oxide at the low temperature of 463 K. The crystal structure of LaNiO2 is built from the stacking of [NiO2]-[La]-[NiO2]
layers, although the minority defect layers with [NiO2]-[LaO]-[NiO2] stacking were present. The coordination around nickel metal is
square planar with some Ni atoms adopting a square-pyramidal geometry (Fig. 2). Structurally related to perovskite, Ruddlesden-
Popper phases La3Ni2O7 and La4Ni3O10 can be reduced in a similar way (Fig. 3).25,26 Upon reduction, their crystal structures, based
on the alternating perovskite (P) and rock salt (RS) blocks, undergo oxygen deintercalation from the LaO layer of the P blocks fol-
lowed by a structural change from RS with LaO-LaO stacks to fluorite (F) arrangement with La-O2-La stacks. The resulting reduced
oxides, La3Ni2O6 and La4Ni3O8, have infinite layers in which the mixed valent Ni(I/II) is in square-planar geometry. However, the
La4Ni3O10 was not fully reduced to La4Ni3O8 with the metal hydride reduction technique using NaH.26 Even after an extended reac-
tion time (10 days), 30% of intermediate phase La4Ni3O9 was still present. This problem was addressed by employing solvothermal
conditions to react the parent oxide La4Ni3O10 and NaH in a Teflon sleeve in the presence of an organic solvent. The reaction
mixture was solvothermally treated with different solvents to test reduction activities. With diglyme, the phase fraction of the reduc-
tion product was comparable with that from the solid-state reaction with NaH, although the solvothermal reaction required
a shorter reaction time. The phase-pure product of La4Ni3O8, however, was obtained from the solvothermal reaction in pentane.
The improvement of reducing power is possibly due to the decreased nucleation energy of the reduced oxide achieved in the
pressure-induced environment of the solvothermal method.

Another example is given by SrFeO2 obtained by the reduction of cubic perovskite SrFeO3�y (yz 0.125) with CaH2
27 (Fig. 3).

The high-spin Fe2þ with d6 configuration adopts a square planar geometry, building an infinite-layer structure, similar to the super-
conducting cuprates. Considering the typical tetrahedral coordination of d6 transition metals with a high-spin state in the molecular
system, the unusual metal coordination in the reduced SrFeO2 shows a new relationship between spin-state and the stereochemistry
in extended solid-state systems. Similarly, Ruddlesden-Popper strontium iron oxides were topochemically reduced by using
CaH2.

21,28 At 553 K, Fe4þ in Sr3Fe2O7 is fully reduced to Fe2þ in Sr3Fe2O5, introducing a two-legged spin-ladder system (Fig. 3).
Interestingly, the intermediate Sr3Fe2O6 was also stabilized with a shorter reaction time. The various degree of reduction allows
for the modification of the coordination around iron from octahedral FeO6 to square pyramidal FeO5 and further to square planar
FeO4 (Fig. 3). Another Ruddlesden-Popper-type Sr2Fe

þ2O3, reduced from Sr2Fe
þ4O4, has a stacked infinite chain of square planar

FeO4 and exhibits G-type antiferromagnetic order below 179 K.28

5.06.2.1.2 Multinary perovskites and perovskites-like with substitution in the B-site
Attempts to reduce ruthenium-based perovskites SrRuO3, Sr2RuO4, and Sr3Ru2O7 with CaH2 were shown to be unsuccessful. The
resulting product was a mixture of thermodynamically stable binary SrO and elemental Ru due to the decomposition of reduced
oxides. Interestingly, the substitution of 50% of the ruthenium with iron allowed the formation of topochemically reduced prod-
ucts.29,30 A SrFe0.5Ru0.5O2 phase, prepared from the parent oxide SrFe0.5Ru0.5O3, adopts the infinite-layered structure consisting of
the square-planar Fe2þO4 and Ru2þO4 (Fig. 3). The presence of iron helps stabilize this compound, presumably because the endo-
thermic reduction potential of iron prevents the complete reduction of the ruthenium cation. In addition, the unusual coordination
geometry around Ru2þ is achieved by the Sr-Fe-O framework suppressing the local “butterfly” distortion of 4-coordinate Ru2þ

centers. The Ruddlesden-Popper phases Sr2Fe0.5Ru0.5O4 and Sr3(Fe0.5Ru0.5)2O7 were reduced to yield Sr2Fe0.5Ru0.5O3.35 and
Sr3(Fe0.5Ru0.5)2O5.68, respectively. The removal of oxygen from the (Fe0.5Ru0.5)O2 sheets alters the metal coordination to square
planar and square-based pyramidal. The average transition metal oxidation state was shown to be around þ2.7 for both reduced
oxides. Noticeably, only ruthenium was reduced from Ru5þ to Ru2þ/3þ. The low level of reduction is realized by the presence of
two-phase mixture in the product with slightly different oxygen stoichiometries. However, the phase separation is not due to an
incomplete reaction or electronic phase gap but rather due to the inhomogeneous distribution of iron and ruthenium in the starting
material.30

Another example of a reduced perovskite with two transition metals in the B-site is CaMn0.5Ir0.5O2.5 obtained from CaM-
n0.5Ir0.5O3 by reduction with NaH via a getter method.31 Unlike traditional solid-state synthesis, in the getter method, CaM-
n0.5Ir0.5O3 was placed in a glass thimble and then sealed in a tube with NaH, so the reactants shared the same atmosphere but
were not in physical contact. This removed the need to wash the product with methanol, since washing led to the complete reduc-
tion to iridium metal. Here, the reduction was limited to Mn3þ and Ir3þ, even though Ir or Mn can be further reduced in other
compounds. Unlike Fe or Co, square-planar coordination of Mn in the topochemical reduced oxide is unusual. Thus, the presence
of Mn in the compound restricts the level of reduction as well as stabilizes the Ir3þ center.

5.06.2.1.3 Multinary perovskites and perovskites-like oxides with the substitution in A-site
Transition metal perovskites, LaAMnO3 or 4 (A ¼ Ca, Sr or Ba), containing oxygen vacancies are complex metal oxides that are being
explored for their magnetic properties and structural complexity. With varying ratios of La and A, these compounds were prepared
by the topochemical reduction of their corresponding parent phasesdLaAMnO3 or LaAMnO4dusing excess of either NaH or CaH2.
The reduction of I4/mmm LaAMnO4 (A ¼ Ba or Sr) with CaH2 resulted in the orthorhombic Immm LaSrMnO4� x phases or tetrag-
onal I4/mmm LaBaMnO4�x. The oxygen vacancies in all reduced structures were found in the equatorial [MnO2�x] planes. While
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both LaSrMnO3.5 and LaBaMnO3.5 had Mn in aþ2 oxidation state, LaSrMnO3.67 had Mn in bothþ2 andþ3 oxidation state.32 The
reduction of La1�xAxMnO3 (A ¼ Ca, Sr or Ba) using NaH yielded a variety of analogs of brownmillerite structures. These structures
have MnO4 tetrahedra alternating with either MnO6 octahedra or MnO5 square pyramids in various stacking sequences. For
instance, La1� xSrxMnO3�(0.5þ x)/2 adopted ordered anion-vacant 6-layer analogs of brownmillerite structures.33,34 Compounds
such as La0.5Ba0.5MnO2.5 have a brownmillerite structure in the short-range order, but loses long-range order due to a variety of
interlayer structures.35 The resulting reduced La1�xAxMnO3 oxides mostly have Mn in a þ2.5 oxidation state, except for
La1�xCaxMnO2þd, which has some Mn1þ centers. Depending on the value of x in La1�xCaxMnO2þd, two structural classes exist:
phases with x ¼ 1, 0.9 adopt cation-disordered rock-salt structures, while phases with 0.6 � x � 0.7 retained the cation-ordered
tetragonal structure of the parent perovskite phases.36

YBaCo2O5 and LaBaCo2O5 were reduced with NaH to YBaCo2O4.5 and LaBaCo2O4.25, respectively. Unlike Mn-containing
phases, the various oxidation states of transition metaldcobaltdin these reduced phases were quantified by establishing magnetic
structures from the neutron powder diffraction data. While both parent phases have mixed valent Co2þ/3þ in square pyramidal
sites, the reduced YBaCo2O4.5 phase has only Co

2þ centers, with half of them in square-based pyramidal coordination and the other
half in highly distorted tetrahedral sites. LaBaCo2O4.25 has Co1þ in square planar sites (25%), Co2þ in square pyramidal sites
(25%), and the remaining 50% exists as Co2þ in tetrahedral sites.37

The reduction of Eu2SrFe2O7 to Eu2SrFe2O6 and LaSrNiRuO6 to LaSrNiRuO4 using CaH2 is an example of a reduction that does
not lead to anion vacancy but results in complete removal of an oxygen anion. The bridging oxygen between two Fe3þ octahedral
sites in Eu2SrFe2O7 was removed, resulting in the transformation of the octahedral sites to Fe2þ square planar sites in Eu2SrFe2O6.

38

Although LaSrNiRuO4 has a body-centered monoclinic structure similar to the primitive monoclinic parent structure, its c-param-
eter is significantly reduced compared to LaSrNiRuO6. The Ni2þ and Ru5þ octahedral sites in the parent phase were transformed to
Ni1þ and Ru2þ square planar sites, which order in a checkerboard arrangement in LaSrNiRuO4. This is an example of an infinite
layered oxide with B-site cation ordering.39

5.06.2.2 Reduced oxides obtained from non-perovskite phases

As the metal hydride reduction method has been primarily applied to perovskites, there are relatively few examples of oxygen-
deficient non-perovskite oxides obtained by this route. Pyrochlore A2B2O7 (A2B2O6O0, A & B ¼ rare-earth or transition metal) is
a group of oxides whose crystal structure is an anion-deficient and vacancy-ordered variant of the fluorite structure. The cations
reside in the two distinct crystallographic sitesd8-coordinated (6 � O þ 2 � O0) A-cation in the 16d site and 6-coordinated B-
cation (6 � O) in the 16c site. Examples of reduction of these oxides are rare with pyrochlore-related YTiO2.1 prepared by CO2 laser
heating at 3073 K as the only example.40 However, Ln2Ti2O7 (Ln ¼ Yb and Lu) can be successfully reduced using CaH2 as a solid-
state reducing agent. Both Yb2Ti2O6.45 and Lu2Ti2O6.43 have an anion vacancy preferentially at the O site over the O0 site because the
Ti center, which is solely reduced, does not bound to O0. Additionally, the cation antisite disorder was present in both reduced
oxidesda smaller lanthanide Lu cation brings a higher degree of disorder than Yb cation.41 Topochemical reduction of Y2Ti2O7

was proved to be difficult under similar reaction conditions. Various oxygen bulk stoichiometries were obtained depending on reac-
tion time, however, all of them were mixtures of two different reduced pyrochlore phases, Y2Ti2O6.5, and Y2Ti2O5.9. Even after
numerous attempts, a single-phase sample was not prepared due to the presence of a miscibility gap: no stable pyrochlore structure
is attainable within the compositional range Y2Ti2O7�x (0.5 < x < 1.1).42

Another example is the reduction of Sr7MnIV4O15, whose crystal structure possesses a buckled 2D array of [Mn2O9] units in
which two MnO6 octahedra share a face (Fig. 4). By simply changing the reaction temperature, two different oxygen stoichiometries
were stabilized. The Mn(III)-based product Sr7Mn4O13 was obtained at 573 K with CaH2 reductant. The coordination number of
Mn was lowered from 6 to 5, resulting in the formation of a Mn2O7 dimer. Further reduction was achieved at 653 K, yielding
a mixed-valent Mn(II)/(III) oxide Sr7Mn4O12. Due to the oxygen deintercalation causing bond strain, structural relaxation
occurredda distorted square-based pyramid and a highly distorted tetrahedron share a triangular face and form a Mn2O6 unit.
Noticeably, the structural modification is due to the selective removal of apex-shared oxide ions rather than face-shared ones regard-
less of the degree of reduction.43,44

Fig. 4 Change in Mn2Ox (x ¼ 9, 7, 6) dimer units in non-perovskite Sr7Mn4O15�y (y ¼ 0, 2, 3) by metal hydride reduction. Blue: Mn cation, red:
oxide ion.
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5.06.2.3 Oxyhydrides

Apart from the topochemical reduction of oxides, resulting in the formation of oxides with reduced metal centers, in some cases, the
oxide (O2�) anion can be replaced with a hydride (H�) anion, leading to oxyhydrides. Titanium-based oxyhydrides ATiO3� xHx

(A ¼ Ca, Sr, Ba) were prepared by an anion exchange reaction of the parent perovskite oxide with CaH2. The random replacement
of up to 20% of anion sites resulted in a reduced oxidation state of Ti (from þ4 to � þ3.4).45–47

Strontium vanadium oxides Srnþ1VnO3nþ1 (n ¼ N, 1, 2) were shown to undergo the topochemical anion replacement under
similar reaction conditions. However, stoichiometric replacement of an oxide with a hydride leads to the reduction of V4þ to V3þ.
Due to a selective hydride substitution, a square planar local geometry containing oxide ligands is achieved around the vanadium
cation, resulting in a fully anion-ordered structure. The [VO4H2] building units are connected in slightly different ways depending
on the chemical composition of the parent oxide. The cubic perovskite-derived phase SrVO2H contains infinite [VO2] sheets made
of corner-sharing [VO4] units, which is analogous to superconducting cuprates with CuO2 planes. However, hydride
anionsdcoordinated with the vanadium centerdconnect the VO2 sheets resulting in a stacking sequence of [VO2]-[SrH]-[VO2].
Sr2VO3H and Sr3V2O5H2 oxyhydrides obtained from the parent Ruddlesden-Popper oxides have chains or double chains consisting
of apex-sharing square planar [VO4] (Fig. 5).

48

Oxyhydrides with early transition metals such as titanium or vanadium are stabilized due to the ionic nature of the metal-
hydride bonding. On the other hand, oxyhydrides with late transition metals (cobalt) are stabilized by strong covalent interactions
of 3d (Co), 1s (H), and 2p (O) valence orbitals.49 For instance, lanthanide-based oxyhydrides, LnSrCoO3þxHy (Ln ¼ La, Nd, Pr),
were synthesized by reducing LnSrCoO4. It was proposed that oxygen vacancies were created first in the parent structure, followed
by partial hydride insertion at the vacant anion sites. The hydride ions preferentially occupy equatorial positions and cobalt valence
stays close to þ2.50,51 Noticeably, the degree of hydride ion substitution can be controlled by tuning hydrogen gas pressure in
various sizes of reaction tubes in addition to using a hydride reductant.51

An example of oxyhydrides with a late 4d-transition metaldrutheniumdis LaSr3NiRuO4H4 obtained from the parent
Ruddlesden-Popper phase LaSr3NiRuO8 (Fig. 5). The mechanism of oxyhydride formation is thought to be similar to that of
cobalt-based phases: topochemical deintercalation of oxide ions followed by anion exchange/hydride insertion. The hydride-
oxide substitution led to the reduction of both 3d and 4d transition metals (Niþ and Ru2þ). In addition, the hydride-to-oxide ratio
of 1:1 achieved is the highest reported for anion exchange thus far. Accordingly,MO2H4 octahedra (M ¼ Ni and Ru) share H corners
to form MH2 sheets within the 4d-transition metal oxyhydride, unlike the other reduced Ruddlesden-Popper Sr2VO3H containing
VO4H2 units.

49,52

5.06.3 Hydrides as an unintentional source of hydrogen and hydrogenous Zintl phases

Alkali and alkaline-earth metals react with trace amounts of water vapor to form hydrogen, which quickly diffuses into the bulk
metal. As a result, commercially available alkali and alkaline earth metals may contain 5–20 atomic % of incorporated hydrogen.53

Fig. 5 Anion exchange of metal oxides using metal hydrides to yield oxyhydrides. Gray: A-site cation, Blue: B-site cation, Red: oxide ion, Yellow:
hydride ion.
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Table 1 Examples of hydrogen stabilized or hydrogen incorporated
compounds.

Hydride

Structure type (space

group)

Examples of compounds where H-stabilized phase exists, no H-free compound is

reported

Ba5Ga6H2
56 Ba5Ga6H2 (P3c1)

Ba21Tt2O5H24 (Tt ¼ Ge, Si)54 Ba21Tt2O5H24 (P312)
Ba21Tr2O5Hx (Tr ¼ Ga, In, Tl, x � 22)54 Ba21Tt2O5H24 (P312)
Ae5Tt3H (Ae ¼ Ca, Ba, Eu, Yb; Tt ¼ Sn)57 Cr5B3-like (I4/mcm)
Ae5Tt3H (Ae ¼ Sr Ba, Eu; Tt ¼ Pb)57 Cr5B3-like (I4/mcm)
Ae3TtH2 (Ae ¼ Ca, Yb; Tt ¼ Sn, Pb)58 Ca3SnH2 (Cmcm)
LiCa7Ge3H3

14 LiCa7Ge3H3 (Pnma)
Ba12InC18H4

59 Ba12InC18H4 (Im�3)
Ca2LiC3H60 Cs2(NH2)N3-like (P4/

mbm)
Yb�51In13H27 and Ca54In13H27

61,62 Ca54In13H27 (Im�3)
Sr21Si2O5H12 and Ba21M2O5H12

63 (M ¼ Zn, Cd, Hg, In,
Tl, Si, Ge, Sn, Pb, As, Sb, Bi)

Sr21Si2O5H12 (Fd�3m)

Ca3SiN3H64 Ca3SiN3H (C2/c)
Ba3CrN3H65 Ba3CrN3H (P63/m)
Sr3LiAs2H66 LiCa3As2H (Pnma)
LiCa3As2H62 LiCa3As2H (Pnma)
Cs9Pt4H16 Cs9Pt4H (I4/m)
Examples of compounds where both hydrides and H-free phases exist and have the

SAME structural motive

Ae5Tt3H (Ae ¼ Ca, Sr, Ba, Eu; Tt ¼ Si, Ge)55 Cr5B3-like (I4/mcm)
(Ca,Yb)5Bi3H, (Ba,Eu)5(Sb,Bi)3H67 Mn5Si3-like (P63/mcm)
Ba9In4H68 Sm9Ga4-like (I4/m)
Examples of compounds where both hydrides and H-free phases exist but have

DIFFERENT structural motive

Ae5Pn3H53,69 (Ae ¼ Ca, Sr, Ba, Sm, Eu, Yb; Pn ¼ Sb,
Bi)

Yb5Sb3-like (Pnma)

Fig. 6 Effect of the hydrogen incorporation on the structures of Ba5Sb3, Sm5Bi3, and Ca5Ge3 compounds. Hydrogenated compounds crystalize in
three common structure types: Mn5Si3 (P63/mcm), Yb5Sb3 (Pnma), and “stuffed” Cr5B3 (I4/mcm). In the case of the stuffed Yb5Sb3 type (Pnma),
proposed positions of H atoms are shown.53,69
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The hydrogen in these compounds cannot be easily removed by distillation, since the evolved H2 is rapidly re-absorbed upon
condensation. One of the ways to overcome this challenge is using Ta/Nb containers, which are permeable to H2 at elevated temper-
atures,54 thus making purification of the metals easier. Another source of H contamination during synthesis originates from fused
silica, which is frequently used as a container in solid state synthesis. It is a source of an appreciable amount of H2O, and, therefore,
of O and H, whose content increases with time and at higher temperatures (>1000–1100 K) because of recombination of bound
OH groups in the glass.53,55 Consequently, some of the compounds synthesized using contaminated metals (or contaminated reac-
tion media), can “inherit” this hydrogen into their structures. It is challenging to detect hydrogen in the presence of other heavy
elements using conventional laboratory X-ray diffraction owing to the low X-ray scattering factor of H. This led to a plethora of
reports of new compounds, that were later found to be the hydrogen-stabilized phases.

John Corbett’s group were the pioneers in investigating inadvertent hydride incorporation (Table 1) in compounds of alkaline-
earth metals with group 13 and 14 elements.53-58,67,69 They noticed discrepancies between the reported unit cell parameters of the
Ae5Tt3 (Ae ¼ Ca, Sr, Ba, Eu; Tt ¼ Si, Ge) phases57 and commented on the inability to find a sensible temperature or compositional
variable that controls the polymorphic transition from orthorhombic Yb5Sb3 structure type (Pnma) to Mn5Si3 structure type (P63/
mcm) in the Ae5Pn3 (Ae ¼ Ca, Sr, Ba, Sm, Eu, Yb, Pn ¼ Sb, Bi).53,69 By comparing the products obtained using high purity distilled
alkaline-earth metals with those synthesized under hydrogen pressure, they showed that variation in the reported unit cell param-
eters occurred due to the incorporation of the hydrogen in the structure, i.e., formation of Ae5Tt3H.57 The Ae5Pn3 phases crystalize
exclusively in the Mn5Si3 (P63/mcm) structure type, while their corresponding hydrides, Ae5Pn3H, adopt the Yb5Sb3 (Pnma) struc-
ture type (Fig. 6). It was shown in Ref.53 that heat treatment of Ae5Pn3 compounds (synthesized from commercially available
metals) in Ta containers at 1173–1373 K for 2 hours was sufficient to remove hydrogen impurities and to crystallize the products
with the Mn5Si3 (P63/mcm) structure type. At the same time, by using commercially available alkaline-earth metals or adding the
corresponding hydride to the precursor mixture, the Ae5Pn3H hydrides with “stuffed” Yb5Sb3-like (Pnma) structure were quantita-
tively produced.

In some cases, incorporation of hydrogen does not change the original structural motif (Table 1, Fig. 6). For instance, Ae5Tt3
(Ae ¼ Ca, Sr, Ba, Eu; Tt ¼ Si, Ge) and Ae5Tt3H phases crystallize in Cr5B3 (I4/mcm) or “stuffed” Cr5B3-like (I4/mcm) type of struc-
tures, respectively. Similarly, (Ca,Yb)5Bi3 and (Ba,Eu)5(Sb,Bi)3 compounds can inherit hydrogen in their structure without the struc-
tural change (Mn5Si3-like type, P63/mcm). In the case of Ba9In4 compound,70 authors were aware of possible contamination of the
commercially available Ba, therefore it was properly purified (by distillation at 1270 K under vacuum) prior to the reaction. In
the later work,68 Ba metal was used “as received” and therefore, Ba9In4H hydride was stabilized with the same tetragonal structure
(I4/m).

Hydrogen-stabilized phases occupy a special place in the chemistry of Zintl phases.[71] Zintl phases are electron-balanced
compounds consisting of electropositive cations (alkali, alkaline-earth metals) and a polyanionic framework of electronegative
p-block elements. The Zintl-Klemm concept assumes a charge transfer from the cationic part to the polyanionic network yielding
an octet configuration for the atoms present.54,72,73 In this way, it rationalizes the configuration of the polyanionic fragment con-
sisting of the atoms with covalent two-center localized bonding as observed in many Zintl phases discovered up to date.74–77 There-
fore, structural reorganization is expected due to incorporation of hydrogen in order to achieve a new stable configuration with the
octet requirement fulfilled. Häussermann et al.78 in their review considered hydrogenous Zintl phases as a class of compounds with
either hydridic hydrogen (solely coordinated to electropositive metals) or with hydrogen incorporated in the polymeric anion (part
of covalently bonded terminating ligand). All of the examples in Table 1 belong to the group of compounds where H is coordinated
by alkali or alkaline-earth metals and therefore contain hydridic H. Examples of hydrogen-induced reorganizations of the polya-
nionic frameworks and subsequent variation of the physical properties are reviewed in Refs. 78,79. Here we would like to mention
that hydrogenous Zintl phases can be synthesized either by reaction of a precursor with gaseous hydrogen (hydrogenation) or by
using the respective metal hydride as a H source. For the latter route, flux growth using an eutectic mixture of reactive metals was
shown to yield a diverse range of compounds. For example, for the synthesis of LiCa7Ge3H3, Ca2LiC3H, Ba12InC18H4, and some
other compounds from Table 1, a mixture of the corresponding metal hydride and metal flux was utilized.14,59,60 Using of Li/Ba
and Li/Ca eutectic mixtures (1:1 molar ratios) allowed to lower the synthesis temperature, since melt is achieved already at
�600 K, which is �400 K lower than corresponding melting points of alkaline earth metals.80 Eutectic fluxes can dissolve many
ionic compounds (CaH2, Ca3N2, BaH2 and LiF), allowing for synthesis of different phases, ranging from intermetallics to complex
salts,14 including new metal hydrides. In almost all of the examples, hydrides can be formed using only respective metals, since the
metal flux present in excess introduces enhanced levels of H-contaminations, however adding respective metal hydride quantita-
tively increases yield.

Noticeably, in the works66,72 authors demonstrated that ELF (electron localization function) or ELI-D (electron localizability
indicator) can be used to localize hydride anion within the structure of Ca2LiC3H and Sr3LiAs2H compounds. ELF/ELI-D are power-
ful quantum chemical tools used to examine the chemical bonding in direct space. The calculations for hydrogen-free Ca2LiC3 and
Sr3LiAs2 revealed additional ELF/ELI-D maxima in between Li atoms, that are coincident with in the positions of the H in the
hydrides, determined experimentally.

Another remarkable example of the H-stabilized phase is Cs9Pt4H.16 This is the first ternary compound containing platinum in
the formal oxidation state of �2. Cs9Pt4H can be considered as an ionic double salt of cesium platinide and cesium hydride
4Cs2Pt$CsH. Yet, it is impossible to obtain Cs9Pt4H by interdiffusion of Cs2Pt and CsH, due to the low stability of CsH. For the
synthesis of Cs9Pt4H, a stoichiometric mixture of platinum, cesiummetal, and cesium hydride was loaded into Ta tubes under argon
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gas and heat treated at 473–673 K. Despite the similarity of Cs9Pt4H with Ba9In4H
68 in formula and alike structure motif, Cs9Pt4H is

a narrow band gap semiconductor, while an excess of electrons in Ba9In4H is responsible for its metallic properties.16

5.06.4 Hydrides as a source of alkali, alkaline earth, and rare earth metals

Although hydride precursors, as a source of hydrogen, stabilize various hydrogenous compounds, as seen in Section 5.06.3; mate-
rials without hydrogen incorporation can also be synthesized utilizing metal hydrides as sources of alkali (A), alkaline earth (Ae), or,
in some cases, rare earth (RE) metals. Additionally, the hydrogen gas released from the decomposition of hydrides creates a reducing
environment to aid in the stabilization of oxygen-free compounds. Crystal structure determination using single crystal x-ray diffrac-
tion (SCXRD) or neutron diffraction, followed by CHNS combustion analysis and 1H NMR on the synthesized sample can confirm
or rule out the presence of interstitial hydrogen. Bulk synthesis with high yield, albeit non-single phase, from pure elements further
supports that the synthesized compounds are not H-stabilized.

Traditional synthesis using A/Aemetals is impeded by the slow kinetics of solid-liquid diffusion as the A/Aemetal melts at a low
temperature and diffuses throughout the rest of the powdered precursors upon heating. This diffusion oftentimes results in the ther-
modynamically stable phase(s) due to the high temperature and long reaction time required to facilitate diffusion. Furthermore, A/
Ae metal rich binaries are often formed first. In order to further react these binaries, multiple synthetic steps such as regrinding and
reannealing are often needed to finally reach the desired end results. These problems have been overcome by exploiting the advan-
tages of A/Ae hydrides. The salt-like nature of these hydrides makes them easier to handle for accurate measurements than the
ductile A/Ae metals. Furthermore, salt-like hydrides can be intimately mixed with the rest of the powdered precursors by utilizing
the ball milling technique. Ball milling results in enhanced kinetics via thorough mixing, so the A/Ae/RE are evenly distributed
throughout the mixture. Such stoichiometric precision throughout the sample allows for shorter synthetic times and eliminates
the need for additional annealing steps. As a result, a variety of compounds, previously known as well as unknown, with a wide
array of crystal structures have been synthesized using A/Ae/RE hydride precursors, including binary carbides, binary and ternary
borides, borocarbides, pnictides, germanides, and silicides. However, synthesis using hydride precursors is not without its obstacles.
While the powdered nature of precursors and the ability to ball-mill a sample has numerous advantages, the resulting sample is
oftentimes is a very fine powder. As a result, the determination of the crystal structure of the material is challenging, since laboratory
SCXRD cannot be utilized due to the small size of crystals. Oftentimes, the structure must be solved using powder X-ray diffraction
data if crystals cannot be synthesized by other means. Additionally, special reaction setups are required to allow for the release of

Fig. 7 Crystal structures of various compounds produced via hydride route.
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hydrogen gas during the reaction to prevent over pressurization of the container. Experiments often use a check valve or the flowing
inert gas allowing for the evolved hydrogen to escape the reaction without damaging the reaction setup.

The hydride method of synthesis has demonstrated its use in synthesis of materials otherwise difficult or impossible to obtain
rapidly via traditional solid-state synthesis. The first example of utilizing hydride as a source of a metal for synthesis of non-oxide
and non-hydride materials is demonstrated by MgB2 and Mg2Si produced from MgH2 and B/Si via Spark Plasma Sintering tech-
nique and will be further discussed in Section 5.06.5.81–85 Furthermore, solid-state synthesis using NaH or KH as a source of alkali
metals was pioneered by Kauzlarich and co-workers on the example of Na4Si4, Na4Ge4, and K4Ge4.

18 These known binary
compounds were produced by annealing of alkali metal hydrides and silicon or germanium at temperatures as low as 543 K in
as little time as 3 hours. This synthesis temperature is much lower than previously reported 923–1023 K, and the annealing duration
is considerably shorter than several days to 1 week used for traditional synthesis from alkali metals and tetrels (Si or Ge).18 Such
precise compositional control, reduction in the reaction temperatures and annealing duration required for reactions allowed Konar
et al. to synthesize and study various polymorphs of CaC2.

86 The CaC2 polymorphs are intricately interrelated. The slight variations
in the loading composition and reaction temperatures allowed single phase polymorphs to be produced using CaH2 and C reac-
tants. By maintaining exact control over these synthesis parameters, a dependency on the reaction dwell time was found, resulting
in the hydride synthesis of single-phase samples of tetragonal CaC2-I, monoclinic CaC2-II and CaC2-III polymorphs. On the
contrary, synthesis from elements resulted in multi-phase samples containing a mixture of the polymorphs.86

Materials have been synthesized using the hydride method with specific properties in mind, for instance, materials for thermoelec-
tric power generation or cooling. Thermoelectric materials can convert a temperature gradient into electricity or vice versa. These
materials need to be good electrical conductors but poor thermal conductors, making it challenging to achieve both in a single mate-
rial.87–90 Furthermore, the performance of thermoelectric material depends onmany factors, with the charge carrier concentration and
grain boundaries being directly affected by the chosen synthesis method. Traditional high-temperature solid state synthesis is often-
times a lengthy, tedious process with a limited control over the purity and microstructure of the synthesized compounds. An example
of successful implementation of the hydride method to produce a thermoelectric material is the synthesis of Mg2Si.

83,85,91–95 Being
thermally stable in the temperature range of 400–800 K, magnesium silicide is a candidate for the conversion of wasted heat produced
by functioning automobile exhaust into useful electricity. However, the intrinsically high thermal conductivity must be combated
through doping or nanostructuring. Magnesium silicide has been synthesized in several ways utilizing MgH2 as a precursor
(Fig. 7). Variations in temperature, reaction dwell time, as well as the implementation of Spark Plasma Sintering (discussed in the
next section), have all been used. These syntheses use reduced annealing times: 12 hours for Bi-doped Mg2Si with Si nanoparticles91

and 20 hours for Sn or Bi doped Mg2Si
92 with a typical annealing temperature of 623 K, but as low as 573 K.93 Hydride route toward

Mg2Si is faster and requires lower temperatures. Additionally, the produced materials are (nearly) free of oxide impurities with the
reduced particle size resulting from the ball-milled precursors. The hydride route offers a way to obtain magnesium silicide with
high purity, allows for the preparation of bulk samples necessary for further densification and property measurement as well as for
further tuning of thermal conductivity by introducing of nano-inclusions. For instance, reduction in thermal conductivity in Mg2Si/
Si nanocomposites due to scattering of heat-carrying phonons by Si nanoparticles resulted in the enhancement of thermoelectric
performance.91

Another example of the known compound that boasts promising properties for thermoelectric applications is Yb14MnSb11.
96,97

This complex antimonide is the one of the best p-type thermoelectric material in the high temperature range (800–1275 K) and is
currently being developed by NASA for high temperature radioisotope thermoelectric generators.97 The isostructural compound
Yb14MgSb11 obtained by replacing Mn with Mg also exhibits high thermoelectric figure-of-merit.98 However, for optimal thermo-
electric properties, a sample must have minimal side phases and precise stoichiometry. This feat has proven difficult using tradi-
tional synthesis as samples often contain side phases. Justl et al. utilized MgH2 and YbH2 separately to prepare high purity
Yb14MgSb11 (Fig. 7) in only 4 days with lower temperatures than previously reported for the same compound (1073 K vs
1273 K for 12 days). Lower synthesis temperature and faster reaction were attributed to the increase in surface area and better dis-
persity within the powder, as a result of using reactive, millable hydride precursors. Yb14MgSb11 prepared using MgH2 precursor
exhibited improved thermoelectric efficiencies, comparable to efficiencies reported for Yb14MnSb11 analog.

99 This example clearly
demonstrates that hydride synthesis can aid in the preparation of high purity ternary thermoelectric materials.

The family of silicon and germanium clathrate compounds is also of interest for thermoelectric applications and can be also
produced using the hydride method. The clathrates are known to boast intrinsically low thermal conductivities due to their
cage-like structures and encapsulated “rattler” ions.100 The type-I clathrate K8E8Ge38 (E ¼ Al, Ga, In) was synthesized in just over
a day utilizing KH precursor.101 Optimization of carrier concentration requires the precise stoichiometric control that is offered
by the hydride method.101 NaH was utilized to produce NaSi, NaGe, and NaSi1�yGey precursors, which were later selectively
decomposed into both the type I and type II clathrates Na8Si46 and Na24E136 (E ¼ Si, Ge, Si1�yGey) respectively.102,103 Mixing
the two hydrides KH and BaH2 in various ratios allowed for effective doping of material as seen in type I clathrate
K8�xBaxAl8þxSi38� x. The variation of KH/BaH2 ratio resulted in a range of compositions, which allowed for the enhancement
of electrical conductivity as compared to the parent compound, K8Al8Si38.

104

Much like in the case of K8� xBaxAl8þxSi38� x, the powdered nature of the hydrides allowed for easy preparation of BaFe2As2
doped with K into Ba-sites, or Co/Ni into Fe-sites (Fig. 7). Introducing dopants into BaFe2As2 induces superconductivity with super-
conducting transition temperature largely dependent on the extent of doping, reaching at maximum of 38 K for x ¼ 0.4 in Ba1�xKx-
Fe2As2 and 24 K or 21 K for BaFe2�y(Co or Ni)yAs2 y ¼ 0.1 (Co) and y ¼ 0.1 (Ni). The samples produced via the hydride route have
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the same structural and superconducting characteristics as when they are prepared by traditional solid-state synthesis from elements,
further proving that H is not incorporated into the structure.[105,106] Similarly, neither using LiH nor metallic Li for the synthesis of
LiBC leads to superconductivity, although superconductivity is predicted theoretically for the Li-deficient LiBC compound.107

Using hydride precursors for material synthesis resulted in reduced annealing time, lower synthesis temperature, and the rapid
preparation of many samples in a shorter period of time. This feat allowed for a greater understanding of previously known
compounds as well as allowed for the precision in preparation necessary for accurate doping of these interesting materials.

Utilizing compositional control offered by hydride synthesis, several new materials have been synthesized. The ability to fine
tune the exact amount of A/Ae added to the system allows for thorough “screening” of compositional phase spaces. This has
been demonstrated for the Na-Zn-Sb ternary system, where previously only NaZnSb had been reported. Utilizing NaH as
a precursor, Gvozdetskyi et al. synthesized five new phases: NaZn3Sb3, Na4Zn9Sb9, Na11Zn2Sb5, NaZn4Sb3, and a high temperature
phase HT-Na1�xZn4�ySb3 (Fig. 7). This system demonstrates the advantages of the hydride synthesis method, since composition-
ally similar compounds (NaZn3Sb3, Na4Zn9Sb9, and NaZn4Sb3) can be synthesized in high yield via hydride route, while synthesis
from elements results in the multiphase samples (Fig. 7). The ability to delicately measure and thoroughly mix NaH with the rest of
the starting materials unlocked these new phases, which would be otherwise impossible with traditional synthesis.108–110 Addi-
tional examples are given by the related K-Zn-Sb ternary system. Once again, rapid screening and a reduction in synthesis temper-
ature allowed for the discovery of two new phases apart from the previously reported KZnSb: K8�xZn18þ3xSb16

111 and the novel
clathrate type XI K58Zn122Sb207 (Fig. 7).13 K8�xZn18þ3xSb16 crystallizes in a new structure featuring a Zn-Sb framework with K
locked into large channels by Zn3 triangles. Clathrate type XI K58Zn122Sb207 is an all new clathrate structure, where Kþ ions fill poly-
hedral cages of Zn-Sb framework comprised of four types of polyhedra: two of them have been previously seen in other clathrate
types and the other two are unique to this clathrate. This once again demonstrates that using the hydride method new complex and
interesting crystal structures can be produced quickly and efficiently.

Apart from multinary pnictides, carbides, silicides, and germanides, hydrides are also known to be exceptionally useful in
synthesizing borides. The benefits of using salt-like alkali metal hydrides for rapid synthesis of ternary borides have been demon-
strated by the preparation of two phases in the Li-Ni-B system: LiNi3B1.8 and Li2.8Ni16B8.

112 By using lithium hydride LiH, these
compounds were prepared within 12 hours as opposed to the previously reported 3-month-long annealing using metallic, ductile,
and soft, thus hardly mixable Li metal. Theoretical structure predictions (AGA algorithm) followed by experimental validation using
hydride route can improve the phase screening process even more. One such example is described in the work,113 where the
discovery of two ternary layered polymorphs RT-LiNiB and HT-LiNiB in the Li-Ni-B system, was aided by theoretical predictions.
The salt-like nature of LiH enables delicate control over the amount of Li to obtain precise compositions, thereby granting access
to phase pure compounds (within just 12 h annealing): RT-LiNiB, RT-Li1þ xNiB (x � 0.17), HT-LiNiB, and HT-Li1þyNiB (y � 0.06)
that are compositionally very close to one another.114

Fig. 8 (Left) Schematic of setups used for Spark Plasma Sintering (SPS) and high pressure synthesis and (right) crystal structures of selected
compounds synthesized via SPS or high-pressure synthesis using hydride precursors.
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5.06.5 Hydrides in SPS and high-pressure synthesis

Hydrides allow for a thorough inspection of compositional phase spaces through exceptional compositional control and faster reac-
tion rate, as compared to the traditional solid state methods. The usage of hydride precursors can be further extended to the high-
pressure regime. Search for novel materials in the high-pressure region has gained attention in the past few decades since pressure
plays a crucial role in precisely tuning interatomic distances, stabilizing unusual bonding patterns in materials, and granting access
to metastable phases.115–119 The scope of phase exploration broadens even more when the high-pressure and high-temperature
regimes are tied together. A recent discovery of high Tc (>200 K or even room temperature) under high pressure conditions in
some of the hydrogen-rich hydrides, e.g., LaH10 (Tc ¼ 250 K under 170 GPa120), H3S (Tc ¼ 203 K under 155 GPa121,122), as well
as the availability of versatile setups to exert a broad range of pressures made the high-pressure synthesis technique even more lucra-
tive. Examples of the high-pressure setups used include spark plasma sintering instrument (0.1–120 MPa), autoclave presses (0.1–
1 GPa), piston-cylinder type high-pressure apparatus (0.1–7 GPa), multi anvil cells (SiC anvils: 20–70 GPa, hard alloy anvils: 15–
20 GPa,), and diamond anvils (100–300 GPa) (Fig. 8).123 However, the application of such extreme pressures comes at the cost of
a small sample size, therefore for effective phase exploration, homogeneous mixture of starting materials is of utmost importance.
Therefore, hydrides can be used as key reagents in the high pressure synthesis as the salt-like nature of hydrides allows for thorough
mixing of reagents. Hydrides are effective in enhancing reaction kinetics, thus lowering synthesis temperature and reducing dwelling
time, as was demonstrated by single step rapid (<1 h) synthesis of ternary metal hydride perovskite Na1�xLixMgH3 (x ¼ 0, 0.25,
0.5) from the stoichiometric mixtures of LiH, NaH, and MgH2 at a moderately low temperature of 1023 K and pressure of 2 GPa
(Fig. 8).124

Due to their small ionic radii, hydride ions enable increased coordination number of metals, stabilizing hydrogen-rich metal
hydrides: LaH10, K2ReH9, BaReH9, K2TcH9.

120,125–129 These hydrides are an attractive class of materials since they have various
exciting functionalities, such as superconductivity, magnetism, hydrogen storage, and metallization.130,131 A plethora of these
complex transition metal hydrides have been synthesized by utilizing salt-like alkali/alkaline-earth metal hydrides under
high-temperature and high-pressure conditions (Table 2). The structure of these hydrides typically consists of negatively charged
transition metal (T) centered homoleptic hydrido complexes [THx]

y� that spans a range of coordination environments from
two coordinated to even higher than ten coordinated. Occasionally, hydride ions coordinated with metal cations (as an interstitial
H) can also be found in these complex transitionmetal hydrides. Besides hydride as a source of H in the high-pressure regime, often-
times an additional hydrogen source is required, since hydrogen gas released upon heating of the hydrides escapes the reaction
medium. For instance, compounds LiAlH4, NaBH4, BH3NH3 serve as H sources, since upon heating, they release H2 gas. Alterna-
tively, an external flow of H2 gas is used.

Because of the similarities in ionic radii for H� (1.34 Å), O2� (1.4 Å), and F� (1.33 Å), hydride ions have the potential to replace
F� and O2� ions in a compound. However, due to the difference in charge between H�/F� and O2� ions (�1 vs -2), replacement of
O2� with H�/F� leads to alteration of carrier concentration, thereby affecting the physical properties of a compound. For example,
oxygen doped LaH3, i.e., LaH3�2xOx is known to have the highest H� conductivity (2.6 � 10�2 S cm�1) to date at intermediate

Table 2 Examples of complex transition metal hydrides synthesized by hydride precursor route, their synthesis conditions, and H-coordinated
framework.

Compound synthesized Hydride precursor H-coordinated framework Temperature and pressure of synthesis

Na3NiH5
132 NaH NiH5

3� >703 K, �5 GPa
o-Mg3MnH7

133 MgH2, MnH6
5�, interstitial H� >873 K, �5.4 GPa

h-Mg3MnH7
134 MgH2 MnH6

5�, interstitial H� 773 K, 1.5–2 GPa
Li4FeH6

135 LiH FeH6
4� 1173 K, >6.1 GPa

Li3AlFeH8
136 LiH FeH6

4�, interstitial H� 923 K, 5–9 GPa
LiAlFeH6

136 LiH FeH6
4�, �1123 K, 9 GPa

NaNiH3
132 NaH NiH6

4� 298 K to 573 K, 10–12 GPa
LiNiH3

137 LiH NiH6
4� 873 K, 3 GPa

Na3CoH6
133 NaH CoH6

3� �693 K, �10 GPa
Na3RhH6

125,138 NaH RhH6
3� 630–770 K, 3 bar

Na3IrH6
125,138 NaH IrH6

3� 630–770 K, 3 bar
Li3IrH6

125,138 LiH IrH6
3� 630–770 K, 3 bar

Li2PtH6
139 LiH PtH6

2� 723–773 K, >8 GPa
Mg3CrH8

140 MgH2, CrH CrH7
5�, interstitial H� 1003–1023 K, 5 GPa

Na3FeH7
133 NaH FeH7

3� �713 K, �10 GPa
M3OsH7 (M ¼ Na, K, Rb)141 MH MH7

3� 870 K, 1500 bar
M3RuH7 (M ¼ Na, K, Rb, Cs)141 MH MH7

3� 870 K, 5000 bar
Li5MoH11

130,131 LiH MoH9
3�, interstitial H� 973 K, 5 GPa

Li5WH11
131 LiH WH9

3�, interstitial H� 1023 K, 5 GPa
Li6NbH11

131 LiH NbH9
4�, interstitial H� 923 K, 5 GPa

Li6TaH11
131 LiH TaH9

4�, interstitial H� 1023 K, 5 GPa
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temperatures (�713 K).142 The effect of H doping on materials’ physical properties is even more prominent and widely studied in
case of the FeAs-superconductors and related compounds.143–147 LaFeAsO is the first reported example, where increase in carrier
concentration by substituting O2� with F� transforms the parent metallic compound (LaFeAsO) to a superconductor (LaFeA-
sO1�xFx, Tc �26 K at x ¼ 0.1).148 However, due to the poor solubility of F� above x ¼ 0.2, the over-doped region for the LaFeA-
sO1�xFx compound could not be achieved. Owing to this, O2� ions were substituted by hydride ions, which granted access to the
over-doped region. For this, LaH2 was used as the key source of hydride ions. Two-dome superconductivity was reported for LaFeA-
sO1�xHx (x < 0.53) with maximum Tc of 36 K for x � 0.3.149 Sub-millimeter-sized crystals of superconducting SmFeAsO1�xHx

(3 GPa, 1473 K) with a maximal Tc ¼ 42 K for x � 0.1 were grown using flux method. Interestingly, besides using SmH2 as
a hydrogen source, NaH was also utilized as one of the components of flux mixture (Na3As þ As þ NaH).150 An even higher Tc
of 55 K was achieved for polycrystalline SmFeAsO1�xHx (2 GPa, 1473 K) with increased H doping of x � 0.2.151 In this case,
besides SmH2 a mixture of NaBH4 and Ca(OH)2 was used as a supplementary H source. Interestingly, SmFeAsO1�xHx and SmFeA-
sO1�xFx have very similar maximal superconducting temperatures for optimal doping level x � 0.1, suggesting the superconducting
temperature to be dependent solely on the carrier concentration.152 In the work of Matsuishi et al. a superconducting dome with
a maximum Tc ¼ 47 K at x ¼ 0.25 in the CeFeAsO1�x(H, D)x (0.1 < x < 0.4) compound was reported. Similar to Sm-analog,
CeFeAsO1�x(H,D)x (was synthesized via high-pressure reaction using Ce(H, D)2 and NaBH4, and Ca(OH)2 as hydrogen sources.153

Non-superconducting CaFeAsH (2 GPa, 1273 K) was synthesized using CaH2 and LiAlH4 as a hydrogen source.151 Replacement of
H with F does not induce superconductivity in CaFeAsF1�xHx since carrier concentration is not altered, while replacement of Fe with
Co results in superconductivity in CaHFe1� xCoxAs (0 � x � 0.45) with the maximal Tc ¼ 23.8 K for x ¼ 0.15).154 In the work of
Muraba et al. high-pressure synthesis (2.5 GPa, 1173 K) of superconducting (Ca1�xLax)FeAsH phase (Tc ¼ 47 K for x ¼ 0.15)
utilizes CaH2 and LaH2 precursors with a mixture of NaBH4 and Ca(OH)2 as an additional hydrogen source (Fig. 8).155 Hydrogen
gas H2 is generated from the following reaction: 2Ca(OH)2 þ NaBH4 / 2CaO þ NaBO2 þ 4H2.

Unlike the multi-anvil press or diamond anvil cell that enables the exploration of novel compounds in the GPa pressure regime,
the spark plasma sintering (SPS) technique dwells in the MPa pressure region. SPS156,157 utilizes an electric discharge or current to
enhance the sintering of materials, allowing for densification of a larger quantity of powdery samples into sintered pellets (Fig. 8).
The noteworthy feature of SPS is very fast heating rate, allowing for consolidation of powders into pellets, while grain growth is
suppressed. Since hydride precursors provide homogeneous mixing, comprehensive compositional control, and fast reaction
rate, utilization of hydrides as key precursors during SPS grants rapid access to sintered pellets of known compounds, facilitating
the measurement of transport properties. A superconductor MgB2 (Tc ¼ 39 K) was synthesized and simultaneously densified by
reacting powders of MgH2 and amorphous B (in molar ratio) via the SPS technique.81–83 SPS synthesis (uniaxial pressure of
40 MPa and sintering temperature of 993 K) is rapid (less than 1.5 h), resulting in a well-sintered pellet (average grain size is
less than 5 mm, pore size less than 20 mm) of the microcrystalline MgB2 product.

81 The relatively low sintering temperature allows
for a better control over reaction preventing the loss of the volatile magnesium. Preparation of MgB2 from MgH2 and B via SPS
proceeds via decomposition of magnesium hydride MgH2. Schmidt et al. revealed that the decomposition temperature of pure
MgH2 or its 1:1 mixture with graphite in SPS process using conductive graphite die is the same as that determined by differential
thermal analysis (DTA), suggesting that the SPS sintering using graphite dies is similar to conventional heating. On the contrary, the
decomposition temperature of MgH2 in SPS performed using the insulating corundum die is significantly lower, indicating that SPS
processing differs considerably from conventional heating if the high current density inside the sample is achieved by using insu-
lating die.84

Preparation of refractory ZrB2 (melting point >3273 K) by reactive SPS of ZrH2 and B powders is another excellent example,
demonstrating the benefits of using hydrides for the synthesis of borides (Fig. 8). Simultaneous synthesis and densification via
SPS were performed at 1923–2073 K and uniaxial pressure of 50 MPa resulting in highly dense ZrB2 ceramics (compactness
>95%). The lower sintering temperature in SPS compared to the conventional densification of ZrB2 (>2173 K) was attributed
to fine particles with high defect concentrations enabling sintering during in situ reaction/densification process.158

Another example of using MgH2 for reactive SPS is magnesium silicide, Mg2Si (Fig. 8). The thermoelectric material Mg2Si in the
form of pellets was synthesized within less than an hour by SPS of MgH2 and Si powders mixed in the 2:1 molar ratio and ball-
milled to ensure homogeneous mixing. The typical sintering temperature and uniaxial pressure span the range of 723–973 K and
71–115 MPa, respectively.85,94,95 Variation in the sintering conditions and dopants impact the microstructure, elastic modulus, and
thermal properties of produced materials. For instance, introducing Yb dopant into the Mg2Si matrix beneficially reduces its thermal
conductivity. However, the segregation of Yb at the grain boundaries impedes the electron mobility, thus unfavorably increasing
electrical resistivity resulting in the overall decrease in thermoelectric performance. Yb dopant was introduced via reaction of
YbH2 with MgH2 and Bi-doped Si.95 YbH2 was also used to produce n-type P-doped Si95Ge5 alloy with YbP inclusions.159 The pres-
ence of YbP lowers lattice thermal conductivity, however, samples with higher YbP concentration showed higher electrical resistivity
as the carrier concentration decreases because the P dopant is removed due to its reaction with YbH2.

An example of a multinary compound produced via reactive SPS is superconducting BaFe2� xCoxAs2 (0 � x � 0.4). The
BaH2 þ Fe þ Co þ As reaction pathway followed by the high-temperature in situ PXRD is consistent with FeAs as an intermediate
phase. Formation of (doped) BaFe2As2 occurs already at 785 K, and thus the reported higher temperatures needed for synthesis
stems from the slow kinetics associated with insufficient mixing of Ba, Fe, and As elemental precursors. However, higher temper-
ature (�1073 K) are beneficial for the reactive SPS of BaH2 þ Fe þ Co þ As mixture, ensuring a homogeneous Co dopant distribu-
tion and, thus an abrupt superconducting transition.106
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5.06.6 Hydrides for the synthesis of nanoparticles

In the previous sections, examples of using hydrides as reducing agents, as source of H or as source of respective alkali, alkaline-
earth, or rare-earth metals for the synthesis of bulk crystalline solids were given. In the following section, metal hydride precursors
used for the preparation of nanomaterials are discussed. The strong reducing ability of metal hydrides at low temperatures
suppresses particle growth,160 allowing the preservation of nanoparticle morphology in reduction synthesis.23 The nanoparticles
of existing compounds would possess an enhanced surface area, which could improve their current application as photovoltaics,
photocatalysts, or open up new applications.161,162

The synthesis of nano-Ti2O3 is an example of a topochemical reduction where the nanostructure of the TiO2 precursor was
preserved in the product.160,162,163 Ti2O3 belongs to a sub-oxide class in the titanium-oxygen binary system known as the Magnèli
phase (TinO2n�1, n � 2).164 These titanium suboxides adopt a structure different from that of TiO2, and the specific crystal structure
depends on the stoichiometric compositions. The nanosized Ti2O3 was synthesized by reacting nanosized TiO2 with four times
molar excess CaH2 in evacuated sealed tubes at elevated temperatures (Fig. 9). Strong reducing agents like CaH2 enable the reduc-
tion of TiO2 at a lower temperature (623 K) as compared to the conventional synthesis of Ti2O3 at 1423 K from Ti and TiO2. The
high-temperature reaction led to the synthesis of bulk Ti2O3 through sintering and particle growth.160 Nagao et al. reported the
synthesis of nanosized Ti2O3, Ti3O5, Ti4O7, and Ti8O15.

161 The phases were synthesized by reacting TiO2 with TiH2 in various ratios
in the temperature range of 823 K to 973 K (Fig. 9). The use of TiH2 eliminates the post-synthesis purification process because the
only byproduct is H2 gas. The synthesized Ti2O3 nanospheres were about 70 nm size compared to 100 mm for the commercially
available bulk Ti2O3.

161 The nanosized Ti2O3 was one order of magnitude more catalytically active toward the acetalization of
furfural than the commercial bulk Ti2O3.

161

The strong reducing ability of metal hydrides has also been employed in the solventless synthesis of carbon-coated metal nano-
particles and nanoparticle-loaded carbon nanotubes. Metal nanoparticles and metal-loaded carbon nanotubes have been studied
for their optical, catalytic, and magnetic properties.165,166 Seinberg et al. reported the synthesis of carbon-coated Ni and Fe magnetic
nanoparticles167 as well as the synthesis of Ni and Fe nanoparticle-loaded multiwalled carbon nanotubes.168 Carbon-coated Ni and
Fe magnetic nanoparticles were synthesized by heating of Ni or Fe acetylacetonate salts with excess CaH2 (Fig. 9). The use of CaH2 in
this work helped to lower synthesis temperature to 413 K and thereby prevented the decomposition of the organic ligand respon-
sible for the carbon coating. The size of synthesized nanoparticles decreases with an increase in synthesis temperature up to

Fig. 9 Examples of using hydrides for the solid state and solution syntheses of nanomaterials.
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573 K.167 Ni and Fe nanoparticle-loaded multiwalled carbon nanotubes were synthesized by pyrolyzing Ni or Fe stearates with
excess CaH2.

168 Here the addition of CaH2 led to a reduction in synthesis temperature to 723 K and 773 K as opposed to the usual
pyrolysis temperature > 1073 K. CaH2 also aided the decomposition of the stearate via oxygen removal, which led to the fragmen-
tation of the stearate. CaH2 further reduces the fragmented stearate into metal nanoparticles. These metal nanoparticles act as a cata-
lyst for the deposition of carbon atoms, leading to the growth of multiwalled carbon nanotubes.168

Metal hydrides were also used as sources of metals in solution syntheses of nanoparticles. LiH has been utilized as a Li precursor
in the solution synthesis of nanocrystalline LiZnP and LiCdP Nowotny–Juza phases (Fig. 9).169–171 Nowotny-Juza phases contain
elements from group 1, 12, and 15. Their framework comprises group 12 and 15 elements arranged in the zinc-blende or wurtzite
structure while their interstitial sites are filled with the electropositive group 1 element. Since their bandgap can be tuned depending
on the electronegativity difference of the elements which make up the framework, they have been explored for solar cells, batteries,
and thermoelectric devices. White et al. synthesized both LiZnP and LiCdP via solution synthesis using LiH. The flexibility of their
synthesis method was proved by the interchangeability of precursors that were utilized; diethyl zinc (or cadmium), zinc chloride, or
zinc stearate were utilized as zinc or cadmium source; tri-n-octylphosphine (TOP) or triphenylphosphine were used as the source of
phosphorus. LiH was utilized as a lithium source and as a reducing agent for the reduction of phosphorus and zinc from their cor-
responding precursors. Organolithium reagents, such as n-butyllithium, phenyllithium, and lithium diisopropylamide, that
undergo reductive elimination at elevated temperatures to produce LiH in situ were also utilized.169–171

Similarly, NaH was also used as a Na precursor in the solution synthesis of size-tunable NaBiS2 and NaBiSe2 semiconductors
(Fig. 9).172 NaBiS2 is a ternary semiconductor consisting of environmentally friendly and earth-abundant elements. NaBiSe2 and
NaBiS2 have a rock salt structure with a mixed cation site. Compared to the coinage metals with the same structure, e.g., AgBiS2,
the alkali-based analogs, such as NaBiS2 have been underexplored. In the synthesis carried out by Rosales et al., triphenyl bismuth
was utilized as the bismuth precursor and sulfur or selenium dissolved in octadecene or oleylamine or their mixture. The syntheses
were carried out in a temperature range of 343–453 K, and the size of the synthesized NaBiS2 ranged between 4 and 28 nm. The
particle size in the synthesized samples can be tuned based on the variation of the type of the precursors and the synthesis
conditions.172

5.06.7 Conclusion and outlook

Hydrides of alkali, alkaline-earth, and rare-earth metals (with a few examples of transition metal hydrides) are versatile precursors
for synthesis of a variety of compounds. Hydride precursors have three major roles in synthesis. Owing to their low H�/H2 reduction
potential, hydrides of electropositive metals serve as (1) powerful reducing agents, providing a low-temperature alternative for reduc-
tion using H2 gas. This way, the reduction of various oxides yields new (and oftentimes metastable) compounds, where transition
metals is found in the reduced oxidation state and nontypical coordination environment. The first realization of such reduced
oxides using hydrides for synthesis dates back to 1999,19 and the past 22 years were tremendously fruitful for the discovery of
the metastable oxides, advancing our understanding of their magnetism, superconductivity, catalytic, electrochemical, and light-
emitting properties, with more discoveries to come. Hydrides also may serve as (2) sources of hydrogen, stabilizing phases with inter-
stitial H that would not have existed in the same structure otherwise. The research in this area has started with the inconclusive
reports on the crystal structures, synthesis, and electron count of what initially were thought to be binary compounds between
alkaline-earth or rare-earth metals and elements from Group 14 or 15, but then have been shown to be hydrogen-stabilized
phases.53-58,67,69 The “invisibility” of hydrogen to X-ray diffraction and the challenging task of detecting such a light element by
other analytical techniques are the reasons for the misinterpretation. Besides, electropositive metals are oftentimes contaminated
with a trace amount (but enough to make a difference for the synthesis outcome!) of their hydrides due to hydrogen’s particular
“affinity” to electropositive metals. Nevertheless, this field has developed into a research area rich in new structures and unusual
bonding patterns for the synthesized complex metal hydrides. In their last capacity for the synthesis, hydrides are used as (3)
a source of respective metals. The salt-like nature of hydrides makes them ideal precursors for synthesis, enabling intimate mixing
with the rest of the solid reactants and allowing for milling techniques to be used in conjunction. Excellent mixing gives a superior
kinetic control, resulting in lower synthesis temperatures and faster reactions. The benefits of using hydrides as a source of metals
were first recognized for the synthesis of MgB2 superconductor via spark plasma sintering.81,82 This method was further transposed
to solid state synthesis of binary silicides/germanides of Na or K,18 and later on to other binary, ternary and quaternary borides,
carbides, arsenides, and antimonides using hydrides of alkali, or alkaline-earth metals, or YbH2. This way, not only known
compounds can be synthesized with high purity in a span of only a few hours for further optimization of their properties, but
also new compounds/structures were (and will) be discovered. Nevertheless, the “risk” of obtaining H-stabilized phases should
always be considered, and the absence of H must be confirmed by a combination of characterization techniques, including
CHNS combustion analysis, neutron diffraction, solid state NMR, analysis of electron localization function (ELF), and a comparison
to a high-yield synthesis of a target compound using elemental precursors, not contaminated with hydrogen. Only a few examples
of hydrides used either as a reducing agent or as a source of metal (or both!) for the synthesis of nanomaterials have been reported,
therefore, this area remains underexplored. Another research field, whichmay benefit from using hydride precursors is high-pressure
synthesis. Alkali, alkaline-earth, and rare-earth metal hydrides have been used for high-pressure synthesis, particularly, for the prep-
aration of complex transition metal hydrides and H doping of FeAs-superconductors. However, this has been done mostly with the
requirement of an additional hydrogen source to stabilize hydrogen-containing compounds. Yet, hydrides as a source of respective
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metals have not been utilized for high-pressure synthesis, despite the clear benefit of attaining intimate precursors mixing, which is
necessary for the small-sized samples used in high-pressure synthesis.
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Abstract

Metal Chalcogenides (MCs) are unique class of compounds which have vast compositional variety as well as diverse crystal
structures. The presence of diverse crystal structures along with the remarkable physical and chemical properties make them
emerging candidates for various applications such as optoelectronic devices, lithium-ion batteries, water purification, non-
linear optics, superconductivity, thermoelectrics, and many more. In this book chapter, we have discussed lucidly the crystal
structure of various MCs and its correlation with different intriguing properties. Recent progress of various synthesis tech-
niques for the preparation of different crystals ranging from single crystal, polycrystal to nanocrystals of several MCs are
discussed here. Moreover, we have majorly focused on the latest advancements of MCs in the field of superconductivity,
topological quantummaterials, thermoelectrics, non-linear optics and water purification. MC based thermoelectric materials
with high thermoelectric efficiency and topological properties have been attracted wide attention to the scientific community
due to their nontrivial electronic surface states. We have also explored someMCs in view of their non-linear optical properties
and several non-toxic metal sulfides for their use in water purification. These structural and physical properties discussed in
this chapter should serve as a general guide to rationally design and predict materials for various fields of applications.

5.07.1 Introduction

Metal chalcogenides (MCs) are a class of chemical compounds which are made of at least one or more electropositive metal (from
main group and/or transition metal group) and at least one chalcogen anion. Though all the members of ‘group 16’ in the periodic
table are defined as chalcogenides, the name ‘chalcogenide’ is popularly known for S, Se and Te. MCs are always in the forefront of
materials science research due to their diverse crystal structure and several intriguing electronic as well as physical properties such as
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superconductivity,1 charge density wave,2,3 low-dimensional magnetism,4 spin density wave,5 anomalous Hall effect,6,7 large
magnetoresistance8 etc. In addition to this, MCs have great technological applications in thermoelectrics,9–11 spintronics,12 water
splitting,13,14 photovoltaics,15 batteries,16 fuel cells,17 nonlinear optics18 and many more. Depending upon the chemical compo-
sition, MCs can have electrical conductivity ranging from insulating to metallic to even superconducting.19 Solid-state chemists have
shown great research interest in MCs as one can easily control the electronic and optoelectronic properties of these compounds by
tuning the band gap.

MCs appear in several stoichiometric compositions and adopt various crystal structures ranging from simple to highly complex.
Most studied MCs are generally formed in simple stoichiometries, like 1:1 (e.g., PbTe, GeTe, FeSe, SnSe) and 1:2 (e.g., MoS2, NbSe2,
WSe2) which exhibit simple crystal structures. For example, PbTe20 possesses face centered cubic rocksalt type structure at room
temperature where the octahedral sites are fully occupied by cations (Pb2þ) and tetrahedral sites are empty. On the other hand,
AgSbTe2

21 also crystalizes in cubic rocksalt structure where the cation positions are randomly occupied with Ag and Sb. Despite
of such simple crystal structure both the materials shows fascinating thermoelectric properties. Sometimes metal-rich chalcogenides
such as Ta2Se can also be obtained where strong metal-metal bonding is observed. Some of the MCs have layered crystal structure
such as FeSe, SnSe, NbSe2, and WSe2, where weak van der Waals force is present between the layers.22–25 MCs with complex crystal
structures such as K6Sn[Sn4Zn4S17], K2Sn4S9, and K2xMn1-xPS3.nH2O are well known for heavy metal ions capture.26 In most of the
cases, the chalcogens have 2- oxidation states and formed covalent bonding with the metals which plays the primary role behind the
observed semiconducting behavior. On the other hand, chalcogens show positive oxidation states for nitrides, oxides and halides.
The effect of such varieties of crystal structures for MCs with captivating physical and chemical properties is reflected in their
different fields of applications.

Though the oxygen is also a member of ‘group 16’ in the periodic table, there are several dissimilarities in structural and chemical
properties between oxides and chalcogenides. For instance, (i) from structural point of view, metal oxides can adopt any M-O-M
angles (from 80o to 180o) whereas metal chalcogenides prefer much smaller range of M-Q-M angle (Q ¼ S/Se/ Te) due to strong
hybridization of s and p orbitals in Q compared to oxygen, (ii) metal chalcogenides are less ionic compared to metal oxides as
a result they exhibit smaller bandgaps which is beneficial for thermoelectric applications.27

In this book chapter, we will discuss some interesting structural and physical properties of important solid-state MCs. At first, we
will briefly discuss about various crystal structure of these compounds and their conventional as well as advanced synthetic proce-
dures. Then few intriguing electronic and physical properties of MCs such as thermoelectric effect, superconductivity, non-linear
optics, and water splitting will be discussed which can open up a new era to design materials with various fields of applications.

5.07.2 Crystal structures of metal chalcogenides

Metal chalcogenides are an essential class of compounds having a rich compositional diversity and can adopt various crystal struc-
ture. Due to their diverse compositions and crystal structures, these classes of compounds exhibit astonishing range of physical and
chemical properties.26,28–32 For instance, compare to metal oxides, metal chalcogenides in general have a smaller band gap which is
beneficial for thermoelectric application.33 In this section, we will give a brief overview of the crystal structure of few MCs and its
importance in various properties.

5.07.2.1 Heavy metal-based chalcogenides

Heavy metal-based chalcogenides where metals are mainly Pb, Sn, Ge, Bi, Sb, Tl and In are extensively studied for thermoelectric
application due to their low thermal conductivity and high electrical mobility.34–36 Understanding the crystal structure as well as the
nature of chemical bonding is required to comprehend lattice dynamics and other associated aspects.

5.07.2.1.1 Lead, tin and germanium chalcogenides
Lead chalcogenides (PbTe, PbSe, PbS) crystallizes in rocksalt-type crystal structure, which is a cubic crystal structure (space group
Fm-3 m) where chalcogenides and Pb occupy the anionic and cationic sites, respectively. (Fig. 1A).37 The rocksalt structure is
composed of face centered cubic (FCC) anions in which octahedral sites are fully occupied by cations and tetrahedral sites are
empty. Each cation/anion is surrounded by six anions/cations and forms an edge sharing octahedra.30

SnTe crystallizes in rocksalt crystal structure like PbTe in room temperature (Fig. 1A), but below 100 K rhombohedral phase of
SnTe is stable.38,39 Apart from SnTe, SnSe and SnS form two-dimensional (2D) layered orthorhombic crystal structure (space group
Pnma) at room temperature as shown in Fig. 1E.38,40 The structure contains distorted SnX7 (X ¼ Se, S) polyhedra with four long
bonds and three short bond and 5s2 lone pair of Sn2þ is present in between the four long bonds. At high temperature (800 K
for SnSe, 878 K for SnS) SnX undergoes a second order displacive phase transition to a high symmetry Cmcm phase.38 GeSe and
GeS also form layered crystal structure with Pnma space group like SnX. But GeSe undergoes a first order phase transition from
orthorhombic to cubic rocksalt crystal structure at �920 K. Alloying/doping can stabilize GeSe in rhombohedral or cubic phase
at room temperatures (see Fig. 1F).34,41,42

On the other hand, GeTe crystallizes in rocksalt crystal structure like PbTe and SnTe at very high temperature (>700 K).43 Below
this temperature, it undergoes a ferroelectric phase transition and crystallizes in rhombohedral crystal structure (space group R3m)
as shown in Fig. 1B.44 The anomaly in the crystal structure of GeTe compared to PbTe and SnTe is due the presence of ns2 lone pairs
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present in the cations.45 As the atomic number increases, the probability of ns2 lone pairs significantly quenched leads to high
symmetric crystal structure like PbTe and SnTe compared to GeTe.45

5.07.2.1.2 Bismuth and antimony chalcogenides
M2X3 (M ¼ Sb/Bi; X ¼ Te, Se, S) adopts rhombohedral tetradymite structure (space group R-3 m).46 These layered materials have
distorted rocksalt structure with X(1)-M-X(2)-M-X(1) quintuple layers along the crystallographic c-axis, which are held together
by van der Waals interactions. The coordination environment of X(2), and X(1) atoms are different as shown in Fig. 1C (right).

Apart from Bi2Se3 and Bi2Te3, the Bi-Te phase diagram contains series of homologous layered compound with general formula
(Bi2)m$(Bi2Q3)n (Q ¼ Te/Se). Each compound is formed by the alternative layers of Bi2Q3 and metallic Bi bilayers. The reported
members in Bi-Te family are Bi4Te5 (m:n ¼ 1:5), Bi6Te7 (m:n ¼ 2:7), Bi8Te9 (m:n ¼ 3:9), BiTe (m:n ¼ 1:2), Bi4Te3 (m:n ¼ 3:3),
Bi2Te (m:n ¼ 2:1), Bi7Te3 (m:n ¼ 15: 6), and Bi10Te9 (m:n ¼ 6:9).47,48 Whereas in Bi-Se family, BiSe (Fig. 1C, left), Bi4Se3, and
Bi8Se7 are reported experimentally so far.49–51

5.07.2.1.3 Thallium and indium chalcogenides
Zintl-type AInTe2 (A ¼ Inþ/Tlþ) class of compounds which exhibits very low thermal conductivity due to its unique crystal structure.
These compounds crystallize in tetragonal crystal structure (space group I4/mmm) formed by one-dimensional anionic chain of
(InTe2)n

n�separated with chain of the Aþ ions as shown as in Fig. 1D.52–55

In4X3 (X ¼ Se/ Te) crystallizes in orthorhombic crystal structure (space group Pnnm), the layers of In4Q3 are formed by anionic
[In3Q3]

� layers stacks along the crystallographic a-direction. The anionic charge is balanced by the Inþ cations which stays between
the [In3Q3]

� layers weakly connecting the anionic layers as shown in Fig. 1G.36,56,57

Fig. 1 Crystal structure of (A) cubic PbTe or SnTe, (B) rhombohedral GeTe, (C) layered BiSe (left) and Bi2Se3 (right) along crystallographic
a directions, (D) TlInTe2 viewed along c-axis. Dashed lines signify weak electrostatic interaction between Tl and Te. (E) Layered crystal structure of
SnSe along crystallographic c direction. Blue and green color indicate Sn and Se respectively. (F) Different phases of GeSe: (left) ambient
orthorhombic structure (middle) rhombohedral phase which can be obtained by alloying with AgMX2 (M ¼ Bi, Sb; X ¼ Se, Te) and (right) its FCC
cubic phase can be obtained by alloying with AgBiSe/Te2. Ge yellow, Se/Te blue, Ag red, and Bi/Sb cyan. (G) Layered orthorhombic crystal structure
of In4Se3. Reproduced from ref. Bauer Pereira, P.; Sergueev, I.; Gorsse, S.; Dadda, J.; Müller, E. et al. Lattice Dynamics and Structure of GeTe, SnTe
and PbTe. Phys. Status Solidi B 2013, 250, 1300–1307 © John Wiley and Sons for (A-B), reproduced from ref. Samanta, M.; Pal, K.; Pal, P.;
Waghmare, U.V.; Biswas, K. Localized Vibrations of Bi Bilayer Leading to Ultralow Lattice Thermal Conductivity and High Thermoelectric Performance
in Weak Topological Insulator n-Type BiSe. J. Am. Chem. Soc. 2018, 140, 5866–5872 ©American Chemical Society for (C), reproduced from ref.
Dutta, M.; Samanta, M.; Ghosh, T.; Voneshen, D.J.; Biswas, K. (2021) Evidence of Highly Anharmonic Soft Lattice Vibrations in a Zintl Rattler. Angew.
Chem. Int. Ed. 2021, 60, 4259–4265 ©John Wiley and Sons for (D), reproduced from ref. Samanta, M.; Ghosh, T.; Chandra, S.; Biswas, K. Layered
Materials with 2D Connectivity for Thermoelectric Energy Conversion. J. Mater. Chem. A 2020, 8, 12226–12261 ©Royal Society of Chemistry for (E),
reproduced from ref. Roychowdhury, S.; Ghosh, T.; Arora, R.; Waghmare, U.V.; Biswas, K. Stabilizing n-Type Cubic GeSe by Entropy-Driven Alloying
of AgBiSe2: Ultralow Thermal Conductivity and Promising Thermoelectric Performance. Angew. Chem. Int. Ed. 2018, 57, 15167–15171 ©John Wiley
and Sons, for (F) reproduced from ref. Rhyee, J.-S.; Lee, K.H.; Lee, S.M.; Cho, E.; Kim, S.I. et al. (2009). Peierls Distortion as a Route to High
Thermoelectric Performance in In4Se3-d Crystals. Nature 2009, 459, 965–968. ©Springer Nature.
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5.07.2.1.4 Ternary metal chalcogenides
The ternary I-V-VI2 metal chalcogenides compounds with general formula ABX2 (A ¼ Ag/Cu/ alkali metal; B ¼ Bi, Sb; X ¼ S, Se, Te).
AgSbTe2, AgSbSe2, NaBiTe2, NaBiSe2, NaSbTe2 and NaSbSe2 exhibit disordered sodium chloride type structure at room tempera-
ture.58–60 The A and B atoms randomly occupy the cationic site while X atoms occupy the anionic sites as shown in Fig. 2A. Whereas
AgBiX2 compounds stabilizes at lower symmetry and exhibits structural phase transition. For instance, at room temperature AgBiS2
stabilizes in hexagonal crystal structure (space group, P-3 m1) which transforms to disordered cubic phase at �473 K.61

AgCuX (X ¼ S, Te) is another exciting member in metal chalcogenides family. These are polymorphous semiconductor in Ag2X-
Cu2X phase diagram. AgCuTe crystallizes in hexagonal crystal system (space group P3m1) at room temperature. It undergoes a phase
transition �460 K to a superionic phase (space group Fm-3 m). The Ag and Cu are disordered at cationic sites leads to superionic
phase of AgCuTe (Fig. 2B).62 Similarly, AgCuS crystallizes in orthorhombic phase (space group Cmc21) at room temperature where
S atoms form the distorted hexagonal close packing (hcp), Cu atoms situated within the hcp layers, and Ag atoms form loosely
packed FCC framework.63 At high temperature it shows two superionic structural phase transitions, at 361 K it crystallizes to hexag-
onal structure (P63/mmc) and at 439 K it crystallizes to cubic structure (Fm-3 m) as depicted in Fig. 2C.64,65

An interesting class of ternary metal chalcogenides are IV-V-X2 layered intergrowth compounds with general formula
AmB2nTem þ 3n (A ¼ Ge/Sn/Pb; B ¼ Sb/Bi; X ¼ Te) where m and n are the stochiometric ratio of the ATe and B2Te3, respectively.
The most of these in this class of compounds bear a resemblance to natural van der Waals heterostructures as anticipated by

Fig. 2 (A) Crystal structure of cubic rocksalt AgSbSe2 with disordered Ag/Sb positions. (B) Structural transition in AgCuTe from the hexagonal
phase at room-temperature (left) to rocksalt phase (right) at elevated temperatures. Ag yellow, Cu blue, Te red. (C) AgCuS undergoes phase
transition from an ordered orthorhombic phase to a partially cation-disordered hexagonal phase to finally a fully cation-disordered cubic phase.
Crystal structure of (D) SnBi2Te4 showing the 1.13 nm thick seven atomic layers of SnBi2Te4 and (E) MCrSe2 (M ¼ Ag/Cu), where yellow, green, and
blue colors denote M, Se and Cr atoms respectively. Below the order–disorder phase transition M atoms occupy only one type of tetrahedral site (say
type-I), while above order–disorder phase transition M atoms occupy both the tetrahedral sites (type-I and type-II) with equal occupancy.
Reproduced from ref. Guin, S.N.; Chatterjee, A.; Negi, D.S.; Datta, R.; Biswas, K. High Thermoelectric Performance in Tellurium Free p-type AgSbSe2.
Energ. Environ. Sci. 2013, 6, 2603–2608 ©Royal Society of Chemistry for (A), reproduced from ref. Roychowdhury, S.; Jana, M.K.; Pan, J.; Guin,
S.N.; Sanyal, D. et al. Soft Phonon Modes Leading to Ultralow Thermal Conductivity and High Thermoelectric Performance in AgCuTe. Angew. Chem.
Int. Ed. 2018, 57, 4043–4047 ©John Wiley and Sons for (B), reproduced from ref. Dutta, M.; Sanyal, D.; Biswas, K. Tuning of p–n–p-Type
Conduction in AgCuS through Cation Vacancy: Thermopower and Positron Annihilation Spectroscopy Investigations. Inorg. Chem. 2018, 57, 7481–
7489 ©American Chemical Society for (C), reproduced from ref. Banik, A.; Biswas, K. Synthetic Nanosheets of Natural van der Waals
Heterostructures. Angew. Chem. Int. Ed. 2017, 56, 14561–14566 ©John Wiley and Sons for (D), reproduced from ref. Samanta, M.; Ghosh, T.;
Chandra, S.; Biswas, K. Layered Materials with 2D Connectivity for Thermoelectric Energy Conversion. J. Mater. Chem. A 2020, 8, 12226–12261
©Royal Society of Chemistry for (E).
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Grigorieva.66 For instance, SnBi2Te4 adopts tetradymite-type structure (space group R-3 m). The structure can be visualized as an
intergrowth of rocksalt SnTe and hexagonal Bi2Te3. The layered structure is formed by septuple layers of [Te2–Bi–Te1–Sn–Te1–
Bi–Te2] stacks by van der Waals interaction along the crystallographic c-axis as shown in Fig. 2D.67–69

Few layeredmetal chalcogenides are reported as superionic conductors. The general formula of this class of compounds is MCrX2

(M ¼ Ag/Cu; X ¼ S/Se). The layers of AgCrSe2 are similar to CdI2 layers. The structure of CdI2 can be described as a hexagonal close
packing (hcp) array of anion, with cations occupying half of the octahedral sites. The cations occupy all of the octahedral sites in
every other anion layer, resulting in a layered structure.70 The crystal structure of layered AgCrSe2 can be visualized as layers of CrSe2
(CdI2 type) stacks along the c-direction. Layers are formed by the edge shared distorted CrSe6 octahedra where Ag

þ occupies in the
tetrahedral interstitial sites presence in between the layers. It undergoes an order-to-disorder phase transition at 450 K and above
this temperature the half of the sites are occupied by Agþ ions lead to change in the crystal symmetry from R3m to R-3 m (Fig. 2E).71

5.07.2.2 Transition metal-based chalcogenides

Transition metal dichalcogenides (MX2) have shown the tremendous potential in the field of optoelectronic applications.72,73 In
this section we will discuss about the structure of the few well-known MX2 such as MoS2, MoTe2 and WTe2.

The general crystal structure of bulk MoS2 at room temperature is hexagonal phase (2H phase, space group P63/mmc) and meta-
stable trigonal phase (1 T phase, space group P-3 m1). The interaction between the different layers of MoS2 are weak van der Waals
type which can slides mutually and leads to different stacking sequences, whereas within the layers, Mo and S form the strong cova-
lent bonding.74 At ambient condition MoS2 structure is stabilized in the 2H phase, where six S atoms coordinated to Mo atoms and
forms trigonal-prismatic geometry (Fig. 3A), whereas in case of 1T phase, Mo forms the octahedral geometry by six surrounding S
atoms (Fig. 3B).36

MoTe2 and WTe2 are another essential members of layered metal chalcogenides compounds and known for Weyl semi-
metal.75,76 Three different structural polymorphism forms exist in MoTe2: 2H, 1T0 and Td-MoTe2 phases.75,77–79 Similar to
MoS2, the most stable phase of MoTe2 is 2H polytype (space group P63/mmc). The coordination environment of Mo in MoTe2
is very much similar to MoS2. The stacking sequences of 2H-MoTe2 is A-M-A B-M’-B (A, B denotes the chalcogenides and M, M’

denotes the metal ions) as shown in Fig. 3C whereas for 1T0-MoTe2 (space group P21/m) in which Mo atoms are octahedrally coor-
dinated by six Te atoms, the stacking sequence is A-M-C B-M’-D E-M”-F (where A to F denote the chalcogenides and M to M” denote
the metal ions) as shown in Fig. 3D.78 Another interesting feature of this structure is that Mo atom is off-centered from its ideal
position and forms a Mo-Mo zigzag metallic bond along the a-direction.78 The Td-MoTe2 phase is stable below 120 K upon cooling
the 1T0-MoTe2.The structural detail is similar to Td-WTe2).

At room temperature, WTe2-Td phase is most stable phase, and the structure can be depicted as distorted CdI2-type structure
(space group ¼ Pmn21) as shown in Fig. 3E.77,80,81 The interaction within the layer is strong covalent and interlayer interaction
is weak van der Waals similar to MoS2 as discussed earlier. In contrast to the 1T0 form, within the layers the upper Te atoms are
rotated by 180� with respect to lower Te atoms.36

5.07.3 Synthetic methodologies

The structures of solid-state materials are quasi-finite and therefore in most of the cases they need to be synthesized in single step i.e.,
one-pot synthesis, unlike any other synthetic procedure which can be constructed by several stable intermediates via one step at
a time. Thus, the most appealing challenge in synthesis of solid-state materials is to find out and optimize that crucial step.82 Never-
theless, in most of cases the ability to design and develop new material is still limited. However, the challenges in predicting the
desired product materials in solid-state chemistry synthesis have two main facets. The first one is to synthesize the target compound
in pure phase without any unwanted side products and second one is to find structure and compositions that would be worth
preparing.

Most of the time the solid-phase process involves weak transport mobility of the elements/reactants in the system and conse-
quently follows a low rate of chemical reactions. To successfully complete the reaction, it can take few hours to hundreds of hours.
On the other hand, there exist solid-phase reactions where much shorter time (can be fraction of seconds to minute) is sufficient
enough for the completion and people term those reactions as fast solid-state reaction.83 The target compound in solid state chem-
istry and material science can be obtained in various reactions pathways with different methods. However, depending upon the
desired state/phase (single crystals, polycrystalline powder, amorphous or thin films) of target molecule, the synthesis procedures
are selected. Here we will mainly focus on the preparative methods of metal chalcogenides.

5.07.3.1 Solid-state melting method

Solid-state reaction usually means where both reactants and products are in solid state form.84 A vast range of solid-state materials
especially metal chalcogenides are prepared by this method. The mixing of different nonvolatile metals and chalcogens with desired
stoichiometry and purity at high temperature leads to the reaction. The temperature phase diagram of the target material decides the
reaction temperature profile and the purity of that particular material. The success of a solid-state reaction majorly depends on the
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mobility of reactants, transport pathways length, and the complexity in the process of transformation. Keeping these aspects in
mind, the suitable reactants or elements need to be chosen. In such cases, diffusion mechanism is mainly responsible for the
completion of the reaction. A significant amount of energy is required to overcome the lattice energy to facilitate the diffusion
of cations and anions and occupy the different sites, which can be obtained by the application of high temperature. In addition
to that, high temperature also speeds up the diffusion rate. The diffusion process highly affected by the contact surface area and
thus, by reducing the particle sizes (which maximizes the contact surface area) enhances the diffusion process. The concentration

(c) gradient (dcdx) in a reaction mixture creates a thermodynamic force (F) which is responsible for the motion in flux of diffusing
particles. The steady drift speed (s) of particle is proportional to F. On the other hand, the particle flux J is proportionally dependent

on s and eventually results in Jf dc
dx ¼ �D dc

dx which is the basis of Fick’s law of diffusion. The proportionality constant D is diffusion
coefficient, which determines the rate of diffusion process.85 The diffusion process becomes more efficient if the reactants and
product all are in liquid form at high temperature and high temperature melting reaction is a well-known technique for synthesis
in solid state chemistry. For example, Pb and Te have with melting point (m.p.) �600 K and � 723 K respectively are heated to
1323 K at high vacuum condition in sealed quartz tube and the pure rocksalt phase (space group: Fm-3 m) of PbTe is formed.86

As the melting point of PbTe is �1200 K, in this case the product is also in liquid state at high temperature. Similarly, SnTe (space
group: Fm-3 m) and GeTe (space group: R3m) are formed at 1223 K, where all the reactant elements Sn (m.p. � 505 K), Ge (m.p.
�1211 K), Te (m.p. �723 K) and the product SnTe (m.p. �1063 K), GeTe (m.p. �1000 K) are in liquid form.87,88 These materials

Fig. 3 Crystal structure of (A) 2H-MoS2 and (B) 1T-MoS2, where yellow and cyan colors represent sulfur and molybdenum atoms, respectively.
Crystal structure of (C) 2H-MoTe2 and (D) 1T’ -MoTe2, where yellow and blue colors represent tellurium and molybdenum atoms, respectively. (E)
Crystal structure of Td-WTe2. along different crystallographic direction, where yellow and blue colors represent tellurium and tungsten atoms.
Reproduced from ref. Samanta, M.; Ghosh, T.; Chandra, S.; Biswas, K. Layered Materials with 2D Connectivity for Thermoelectric Energy Conversion.
J. Mater. Chem. A 2020, 8, 12226–12261 ©Royal Society of Chemistry for (C–E).
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have high importance in designing efficient thermoelectric materials.89 Using microwave irradiation can achieve such high temper-
ature. This method is a novel one in synthesis of inorganic solids developed in recent years.90,91 Relaxation or resonance is respon-
sible for the energy transfer from microwave to the materials, which results in heating and make the process faster, simpler and
energy efficient. Microwave with wavelength 1 mm to 1 m produces an internal heating which increases the temperature of the
material uniformly. This technique possesses several advantages over other conventional methods such as91: (a) heating rates
tune the reaction rates, (b) there is no direct contact between source and reacting elements, (c) provides a better control over
the reaction parameters and selective heating, (d) high yields with selectivity and reproducibility.92 Several important chalcogenides
including ZnX (X ¼ S, Se, Te), Ag2S, Bi2Se3, PbY (Y ¼ Se, Te) etc. are prepared by this method.93,94 Stoichiometric quantities of
elements are taken in a high vacuum sealed quartz tube and irradiated with microwave at oven at a power of 800-950 W for
few minutes. Ternary chalcogenides with potential application in solar cell like CuInY2 (Y ¼ S, Se) are synthesized by microwave
irradiation.95

However, if the melting point of the reactants or starting elements are too high, achieving such high temperature in laboratory
furnace becomes difficult. In addition to that, decomposition of other reactants at high temperature can be a major issue in this
method. On the other hand, the diffusion coefficients in solid phases are way lower in magnitude (� fourth order) than liquid96

which massively enhances the reaction time. Grinding the reactants with homogeneous mixing will make the process effective. A
reaction to occur in certain time period, the temperature must be raised to the two-third of the melting point of the lowest temper-
ature melting reactant. This temperature is known as Tamman’s temperature TT � 2/3 Tm, where Tm is melting the point in kelvin
(K).83 Therefore, even at lower temperature compared to the melting point, successful reactions are possible by diffusion mecha-
nism. But for such cases, the reactions occur between two components at a contact point of phase boundary. Later the diffusion
through product phase assists the entire product formation. For example, despite of Nb having high m.p. �2750 K, Nb1 þ xS2
can be formed at 1173 K by taking proper stoichiometric ratio of Nb and S in high vacuum condition.97 On the other hand, Os,
Rh, Ir, Pd and Pt all exhibit high melting point: �3300K, 2240 K, 2720 K, 1830 K and 2040 K respectively. However, OsTe2 � xSbx,
Rh2S/Se3, IrTe2, PtS2, PdxTey are formed at 973 K, 1173 K, 1223 K, 1073 K and 973-1273 K respectively which are used in several
different catalytic reactions.98–103 However, ceramic method suffers from several shortcomings. When there is no melt formation,
reaction has to happen in solid state via diffusion mechanism which is a very time-consuming slow process. Between the reacting
constituent, the product phase acts like a barrier. In addition to that, in ceramic method there is no simple way to monitor the reac-
tion. Several trials and errors only lead to the optimization of successful reaction condition. Sometimes it is difficult obtain compo-
sitionally homogeneous product. Also, the separation of unwanted side-product is very difficult job or most of the time impossible
in ceramic technique.

5.07.3.2 Use of fluxes

Sometimes, the molten salts are used as reactive fluxes which enable the synthesis of metastable phases, and such method follows
a non-topochemical route.104 To increase the diffusion rates of the reactants in solid-state synthesis for a successful reaction, molten
solids are used often as solvents. Such kind of media consist of predominantly salts have been utilized for more than 100 years for
single-crystal growth at high-temperature. However, many of the salts having high melting points, but the eutectic combinations of
binary salts and salts made of polyatomic species most of the time having melting points much below the temperatures of classical
solid-state synthesis. This phenomenon makes the exploration of new chemistry at intermediate temperatures possible. On many
occasions, these liquids not only act as solvents, but also participate as reactants and provide the species incorporating into the final
desired product. In the latter case this is analogous to solvate formation or to cases where the solvent provides atoms to the
compound being formed and these types of molten solvent is often known as “reactive flux.” Therefore, choosing of appropriate
molten salts can be beneficial for a reaction to occur, however, the tricks lie in selecting such particular molten salts. Strong alkali
flux provides an oxidizing atmosphere which stabilizes the higher oxidation state of metals. For example, using low melting point
metal polychalcogenide fluxes A2Xn (X ¼ S, Se, Te), Ibers105 and Kanatzidis106 prepared ternary and quaternary metal chalcogenides
from metallic elements. The phase diagram of K2S/S is shown in Fig. 4,92,106 where the local minima in the curve represents the
eutectic compositions. For x � 3 in K2Sx, the melting point is below 400 �C and reaches 160 �C for K2S4 at which most of the
organic solvents boil off but sufficient to produce kinetically stable product. Metal chalcogenides with novel properties such as
NaAsS2, LiAsS2,

107 Rb4Sn5P4Se20
108 have been prepared by this method.

5.07.3.3 Chemical vapor deposition (CVD)

Purity and crystallinity are always major concerns while measuring physical and chemical properties precisely of inorganic solids.
Chemical vapor deposition (CVD) in this regard is one of the most promising method.109,110 In this method, one substrate is
exposed to the one or multiple reacting volatile elements or compounds, which decompose and react on the surface of the substrate
to give highly pure desired target material. Structural control at atomic level can be achieved by this method. By CVD at fairly low
temperature single or multilayered, nanostructured etc. materials with control over dimension and structure can be synthesized
accurately and the whole process is demonstrated in the schematic Fig. 5A.92 CVD is practiced in variety of formats. Depending
upon the chemical reaction initiation step, the CVD processes differ in methods. For example, they can be thermally activated,
plasma-enhanced, photo-assisted or metal-organic assisted. Bi2Te3 has high importance in the field of thermoelectrics and
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topological insulator, can be synthesized with high quality nanostructured using CVD111 which allows the orientational control
over the nanometer scale. Tine chalcogenides SnXn (X ¼ Se, Te; n ¼ 1, 2) are layered semiconductor materials which shows potential
applicability in different fields of modern science such as: thermoelectrics,23,112 phase change devices,113,114 optoelectronics115,116

etc. Gurnani et al. showed that Sn4þ complexes like SnCl4 [
nBuS(CH2)3S

nBu], SnCl4(
nBu2S)2 and SnCl4(

nBu2Se)2 can act as single
source precursors for the low pressure CVD (LPCVD) of the tin dichalcogenide thin films.117

Fig. 4 Phase diagram of K2S/S system. Reproduced from ref. Kanatzidis, M.G. Molten Alkali-Metal Polychalcogenides as Reagents and Solvents for
the Synthesis of New Chalcogenide Materials. Chem. Mater. 1990, 2, 353–363 ©American Chemical Society.

Fig. 5 (A) Elementary steps of a typical chemical vapor deposition (CVD) process is shown a schematic diagram. The reactant gases are
transported into the reactor (step a) which can take two different possible routes. (Step b) It can directly diffuse through the boundary layer and
adsorbed on the substrate (step c); or via gas-phase reaction it can form intermediate reactants and by-products (step d) and being deposited on
substrate via (step b) diffusion and (step c) adsorption. Before the coating or formation of thin films, (step e) the surface diffusion process and
heterogeneous reactions occur on the surface of the substrate. (step f) At last, the by-products as well as the unreacted species are desorbed from
the surface and eliminated from reactor as exhausts. (B) Schematic demonstration of the formation single crystal by Bridgman process. Reproduced
from ref. Shi, X.-L.; Zou, J.; Chen, Z.-G. (2020) Advanced Thermoelectric Design: From Materials and Structures to Devices. Chem. Rev. 2020, 120,
7399–7515 ©American Chemical Society for (B).
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5.07.3.4 Single crystal growth

The polycrystals and thin films are usually prepared for the materials where their crystal structures are already known by the X-ray
diffraction of their respective single crystalline phase. Thus, for conformation of the discovery of new materials the single crystalline
phase must be obtained to perform the X-ray diffraction. Crystal growth synthesis involves mainly three different groups of
processes: (i) solid-solid, (ii) liquid-solid and (iii) gas-solid, depending on the kind of phase transition involved in crystal forma-
tion. The oldest and most commonly used process among of these three is liquid-solid, which again can be subdivided in several
other subgroups depending on the process medium. For example, melt, flux, hydrothermal etc. methods have been heavily
employed for the preparation of single crystal over the last few decades. Out of these, undoubtedly the melt process of crystal growth
is the most popular one which can be used to make crystals at large scale. Most of the crystal that are used in technological purposes
nowadays obtained by this method, which includes elemental semiconductors, metals, oxides and chalcogenides. Several tech-
niques have been developed in the melt process for the formation of single crystals like Czochralski,118 Bridgman,119 Verneuil,120

Kyropoulos121 etc. out of which our focus will majorly be on Bridgman method which has been widely used to prepare single crys-
talline metal chalcogenides.

The Bridgman method is based on the principle of directional solidification by moving the melt from hot to cold zone inside
a furnace. Initially the polycrystalline material or the precursors in a quartz tube needs to be melted in the hot zone and sometimes
kept to the contact with a seed which is a piece of single crystal at the bottom of tube. The seed helps the single crystal growth along
a certain crystallographic direction. After that the tube is translated slowly with a desired speed into the cold zone of the furnace.
Once the bottom part of the tube gets into the cooler part of the furnace under solidification temperature, the crystal growth starts
and when the whole compounds is inside the cold zone, the entire melt converts to the ingot single crystal (Fig. 5B). Depending
upon the desired shape of the crystal, Bridgman technique can be employed in either vertical or horizontal configuration. Instead of
translating the melt, the furnace can also be moved while keeping the sample stationary. However, neither the melt nor furnace
needs to move while doing a further modification called gradient freezing technique, where using programmed controlled multiple
zones furnace the translation of temperature gradient can be applied. Recently, rhenium-based dichalcogenides ReY2 (Y ¼ S and Se)
have attracted wide attention to the scientific community for their unique crystal structures and electronic properties are prepared
using Bridgman method with desired temperature at each zone, speed of the moving melt and cooling rate (K/h) of the furnace.122

On the other hand, high thermoelectric performance is obtained in single crystalline metal chalcogenides such as SnSe,123 GeTe124

etc. prepared by vertical Bridgman technique. Similarly, by this method, Pb-Sn chalcogenide alloys etc. are prepared which are
required for manufacturing lasers and detectors.125 However, this method of preparing single crystal suffers from several drawbacks,
as it is long time-consuming laborious process and impractical for mass market applications.

5.07.3.5 Synthesis of nanocrystals and nanosheets

Nanocrystals are the particles with at least one dimension is in nanometer range (1-50 nm). Metal chalcogenides nanocrystal with
preciously controlled morphology as well as the composition leads to unique and diverse optical, magnetic, electrical, and chemical
properties.126 These nanomaterials can be synthesized by two different approaches: top-down methods (chemical or mechanical
exfoliation) and bottom-up methods.127 The top-down approach can produce large quantity of nanocrystals, but uniform size
of nanocrystals is very difficult to attain. Whereas chemical methods give better control towards the shape and size of the nanocrys-
tals.127,128 The chemical methods for the synthesis of various metal chalcogenides will be discussed in this section.

Typical, colloidal nanomaterials are synthesized by reacting stoichiometric amount of molecular salt or organometallic
compounds as molecular precursor.129 The synthesis process involves several consecutive processes: nucleation from the homoge-
neous solution, growth of the nanoparticles, isolation from the reaction mixture after reaching to the appropriate size, and post-
synthetic treatment i.e., purification. In hot injection methods, where the precursor solution is injected at elevated temperature
follows the aforementioned requirements. The nucleation and growth of the nanocrystal occur in the presence of organic ligands
such as: oleic acid, oleyl amines, n-octadecylphosphonic acid, trioctylphosphine (TOP), trioctylphosphine oxide (TOPO), and hex-
adecyl amine (HDA) etc.129

For the synthesis of monodispersed II-VI and IV-VI metal chalcogenides nanocrystals, hot injection technique is very much
promising so far. Fig. 6 shows the colloidal nanocrystal of CdSe130 and PbX (X ¼ S/Se/Te)131–133 and it can be synthesized as
follows:

CdðCH3Þ2þðC8H17Þ3PSe ����������!HDA�TOPO�TOP

300�C
CdSe nanocrystals

PbðCH3COOÞ2 þ ðC8H17Þ3PSe �����!Oleic acid

180�C
PbSe nanocrystals

The size of nanocrystals can be tuned by modifying the reaction temperature, concentration of organic ligands and reaction
time.129

Compound with incongruent melting point is very difficult to synthesize by conventional melting reaction. Kinetically
controlled bottom-up synthesis is one of the efficient approaches for the synthesis of these compounds. Biswas’s group for the first
time chemically synthesized 2D nanosheets of intergrowth heterostructures in the SnmBi2nTe3n þ m homologous family (SnBi2Te4,
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SnBi4Te7 and SnBi6Te10).
69 Solid state melting reaction always leads to the impurity phase SnTe along with the desired

SnmBi2nTe3n þ m compounds. The problem of phase separation at high temperature can be eliminated by using lower temperature
bottom-up chemical synthesis in solution. In a typical synthesis Sn(OAc)2 in the presence of oleylamine is heated in three neck
round bottom flask at 120 �C for 2 h under vacuum, then the temperature is raised to 180�C and kept it for 1 h under N2 atmo-
sphere. Next at room temperature Bi-precursor (bismuth neodecanoate) is added to the solution and temperature is raised to
70 �C and 1-dodecanthiol is added slowly. After the complete formation of the bismuth dodecanethiolate complex, TOP-Te is
injected to the clear pale-yellow solution at 90 �C. This leads to the formation of black colored suspension which kept at 200 �C
for 2 h under N2 atmosphere to ensure the complete the formation. Fig. 7A–D shows the as-synthesized SnBi2Te4 nanosheets. Simi-
larly, 2D nanosheets of SnBi4Te7 and SnBi6Te10 can be synthesized by taking stochiometric precursors.69

Biswas’ group has continued to investigate this soft chemical synthetic approach for the production of a fewmembers of the (Bi2)
m(Bi2Se3)n homologous family (BiSe, Bi2Se3, and Bi4Se3).

51 The reaction condition is almost similar as explained earlier.
Bi(NO3)3$5H2O 1,10-phenanthroline, and SeO2 are dissolved in oleylamine at 120 �C in a three-necked round-bottom flask.
Finally, the products are thoroughly washed with hexane and ethanol. Thus, bottom-up chemical approach is very efficient tech-
nique to synthesis various 2D nanosheets of different layered compounds. However, the product’s yield is low, prompting us to
hunt for a different synthetic process.

Solvothermal method134 is one of the most commonly used chemical method for the synthesis of nanomaterials. Unlike hot
injection, the product’s yield is very high which is beneficial for various application. In hydrothermal methods formation of nano-
crystals can be done in a wide temperature range from room temperature to extremely high temperature. The morphology of the
nanomaterials will depend on the reactivity of the precursors, temperature, and vapor pressure. Due to the high reactivity of the
metal salts or complexes at high temperature and pressure, nanomaterials can be easily synthesized at much lower temperature
compared to solid state melting reaction.134

Hydrothermal technique is used for the synthesis of large amounts of Ge doped SnSe nanoplates (Fig. 7E–H).112 In a typical
synthesis, SnCl2.2H2O (2 mmol) and GeI4 (x mmol%) are dissolved in deionized water and NaOH (30 mmol) is added to the reac-
tion mixture. The solution is then kept for sonication until the clear solution appeared. The reaction mixture is then transferred to
the Teflon-lined stainless-steel autoclave (25 mL capacity) and Se powder (1 mmol) is added. The sealed autoclave is kept at 130 �C

Fig. 6 Colloidal semiconductor nanocrystals of different binary metal chalcogenides. Reproduced from ref. Talapin, D.V.; Lee, J.-S.; Kovalenko,
M.V.; Shevchenko, E.V. Prospects of Colloidal Nanocrystals for Electronic and Optoelectronic Applications. Chem. Rev. 2010, 110, 389–458
©American Chemical Society.
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for 36 h. Finally, the products are thoroughly washed with deionized water and ethanol. In the synthesis process, NaOH acts as
a solubilizer. The Sn-precursor is higher than the Se, as Sn2þ act as a reductant as well as precipitant.112

Sn2þ þ Se/Sn4þ þ Se2 �

Sn2þ þ Se2 �/ SnSeY

5.07.4 Properties and applications of metal chalcogenides

As mentioned in the introduction part, metal chalcogenides show several intriguing chemical and physical properties such as super-
conductivity, charge density wave, anomalous Hall effect, thermoelectric effect, water splitting, photovoltaic effect etc. In this
present section, some of the properties will be discussed briefly.

5.07.4.1 Superconductivity

For the last few decades transition metal-based chalcogenides (TMCs) with layered structure have gained immense interest in the
field of physics and chemistry due to their diverse electronic and magnetic properties. Two-dimensional crystal structure with van
der Waals gap plays the vital role behind the observed various physical properties of this TMCs as one can easily tune the gap by
application of external pressure or intercalation of foreign element into the interlayer positions. Among different physical proper-
ties, observation of exotic superconductivity in TMCs is the most remarkable one. Superconductivity is a physical property observed
in some materials below a certain temperature where the electrical resistance is perfectly zero and magnetic flux lines are completely
expelled from the interior of the material. Most of the cases, the critical temperature (Tc) for superconducting transition is observed
at very low temperature (<10 K) and this Tc is a function of external pressure and magnetic field.135 In this section, we will discuss
superconducting properties of some TMCs namely: FeX (X ¼ S, Se, and Te), Ta2Se, NbSe2, TaSe2, and WSe2 primarily based on
experimental results.

5.07.4.1.1 Iron chalcogenides
Among different TMCs, iron-chalcogenide (Fe-Ch) superconductors are the most attractive one due to the presence of strong inter-
play between their superconducting and magnetic properties. In general, superconductivity and magnetism do not co-exist as

Fig. 7 (A) AFM image of a SnBi2Te4 nanosheet. The inset in (A) shows the Tyndall light scattering effect of SnBi2Te4 nanosheet dispersed in
toluene. (B) TEM image of a SnBi2Te4 nanosheets. The inset in (B) shows the SAED pattern of a single SnBi2Te4 nanosheet. (C) HRTEM image
showing the crystalline nature of the as synthesized SnBi2Te4 nanosheet. (D) EDAX color mapping for Sn, Bi, and Te of a SnBi2Te4 nanosheet during
STEM imaging. (E) TEM image of Sn0.97Ge0.03Se nanoplates. SAED pattern of the same nanoplate is shown in the inset. (F) HRTEM and (G) FESEM
image of Sn0.97Ge0.03Se nanoplates. (H) STEM image of Sn0.97Ge0.03Se nanoplates along with EDAX color mapping for Sn, Ge, and Se. Reproduced
from ref. Banik, A.; Biswas, K. Synthetic Nanosheets of Natural van der Waals Heterostructures. Angew. Chem. Int. Ed. 2017, 56, 14561–14566 ©John
Wiley and Sons (A–D), reproduced from ref. Chandra, S.; Biswas, K. Realization of High Thermoelectric Figure of Merit in Solution Synthesized 2D
SnSe Nanoplates via Ge Alloying. J. Am. Chem. Soc. 2019, 141, 6141–6145 ©American Chemical Society for (E-H).
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magnetic ordering needs spin-correlation, whereas traditional Bardeen-Cooper-Schrieffer (BCS) superconductivity requires pairing
of opposite spins.136–138 Most of the Fe-based superconductors show antiferromagnetic ordering with coexistence of superconduc-
tivity, though the underlying physics behind the correlation between magnetism and superconductivity is not clear yet.

Depending on the chemical composition and synthesis procedure, Fe-Chs may form in different crystal structure. FeTe is the
most stable member in the Fe-Ch family and can be easily prepared by standard solid state reaction method. It crystalizes in
anti-PbO-type structure. As the ionic size of the chalcogen decreases, the PbO-type phase tends to be unstable. Though the FeSe
compound can be prepared by high temperature solid state reaction, it contains minority NiAs-type hexagonal FeSe phase with
the main PbO-type phase. To get a high quality PbO-type FeSe sample, one needs to anneal the sample at low-temperature at
around 300-400 �C in addition to the high temperature reaction.139 On the other hand, PbO-type FeS is very much unstable
and cannot be prepared by conventional solid-state method. Very recently Lai et al. have synthesized single-phase tetragonal FeS
sample via hydrothermal reaction by using iron powder and sulfide solution.140 It is worth mentioning here that the Tc of these
Fe-Chs is very much sensitive to the sample preparation techniques and the sintering temperatures. All the FeX (X ¼ S, Se, and
Te) superconductors are type-II in nature. There are several similarities between FeAs and FeCh superconductors. Both the systems
contain anti-PbO-type FeAs/FeCh superconducting layers in their crystal structure. Theoretical calculations indicate that both the
systems have similar electronic structure. Fermi surface topology and the contribution of Fe-3d orbitals near the Fermi level in FeChs
are very similar to the FeAs.22 It is worth to mention here that all FeChs are in general contain the Fe vacancies and it strongly influ-
ences the superconducting properties of the system.141

Superconductivity in PbO-type FeSe compound was first reported by Hsu et al. in 2008.1 Among Fe-based superconductors, FeSe
has the simplest crystal structure. At room temperature it has tetragonal crystal structure (with P4/nmm space group) which is made
of only Fe2Se2 layers (Fig. 8A). Binary FeSe compound shows metallic nature and undergoes a structural transition from tetragonal
to orthorhombic (space group: Cmma) around 100 K.1 In the orthorhombic phase, it shows superconducting behavior around 8 K
in ambient condition (Fig. 8B). Interestingly with the application of external pressure (P) the Tc can be significantly increased from
8 K to 37 K.142–145

Fig. 8 (A) Crystal structure of layered FeSe. (B) Depicts the temperature dependence of resistivity measured under high pressure conditions. (C)
Schematic diagram of anion height in FeSe. (D) The variation of superconducting transition temperature and the Se height with pressure in FeSe.
Reproduced from ref. Mizuguchi, Y.; Tomioka, F.; Tsuda, S.; Yamaguchi, T.; Takano, Y. Superconductivity at 27 K in Tetragonal FeSe under High
Pressure. Appl. Phys. Lett. 2008, 93, 152505 ©AIP Publishing for (B), reproduced from ref. Mizuguchi, Y.; Hara, Y.; Deguchi, K.; Tsuda, S.;
Yamaguchi, T. et al. Anion Height Dependence of Tc for the Fe-Based Superconductor. Supercond. Sci. Technol. 2010, 23, 054013 ©IOP Publishing.
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With the initial increase of P, the Tc is found to increase linearly and then shows an anomalous behavior at around 2 GPa. With
further increase of P, it increases sharply and attains maximum value at around 4 GPa (Fig. 8D). Since the application of external P
does not significantly change the carrier density of the sample, the enhancement of Tc with P should be correlated to the change in
the local structure. Mizuguchi et al. have proposed that ‘anion height’ of the iron layer as shown in the Fig. 8C plays the major role
behind this pressure-induced enhancement of Tc.

143,146 External pressure decreases the ‘anion height’which favors the enhancement
of Tc in FeSe system (Fig. 8D).

In addition to the external pressure, chemical doping has great impact on the Tc and the superconducting properties of this
system. For example, S doping in the Se site initially increases the Tc and after a certain amount of S doping the Tc is found to
decreases.147,148 This type of anomalous behavior of Tc with chemical pressure as well as external hydrostatic pressure is generally
known as superconducting dome and it is one of the interesting features of Fe-Ch superconductors. Recently, researchers have adop-
ted a new strategy to increase the Tc by intercalating molecule or metal ion into the interlayer sites of this FeSe system. For example,
intercalation of K in FeSe (K0.8Fe2Se2) increases the Tc upto 30 K.149 Superconducting transition is even further increased by
Lix(NH2)y(NH3)1 � y intercalation into FeSe (Tc � 40 K).150

FeTe is one of the important members of the Fe-Ch family and has similar crystal structure of FeSe. But the physical properties of
FeTe are quite different from that of FeSe, for example, it undergoes an antiferromagnetic transition at around 70 K in association
with a structural distortion.151,152 In ambient condition, parent FeTe does not show any superconducting behavior (Fig. 9A).153

Recent neutron diffraction results indicate that the magnetic wave vector of FeTe is Qd ¼ (0.5, 0) and it does not support supercon-
ductivity.154–156 Researchers have doped Se in the Te site to induce superconductivity in FeTe. Se doping suppresses the long-range
magnetic ordering as well as the structural transition and hence favors the superconductivity. Here, Se creates positive chemical pres-
sure. With initial increase of Se concentration, Tc increases, and optimal superconductivity (Tc ¼ 14 K) is observed near 50% Se-
doped sample (FeTe0.5Se0.5) (Fig. 9B).

157,158 External pressure and tensile-stress both have great impact on the Tc of this system.
For example, application of 3 GPa pressure increases the Tc from 14 K to 23.3 K.157 On the other hand, due to the presence of
tensile-stress the FeTe0.5Se0.5 thin films can have Tc of 21 K.159 A high value (�50 T) of upper critical field Hc2(0) is reported in

Fig. 9 (A) Temperature dependent resistivity of FeTe and FeSe in zero magnetic field, where FeSe shows superconductivity, FeTe does not exhibit
any such signature of superconducting transition. (B) Indicates the superconducting behavior of FeTe0.5Se0.5 single crystal prepared by Bridgman
method. (C) shows the temperature dependence of electrical resistance for NbSe2 in zero magnetic field. Inset displays the enlarged view of
resistance near the Tc. (D) indicates the dc magnetization as a function of temperature in presence of different applied pressure. Reproduced from
ref. Mizuguchi, Y.; Takano, Y. Review of Fe Chalcogenides as the Simplest Fe-Based Superconductor. J. Physical Soc. Japan 2010, 79, 102001 ©The
Physical Society of Japan for (A), reproduced from ref. Sales, B.C.; Sefat, A.S.; McGuire, M.A.; Jin, R.Y.; Mandrus, D. et al. Bulk Superconductivity at
14 K in Single Crystals of Fe1þyTexSe1-x. Phys. Rev. B 2009, 79, 094521 ©American Physical Society for (B), reproduced from ref. Ugeda, M.M.;
Bradley, A.J.; Zhang, Y.; Onishi, S.; Chen, Y. et al. Characterization of Collective Ground States in Single-Layer NbSe2. Nat. Phys. 2016, 12, 92–97
©Springer Nature for (C), reproduced from ref. Krishnan, M.; Pervin, R.; Ganesan, K.S.; Murugesan, K.; Lingannan, G. et al. Pressure Assisted
Enhancement in Superconducting Properties of Fe Substituted NbSe2 Single Crystal. Sci. Rep. 2018, 8, 1251 ©Springer Nature for (D).
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the FeTe0.5Se0.5 thin films.160 Recently, Dutta et al. have studied the superconducting behavior of Se doped FeTe sample with chem-
ical formula Fe(Se0.4Te0.6)0.82: an iron excess compound.161 A ferrimagnetic ground state was observed in this system. In ambient
condition, the Tc is found to be 13 K and it increases upto 16 K in application of 1 GPa applied pressure. A large value (�75 T) of
upper critical field at 0 K was obtained from Werthamer–Helfand– Hohenberg method. The coherence length and the Ginzburg–
Landau parameter were found to be 2.09 nm and 253 respectively. The most important observation was the thermally activated
transport and flux jump behavior in the resistivity data of the studied sample. S doping in the Te site also suppresses the antiferro-
magnetic ordering similar to the Se substitution and induces the superconductivity in FeTe system. But the solubility limit of S in
FeTe is very much low compared to Se. Mizuguchi et al. have shown that the Tc for 20% S-doped FeTe is around 10 K.162 In the case
of 20% S-doped FeTe, the calculated upper critical field Hc2(0) and the coherence length were � 70 T and � 2.2 nm respectively.162

Among different Fe-Chs, tetragonal FeS is the least explored compound because it cannot be synthesized from the elemental Fe
and S by standard solid state reactionmethod. In addition to this, tetragonal FeS is air-sensitive and can easily be oxidized or decom-
posed into other phases.163–165 DFT calculations predict that FeS has nonmagnetic metallic characteristic, and the electronic struc-
ture is very much similar to the FeSe.22,166 Though the FeS has similar crystal and electronic structure of FeSe, the superconducting
nature of the compound was unexplored till 2015. First time Lai et al. have observed the superconductivity in FeS with Tc at around
4.5 K.140The upper critical field Hc2(0) was found to be 0.4 T, which is relatively very low compared to the FeSe and FeTe systems.

5.07.4.1.2 Transition metal dichalcogenides
Now we will focus on the superconducting behavior of some other transition metal-based chalcogenides namely: Ta2Se, NbSe2,
TaSe2, and WSe2. In recent times, layered transition metal dichalcogenides (TMDCs) with general formula TX2 (where T ¼ Nb,
Ta, W, Mo and X ¼ S, Se, Te) have received enormous research interest for their various electronic and physical properties.25,167–
169 In general, the TMDCs show large anisotropy in several physical properties (such as resistivity, thermal conductivity, sound
velocity etc.) when measurements are performed in parallel or perpendicular direction to the metallic planes present in the
system.170,171 The most interesting feature of this class of compounds is the co-existence of charge density wave (CDW) and super-
conductivity. The interrelationship between Cooper pairing (due to superconductivity) and Fermi surface nesting (due to CDW) is
still an open question. Crystal structures of TMDCs are generally consisted of X-T-X layers connected via weak van der Waals force.
TMDCs can have different structural forms such as 6R, 4Ha, 4Hb, 3R, 2H, 1 T (where the integer 1, 2, 3 etc., indicates the number of
X-T-X layers present in a unit cell, whereas while R, H, and T refer to the rhombohedral, hexagonal, and trigonal crystal structure,
respectively)171,172 Due to the presence of weak van der Waals force between the layers of TMDC, it can easily be exfoliated into
atomically thin monolayers.

Among different TMDCs, NbSe2 is the most studied one which undergoes a superconducting transition at around 7.2 K.24 This
transition temperature is relatively higher than that of the other TMDC superconductors. In addition to this superconducting
behavior, NbSe2 also shows incommensurate CDW phase transition at around 33 K. To tune the superconductivity and the
CDW phase, researchers have adopted different strategies such as chemical element doping, application of external pressure, and
controlling the thickness of the sample.173–175

Te doping on the Se site of 2H-NbSe2 suppresses the superconducting behaviour.
176 It is also observed that intercalation of tran-

sition metals (such as Al, Cu) rapidly decreases the Tc of 2H-NbSe2 to<1 K.177,178 Greater than 8% Fe intercalation in NbSe2 system
introduced the spin glass ground state.179 External pressure has positive impact on the superconductivity of the system i.e., with the
increase of external pressure Tc of 2H-NbSe2 also increases (Fig. 9D).180 On the other hand, Tc of 2H-NbSe2 is found to decrease
gradually with the decrease of layer thickness. The onset temperature of superconductivity in single-layer NbSe2 is found to be
around 1.5 K as shown in the Fig. 9C.24 Interestingly, the CDW transition temperature is found to increase with the reduction
of layer thickness.24,181,182

2H-TaSe2 undergoes an incommensurate CDW phase transition at around 120 K and this incommensurate phase changes into
a commensurate CDW phase at 90 K. On further cooling, it enters into a superconducting state at 0.22 K.2,3,183 Substitution of Te on
the Se site in TaSe2 increases the superconducting transition temperature and the maximum Tc of 2.4 K was observed in
TaSe1.65Te0.35 sample.184 In ambient condition, bulk WSe2 does not show any superconducting behavior. With application of
4.2 GPa external pressure it starts to show superconducting nature and a maximum Tc of 7.3 K has been reported at
P ¼ 10.7 GPa.185 Enhancement of density of states near the Fermi surface by external P plays the vital role behind this pressure
induced superconductivity in WSe2 system. Beside this superconductivity, observation of thickness-dependent bandgap in these
TMDCs makes this system more attractive.186

In addition to the above mentioned TMDCs, superconductivity is also observed in some transition metal-rich chalcogenides
with general formula T2X (where T ¼ Nb, Ta and X ¼ S, Se, Te). The most important member of this transition metal-rich chalco-
genide family is Ta2Se which undergoes a superconducting transition at around 3.8 K.187 At room temperature, it has layered tetrag-
onal crystal structure with P4/nmm space group. In the binary Ta2Se, there are two different crystallographic sites of Ta (Ta1 and Ta2)
and one Se site. Ta1 bilayer is sandwiched between two edge sharing Ta2-Se4 layers to from the Se-Ta2-Ta1-Ta1-Ta2-Se layers and
stack in the c direction. One can consider the Ta2Se as the anti-TaSe2-type structure.188 Unlike TaSe2, it does not show any CDW
behavior. The magnetic susceptibility and resistivity data indicate that Ta2Se is a superconductor with Tc ¼ 3.8 K which is relatively
higher than the critical temperature of TaSe2 (0.22 K)189 but little bit lower than the pure Ta metal (4.4 K).190

Ta2Se is a type II superconductor having upper critical magnetic field value of 7 T.187 This value is significantly larger than the
pure Ta metal (�0.083 T)191,192 which suggests that strong electron-phonon coupling is present in the Ta2Se system. First-principles
calculations performed on Ta2Se indicate that major contribution in density of states near the Fermi level comes from the Ta-d
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orbitals. Introduction of spin�orbit coupling intensifies the van Hove singularities around the Fermi level which may be critical for
the observed superconductivity in this system.187

5.07.4.2 Topological insulator

The fields of spintronics and electronics have got a new dimension after the discovery of unique metallic surface states in topological
insulators (TI). The exploration of TI begun after the discovery of quantum spin Hall effect (QSH).193 From the previously known
states in a matter, the quantum hall (QH) states are distinctly different in the context of topological order, where confined electrons
in two dimensions exhibit dissipation less transport along the edge of the sample (Fig. 10A).194 At ambient condition TI has QSH
effect, which suggests its high applications and engineering value. Topologically non-trivial compounds can be categorized in strong
(STI) or weak topological insulator (WTI), topological crystalline insulator (TCI), Dirac semimetal and Weyl semimetal (WSM).75

Generally, solid state materials are divided in three categories: metal, insulator and semiconductor. However, TI is special kind of
material that does not fall any of the above. TI possesses bulk electronic state which has narrow band gap and inside bulk state it
exhibits no free carriers, although it exhibits topologically protected metallic surfaces. However, the surface of TI is conductive due
to the gapless surface state has a Dirac point.31 The time reversal symmetry and strong spin-orbit coupling result in such special kind
of surface state. The metallic surface of TI is known to be helical metal. The spin of electron is coupled perpendicularly with the
orbital angular momentum (Fig. 10B).194 Very interestingly, the presence of crystal defects on the surface of a TI is unable to change
the direction of moving electron due to the locked nature of spin and momentum in helical metal. This indicates that the scattering
effects due to nonmagnetic impurities can be avoided or reduced. The different number of Dirac points on different topological
insulator’s surfaces differences among them. The rapid speed in the discoveries of new TI materials has been observed in past
few years. Thus, in this regard several metal chalcogenides with two- or three-dimensional crystal structures have come into the
picture. In CdTe semiconductor quantum well, by changing the HgTe layer thickness, QSH can be obtained. The increased thickness
of HgTe (6.5 nm) in CdTe enhances spin-orbit coupling of HgCdTe system results in bulk band inversion.195 On the other hand,
strong TIs including Bi2Se3, Bi2Te3 and Sb2Te3 etc.

196,197 with their unique physical and chemical properties are proven to be poten-
tial candidates in different applications including thermoelectrics.

In military, medical or industrial applications, photodetectors are extensively used. When the light is irradiated on the surface of
light sensitive material, it changes its conductivity and this the principle of a photo detector. Yan et al. applied topological insulator
Bi2Se3 nanoribbons to photodetector and the topological surface was used to enhance the performance.198 The heterostructure of
Bi2Te3-Si on the other hand with high responsivity working at ambient condition, can produce highly stable photodetector in wide
band (ultraviolet to terahertz).199 Also, Bi2Se3 is used to construct field-effect transistor (FET) which is a voltage-controlled semi-
conductor device.200 Topological insulators have strong QSH and their surface having spin-related conductive channel. Therefore,
when a heterojunction is formed by coupling the ferromagnet and TI, the surface current can be used to control the ferromagnet,
which can develop a new type of spin moment and magnetoresistive devices. Tang et al. fabricated ferromagnetic tunneling device
comprised of (Bi0.53Sb0.47) 3 thin film with Co/Al2O3 with resistance in hysteresis amplitude of 10 W.201 In addition to that, metal
chalcogenide for example PbTe/Pb0.31Sn0.69Te shows excellent optical characteristics which can be potential candidate to construct
optically controlled quantum memory.202 Recently, few strong TIs such as Sb2Te3,

203 SnBi2Te4,
204 PbBi4Te7,

205 WTI such as BiSe50

and TCIs such as SnTe,38,206 Pb1-xSnxTe etc.207 have caught wide attention to the thermoelectric community as these topological
materials can successfully convert waste heat to electricity.75 BiTe a dual topological insulator, has recently emerged as an intriguing
new quantum material where both WTI and TCI phases coexist. As a member of the (Bi2)m(Bi2Te3)n homologous series where
m:n ¼ 1:2, BiTe exhibits natural van der Waals heterostructure. The Bi-Bi bilayer is sandwiched between Te-Bi-Te-Bi-Te quintuple
layers. TCI phase in BiTe possesses metallic surface states and low charge carrier effective mass result in high carrier mobility, where
due to the layered van der Waals hetero structure inWTI phase causes suppressed lattice thermal conductivity. Both these combining
effects nominate BiTe as a potential material in the field of thermoelectrics.48

Fig. 10 (A) The quantum Hall effect in two-dimensional electron system, with a dissipation less metallic edge. (B) Energy dispersion of the spin
non-degenerate surface state of a three-dimensional topological insulator forming a 2D Dirac cone. Reproduced from ref. Kong, D.; Cui, Y.
Opportunities in Chemistry and Materials Science for Topological Insulators and their Nanostructures. Nat. Chem. 2011, 3, 845–849 ©Springer Nature
for (A–B).
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5.07.4.3 Thermoelectrics

Almost all energy usage cycles involve a huge portion of wastage of energy in the form of heat. Thus, global energy crisis demands
a route to convert this waste heat into useful energy. Thermoelectric (TE) materials in this regard can play major role to convert the
waste heat into electricity. Extensive research has been made in the past few decades to develop efficient thermoelectric materials;
however, the performance is still not up to the mark for mass market applications. The efficiency of a TE material depends on
a dimensionless parameter, zT ¼ S2s/(klat þ ke), where S, s, klat and ke correspond to the Seebeck coefficient, electrical conductivity,
lattice thermal conductivity and electronic thermal conductivity respectively.89 Thus, designing of effective TE materials demand
concurrent improvement in electronic transport as well as the reduction in thermal conductivity. However, all the TE parameters
are intertwined; s ¼ nem, S f 1/n and ke ¼ LsT, where n, e, m, L are the carrier concentration, electronic charge, carrier mobility
and Lorenz number respectively. The only left independent part in the equation of thermoelectric figure of merit (zT) is klat. The
lattice thermal conductivity (klat) is determined by klat ¼ (Cvvs

2s)/3, where Cv represents specific heat of the lattice, vs. the average
sound velocity, and s is phonon relaxation time.52 Minimizing the phonon lifetime (s) by intensifying the phonon scattering rate
has been one of the successful techniques to reduce klat to maximize the thermoelectric performance. Due to such entangled rela-
tionship among these parameters, designing effective TE materials becomes a daunting task. Several metal chalcogenides in such
case have proven to be highly efficient ones, some of which are discussed later where various electronic structure modulation
and phonon propagation inhibition strategies have been used to enhance the TE performance.35,52,208,209

Metal chalcogenides especially lead, germanium and tin chalcogenides with favorable electronic band structure are the most
promising TE material for future energy application.36 An innovative approach to high-performance thermoelectric is by reducing
the thermal conductivity of the solids. A way to inhibit the transport of phonons having mid and longer wavelengths is via intro-
ducing nano-scaled defects into the matrix by chemical doping or alloying. An effective scattering of middle and low-frequency
phonons would be possible only if the nano-scaled defects are distributed uniformly and are of similar size to these phonons, typi-
cally up to dozens of nanometers. Few approaches have been undertaken to achieve nanoscale inhomogeneity viz. external addition
of guest phase via chemical or mechanical mixing, in-situ precipitation of the second phase via kinetically or thermodynamically
driven processes. For IV-VI metal tellurides such as SnTe, PbTe etc. Lee et al. showed that, nearly 90% of the contribution210 in heat
propagation originates from the phonons having mean free path in low nm range. Thus, the introduction of nanoprecipitates with
size in low nm range is highly effective in suppressing the lattice thermal conductivity, which will enable the achievement of high
thermoelectric performance.

Biswas et al. showed that utilizing the phonon scattering by atomic scale alloying, scattering due to endotaxial nanoprecipitation
and mesoscale grain boundaries (Fig. 11A), the maximum zT can be achieved around 2.2 at 915 K in p-type PbTe with the intro-
duction of SrTe and Na into the system.20,211 High resolution transmission electron microscopy (HRTEM) image show lattice
fringes of several endotaxial precipitates of the size of 2–4 nm with interfacial boundary (Fig. 11A). The TEM studies reveal that
the precipitate number densities in PbTe with 2% SrTe and PbTe with 2% SrTe and 1% Na2Te are quite similar, whereas the Sr-
free PbTe–Na2Te sample contains very few detectable precipitates. Thus, endotaxial nano precipitates cause significant scattering
of heat-carrying phonons; therefore, the 2% SrTe doped sample possesses very less lattice thermal conductivity of 1.2 W/m.K at
room temperature, which drops to 0.45 W/m.K at 800 K (Fig. 11B) and helps to achieve high TE figure of merit.

Tl doping in PbTe creates impurity resonance level212 (Fig. 11C) where Se incorporation in PbTe assists in valence band conver-
gence (Fig. 11D),213 both of which enhance Seebeck coefficient significantly. The n-type counterpart on the other hand, shows high
performance zT̴ 1.65 at 678 K due to small concertation Gd doping. Gd doping flattens the conduction band in PbTe (Fig. 11E)
which eventually increases electron effective mass and leads to the remarkable enhancement in Seebeck coefficient. Along with that,
Gd doping introduces lattice anharmonicity in the system as Gd remains in an off-centered position, results in low thermal conduc-
tivity.86 Together which give rise to one of the highest reported thermoelectric figure of merit of 1.65 at 678 K in n-type
Pb0.9967Gd0.0033Te0.99I0.01. However, the toxicity of Pb in PbTe led the TE community to search for other lead-free systems
(Fig. 11F).

Recently, tin telluride (SnTe) has caught the widespread attention as a Pb-free system with similar crystal and electronic structure,
where valence band convergence and nanoprecipitation take a major part to improve the TE performance.87,214–216 The energy
difference between two uppermost valence band reduces to 0.10 eV for Ag and Mg co-doped SnTe compared to 0.35 eV in pristine
SnTe, which causes significant valence band convergence and results in S̴ 47 mV/K at room temperature. On the other hand, the
introduction of Mg leads to MgTe nanoprecipitation causing remarkable scattering of heat carrying phonons, hence high zT̴
1.55 at 865 K has been achieved.

Another approach to reduce lattice thermal conductivity in a material by local structural distortion associated with ferroelectric
instability. In the higher symmetric center of Brillouin zone, temperature dependent energy of polar transverse optical (TO)
phonons diminishes such that its energy is comparable to that of heat transporting acoustic phonons, consequently strong
acoustic-optical phonon coupling occurs and creates significant scattering of acoustic phonons and results low llat in solids.217

SnTe shows structural phase transition from rhombohedral (favors below 100 K, ferroelectric) to globally centrosymmetric rocksalt
(at room temperature, paraelectric) like structure at 100 K.218 This is impractical to use the associated ferroelectric instability for
thermoelectric power generation at high temperatures due to domination of locally distorted cubic phase below 100 K. Recently,
Banik et al. showed by substitution of Ge (0–30 mol%) in SnTe creates ferroelectric instability near room temperature and achieves
the softened TO phononmodes that are mainly associated with ferroelectric instability.217 For SnxGe1-xTe, optical phononmodes of
cubic SnTe (Fig. 12A) have a negative (�23i cm�1) triply degenerate mode at G point due to local rhombohedral distortion by
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off-centering of Sn. Phonon dispersion (Fig. 12B) of Sn0.75Ge0.25Te shows much stronger instability (�91 cm�1) at G point than
the SnTe system. By Fourier transforming this region wave vector we will get displacement of Ge atom through the chain Ge-Te-Sn-
Te-Ge-Te in SnxGe1-xTe. Ge displacement dominates the lattice instability in Sn0.75Ge0.25Te. Now, chemical reason behind this off-
centering, due to large ionic size difference between Sn2þ (0.93 Å) and Ge2þ (0.87 Å).and Ge2þ has higher polarization power along
with higher effective nuclear charge than Sn2þ, results in stabilization of distorted structure. At the room temperature, local rhom-
bohedral distortions in global cubic Sn0.7Ge0.3Te is predominantly associated with local Ge off-centering which forms a short-range
chain-like structure and scatters acoustic phonons resulting in a ultralow lattice thermal conductivity in Sn0.7Ge0.3Te

217 (Fig. 12C).

Fig. 11 (A) High resolution transmission electron microscopy (HRTEM) image showing several endotaxial nanocrystals of SrTe in PbTe matrix. (B)
Temperature variation lattice thermal conductivity (klat) of PbTe-SrTe samples doped with 1% Na2Te. The solid blue squares in (B) represent the klat
estimated using Callaway model. (C) Schematic demonstration of the density of electron states of the valence band for pristine shown in dashed line.
With the doping of Tl in PbTe the Tl-related level increases the density of states. (D) Schematic representation of the two topmost valence band
convergence in PbTe0.85Se0.15. (E) Electronic band structure of PbTe and Gd doped PbTe showing the flattening of bands upon Gd doping in PbTe.
(F) Temperature variation of thermoelectric figure of merit (zT) for Gd doped and Gd, I co-doped PbTe. Reproduced from ref. Biswas, K.; He, J.;
Zhang, Q.; Wang, G.; Uher, C. et al. Strained endotaxial nanostructures with high thermoelectric figure of merit. Nat. Chem. 2011, 3, 160–166
©Springer Nature (A–B), reproduced from ref. Pei, Y.; Shi, X.; LaLonde, A.; Wang, H.; Chen, L. et al. Convergence of electronic bands for high
performance bulk thermoelectrics. Nature 2011, 473, 66–69 ©Springer Nature for (D), reproduced from ref. Dutta, M.; Biswas, R.K.; Pati, S.K.;
Biswas, K. Discordant Gd and Electronic Band Flattening Synergistically Induce High Thermoelectric Performance in n-type PbTe. ACS Energy Lett.

2021, 6, 1625–1632 ©American Chemical Society for (E–F).
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Such phenomena has also been observed in rhombohedral 10 mol% AgBiSe2 alloyed GeSe219 respectively, where the klat reaches
close to the theoretical minimum of lattice thermal conductivity obtained using Cahill’s model.220

Enhanced point defect induced phonon scattering by entropy driven alloying and scattering of phonons due to nanostructuring
in GeTe is one of the effective routes to suppress lattice thermal conductivity.44,88,221 Where alloying of AgBiSe2 in GeTe can trans-
form the nature of conductivity from p-type to n-type varying the AgBiSe2 concentration, gives a platform to construct TE device
consist of both p- and n-type ends.222 For real application in energy usage management, In and Bi co-doped GeTe can be a strong
candidate as the TE efficiency reaches�12.3% for theDT of�445 K.223 Hong et al. investigated on a new strategy by engineering the
band structures using Rashba effect which results in strong band-structure spin splitting leading band convergence. This eventually
leads to a highly improved power factor (S2s) in Sn doped GeTe.224 Sarkar et al. demonstrated that the inducing of metavalent
bonding mechanism which is different from metallic or covalent bonding in rhombohedral GeSe via AgBiTe2 alloying can play
a beneficial role in huge enhancement of TE performance.225 The obtained zT̴ 1.35 at 627 K in (GeSe)0.9(AgBiTe2)0.1 is highest
value reported so far in GeSe based thermoelectric materials (Fig. 13D). The structural transformation takes place from

Fig. 12 Phonon dispersion of (A) SnTe and (B) Sn0.75Ge0.25Te with centrosymmetric cubic rocksalt structure considering spin–orbit coupling
(SOC), exhibit unstable G-point transverse optical (TO) modes. (C) Temperature dependent lattice thermal conductivity (klat) for pristine SnTe and
Sn0.7Ge0.3Te. Reproduced from ref. Banik, A.; Ghosh, T.; Arora, R.; Dutta, M.; Pandey, J. et al. Engineering Ferroelectric Instability to Achieve
Ultralow Thermal Conductivity and High Thermoelectric Performance in Sn1�xGexTe. Energ. Environ. Sci. 2019, 12, 589–595 ©Royal Society of
Chemistry.

Fig. 13 (A) Phase and (B) amplitude of switching spectroscopy PFM (SS-PFM) signal obtained from (GeSe)0.9(AgBiTe2)0.1. Temperature variation
(C) lattice thermal conductivity (klat) and (d) thermoelectric figure of merit (zT) for (GeSe)1-x(AgBiTe2)x (x ¼ 0-0.12). Reproduced from ref. Sarkar, D.;
Roychowdhury, S.; Arora, R.; Ghosh, T.; Vasdev, A. et al. Metavalent Bonding in GeSe Leads to High Thermoelectric Performance. Angew. Chem. Int.
Ed. 2021, 60, 10350–10358 ©John Wiley and Sons.

164 Metal chalcogenide materials: Synthesis, structure and properties



orthorhombic covalent GeSe to rhombohedral metavalent (GeSe)0.9(AgBiTe2)0.1 which exhibits closely lying primary and
secondary valence bands results in S2s 12.8 mW/cmK2 at 627 K. Also, it shows ferroelectric instability induced intrinsically
ultra-low lattice thermal conductivity of 0.38 W/mK at 578 K which is slightly higher than the theoretical minimum thermal
conductivity based on diffuson controlled model (Fig. 13C).226 The 180� switching of electrical polarization in phase of the pie-
zoresponse force microscopy (PFM) signal (Fig. 13A) and the butterfly shaped loop in the amplitude of the PFM response signal
(Fig. 13B) confirming the presence of local ferroelectric domains in rhombohedral (GeSe)0.9(AgBiTe2)0.1. The anomalous Born
effective charges, high optical dielectric constant, low band gap, high effective coordination number and moderate electrical
conductivity demonstrate the bonding mechanism present in (GeSe)0.9(AgBiTe2)0.1 is metavalent.

Highly abundant, cheap tin selenide (SnSe) has made a major impact in TE due its impressive TE performance which is driven by
its intrinsically low lattice thermal conductivity with complex electronic structure.23,227 The layers in SnSe are arranged in zigzag like
manner along the b crystallographic direction where the strong covalent bonding is present between Sn and Se and by weak inter-
action the layers are stacked along the direction-a (Fig. 14A). The coordination around Sn resembles of a distorted polyhedron of
SnSe7 possessing four long and three short bonds (Fig. 14B). The structural phase transition in SnSe from Pnma to Cmcm at high
temperature comes from the lattice instability, which results softening of transverse optical (TO) modes and eventually leads to the
strong acoustic–optical phonon scattering.228 Below the phase transition the ultralow lattice thermal conductivity originates from
the bonding hierarchy present along different crystallographic axes with a large mode Gr€uneisen parameters.23 As a result, the
maximum zT̴ 2.6 at 923 K along the crystallographic direction b is achieved (Fig. 14C).23 The low value of lattice thermal conduc-
tivity is crucial for solution processed SnSe which shows high a zT of 2.1 at 873 K112 and after removal of surface oxidation poly-
crystalline SnSe exhibits a peak zT of 2.7 at 800 K.229

Apart from the high temperature TE applications, Bi2Te3 and Sb2Te3 from tetradymite family are well established champion
materials for room temperature power generation. These materials possess layered crystal structure with space group: R3m where
strong covalent bonds are form with in a layer, however, there exists weak van der Waals interaction within two adjacent layers.
The strong spin–orbit coupling (SOC) present in these topological tetradymites makes the bands inverted which eventually results
in low effective mass and high charge carrier mobility.46 On the other hand, the presence of strong SOC leads to the band

Fig. 14 (A) Crystal structures of SnSe along different crystallographic directions-b. (B) Polyhedron of SnSe7 with highly distorted coordination
environment. (C) Temperature dependent zT in SnSe along the crystallographic axis-b. Reproduced from ref. Zhao, L.-D.; Lo, S.-H.; Zhang, Y.; Sun,
H.; Tan, G. et al. Ultralow Thermal Conductivity and High Thermoelectric Figure of Merit in SnSe Crystals. Nature 2014, 508, 373–377 ©Springer
Nature.
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degeneracy which assists in the enhancement of Seebeck coefficient. Also, the presence of heavy constituent elements with weak van
der Waals interaction within layers and large Gr€uneisen parameters cause low phonon group velocity in such class of
compound.46,230 As a combination of high-power factor and ultra-low lattice thermal conductivity high TE performance is seen
in both Bi2Te3 and Sb2Te3 based thermoelectrics near room temperature.231–236

AgSbTe2 has created a sensation in thermoelectric power generation with the thermoelectric figure of merit 2.6 at 573 K.21 The
two types of disorder have been observed in pristine AgSbTe2, first one is the impurity secondary phase precipitations, like Ag2Te
and Sb2Te3, and second one is Ag or Sb cationic disorder. However, with the incorporation of Cd in AgSbTe2, the Ag2Te impurity
phase starts disappearing and disappears fully in 6 mol% Cd doped AgSbTe2. The lowest energy ordered cubic AgSbTe2 creates
cationic antistites disorder by exchanging nearest neighbor Ag or Sb cations. The ordered structure is lower in energy compared
to that of disordered one in pristine AgSbTe2. In addition to that, upon Cd doping the formation energy of ordered AgSbTe2 further
decreases and Cd preferably occupies Sb sites. The motivation of choosing Cd doping which generates cationic ordering (Fig. 15A),
is the ionic radius of Cd2þ (95 pm) is exactly mean of Agþ (115 pm) and Sb3þ (76 pm). Due to the cationic charge and size differ-
ences between Sb3þ and Ag2þ, they are unfavorable for the formation of ordered structures. Cd2þ raises cationic ordering results in
a large potential fluctuation of the lattice-disorder which suppresses localization. Also, the formation of nanoscale superstructures
(Fig. 15B) in the order of 2 to 4 nm for Cd doped AgSbTe2 has been observed which enhances lattice strain and strongly scatter the
heat carrying phonons with mean free path �3 to 6 nm and lattice thermal conductivity reaches to ultra-low value (Fig. 15C). As
a result of suppressed lattice thermal conductivity and improved power factor, the thermoelectric figure of merit zT of Cd-doped
polycrystalline AgSbTe2 reaches to �0.6 even at room temperature and achieves a maximum value of �2.6 at 573 K in 6 mol%
Cd–doped AgSbTe2 (Fig. 15D) which is one highest value reported so far in the literature.21

5.07.4.4 Non-linear optical properties

Nonlinear optics (NLO) is the study of phenomena that occurs due to the interaction of intense light with matter which leads to
modification of the optical properties of that particular material. Generally, the optical response of a material varies linearly with the
amplitude of the electric field, but at high powers, nonlinear effect comes into play that includes self-focusing, high-harmonic gener-
ation and so on. Nonlinear optical properties have an important role in the development of laser technology for transforming laser
wavelength to spectral regions, optical spectroscopy, and methodologies for analyzing material structure.237,238 One of the charac-
teristics of NLO is the observation of second-harmonic generation (SHG). It is an optical phenomenon which shows the doubling of
frequency of an electromagnetic radiation. It has several applications in medical and atmospheric sciences. Lack of inversion
symmetry in the crystal structure is the primary criteria to observe SHG.

Experimental investigations carried out for the last 30 years have resulted in the discovery and development of many useful NLO
crystals (such as KH2PO4, LiB3O5, LiNbO3, ß-BaB2O4 and so on) that can operate in the near-infrared (IR), mid-IR, visible, and also

Fig. 15 (A) HRSTEM-HAADF image of 6 mol% Cd doped AgSbTe2. (B) SAED pattern of 6 mol% Cd doped AgSbTe2. The yellow arrows in
(B) indicates the superlattice spots which originate from cationic ordering. On the other hand, the blue arrows indicate the nanoscale superstructure
formation. Temperature dependent (C) lattice thermal conductivity (klat) and (D) thermoelectric figure of merit (zT) of AgSb1-xCdxTe2 (x ¼ 0-0.06).
Reproduced from ref. Roychowdhury, S.; Ghosh, T.; Arora, R.; Samanta, M.; Xie, L.; et al. Enhanced Atomic Ordering Leads to High Thermoelectric
Performance in AgSbTe2. Science 2021, 371, 722 ©American Association for the Advancement of Science.
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in ultraviolet regions. These materials are widely used in visible laser generation, precision scientific instruments and artificial
nuclear fusion.239–241 From the practical and technological application standpoint, mid-IR NLOmaterial must obey few conditions:
(i) It must possess broad mid-IR transparent region, that is able to run across atmospheric transparent windows ranging between 3–
12 mm; (ii) Significantly large SHG coefficient (dij), 10 times larger than that of KH2PO4 (iii) High laser damage threshold (LDT),
which is related to the intrinsic bandgap (Eg) of the materials. (Good mid-IR NLO material generally has an Eg more than 3.0 eV;
(iv) To achieve the phase matching condition in a frequency conversion process (optical parametric oscillation and optical para-
metric amplification) moderate birefringence Dn (�0.03–0.10) is required. For proper practical application purpose good crystal
growth habit and chemical stability of mid-IR NLO crystal are also necessary.242

Apart from the above-mentioned oxides, Halides are also promising candidates to be good IR NLO materials due to their large
bandgaps (high LDT) and notable IR transparency (e.g., NaSb3F10, CsGeCl3, HgBr2, and Rb2CdBr2I2).

243–246 But strong ionic char-
acteristic of the halogen atom, makes the halides unfavorable to the obtain a large SHG coefficient, which is disadvantage for NLO
materials. Phosphides (e.g., ZnGeP2, CdSiP2) also belong to this class of promising IR NLO material system as they often are found
to have large SHG coefficient and moderate birefringence.247,248 However, inadequate crystal growth process for making large size
phosphide crystals is a disadvantage.

In recent years metal chalcogenides have gained huge attention in the field of NLO. Two ternary metal chalcogenides AgGaS2 and
AgGaSe2 having chalcopyrite crystal structure (with I-42d space group) are found to show large SHG coefficient of 36 and 66 pm/V,
respectively.241 But their practical application is limited in the IR region. One of the major drawbacks of these compounds is the
anisotropic thermal expansion, which induces large amount of stress during the formation of the crystal. Some Se-based metal chal-
cogenides have dramatically large SHG coefficient. For example, KPSe6, Na2Ga2Se5 and g-NaAsSe2 have SHG coefficient value of
150 pm/V, 290 pm/V, and 325 pm/V, respectively.249–251 KPSe6 crystalizes in an orthorhombic structure with Pca21 space group.
It consists of one-dimensional polar chain of [PSe6]N and makes this compound non-centrosymmetric. Polarizability of P and
Se plays the vital role behind the observed NLO response in this compound. Ba2Ga8GeS16 is one another important NLO material
which has non-centrosymmetric orthorhombic crystal structure with P63mc space group. Here two different chains of GaS4 tetra-
hedra are connected to make the 3-dimensional crystal structure. One of the chains is made of mixed (Ga/Ge)S4 tetrahedra, whereas
the other one has slightly distorted GaS4 tetrahedra. Due to this distorted structure, it shows SHG response similar to the AgGaS2.
But the laser threshold limits are significantly higher than that of the AgGaS2.

252

Presence of lone pairs in a material can have great impact on the NLO properties. For example, Sn2þ lone pairs in SnGa4S7
increase the polarity of [SnS4] tetrahedral chain and hence the SHG coefficient. Due to its large bandgap (3.10 eV), the material
can be used as practical application.253 Non-centrosymmetric Pb5Ga6ZnS15 compound also shows relatively high SHG coefficient
(58.32 pm/V) due to the presence of Pb2þ lone pairs.254

Another class of materials that have made significant progress recently, in the study of NLO activity are the two dimensional (2D)
layered transition metal chalcogenides (TMDCs). The most studied TMDCs is the MX2 group where M ¼Mo, W, and X ¼ S, Se, Te
that have been in the limelight of research due to some fascinating NLO activities, high SHG, high saturable absorption (SA) and
large two photon absorption (TPA) coefficient as well as sizable bandgaps.255 The triangle planar units, tetrahedral units, SALP
units, SOJT units (incorporating asymmetric building units in the crystal structure with second-order Jahn�Teller (SOJT) is
a strategy to increase NLO responses), rare-earth units, and introduction of halogen atoms in TMDCs open the door to the oppor-
tunities for exploring new NLO materials.

Synthesis of new chalcogenide materials in the last two decades with novel compositions and crystal structures and also with
remarkably high NLO response have contributed massively in the exploration of good NLO systems that could produce next gener-
ation NLOmaterials for the IR region and beyond. Themajor advantages found in the promising chalcogenide compounds are32,256

(i) TMDCs have wide IR transparent regions (�11 mm) due to the lower bond stretching frequency, making them favorable for IR
applications. (ii) From S, Se to Te, the polarizability increases, resulting in decrease of bandgap while there is significant increase in
the SHG effect and birefringence. (iii) Improvement in the structural anisotropy due to the introduction of SALP or SOJT effect
cations resulting in a strong SHG response. (iv) The introduction of the rare-earth elements narrows the bandgap and also provides
an opportunity to find new functional materials. (v) The introduction of the halogen elements (especially chlorine anions) also
tends to increase the bandgap of metal chalcogenides and also a large NLO response making it promising strategy for developing
new IR NLO materials. (vi) Polar aligned Diamond-Like (DL) Structure TMDCs are the most favorable system for mid-IR NLO
crystal owing to its large bandgap, SHG effect, and birefringence. In addition, large size crystals can be easily grown because of
its stable closest packing anion sub lattice.

Two other materials ACd4Ga5S12 and Ba3AGa5Se10Cl2 (A ¼ K, Rb, Cs) also showed a high SHG efficiency, but their birefringence
is much smaller than desirable. Hence, it can be easily predicted that there is still a major challenge for researchers to identify a supe-
rior NLOmaterial that satisfies all the conditions required as mentioned above. In spite of these drawbacks, it has also been realized
that TMDCs are still the most suitable system for mid-IR NLO crystal as they have the capability and immense potential to achieve
a very good balance between LDT and SHG response that is as good as possible, that will eventually turn to be a breakthrough in the
field of NLO.

5.07.4.5 Water purification

Clean water is of paramount importance for all form of life and plays an important role for existence.257,258 One of the greatest
challenges in 21st century is to provide clean water (free from toxic elements and pathogens) at affordable cost.259 Water scarcity
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became a complex challenge to our society with increasing the global population.260 Heavy metal ions (Pb2þ, Cd2þ, Hg2þ, Cr
6þ)

and radionuclides (57Co, 59Fe, 65Zn, 89Sr, 137Cs, 235U, etc.) are the main pollutant in this aqueous waste which is a serious threat to
the living organism.261 Thus, the technologies that can afford clean water at scalable quantity with minimal cost are highly
demanding. The various technique like chemical precipitation, ion exchange, coagulation, membrane separation is traditionally
used. However, most of this processes are expansive as well as unable to remove the heavy metals selectively at part per billion
(ppb) level.262–264 However, organic resins,265 metal organic frameworks (MOFs),266 mesoporous silica,267 and metal chalcogen-
ides have recently shown a profound effect for water purification with higher removal capacity as well as higher selectivity.26,264

Organic resins are effectively used for water purification as these materials are suitable for specific ions absorptions but shows
limited chemical and thermal stability.26,268 These purely organic materials show amorphous porous structure thus unable to
exhibit molecular sieves separation properties.265 Mesoporous silica exhibits astonishing selectivity and binding affinity towards
heavy metal ions. For instance, thiol-functionalized mesoporous molecular sieves show good selective absorption of Hg2þ from
water solution.267,269 However, these materials cannot be used for extreme acidic and basic waste-water remediation as they are
unstable in these conditions.268 While MOFs are effective for water remediation, they do have some limitations, such as (i)
MOFs are very unstable at high pH, (ii) adsorption kinetics is very slow, and (iii) long-term stability of MOFs is one of the greatest
challenges for practical application, indicating that the development of efficient MOFs for water purification is still in its early
stages.266 Thus, ideal materials for water purification that can sustain the harsh condition and selectively capture the toxic element
are still elusive. Recently metal chalcogenides more precisely metal sulfides due to its less toxicity andmore availability compared to
selenide and telluride with open framework structure are emerged as promising materials for water remediation.26 Metal chalcogen-
ides can exhibit diverse of crystal structure starting from crystalline three dimensional (3D), layered structure, to porous amorphous
structure and aerogels. Apart from the non-toxicity and availability, the presence of soft S2� ligands gives rise to innate selectivity to
the soft metal ions.26,264 Further, it shows very weak interaction with the hard ions such as Hþ

, Naþ, Ca2þ thus these materials are
effective for ions absorption in very broad pH range and higher salt concentration.

The absorption capacity of metal chalcogenides towards the heavy metal ions (qe) can be expressed as270:

qe ¼ ðC0 � CeÞV
m

(1)

Where C0 and Ce are the initial and equilibrium concentration of heavy metal ions. V is the volume of the test solutions and m is
the amount of metal chalcogenide (ion exchanger) used in the experiments. The binding affinity of a metal ions towards the metal
chalcogenides can be explained in terms of distribution coefficients (Kd)

270:

Kd ¼
�
V
m

�
:
ðC0 � CeÞ

Ce
(2)

5.07.4.5.1 Three-dimensional metal sulfides
There are large number of crystalline three-dimensional metal sulfides (3DMS) reported in literature, but very few are promising for
heavy metal ions capture and can be used in water purification. K6Sn[Sn4Zn4S17] (K6MS) compound is very much well known for
selectively capture Csþ, NH4

þ, Hg2þ and Tlþ ions. The presence of three different cavity (K1, K2, K3) in 3D (Sn[Sn4Zn4S17])
6� that

can host Kþ ions. The K3 cavity in the structure is comparably more labile (diameter � 4.1 Å) than other two cavity (diame-
ter � 3.0 Å). Thus Kþ ions in K3 cavity can be easily replaced by the heavy ions.26,271 Kanatzidis’ group have demonstrated the selec-
tively Csþ ions capture in the presence of excess Rbþ, in K3 cavity.272 They have also performed comparison study by taking
equimolar concentration of Csþ, Rbþ, NH4

þ. The results shows that K3 sites are filled with exclusively Csþ ions while K2 sites
are filled with Rbþ/NH4

þ mixture. The reaction of CsCl with K6MS for 12 h leads to K5CsSn5Zn4S17. Further Naþ and Liþ and
Ca2þ display no exchange capacity due to its large hydration spheres.

Ion exchange isotherm data that fit with the Langmuir model270,273:

qe ¼ qm
bCe

1þ bCe
(3)

where qm is the maximum sorption capacity of the metal chalcogenides (sorbent) and b is the Langmuir constant which is con-
nected to the sorption’s free energy. The fitting data indicate that Csþ ion -exchange capacity is �66 � 4 mg/g (0.81 � 0.06 mol)
which is close to the expected maximum capacity (1 mol/formula unit).26 The high distribution coefficient (Kd) � 104 mL/g.,
observed for this material clearly indicates the excellent selectivity and affinity towards Csþ ions within the broad pH range.26 Thus,
from the above discussion it is clear that K6MS shows high selectivity towards Csþ. K6MS also selectively capture soft metal ions. For
instance, it shows the 95-100% Hg2þ removal with high Kd value of 2 � 106 mL/g within broad pH range. Lagergren’s equation for
first order kinetics is used to fit the kinetic data26:

qt ¼ qe½1� exp ð�KLtÞ� (4)

where KL is Lagergren or First-order rate constant. The fitting data indicate that maximum sorption capacity of Hg2þ is 226 � 5 mg/g
(initial Hg2þ concentration is 441 ppm) with a rate constant of 0.044 � 0.003 min�1.26 It also shows very high selectivity towards
Tlþ ions. The sorption of Tlþ ions is well fitted with Langmuir–Freundlich model270,273:
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qe ¼ qm
ðbCeÞ

1
n

1þ ðbCeÞ
1
n

(5)

where n and b are constant and other parameters are explained in equation no. 1 and 3. The fitted data indicate that maximum
capacity is �508 � 33 mg Tl g�1 (4 mol of Tlþ/formula unit of K6MS). Further the Kd value is high �2.2 � 105 mL/g which
indicates very high affinity of K6MS towards Tlþ ions.

X-Y Huang’s group for the first time have synthesized [(Me)2NH2]2[Sb2GeS6], which is a 3D chiral microporous material. The
ion exchange study indicates that up to 93% organic cations of this microporous materials are replaced by Csþ ions which indicates
very high ion exchange properties. Further it shows very high selectivity towards Csþ ions in presence of Naþ, Kþ and Rbþ ions. Thus,
this is materials is potential for radioactive Csþ ions removal from nuclear waste. Only few 3DMS are reported in literature for water
remediation compared to layered materials. So there are ample scopes to synthesis new 3DMS and explore them for heavy metal
ions sorption.

5.07.4.5.2 Layered metal sulfides
LMS with anionic layered structure are well known for heavy metal ions capture in between the layers by replacing the labile cations.
These materials are promising candidate due to high diffusion of heavy metal ions (soft metal ions) and can form a strong bond
with the soft S2� ligands.

5.07.4.5.2.1 Potassium tin sulfides (KTS)
K2Sn4S9 and K2xSn4-xS8-x (x ¼ 0.65-1) are two well-known two-dimensional layered materials for water remediation.274,275 The
basic unit of the K2Sn4S9 cluster is Sn4S9, where two Sn4þ are tetrahedrally coordinated and other two Sn4þ are trigonal bipyramidal
coordinated. It forms a layered structure bridges through S2� ions with labile Kþ ions. Ion sorption study shows that maximum Csþ

sorption of is 205 � 6 mg/g with high Kd value �103-105 mL/g.26 Further study shows that Hg2þ, Pb2þ and Cd2þ can also be
exchanged fully by Kþ ions.26 Mercouri’s group have shown that K2xSn4-xS8-x (x ¼ 0.65-1) demonstrate excellent ion exchange prop-
erties towards the radionuclides (Csþ, Sr2þ, UO2

2þ).275 The layered structure of K2xSn4-xS8-x (x ¼ 0.96) is shown in Fig. 16A.The Kd

value is very high for all these radionuclides which is in the range of �104–105 mL/g over broad pH. The exchange capacity can be
fitted with Langmuir and Langmuir Freundlich isotherm models as shown in Fig. 16B–D. The value of n (Langmuir–Freundlich
constant) is 1.37 � 23 which is close to 1 for Csþ ions adsorption. This suggest that adsorption process is Langmuir adsorption
isotherm. Whereas for Sr2þ and UO2

2þ n values are 1.81 � 54 and 1.52 � 24 respectively and suggest that process is Langmuir
Freundlich isotherm. The exchange capacity obtained by fitting the data are 208 � 11 mg/g (Fig. 16B), 102 � 5 mg/g,

Fig. 16 (A) The layer structure of K1.92Sn3.04S7.04. Equilibrium data for (A) Csþ, (B) Sr2þ and (C) UO2
2þ ion exchange, the solid data represents the

fitted lines by various isotherm models. The V/m ratio was 1000 mL g�1, pH � 7 and the contact time was �15 h. Reproduced from ref. Sarma, D.;
Malliakas, C.D.; Subrahmanyam, K.S.; Islam, S.M.; Kanatzidis, M.G. K2xSn4�xS8�x (x ¼ 0.65–1): A New Metal Sulfide for Rapid and Selective
Removal of Csþ, Sr2

þ
and UO2

2þ Ions. Chem. Sci. 2016, 7, 1121–1132 ©Royal Society of Chemistry.
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(Fig. 16C), 287 � 15 mg/g (Fig. 16D) for Csþ, Sr2þ, and UO2
2þ respectively. The ion exchange process is very fast i.e., within 5 mins

all the ions are exchanged. This process can be expressed as:

K1:92Sn3:04S7:04 þ 1:92CsCl/Cs1:92Sn3:04S7:04 þ 1:92KCl

5.07.4.5.2.2 Potassium manganese sulfides (KMS)
The general formula of this class compound is K2xMxSn3xS6 (x ¼ 0.5-1; M ¼Mn, KMS-1; M ¼Mg, KMS-2).273,276,277 These materials
are extremely stable under air and highly acidic and basic condition. The layered crystal structure can be visualized as CdI2 type, and
it is consisting of edge sharing octahedra (SnS6 and MS6). The Kþ ions are intercalated in between the layers. The structural char-
acteristic of KMS-1 and KMS-2 are same, apart from the layers stacking.26 The detail study on ion sorption of heavy metals ions
(Hg2þ, Pb2þ, and Cd2þ) and radionuclides (Csþ, Sr2þ, Ni2þ and UO2

2þ) of both these materials exhibits high sorption capacity
with high Kd value in broad range of pH.278

The sorption data shows that the maximum sorption capacity for Hg2þ, Pb2þ, and Cd2þ are in the range of 320-377 mg/g in
broad pH range by KMS-1 with very high Kd value of �104 mL/g (pH ¼2.5-10).278 KMS-2 also exhibits exceptional exchange
properties.278

5.07.4.5.2.3 Potassium metal chalcophosphates (KMPS)
KMPS is another efficient layered material for selectivity sequestration of toxic heavy elements. The layered MPS3 (M ¼ divalent
transition metal ions) structure is similar to CdCl2 structure, where P-P pairs and M present at the cationic sites (Cd position) while
S present at the anionic sites (chloride position).279 The Kþ ions intercalated in between the layers to form K0.48Mn0.76PS3.H2O (K-
MPS-1). Biswas’s group for the first time study the Csþ ions capture with K-MPS-1 (Fig. 17A).280 The chemical reaction that
describes the ion exchange reaction is shown below:

K2xMn1�xPS3:nH2Oþ 2x CsCl ðaq:Þ/Cs2xMn1�xPS3:nH2Oþ 2x KCl

The ion sorption study shows that it follows the Langmuir adsorption model and sorption capacity is very high �337.5 mg/g at
neutral pH (Fig. 17B). Further, at extreme pH condition (pH ¼ 2-12), as well as in presence of other ions (Naþ, Rbþ, Ca2þ, Mg2þ),
K-MPS-1 demonstrate very high Cs uptake. The selectivity of the Csþ ions over the other ions originates from the soft Lewis acid base
interaction (Csþ- S2�) rather than size effects. The Kd value in the order of�103-104 mL/g, and the maximum Kd value is 1.59 � 104

(Fig. 17C).280 The K-MPS-1 is also efficient materials for toxic Pb2þ ions capture (�99%) from very dilute concentration.281

Fig. 17 (A) Schematic representation of the mechanism of Csþ capture by K-MPS-1 (Mn, purple; P, blue; S, yellow; K, black; Cs, green), (B)
Equilibrium data for Csþ ion exchange (pHz 7, V/m ¼ 1000 mL g�1). The solid blue and red line represent fitting with the Langmuir and Langmuir–
Freundlich models, respectively, with 5% error bars. The value of the Langmuir–Freundlich constant is n ¼ 0.9 (close to 1), proposed that the
adsorption behavior follow the Langmuir adsorption model, (C) distribution coefficient (KdCs) of ion exchange with 2% error bars. Reproduced from
ref. Rathore, E.; Pal, P.; Biswas, K. Reversible and Efficient Sequestration of Cesium from Water by the Layered Metal Thiophosphate
K0.48Mn0.76PS3$H2O. Chemistry – A Eur. J. Dermatol. 2017, 23, 11085–11092. ©John Wiley and Sons.
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5.07.5 Conclusions and future outlook

Metal chalcogenides possess rich compositional diversity exhibiting crystal structure ranging from simple to highly complex. Such
diverse composition and crystal structure, make this class of compounds fascinating as these compounds exhibit broad range of
intriguing physical and chemical properties. However, the major challenges lie in designing and synthesizing these compounds
with a single pure phase. Furthermore, the improved rationality of the synthetic solid-state chemists to harness new metal chalco-
genides with desirable properties also paved the way in the development. Numerous conventional as well as new exciting strategies
including sealed tube method, chemical vapor deposition, Bridgman single crystal technique, solvothermal and hydrothermal etc.
have been deployed to synthesize these materials in the past several decades and proven to be highly effective.

Metal chalcogenides are at the cutting edge of many research areas due to their favorable crystal and electronic structure. Some
examples include nonlinear optics, optical information storage, photovoltaic energy conversion, thermoelectric energy conversion,
radiation detectors, thin-film electronics, rechargeable batteries, catalysis, novel magnetism, unconventional superconductivity, and
science in two dimensions etc. In the recent times, the scientific community has witnessed sensational discoveries pertinent to metal
chalcogenides such as quantum spin Hall Effect, topological insulators, topological crystalline insulators, and many others which
will have huge implications. We are currently in the midst of an impressive expansion in solid-state chalcogenide chemistry with
emphasis on the synthesis of materials with new compositions and structures on the one hand, and exploration of their novel prop-
erties on the other which opens up a new avenue for future energy as well as industrial applications.
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Abstract

Magnetocaloric effect, MCE, is heating or cooling of a magnetic material upon application or removal of magnetic field.
Materials that display a significant MCE, a temperature change a few degrees or more, are called magnetocaloric materials. A
practically useful MCE is observed in ferromagnets around their Curie temperatures. Additionally, the effect is significantly
increased when a ferromagnetic ordering is coupled to a structural transition; e.g., in Gd5Si2Ge2 the MCE entropy change
associated with its magnetostructural transition is doubled in comparison to the purely magnetic entropy change. Materials
with a large MCE can be used for magnetic refrigeration, a cooling technique that is more efficient than the conventional
liquid-vapor refrigeration.

Research in the magnetocaloric field focuses on the discovery of high-performance magnetocaloric materials. Due to the
lack of a long-range order, amorphous materials display poor MCE properties and are not viable for industrial applications,
thus synthesis of crystalline materials is pursued. Polycrystalline and single crystalline magnetocaloric materials can be
prepared via a number of methods, similar to those used for intermetallic phases. Single crystals can be grown using
Bridgman, tria-arc, recrystallization or flux techniques. Polycrystalline samples can be prepared via arc-melting, sintering,
mechanical alloying, spark plasma sintering, solid-vapor and microwave synthesis.

5.08.1 Introduction to magnetocaloric materials

5.08.1.1 Brief history of magnetocaloric effect and magnetic refrigeration

Magnetocaloric materials can change their body temperature when subject to a varying magnetic field. Such behavior, called mag-
netocaloric effect (MCE), stems from an intrinsic coupling between the magnetic moments and external magnetic field. The
discovery of the magnetocaloric effect is usually attributed to E. Warburg in 1881.1 However, as A. Smith discussed in his 2013
review, E. Warburg neither predicted nor measured the MCE.2 An MCE temperature change during Warburg’s experiments on
the Fe wire would have been 10�6 K, and thus could not be detected by Warburg. Magnetocaloric effect was first theoretically pre-
dicted by William Thomson (Lord Kelvin) in his 1860 and 1878 works.3,4 The first reliable experimental measurement of the
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magnetocaloric effect can be attributed to Weiss and Piccard,5 who in 1918 reported a temperature change of 0.7 K in Ni around its
Curie temperature for the magnetic field change of 1.5 Tesla. Then in 1933, Giauque andMacDougall used the magnetocaloric effect
of the paramagnetic Gd2(SO4)3 � 8 H2O salt to achieve the sub Kelvin temperature of 0.25 K.6

The 1933 work of Giauque and MacDougall on adiabatic cooling was also the first successful demonstration of the idea that
magnetocaloric effect can be used for cooling. This type of cooling technology above the cryogenic temperatures is known today
asmagnetic refrigeration. In 1976, G.V. Brown proved feasibility of room-temperaturemagnetic refrigeration by constructing a recip-
rocated magnetic refrigerator, based on the Gdmetal (Fig. 1).7 Using a 7 Tesla electromagnet, Brown achieved a temperature span of
47 K after 50 cycles without the heat load. The next milestone in the magnetocaloric research can be credited to the 1997 discovery
of giant MCE (GMCE) in Gd5Si2Ge2 by Gschneider and Pecharsky.8 Up to this moment, the magnetocaloric materials of interest
relied on purely magnetic ordering. However, in Gd5Si2Ge2, a ferromagnetic ordering is coupled to a first-order structural transition,
and its MCE value is roughly doubled when compared to that stemming from a purely magnetic ordering.9

Discovery of GMCE in Gd5Si2Ge2 sparked a renewed interest in magnetic refrigeration. Several magnetic refrigerators were
built,10–15 and it is believed that once matured, the magnetic cooling technology can be �20% more efficient than the current
vapor-based one.16

5.08.1.2 Thermodynamics of magnetocaloric effect and material requirements

This chapter briefly discusses the basics of the magnetocaloric effect and puts them into the context of materials design. For more in-
depths description of the MCE thermodynamics, a reader is referred to the following works.17–19

5.08.1.2.1 MCE in bulk crystalline materials
Magnetocaloric effect, MCE, is heating or cooling of a magnetic material whenmagnetic field changes and can be represented by two
quantities: adiabatic temperature change, DTad, and isothermal entropy change, DSiso. (Fig. 2). Both quantities depend on the
magnitude of the magnetic field change, DH, and also on the temperature, at which the MCE is recorded. The adiabatic temperature
change, DTad, indicates by how many degrees the MCE material can cool. The isothermal entropy change, DSiso, is a measure of how
much entropy (i.e., heat) can be absorbed or released by the magnetocaloric material. The largest magnetocaloric effect is achieved
when the magnetic moments in the magnetically ordered phase are fully aligned. Such alignment occurs naturally in ferromagnets
below their Currie temperatures; therefore, ferromagnetic materials can display a significant MCE around their ordering tempera-
tures. Any departure from the long-range ferromagnetic ordering, either through structural strain, disorder, or other means, will
decrease the material’s MCE. The DSiso value is proportional to the number of magnetically active atoms in the structure, and
thus metal-rich materials will display large MCEs and are preferred for practical applications.

The adiabatic temperature change, DTad, is related to the entropy change, DSiso, through the following equation18:

DTady� T
CðT0ÞH

DSiso (1)

C(T0)H is the heat capacity of the materials in the applied field,H; T0 is the temperature between T and T þ DTad and, unfortunately,
is unknown. Based on Eq. (1), we can see that DTad is directly proportional to the entropy changed and inversely proportional to the
heat capacity, and thus materials with high heat capacity will display lower temperature changes. In terms of materials

Fig. 1 A schematic representation of the reciprocated magnetic refrigerator developed by G.V. Brown. The essential steps of the magnetic
refrigeration cycle are shown.
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compositions, this means that lighter materials (i.e., with lighter elements) will deliver a lower temperature span than the denser
ones, provided the entropy change per unit mass remains the same.

For the materials, which undergo a second-order ferromagnetic ordering, the isothermal entropy change, DSiso, can be treated as
purely magnetic one by origin (lattice and electronic contributions are small and can be neglected) and, thus, we can write DSi-
so ¼ DSmag. Assuming a fully disordered paramagnetic state and completely ordered ferromagnetic state, one can use Boltzmann’s
equation to calculate DSmag for 1 mol of the magnetically active atoms:

DSmag ¼ �Rlnð2Jþ 1Þ (2)

Here, J is the total angular momentum quantum number for the magnetically active atoms in the structure. It must be stated that
only 60–90% of this magnetic entropy is available because of the crystalline electric field effects and spin fluctuations; and even
a smaller fraction (10–30%) of this entropy is utilized during the magnetocaloric process.20 As a result the experimentally measured

values of DSmag are usually significantly smaller than the theoretical ones; e.g., for the Gd metal, DSthmag ¼ RIn

�
2:72 þ 1

�
¼

17:3 J=mol K or 110 J=kg K, while only DSmag
th z 16.5 J/kg K are obtained for the relatively large magnetic field change of 0–7.5

Tesla.17 Any perturbation of the magnetic ordering (through defects, amorphization, impurities) will reduce the magnetocaloric
effect even more.

In case of the giant MCE, a magnetic ordering is accompanied by a first-order structural transition. As the result the isothermal
entropy change can be enhanced due to the enthalpy contribution, DE, associated with this structural transition:

DSiso ¼ DSmag �DE
T

(3)

An atomic rearrangement with a large enthalpy, DE, (i.e., with abrupt and major structural changes) will significantly boost the

isothermal entropy change. In Gd5Si2Ge2, the enthalpy contribution
�
OE
T

�
is estimated to be roughly half of the total

DSiso z �20 J/kg K.9 The enthalpy contribution in even higher and estimated to be 2/3 of DSiso z �40 J/kg K in Gd4.75Eu0.25Ge4
due to fact that its structural transformation involves rearrangement of all bonds between the adjacent slabs and not only half of
them as in Gd5Si2Ge2 (Fig. 3).

21 Structural disturbances that hinder transitions will negatively impact the MCE through the reduc-
tion of the DE and also DSmag values.

5.08.1.2.2 Measurements of magnetocaloric effect
Magnetocaloric effect can be measured directly or obtained indirectly.22,23 Only adiabatic temperature change, DTad, can be
measured directly; this is done either by applying magnetic field to an immobilized sample24 or by moving a sample into magnetic
field.25 However it is more common to measure the magnetocaloric effect indirectly. In one approach, heat capacity in zero and
non-zero magnetic fields is measured from the lowest possible temperature to the temperature of interest. Integration of the
heat capacity gives entropy as a function of temperature, from which both DTad and DSiso values can be easily extracted.18

The other indirect technique is to measure magnetization isothermally as a function of magnetic field at temperatures below and
above the transition temperature. This approach is the simplest and used the most, as one does not need to go to very low temper-
atures. The trade off is that only an isothermal entropy change can be obtained from such data. Magnetocaloric effect in terms of the

Fig. 2 Representations of the magnetocaloric effect in terms of the adiabatic temperature change, DTad, (left) and isothermal entropy change, DSiso
(right). During the adiabatic process, there is no heat exchange between the magnetocaloric material and the surrounding. During the isothermal
process, the temperature of the magnetocaloric materials is in equilibrium with the surrounding. The small arrows represent magnetic moments
inside the material. The materials at the top are in the paramagnetic state; the materials at the bottom are in the ferromagnetic state. T is temperature,
H is magnetic field, and S is entropy.
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entropy change, DSiso, for the DH field change can be evaluated from a numerical integration of the isothermal magnetization data
using the following formula (based on the Maxwell relationship19):

DSðTavÞDH ¼
X
i

MðT2Þi �MðT1Þi
T2 � T1

dH (4)

where dH is a magnetic field step, M(T2)i and M(T1)i are the values of magnetization at temperatures T2 and T1, respectively, and
Tav ¼ ½(T2 þ T1). The magnetization data and isothermal entropy change for Gd5Si2Ge2 are shown in Fig. 4.

5.08.1.2.3 Ferrofluids and magnetocaloric fluids
Ferrofluids are made of small ferromagnetic or ferrimagnetic particles colloidally suspended in a liquid. The magnetocaloric effect of
ferrofluids is schematically shown in Fig. 5, on the left. Assuming that the particles are ferromagnetically ordered and consist of the n
magnetically active atoms with the total quantum number, J, we can express the magnetic entropy change per one mole of these
atoms as:

DSmag ¼ �R
n
ð2nJþ 1Þ (5)

This equation is valid if the particles are randomly oriented in the absence of the magnetic field and are fully aligned in the pres-
ence of the magnetic field. The same equation can be also applied to superparamagnetic particles. In practice, large magnetic fields
may be required to fully orient the particles and, thus, MCE values may be significantly smaller. Additionally, the magnetic
moments on the particle surfaces are never fully aligned, and this further diminishes MCE values.

Fig. 3 Structures of Gd5Si2Ge2 (top) and Gd4.75Eu0.25Ge4 (bottom) in the paramagnetic and ferromagnetic states. In the paramagnetic Gd5Si2Ge2,
only half of the interslab dimers composed of the red atoms are broken; in the paramagnetic Gd4.75Eu0.25Ge4, all interslab dimers are broken. In the
ferromagnetic state, the dimers are intact in both phases and permit the ferromagnetic coupling between the slabs.
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It is interesting to contrast MCE values of a ferrofluid (and superparamagnetic particles) and bulk polycrystalline material, both
of which are made from the same magnetically active phase:

DSmag ferrofluidð Þ
DSmag bulkð Þ ¼ �R

n
lnð2nJþ 1Þ=�Rlnð2Jþ 1Þ ¼ 1

n
lnð2nJ þ 1Þ
lnð2Jþ 1Þ (6)

Analysis of Eq. (6) indicates that the MCE of ferrofluids and superparamagnetic particles will be always smaller than that of the
bulk materials, unless n ¼ 1. The latter case is equivalent of having 1 atom per particle and corresponds to the bulk material,
provided there is no medium between the atoms. But as n increases, the MCE value will fall rapidly.

Another example is a fluid consisting of small paramagnetic particles (Fig. 5, right). As magnetic field is applied, the particles
themselves order ferromagnetically and they also align with the magnetic field. The magnetic behavior of particles is identical to
that of the bulk material, and such fluid can be called a magnetocaloric fluid. Assuming fully aligned magnetic moments in the
magnetocaloric fluid, the entropy change per one mole of magnetically active atoms can be calculated from Eq. (2) as it was
done for the bulk materials. In reality, the MCE effect will be significantly lower due to the different nature of and fluctuations
in the exchange interactions on the particle surfaces.19 The same arguments can be applied to the magnetocaloric materials that
consist of very fine particles. Additionally, a liquid medium between the particles both the in magnetocaloric fluids and ferrofluids
will substantially reduce the gravimetric MCE values.

Diminished magnetocaloric effect and difficulties in preparing magnetocaloric nanoparticles and fluids are the most likely
reasons for scarcity of the published data in this area. Still, works on nanosized Gd5Si2Ge2

26 and LaFe13� xSix
27 provide useful

insights into the magnetocaloric properties of the small particles. For example, a comparative study of the bulk and high-energy
ball-milled Gd5Si2Ge2 demonstrated that when the particle size decreases and structural disorder associated with ball milling
increases, the MCE values decreases drastically (Fig. 6).

Fig. 5 Schematic representation of the magnetocaloric effect in terms of adiabatic temperature change for a ferrofluid (left) and magnetocaloric fluid
(right).

Fig. 4 (Left) Isothermal magnetization vs. field at temperatures 5 degrees apart. (Right) Isothermal entropy change extracted from the
magnetization data.
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5.08.1.3 Material design criteria

Since smaller particles and amorphous phases (discussed below) deliver lower MCE values, preparation of bulk magnetocaloric
materials either in the polycrystalline or single-crystal forms has been primarily pursued. Driven by potential industrial applica-
tions, research efforts have focused on metal-rich phases with ferromagnetic ordering around room temperature and concomitant
first-order structural transitions. Five material families display promising MCE properties, and they are based on the AlFe2B2,

28

Gd5(Si,Ge)4,
8,29 (Fe,Mn)2P,

30–32 MnAs,33,34 and LaFe13� xSix
35,36 phases. Because of the As toxicity, the MnAs-based materials

are unlikely to be of industrial importance. Preparation methods for these magnetocaloric materials are summarized in Tables 1
and 2.

Among the pure elements, gadolinium metal possesses useful MCE properties; it orders ferromagnetically at room temperature
(21 �C) and exhibits a large entropy change due to the high value of its total quantum number (J ¼ 7/2).37 While gadolinium may
not be suitable for wide-spread applications due to its high cost, it is often used as a benchmark in the magnetocaloric research.

Fig. 6 Magnetocaloric effect in terms of the isothermal entropy change, DSiso, of the bulk and ball-milled Gd5Si2Ge2. The particle size distribution
for the samples ball-milled for 2, 12, and 24 h is shown in the insert. Modified figure from Giovanna do Couto, G.; Svitlyk, V.; Jafelicci, M.;
Mozharivskyj, Y., Bulk and high-energy ball-milled Gd5Si2Ge2: Comparative study of magnetic and magnetocaloric properties. Solid State Sci. 2011, 13
(1), 209-215.

Table 1 Summary of the methods used to grow single crystals of the
selected magnetocaloric materials.

Material Bridgman Tria-arc Recrystallization Flux growth

Gd metal � �
Gd5(Si,Ge)4-based � �
AlFe2B2 �
MnAs-based �

Discussion of the specific methods and the corresponding references are provided below.
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5.08.2 Single crystal growth of magnetocaloric materials

Single crystals of magnetocaloric materials can provide valuable insights into their atomic andmagnetic structure, phase transitions,
and anisotropic physical properties.38–40 At present, industrial application of single crystals of magnetocaloric materials does not
appear feasible due to the high cost associated with the crystal growth and size of grown crystals, which is typically smaller than that
required for cooling applications. Since magnetocaloric materials are intermetallic phases, techniques used to grow intermetallic
phases, can be applied to produce magnetocaloric crystals. A brief description of the crystal growth methods with representative
examples is provided below. It worth mentioning that while small single crystals with the dimensions of ca. 20–100 mm, suitable
for X-ray diffraction and magnetic measurements, may be obtained during synthesis or subsequent annealing of the polycrystalline
samples, larger crystals are grown through dedicated techniques. Some of the crystal growth techniques require specialized equip-
ment (e.g., Bridgman, tri-arc) and certain level of expertise; other approaches (e.g., flux growth) require only modest investments
and can be readily applied in many labs.

Table 2 Summary of the methods used to prepare bulk polycrystalline samples of the selected magnetocaloric materials.

Material Arc melt. Sintering Nb/Ta tubes SPS MA SV Microwave

Gd metal �
Gd5(Si,Ge)4-based � � �
AlFe2B2 � � �
(Fe,Mn)2P-based � �
MnAs-based � �
LaFe13�xSix �

SPS stands for spark plasma sintering; MA for mechanical alloying, SV for solid-vapor synthesis.
Descriptions of the specific methods and the corresponding references are provided below.

Fig. 7 (A) Schematic diagram of the Bridgman–Stockbarger technique. Ceramic tubes can be used instead of silica ones for the furnace walls. (B)
Experimental temperature profile for T1 ¼ 760 �C and T2 ¼ 680 �C for the furnace shown on right. (C) A home-built Bridgman–Stockbarger set up at
the Brockhouse Institute for Materials Science, McMaster University, Hamilton, ON, Canada.
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5.08.2.1 Bridgman single crystal growth

Bridgman technique involves slow cooling of a molten material by moving its container from a hot zone into a cold one (Fig. 7).41

To facilitate the crystal growth, the end of the container where a crystal starts to grow may be elongated, and a seed crystal can be
placed at that end. Presence of the seed crystal requires precise temperature control at the interface, and in many cases crystal growth
is done without a seed crystal. In the original Bridgman technique, the cold zone is the outside of the furnace, and thus the temper-
ature gradient is not well defined. A modified Bridgman method, known as the Bridgman–Stockbarger technique, has two well
controlled temperature zones, which is achieved by employing two separate furnaces with a baffle in-between (Fig. 7).42 Some vari-
ants of the Bridgman and Bridgman–Stockbarger techniques include rotation of the container and horizontal arrangement of the
furnace/s. The important considerations during the crystal growth are the container material, temperature of the hot zone, temper-
ature gradient, and cooling rate. The container should have minimal reactivity with the sample and withstand the temperature and
ambient environment during the growth.

The Bridgman technique was used to grow single crystals of Gd5Si2Ge2, a giant magnetocaloric material.43 The polycrystalline
Gd5Si2Ge2 ingot was sealed in a conically tipped tungsten crucible. The crucible was placed in the furnace and degassed under
dynamic vacuum at 1000 �C for 1 h. The furnace was then filled with high-purity argon and heated to 2000 �C to melt the sample.
After 1 h, the sample was lowered from the heat zone into the colder zone at a rate of 4 mm/h. The cut W container with Gd5Si2Ge2
crystals is shown in Fig. 8. The authors contribute the crystal cracking to the differential thermal contraction between the sample and
crucible, and strong mechanical bond between the Gd5Si2Ge2 and crucible.

De Campos et al. used a modified version of the Bridgman method to grow single crystals of MnAs.44 Mn and As pieces were
loaded into a silica tube, with one end being elongated and pointed. The tube was evacuated, backfilled with Ar (400 Torr) to
suppress the As deficiency in the grown crystals and then sealed. The end of the tube with the sample was heated to 1050 �C while
the temperature above the sample was 80 �C higher. After the elements were molten and the sample was homogenized, the sample
was cooled at 10 �C/min from 1050 �C to 1000 �C and then at 1 �C/min from 1000 �C to 800 �C (Tm(MnAs) is 935 �C). Due to the
temperature gradient present, the bottom part of the tube was always at a lower temperature, and solidification/crystal growth
started at that end. The MnAs bowl grown by this approach and a cleaved crystal from the bowl are shown in Fig. 9.

5.08.2.2 Tri-arc single crystal growth

Similar to intermetallic phases, crystals of magnetocaloric materials can be grown by a modified version of the Czochralski tech-
nique, in which the sample’s melting is achieved by electric arcs (Fig. 10).45 A sample is placed into the chamber on a water-
cooled copper hearth, which acts as an anode. The chamber is evacuated and filled with argon; in most cases the argon is constantly
flushed through the chamber during the growth. The sample is heated and melted by discharges (arcs) from three tungsten elec-
trodes/cathodes, that are water cooled. The pooling rod is lowered so it touches the molten sample and then slowly pulled up while
being rotated. The pooling rod may contain a seed crystal, but usually it is only a pointed tungsten rod or thick wire. Further modi-
fications of this technique include rotation of the copper hearth and four arcs. A detailed description of the tri-arc growth process can
be found in ref. 46

Single crystals of Gd5Si2Ge2 were grown by this method at the Ames Lab, US DOE, Ames, IA, USA.39,47 In one attempt,
a Gd5Si2Ge2 crystal 35 mm in length was obtained.47 The same authors grew the Gd5Si2Ge2 crystals using the Bridgman technique
(as described above), and they noticed that tri-arc crystals, while being smaller, were crack-free and of better quality. Using the tri-arc
approach, we have grown a single crystal of Gd5Si3.5P0.5 magnetocaloric material at the Brockhouse Institute for Materials Science,
McMaster University, Hamilton, ON, Canada (Fig. 10).

Fig. 8 A cut W crucible with the Gd5Si2Ge2 crystals grown by the Bridgman technique. Reproduced from Lograsso, T. A.; Schlagel, D. L.;
Pecharsky, A. O., Synthesis and Characterization of Single Crystalline Gd5(SixGe1�x)4 by the Bridgman Method. J. Alloys Compd. 2005, 393(1), 141–
146, with permission of Elsevier.
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5.08.2.3 Recrystallization

As the name suggest, the recrystallization method relies on growing a larger crystal in the polycrystalline sample through the anneal-
ing. To speed up the crystal growth, one part of the sample, typically a tipped one, is mechanically strained, and then the sample is
annealed. Therefore, this technique is also known as a “strain-anneal” one. The first reported application of this method can be
traced to the growth of Fe crystals.48 Usually, an elongated polycrystalline rod is prepared by sample melting. One end of the
rod is plastically deformed to introduce the strain. The rod is then heated in the furnace to the temperature, which is either close
to the melting temperature of the material or to the phase transition temperature. In case of iron, the annealing temperature is
800 �C or above, but below the a / g transition temperature of 912 �C.49 Single crystals of Fe more then 10 cm in length could
be obtained by this approach. The variations of this method include traveling temperature gradient or pulse heating.50

This method was applied to grow single crystals of Gd metal with dimensions of 2.5 � 2.0 � 1.5 cm.51 The Gd arc-melted rod
was annealed in a furnace with temperature gradient of 25 �C/cm and a maximum temperature of 1225 �C (the melting temper-
ature of Gd is 1313 �C). In case, of the rare-earth metals, the dimensions of the resulting crystals could be correlated to the initial
purity of the samples; the purer the starting materials the larger the crystals.51 Later, Gottschall et all. Used a modified approach to
grow Gd single crystals.52 The polycrystalline Gd metal with purity of 99.96 wt% purity was cast into a cylinder that was then
strained by mechanical impact. The cylinder was suspended inside a sealed tantalum container by a tantalum wire and placed
in an electric resistance furnace. It was annealed at 1200 �C for 24 h under inert atmosphere.

While in principle this method can be applied to other magnetocaloric phases, no literature reports could be found on growing
crystals of more complex materials with this technique.

Fig. 9 (A) MnAs crystal boule and (B) cleaved single crystal grown by the Bridgman technique. Reproduced from de Campos, A.; Mota, M. A.;
Gama, S.; Coelho, A. A.; White, B. D.; da Luz, M. S.; Neumeier, J. J., Single Crystal Growth and Characterization of MnAs. J. Cryst. Growth 2011, 333
(1), 54–58, with permission of Elsevier.

Fig. 10 (Left) Tri-arc furnace from the Centorr Vacuum Industries at the Brockhouse Institute for Materials Science, McMaster University, Hamilton,
ON, Canada. (Middle) Crystal growth in progress; the sample is melted by three electrodes, and the pull rod is touching the molten sample. (Right)
Crystal of the Gd5Si3.5P0.5 magnetocaloric material grown by the tri-arc method. The crystal facets are visible at the bottom of the crystal.
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5.08.2.4 Flux single crystal growth

The crystal growth using the molten flux is likely the most popular technique for intermetallic and magnetocaloric phases, as it
requires only moderate capital investments and allows to perform multiple runs with the goal of identifying optimal conditions
for the crystal growth. The in-depth discussion of the technique can be found in Ref. 53 and only a brief description is provided
here. The flux method relies on crystallization and growth of crystals from a melt. The flux can have the composition similar to
that of the grown crystals or may consist of the different element or phase. When the flux and crystals have similar compositions
or some common elements, the flux is called a self-flux. The self-flux technique replies on the knowledge of the phase diagram,
which is typically unavailable beforehand for the newly discovered materials or for the exploratory synthesis. In such cases,
a DTA analysis can be done for the targeted flux compositions to establish the liquidus temperature or test runs can be performed
for different flux samples.54

Choice of the flux is likely the most consequential as it should melt at low enough temperatures, dissolve all the elements, and
precipitate the phase of interest during cooling. The flux itself should not react with the container, have negligible incorporation into
the target crystals (unless it is a self-flux technique) and could be separated from the crystals. The nature of the flux will also dictate
the procedure to be used to separate the flux from the crystals: separation of the molten flux at high temperatures or removal of the
solidified flux from the crystals. A variety of crucibles and assemblies can be used; here we will discuss a setup that is relatively easy
to implement in the lab and can be applicable to many magnetocaloric systems.55

A sample with a flux is loaded into an alumina crucible; alumina is chemically inert for many materials. The alumina crucible
with the sample is capped by a frit disk (holes are �1 mm in diameter) and another identical alumina crucible (Fig. 11). Entire
assembly is sealed in a silica tube or another suitable container. Some silica wool is usually placed on the top of the second crucible
to act as a cushion during the centrifugation. The entire setup is placed vertically into a furnace with the flux being in the bottom
crucible. The sample is heated to the temperature, at which the sample and flux are molten, and then slowly cooled to the target
temperature. The target temperature is chosen as such that crystals are already grown but the flux is still molten. At this temperature,
the entire setup is taken out of the surface, inverted, and placed into a centrifuge. Centrifugal forces during spinning drive the flux
through the frit disk into the empty crucible where it solidifies, leaving the crystals on the frit disk. Some flux may still be left on the
crystals and may have to be removed either by chemical or physical means.

Crystals of the AlFe2B2 giant magnetocaloric material were grown by this technique from the Al and Ga fluxes.28,56 In the case of
the Al self-flux approach, the arc-melted sample with the Al5Fe3B2 composition was placed into an alumina crucible assembly as
described above and sealed inside a silica tube with partial pressure of argon.56 The sample was heated to 1200 �C, cooled
down to 1180 �C over 1 h and then slowly cooled down to 1080 �C over 30 h. At this point, platelike crystals were separated
from the flux using a centrifuge (Fig. 12). Some Al13Fe4 impurities were present on the crystal surfaces and it was removed with
dilute HCl. In this particular case, the size of the AlFe2B2 crystals was limited by the alumina crucible diameter. For the Ga flux,
elements with the Al:Fe:B:Ga ¼ 1.5:1.8:2:10 molar ratio were loaded into an alumina crucible and sealed in an evacuated silica
tube. The mixture was annealed at 900 �C for 7 days and then slowly cooled to 600 �C, at which moment the Ga flux was removed
by centrifugation. The traces of Ga impurities were removed by soaking the crystals in a 1.5 M solution of I2 in N,N0-dimethylfor-
mamide (DMF).

Fig. 11 (Left) Alumina crucibles with a frit disk in-between. (Right) Alumina crucibles are sealed inside a silica tube, with silica wool and broken
silica pieces at the top. The sample and flux are in the lower crucible.
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5.08.3 Preparation of bulk magnetocaloric materials

As in the case of the single crystal growth, techniques used to prepare bulk intermetallic phases, both polycrystalline and amor-
phous, can be readily applied to magnetocaloric materials. A loading composition and choice of a preparation method (with subse-
quent treatment) for a given material is dictated by a few factors, such as a melting temperature and volatility of constituent
elements, formation of impurity phases, phase transformation or decomposition at higher temperatures, polycrystalline or amor-
phous state of the product. For example, the polycrystalline Gd5(Si,Ge)4 magnetocaloric phases can be prepared by arc-melting the
stoichiometric mixtures of elements.57 But since the Gd5(Si,Ge)4 phase forms through the peritectic reaction during cooling, slower
cooling rates were found to lead to the formation of the Gd5(Si,Ge)3 and Gd(Si,Ge) impurities. Additionally, prolong annealing
below 700 �C leads to the eutectoid decomposition of Gd5(Si,Ge)4. Therefore, cooling rates and subsequent annealing tempera-
tures are important parameters in preparation of the Gd5(Si,Ge)4 magnetocaloric phases. Another interesting example is prepara-
tion of the polycrystalline AlFe2B2 through arc-melting.28 When the stoichiometric mixture of elements is used, a chemically stable
FeB impurity is formed. On the other hand, an Al-rich mixture leads to the formation of the Al13Fe4 by-product that can be easily
removed by diluted HCl while preserving the AlFe2B2 phase.

5.08.3.1 Synthesis of the polycrystalline materials

Polycrystalline materials have a long-range, periodic atomic structure and, thus, possess well-defined magnetic and structural tran-
sitions suitable for magnetic refrigeration. Polycrystalline magnetocaloric materials can be prepared in the number of ways, with
some (arc-melting, sintering) being more widely available and used and with others (mechanical alloying, spark-plasma sintering,
microwave synthesis) havingmore limited applications. Almost in all cases, the prepared samples are subsequently annealed at high
temperatures to improve their homogeneity and/or crystallinity. For spark-plasma sintering and regular sintering, the synthesis and
heat treatment can be one step, in other approaches, the initial synthesis and heat treatment are two separate steps. To avoid sample
oxidation, annealing is done either in vacuum or inert atmosphere (usually Ar). For the annealing, samples are placed in suitable
containers and heated in an induction or resistive furnace. Physicochemical properties of the elements and products will dictate the
choice of a container and annealing temperature. More discussion on those topics is provided below.

5.08.3.1.1 Arc-melting
Arc-melting permits relatively fast preparation of magnetocaloric materials and was employed to obtain polycrystalline AlFe2B2,

58

Gd5(Si,Ge)4,
57 and LaFe13� xSix

35,59 phases. Constituents elements are placed on a copper hearth which acts as an anode and is
usually water cooled (Fig. 13). The choice of copper for the hearth is due to the fact that copper is one of the best conductors of
electricity and heat. This allows to heat the samples and not the hearth through an electrical discharge and avoid reaction between
the hearth and the sample by maintaining the steep temperature gradient. Before arc melting, the chamber is evacuated and filled
with partial pressure of argon; argon can also flow constantly through the chamber. In many cases, a piece of Ti or Zr metal is placed
on the copper hearth but safe distance from the sample. Molten Ti or Zr acts as a getter of gaseous impurities in the chamber. The
electrical discharge (arc) is created through a short touch of the tip of theW electrode (cathode) to the side of the Cu hearth. The arch
is moved to the Ti/Zr getter and then to the sample. The heat from the arc melts the constituent elements and homogenizes the
sample, which at this moment may look like a molten sphere with a moving surface. The sample is usually remelted a few times
to achieve homogeneity. The temperature of the molten sample can be measured through an optical pyrometer and controlled by

Fig. 12 (Top) Crucible limited growth of the AlFe2B2. (Bottom) Plate-like crystals of AlFe2B2. Reproduced from Lamichhane, T. N.; Xiang, L.; Lin, Q.;
Pandey, T.; Parker, D. S.; Kim, T.-H.; Zhou, L.; Kramer, M. J.; Bud’ko, S. L.; Canfield, P. C., Magnetic Properties of Single Crystalline Itinerant
Ferromagnet AlFe2B2. Phys. Rev. Mater. 2018, 2 (8), 084408, with permission of the APS Physics.
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adjusting the current supplied to the arc melter. Special dark glasses or windows are required to operate the arc melter, as an arc
produces highly intense, bright light.

In some cases, vapor pressure of the constituent elements in the liquid state can be very high, which leads to substantial losses for
those elements. The losses can be minimized by placing such elements underneath the other ones on the copper hearth and/or by
adding extra amounts of the elements. Such approach was applied to prepare (Fe,Mn)-Si precursors for the Mn2�xFexSi0.5P0.5 mag-
netocaloric materials60; Mn pieces were placed under the Fe and Si ones, and extra 7 mg of Mnwas added (the final sample mass was
3 g). It is also possible that sublimation or evaporation of one of the elements may occur before the other elements evenmelt. This is
the case for the (Fe,Mn)2P-based materials, where red phosphorus sublimes (Tsub z 431 �C) well below the melting temperatures of
Fe (Tm ¼ 1538 �C) and Mn (Tm ¼ 1246 �C).61 In such instances other approaches can be used to bind volatile elements into the
product. In the case of the (Fe,Mn)2P-based materials, ball milling30,32 and sintering62 are employed.

It is also possible to bind a volatile element into a precursor and then perform arc-melting. This tactic was implemented for the
Gd5Si4�xPx magnetocaloric phases.63 First, the GdSi binary phase (FeB-type structure) was prepared by arc-melting. The GdSi
product was ground in an Ar-filled glovebox and mixed with red phosphorus powder in the GdSi:P molar ratio of 1:1. The mixture
was then pressed, sealed in an evacuated silica tube and slowly heated to 800 �C. Phosphorus substituted for Si in GdSi to form the
GdP binary (NaCl-type structure), thereby discharging elemental Si according to the reaction:

GdSiþP/GdPþ Si

The resulting mixture was combined with a proper amount of Gd and Si pieces and arc melted. There were no detectable P losses,
which is easily identified by white phosphorus deposits inside the chamber. Retention of P in the melt can be explained by the fact
that phosphorus is bound as an anion into the highly refractory GdP binary phase.

5.08.3.1.2 Sintering
As mentioned above, in some cases arc-melting may not be suitable for preparation of magnetocaloric materials. Instead, sintering
of the starting materials or precursors can be employed. This technique involves intimate mixing of the elements, followed by
pressing the mixture and annealing it at high temperatures. Formation of the target material begins at the phase boundaries, but
then proceeds by diffusion of the starting materials through the product (Fig. 14). As the reaction progresses and the product
becomes dominant, the reaction slows down. To facilitate product formation, the sample is usually re-ground, re-pressed and
re-annealed one or more times. It is understood that smaller particle size, intimate mixing and proper compacting of the starting
materials can greatly speed up the sintering process.

Sintering method is widely used to prepare oxide materials,64,65 and therefore it is also called a ceramic method. We prefer to use
the term “sintering,” as majority of the magnetocaloric materials display mechanical and physical properties typically associated
with the intermetallic phases. It is also worth mentioning that while magnetocaloric materials are metal rich, in many cases metal
powders cannot be used as starting materials for sintering. This is due to the fact that some metal powders cannot be produced in

Fig. 13 An arc melter from the Centorr Vacuum Industries mounted onto the custom-made chamber that is attached to the glove box, Brockhouse
Institute for Materials Science, McMaster University, Hamilton, ON, Canada. This setup allows to handle and arc melt air-sensitive samples without
exposing them to the air. Two copper hearths are shown: one for sample melting and another for sealing the Ta, Nb or stainless steel tubes.
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a pure enough form. Fine metal powders are typically prepared through reduction of oxides or halides, hydrogenation, precipita-
tion, thermal decomposition, atomization, or electrolysis.66 In case of the rare-earth metals, manufactures employ hydrogenation
approach to produce powders; but as we have shown in our lab, such powders are in fact hydrides, as it is impossible to fully remove
hydrogen from the rare earths.63

When use of some metal powders as starting materials is unfeasible or impractical, precursors (intermediate phases) can be
prepared by arc-melting or other technique. The precursors are then grinded and combined with powders of other elements that
are readily available. As an example, we will consider synthesis of the Mn2�xFexSi0.5P0.5 magnetocaloric phases, for which
arc-melting cannot be applied because of the P sublimation.60 Also Mn and Fe powders, as received form commercial suppliers,
typically need to be reduced to remove oxygen contamination. Alternatively, Mn2�xFexSi0.5 precursors can be first prepared by
arc-melting the Mn, Fe, and Si pieces. Next, the precursors are ground in the glove box, combined with red phosphorus powder,
pressed, and sealed in evacuated silica tubes. Larger silica tubes are used to accommodate high P vapor pressure and avoid explo-
sions. Also, slow heating to 1050 �C with an interim dwelling at 270 �C for 12 h is employed to bind phosphorus.60

Sintering of the non-oxide magnetocaloric materials is performed either under vacuum or inert atmosphere (typically Ar). Sin-
tering till 1100–1150 �C can be done in amorphous silica tubes; higher temperatures and prolong annealing lead to silica softening
and recrystallization, which results in tube failure. If higher temperatures are required, or a sample reacts with the silica, or vapor
pressure is too high for silica tubes, Nb or Ta tubes can be used instead (more details are provided below).

In cases when samples react with silica tubes but otherwise are physically and chemically stable, one can wrap samples in
tantalum or molybdenum foil and then seal them in the silica tubes. Silica tubes can be also carbon coated to prevent the reaction
between the sample and silica walls; such protection is effective provided the sample does not react with carbon itself. Carbon
coating is achieved by slow heating and pyrolyzing small amounts of acetone inside a silica tube with one end sealed; thus, extreme
caution should be taken during such procedure. As an example, annealing of the Gd5GaxGe4�xmagnetocaloric phases at 900 �Cwas
performed by wrapping the samples into tantalum foil and then sealing them in evacuated silica tubes.67

5.08.3.1.3 Preparation in sealed Nb or Ta tubes. RF induction heating
In some cases, magnetocaloric phases cannot be prepared by arc-melting, when the elements are too volatile, or through sintering,
whenmetal powders are not available. Under such circumstances, one can employ synthesis in the sealed Nb and Ta tubes, provided
the samples do not react with Nb or Ta to a significant extend. First, Nb or Ta tubes are cleaned to remove oxide layers; usually
a mixture containing HF is used, thus extreme caution should be used during cleaning. Next one end of a tube is sealed, a sample
is loaded into the tube, and the other end of the tube is sealed in an arc melter under partial pressure of Ar. The same arc melter as
used for sample melting can be employed for sealing the Nb and Ta tubes but with a different hearth insert. The Nb or Ta ampoules
with the samples inside are then sealed in evacuated silica tubes and heated in the resistive furnace. When temperatures higher then
1150 �C are required, the Nb or Ta tubes can be heated in a high-temperature furnace that provides either dynamic vacuum or inert
atmosphere.

This approach was used to synthesize the Gd5�xEuxGe4 and RE5�xMgxGe4 (RE ¼ Gd-Tm, Lu, and Y) phases.21,68 Both
Gd5�xEuxGe4 and RE5�xMgxGe4 could not be prepared by arc-melting as boiling points of Eu (Tbp ¼ 1529 �C) and Mg
(Tbp ¼ 1090 �C) are close to or below the melting temperatures of other elements. Sintering was also seemed impractical because
of the lack of the pure rare-earth powders. The Gd5�xEuxGe4 samples were prepared by melting the elements in the sealed Ta
ampoules at 1450 �C for 4 h and subsequent annealing at 1200 �C for 15 h in an induction furnace (Fig. 15).21 The 1450 �C
temperature exceeded the melting temperature of Gd (Tm ¼ 1313 �C) and Ge (Tm ¼ 938 �C) and allowed the phase formation.
The RE5�xMgxGe4 phases were prepared by reacting the elements in Nb tubes at 1100 �C for 20 h.68

Annealing of the Ta and Nb tubes at very high temperatures is usually done in an induction furnace. Induction heating relies on
coupling between the free electrons in an electrically conductive materials and electromagnetic radiation, typically in the radio
frequency, RF, range. The alternating magnetic field of the RF radiation induces electrical Eddy currents in the materials, which
lead to the Joule heating of the material. The RF field around the sample is generated by water-cooled copper coils (Fig. 15). Unique
features of the RF heating are direct and fast heating of a sample. In most cases however, the sample is not heated directly, instead it

Fig. 14 Schematic representation of atom migrations and formation of the product during sintering of four particles. The second step proceeds
slower as yellow and blue atoms have to migrate through the formed product.
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is placed into a metal susceptor that couples with the RF field. A susceptor is usually made from Mo, W or C, which have high
melting temperatures. If the elements are volatile or melt during the synthesis, they are sealed inside Nb or Ta ampoules, as dis-
cussed above, and then placed inside the susceptor. For the RF heating, the susceptor with the sample is placed into a silica or
ceramic chamber that is evacuated to prevent susceptor and sample oxidation. In some cases, a thermal shield can be placed
over the susceptor to minimize the heat losses. The silica chamber can be also water cooled if there is significant radiation heating
of the chamber walls.

5.08.3.1.4 Mechanical alloying
Mechanical alloying, also known as high-energy ball milling, is a solid-state processing technique performed in a high-energy ball
mill. While originally developed to prepare superalloys for the aerospace industry, the technique was subsequently adopted for
other industrial process as well as research and development.69 For mechanical alloying, starting materials are loaded into a jar/
container with balls. In some instances, a liquid, known as a process control agent, can be added to the jar to facilitate the ball
milling and prevent sample overheating. If starting materials and/or products are air sensitive, the jar can be filled with argon. After

Fig. 15 (Left) Schematic representation of the radio frequency induction furnace used for the high-temperature synthesis in Ta and Nb tubes. (Top
right) Mo susceptor and a sealed Ta tube with the sample inside. (Bottom right) Induction furnace at the Brockhouse Institute for Materials Research,
McMaster University, Hamilton, ON, Canada.

Fig. 16 (Left) Schematic representation of the initial steps during mechanical alloying. The figures on the left show particle fracture and particle
deformation. The figures on the right show subsequent fusion of the broken and deformed particles. (Right) Picture of the planetary ball mill with an
alumina jar inside.
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filling, the jar is capped and placed into a ball mill. There are different types of ball mills; mixer mills, planetary mills and attritors,
with attritors being mostly used to prepare larger samples in industry.

As the jar rotates, the powder particles are hit by balls and also compressed between the jar wall and balls. The mechanical alloy-
ing that takes place inside the jar involves (1) deformation or fracture, (2) cold welding, (3) subsequent fracture and (4) re-welding
of the powder particles to produce the homogenous product (Fig. 16). In the high-energy ball bills, such as planetary ones, the ball
milling process may be broken into alternating milling and stationary periods to allow for sample cooling. The important consid-
erations for the mechanical alloying are the container and ball material (chosen to prevent sample contamination), milling speed
and time, ball-to-sample ratio, container size, milling atmosphere, process control agent and temperature.

Mechanical alloying provides a few advantages in comparison to arc-melting and sintering, namely:

1. alloying of elements that are difficult to react by other techniques,
2. synthesis at low temperatures,
3. extension of solubility limits,
4. synthesis of novel phases.

Additionally, mechanical alloying yields smaller particles that are structurally disordered and may be even amorphous. In most
cases, these attributes are undesirable, and after ball billing the products are annealed to promote particle growth and improve
crystallinity.

Mechanical alloying has been extensively employed to prepare (Fe,Mn)2P-based magnetocaloric phases, such as MnFeP1�xSix,
32

(Mn,Fe)1.95P0.50Si0.50,
70 MnFeP0.5As0.5�xSix,

71 and MnFe(P,Si,Ge).72 These compounds cannot be prepared through arc-melting
due to the P sublimation. In all cases, the Mn, Si, Ge pieces, P powder, Fe2As and Fe2P compounds (or Fe powder) were ball milled
for 2–7 days under vacuum or argon. Such prolong ball milling was found to yield homogeneous products. After mechanical alloy-
ing, the products are pressed into pallets and sealed in silica tubes, either evacuated or filled with partial pressure of argon. The
(Fe,Mn)2P-based samples are typically annealed at 1100 �C for a few hours and then at 650 �C for 2 days.

5.08.3.1.5 Spark plasma sintering
Spark plasma sintering, SPS, employs heating of the sample in a die (typically a graphite one) and simultaneous application of pres-
sure.73 The name “spark plasma sintering” is misleading as it is currently believed that neither spark nor plasma is the primary
source of the thermal energy; and it is still debatable whether plasma is generated between the grains of a sample at all. Instead,
Joule heating is assumed to be the primary heat source.74

During the SPS synthesis, a sample is loaded into a graphite die and placed into the SPS chamber. The chamber is evacuated and
is kept under dynamic vacuum during the entire process. The sample is uniaxially pressed in the chamber, and a low-voltage, pulsed,
high DC current is passed through the die (Fig. 17). The graphite die is resistively heated, in turn it heats the sample inside. The
temperature of the die is monitored either through a thermocouple inserted into the wall of the die or through the optical pyrom-
eter. If the sample is conductive, the current also passes through the sample, heating the sample directly. The later processes may
become dominant if the sample resistivity is low. Direct heating of the sample, i.e., not through the die, is usually undesirable as the
sample temperature cannot be reliably measured, and the sample may overheat. To restrict the current flow through the sample, one
can use insulating Mica films between the sample and graphite punches.

The SPS technique has two unique attributes, rapid heating (up to 1000 �C/min) and concomitant pressure, whose combination
permits to prepare samples within a few or tens of minutes and with the densities approaching the theoretical ones. Additionally,

Fig. 17 Spark plasma sintering setup.
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grain growth inside a sample is usually minimal due to the large pressure and short annealing time. Spark plasma sintering may also
allow to prepare phases that cannot be obtained by other techniques. For example, the substituted AlFe2�xCoxB2 magnetocaloric
phases can be readily prepared by arc melting, but only x ¼ 0.12 of Co can be introduced onto the Fe site.54 On the other hand,
the SPS synthesis at 910 �C for 20 min and under a pressure of 50 MPa extended the Co substitution to x ¼ 0.30, thus expanding
the temperature range for the magnetostructural transitions (Fig. 18).

5.08.3.1.6 Solid-vapor synthesis
This approach relies on the reaction between the powders of some constituent elements and vapors of other elements. For such
reaction to occur, one or more of the elements should have their sublimation temperature below the reaction temperature. It is
also possible that one element melts at lower temperatures and its vapor pressure is high enough to form a product at the reaction
temperature. Since vapor pressure increases with temperature, one has to choose the reaction conditions (heating rate, temperature,
container material) carefully to safely conduct the reaction.

An example of such synthetic approach is the preparation of the MnAs1�xSbx magnetocaloric materials.33,34 The pure MnAs
phase can be prepared from the Mn (Tm ¼ 1246 �C) and As (Tsub ¼ 616 �C) powders mixed in the 40:60% molar ratio, sealed
in an evacuated silica tube, and heated at 800 �C for 20 h.75 One end of the silica tube without the sample was left outside the
furnace; this allowed to collect the access of arsenic during cooling. In case of the pure MnSb, the Mn and Sb (Tm ¼ 631 �C,
Tb ¼ 1587 �C) powders were mixed in the equimolar ratio, sealed in an evacuated silica tube, and heated at 800 �C for 1 h. It
must be stated that at 800 �C antimony is molten and its partial pressure is a few mm of Hg76; under such conditions the Mn þ Sb
reaction should proceed to completion. We could not find full experimental details about the preparation of the mixed MnAs1�xSbx

Fig. 18 Curie temperatures vs. Co substitution in the AlFe2�xCoxB2 magnetocaloric phases prepared by arc melting (blue squares) and SPS (black
squares). Reprinted from Hirt, S.; Yuan, F.; Mozharivskyj, Y.; Hillebrecht, H., AlFe2–xCoxB2 (x ¼ 0–0.30): TC Tuning Through Co Substitution for
a Promising Magnetocaloric Material Realized by Spark Plasma Sintering. Inorg. Chem. 2016, 55 (19), 9677–9684, with permission of the American
Chemical Society.

Fig. 19 Two snapshot 0.2 s apart for the reaction between pressed La filings and Bi powder. The pressed pellet is at the bottom of the sealed silica
tube, placed into the sand bath. The higher temperature on the controller shows the temperature in Celsius for the thermocouple inserted into the
sand. The temperature on the sample is estimated to be around 271 �C, the melting temperature of Bi.
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magnetocaloric materials, but most likely they have been obtained by annealing the stoichiometric mixtures of the elemental
powders at 800 �C for 7 days.33

During our research, we have also observed that in some cases the elements have to be physically separated during the solid-
vapor reaction. For example, our attempts to prepare some polycrystalline REBi samples from the RE filings and Bi powder, either
pressed or simply mixed together, always resulted in the product being spattered inside the silica tube.77 Video recording of the test
run of the LaBi sample revealed a violent reaction as Bi melts (Fig. 19). Such thermal runaway reactions are driven by the large
formation enthalpies of the highly stable REBi binaries.78 To moderate the reaction rates, the Bi and RE elements were placed at
the opposite ends of the silica tube and separated by a bottleneck in the middle of the tube (Fig. 20). The samples were slowly
heated to 850 �C and annealed at that temperature for 48 h.77

5.08.3.1.7 Microwave synthesis
Microwave synthesis relies on the coupling between the electrical dipoles or mobile charge particles (electron, ions) and microwave
radiation.79 Due to this coupling, microwave energy is directly transferred to a sample, leading to rapid heating of the sample. Such
direct energy transfer sets microwave synthesis apart from other techniques (except for some RF induction heating), in which
another medium is heated first and only then the heat is transferred to the sample. For microwave synthesis, starting materials
are mixed, usually pressed into a pellet and sealed in an evacuated silica tube. In some cases, the starting materials can be placed
into alumina crucibles inside the silica ampoules to avoid undesired reactions with silica walls. If the starting materials do not
couple to the microwave radiation, a silica tube with a sample is placed inside a susceptor usually made of graphite. In such
case, the microwave synthesis is similar to the induction heating discussed above; the susceptor heats up by coupling to the micro-
wave radiation and then heats the sample inside. In case of the direct coupling between the sample and radiation, the sample heats
up rapidly and if the process exothermic, a thermal runaway usually occurs. Therefore, the power and heating time should be well
monitored during the microwave synthesis.

Due to the instant heating, the reaction rate during the microwave synthesis is significantly faster in comparison to conventional
sintering. Due to the rapid nucleation, the particles are usually smaller and more spherical than those prepared by other techniques.
Additionally, the reaction pathway may be different during the microwave synthesis; for example, crystallization of aluminum
phosphates under ionothermal conditions proceeds differently and also 10 faster with microwave heating when compared to
the conventional heating.80 For some material systems, microwave synthesis can be also cleaner and more economical.81 Micro-
waves were used to prepare a variety of phases, such as lithium ion battery materials,82 carbides,83 silicides,84 nitrides,85 chalcogen-
ides,86,87 and complex oxides.88 Propagation of this technique into the magnetocaloric field has been limited and we found only
two relevant studies; one on the Ni–Mn–Sn Heusler alloys and another on the AlFe2B2 compound.89,90

In the study on the AlFe2B2 magnetocaloric material, powders of Al, Fe (reduced with H2), and B were mixed in the 3:2.6:2 ratio
and pressed into a pellet.90 The excess of Al and Fe is needed to form the Al13Fe4 impurity that can be easily removed by the diluted
HCl acid:

3Alþ 2:6Feþ 2Bz0:15Al13Fe4 þAlFe2B2

As discussed above, the stoichiometric mixture yields the FeB impurity, which is thermally and chemically stable. The pellet is
loaded into an alumina crucible and sealed inside an evacuated silica tube. To prevent overheating and possible collapse of the silica
walls, glass wool is placed below and above the alumina crucible. The sample is heated in a microwave reactor operating at 0.5 kW
for 5 min. Fig. 21 depicts progression of the microwave synthesis with time. The AlFe2B2 sample prepared through the microwave
synthesis has the Currier temperature similar to the samples obtained by arc-melting or induction melting in the RF furnace
(Fig. 22).90

Fig. 20 Solid-vapor synthesis of LaBi. The Bi vapor diffusion controls the reaction rate and allows to obtain LaBi. The prepared LaBi binary is
pressed into a pellet and annealed to improve crystallinity.
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5.08.3.2 Amorphous materials and their preparation

Amorphous magnetocaloric materials can be divided into two groups, one based on the rare-earth metals and the other on the tran-
sition metals (predominantly Fe). The phases in the first class, such as the Gd60Co40� xMnx alloys,

91 have their Currie temperatures
well below the room temperature but exhibits a higher magnetic entropy change, DSiso, due to the large magnetic moments of the
rare earths. The phases in the second group, such as the Fe91� xMo8Cu1Bx alloys,

92 have magnetic transition temperatures than can
be tuned close to the room temperature, but their DSiso values are lower. Additional favorable features of the Fe-based amorphous
alloys are good mechanical and chemical stability and low cost. However, both groups display a significantly lower entropy change
and adiabatic temperature change in comparison to the polycrystalline materials (e.g., DSiso for Gd60Co40� xMnx is at most half of
that in Gd).91 The primary reason for this is lack of a long-range structural and magnetic order, and presence of competing magnetic
interactions. Additionally, magnetic transitions are always second order in nature and very broad.93 Due to their low MCE values,
amorphous alloys are hardly suitable for magnetic refrigeration.

Amorphous magnetocaloric alloys are prepared by rapid solidification of molten alloys with cooling rates of 104oC/s or more.
Such rapid cooling can be only achieved in thin samples and only when the heat is extracted rapidly by a heat sink. The most
common approach is melt spinning, when a molten alloy is poured on a rotating metal disk (Fig. 23, left). This method yields
thin ribbons of amorphous alloys and was used to prepare Gd60Co40� xMnx,

91 RE70M30� xTx (RE ¼ Gd, Dy, Er, Ho, Tb and M,
T ¼ Ni, Fe, Cu, Al)94 and Fe91� xMo8Cu1Bx

92 amorphous alloys.

Fig. 21 Progression of the microwave synthesis of AlFe2B2 in the MW cavity as a function of time from left to right. Reprinted from Mann, D. K.;
Wang, Y.; Marks, J. D.; Strouse, G. F.; Shatruk, M., Microwave Synthesis and Magnetocaloric Effect in AlFe2B2. Inorg. Chem. 2020, 59 (17), 12625–
12631, with permission from the American Chemical Society.

Fig. 22 Temperature dependent magnetization under an applied field of 0.01 T for the AlFe2B2 samples prepared by the microwave synthesis (MW),
arc melting (Arc) and meting in the RF furnace (RF). Reprinted from Mann, D. K.; Wang, Y.; Marks, J. D.; Strouse, G. F.; Shatruk, M., Microwave
Synthesis and Magnetocaloric Effect in AlFe2B2. Inorg. Chem. 2020, 59 (17), 12625–12631, with permission from the American Chemical Society.
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Another approach relies on pouring a molten alloy into a water-cooled copper mold (Fig. 23, right) with a small hole inside. To
ensure rapid solidification, a hole is only a few millimeters across. This approach was used for the Er-Al-Co,95 Gd55Co20Fe5Al20,

96

and Gd56� xDyxAl24Co20
97 bulk metallic glasses.

5.08.4 Conclusions

Techniques used for preparation of magnetocaloric materials are the same techniques employed to prepare the intermetallic phases,
either in the single crystal or bulk form. The choice of the method depends on the physiochemical properties of the starting material
and desired state of the product. For industrial applications, bulk polycrystalline materials will be preferred due to their lower
manufacturing cost and isotropic physical properties. Other important aspects, which were not discussed here but will have to
be addressed during the commercialization process, are large volumetric change and magnetic hysteresis present in the giant mag-
netocaloric materials. While the former leads to the elastic stresses in MCE materials and is detrimental to their mechanical prop-
erties, the latter diminishes their cooling efficiency. Those issues can be mitigated through chemical means (e.g., substitution,
doping) and microstructure modification, and thus proper preparation techniques will have to be used to obtain the MCEmaterials
with optimal properties.
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Abstract

Energy storage devices, primarily lithium-ion batteries, power our electronic world. However, their growing usage may be
constrained by raw material availability and cost. Sodium-ion batteries are a lower cost alternative to their lithium analogs,
with readily availablematerials and lower rawmaterial costs. This chapter highlights the current synthesis methods employed
to produce the most representative negative and positive electrode materials which power sodium-ion batteries. In this
chapter, the reader will appreciate the key synthesis parameters and properties which drive sodium-ion battery performance
metrics of these materials.

5.09.1 General introduction to sodium-ion batteries

To minimize and ultimately eliminate societal greenhouse gas emissions, increased generation and use of renewable energy are
required, as well as the further electrification of transportation. The lithium-ion battery (LIB) plays a pivotal role in these markets
and has seen dramatic cost reductions in the past decade.1,2 However, due to their growing demand, particularly in electric vehicles,
raw material costs and supply constraints arising from lithium salts, cobalt and, more recently, nickel, are expected, which could
limit the ability of the LIB to fulfill the demand for energy storage.1–3

A low cost and sustainable alternative to LIBs is the sodium-ion battery (SIB), which runs under the same reaction mechanism as
the LIB with similar electrolytes and electrode structures.1 SIBs have additional advantages over LIBs, e.g., the use of cheaper and
lighter aluminium current collectors for the negative electrode or anode and the lower cost of sodium salts.4,5 More advantages
include the ability to fully discharge SIBs to 0 V, allowing for safer transportation and storage,6 and an analogous manufacturing
process to that used in LIBs, making SIBs a drop-in technology.7 A further advantage of this technology is the sustainability of
common SIB materials. At the anode, ‘hard’ carbons are used; these complex materials can be synthesized from a variety of synthetic
organic compounds and biomass. On the other hand, the ability to use low cost and sustainable elements based on iron, manga-
nese, titanium, and copper at the positive electrode or cathode, further highlights the potential benefits of SIBs.5

The main goal of this chapter is to provide an understanding of the synthesis routes of key SIB anode and cathode materials and
highlight the link between these and their (micro)structural properties and subsequent electrochemical performance.

5.09.2 Anode materials

In a sodium-ion full cell, the anode active materials reversibly react to incorporate sodium into their structure during charging and
spontaneously give up sodium ions during discharge. To date, the most extensively investigated anode materials used for SIBs are
hard carbons (HC), a class of non-graphitizable disordered carbons. The structure and proposed sodiation mechanisms of HCs are
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introduced in this section, as well as the key synthesis parameters and their relation to the electrochemical properties observed. The
next generation of active anodematerials will incorporate ever-increasing amounts of conversion and alloy-type active materials due
to their higher capacities. Synthetic methods for the production of the most promising composites will also be introduced in this
section.

5.09.2.1 Hard carbons

5.09.2.1.1 Structure and sodiation mechanism
Sodium intercalation into the state-of-the-art LIB anode, graphite, is adverse in conventional ester-based organic electrolytes. Theo-
retical DFT (Density Functional Theory) calculations have shown that the ionic radius and bonding characteristics of sodium ions
with carbon atoms in a graphitic structure are thermodynamically unfavorable.8 Using alternative electrolyte solvents that enable
Na-solvent co-intercalation in graphite have shown low capacity (<100 mAh/g) and a high operation voltage �0.8–0.6 V, leading
to lower energy densities than when it is used in LIBs.9,10 Alternatively, HCs have shown high capacities (300 mAh/g) and lower
sodiation voltage profiles and are hence the anode choice in commercial SIBs today.11 Furthermore, HC can be successfully used
as an anode in LIBs, achieving stable capacities as high as 800 mAh/g, which are well over that of graphite (372 mAh/g).12,13

Compared to graphite, however, the potential for Na extraction is higher on average, lowering the full cell voltage and energy
density.

HCs are ‘disordered’materials which fall under the umbrella of activated carbon materials and, although these have been widely
studied, their physical and chemical properties are still challenging to describe. The term ‘hard’ is derived from the often remarkably
high mechanical hardness of these materials, and although ‘non-graphitizable’ is the correct scientific nomenclature, the terms are
being used indistinctively. Their classification is associated with the following key structural attributes:

• They cannot be fully graphitized even at extreme temperatures (z3000 �C). Instead, they exist as immobilized and interwoven
crystallites that cannot rearrange.

• They lack long-range crystallinity, where localized crystallites show pseudo-graphitic domains spaced apart by the presence of
closed microporous voids.

• They are synthesised from a variety of precursors that, when pyrolysed, lead to non-volatile components with high carbon
content, heteroatoms such as oxygen and nitrogen, and low hydrogen content. The carbon centers are a mixture of sp2 and sp3

hybridized orbitals, depending on synthesis conditions.

The hierarchical structure of HCs leads to a staged sodiation mechanism, the nature of which has been intensely researched in the
last two decades. Typically, the (de)sodiation voltage profile collected under constant current show two key processes: a sloping
region of capacity at>0.1 V (blue) and a plateau region<0.1 V (red) vs.Naþ/Na (Fig. 1a).14 These two regions suggest the existence
of a multi-step sodiationmechanism and five distinct models have been proposed to date.14–18 Each sodiationmodel consists of the
following three sodium storage processes within HC: adsorption of Naþ ions at reactive surfaces (dangling bonds, edges of pseudo-
graphitic domains, and defect/vacancy sites); intercalation of Naþ ions into the pseudo-graphitic layers; and the filing of closed
nanopores within HCs structure (Fig. 1b). Although compelling research has been performed, a dominant model still is elusive
since the complex microstructural nature of HC means that like-for-like comparison can be difficult and that the actual sodiation
mechanism may be specific to a given carbon.19

5.09.2.1.2 Precursor choice
HCs are primarily obtained by solid state pyrolysis of organic compounds or biomass-derived precursors within an inert atmo-
sphere of argon or nitrogen. Biomass precursors are readily available, widely abundant, and potentially low cost.20 To further
increase their attractiveness, bio-precursors can be sourced from a range of waste products.20–23 The carbon-containing constituents
of biomass are complex and varied, and they consist mainly of cellulose, hemicellulose, lignin and pectin (Fig. 2). The chemical
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Fig. 1 (a) A typical galvanostatic charge-discharge profile of HC, with sloping region > 0.1 V vs. Naþ/Na and plateau region < 0.1 V vs. Naþ/Na. (b)
A schematic representation of the three possible sodium storage pathways in HC. Pseudo-graphitic layers of HC are shown in gray.4
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composition of the biomass can vary significantly depending on the source. Since the microstructure of biomass-derived precursors
can be maintained through carbonization, this property has been exploited to produce HCs with distinct levels of porosity.20,23,25

The surface chemistry of biomass-derived HCs is also strongly related to the choice of precursor. Studies have shown that relative
amounts of surface oxygen groups and their specific functionality (e.g., OeH, C]O,OeC) can vary within biomass precursors.26–28

The presence of heteroatoms (e.g., P, N, S and O) and H, can further affect the performance of HCs in SIBs, as discussed in Section
5.09.2.1.3, where bio-precursors with higher amounts of these heteroatoms produce HCs with doped structures. However, one of
the primary challenges of biomass utilization as a HC precursor for battery applications, which require stringent controls on product
quality and property, is the absence of systematic uniformity.

Furthermore, purer forms of organic molecules such as sugars, e.g., glucose, and sucrose,21,29 have been used to synthesize HCs
more reproducibly. The low cost, relative abundance and high purity of these precursors are an advantage over some forms of
biomass.

5.09.2.1.3 Heteroatom doping
Heteroatom doping can positively influence the electrochemical performance of HC by modifying its structure. Heteroatom doping
increases the amount of organic functional groups and defects in the HC structure and increases the d002 interlayer spacing in the
graphitized domains. Typical heteroatoms used are nitrogen, phosphorous and sulfur,30,31 which require reaction temperatures
(1000 �C to prevent heteroatom outgassing.17

It is common to introduce heteroatoms into HC by using heteroatom-containing acids, either in a solution of the HC’s molec-
ular precursor or by soaking the respective biomass.32 The HC precursors are dehydrated after impregnation with the acid, leaving
the heteroatom-containing salts. These then degrade during pyrolysis, allowing the heteroatoms to dope the HC structure. Sulfuric
acid is used as a S-doping and carbonization agent that can enhance the formation of sp2 carbon rings during pyrolysis. However, its
propensity to outgas during the synthesis, even at low temperatures, is the highest, as sulfuric acid decomposes to volatile species
such as SO2.

30 Sulfur and phosphorous doping have been shown to increase the interlayer spacing (d002) between graphitic planes
and thus, enhance the favorability of sodium binding during intercalation.30 Fig. 3a shows the DFT simulation of sodium ion
binding with a graphene sheet doped with a phosphorous atom. The phosphorous atom donates electron density to surrounding
carbon atoms, resulting in a stronger interaction of sodium ions in the area around the heteroatom. Heteroatom doping addition-
ally produces more defect sites within the plane of the graphitic sheets, which affect the stacking of the pseudo-graphitic layers and
reduce the long-range order of these domains (Fig. 3b).30,33

The sloping potential region in the galvanostatic curve (Fig. 1a) is strongly influenced by the presence of heteroatom defects due
to the higher potential of these ad/chemisorption processes. The sloping nature is derived from the wide energy distribution of the
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range of species present on the surfaces of HCs (hydrogen atoms, oxygen-containing function groups, carbon defects and hetero-
atoms).13,30,34,35 In turn, it has been demonstrated that increased hydrogen content in HCs gives a larger capacity in the sloping
region.13,15,36,37 Carbon-hydrogen bonds at the exposed surfaces and in the defect sites of HC may remain from synthesis condi-
tions with low pyrolysis temperatures (�700 �C). Alkali metals can transfer part of their electrons to hydrogen in a covalent bond,
which in turn, results in changes to the CeH bond characteristics, changing the structure. The reversible changes to the structure
require the overcoming of an energy barrier which causes an overpotential between charge and discharge in the sloping region
of the voltage profile.

5.09.2.1.4 Thermal treatment
Fig. 4a shows a typical carbonization process of a precursor to producing HC. This process generally proceeds as follows: from
ambient temperature to 100 �C, the evaporation and melting of volatile and liquid components occur, followed by the aromatiza-
tion and polycondensation of organic molecules (100–500 �C), which results in the releasing of product gases of carbon monoxide
and/or carbon dioxide, water, and a wide range of volatile organic molecules.38 During this process, carbon atoms have a small
degree of mobility to form energetically favorable six-membered rings. The sp2 hybridized carbon atoms of these rings ultimately
give rise to graphenic sheets. These sheets are initially highly defective with missing carbon sites and a high degree of disorder.38

Following further heating above 900 �C, hydrogen and nitrogen-containing functional groups are outgassed respectively, leaving
more defective sites within HC. These defective sites can be single, double, or larger vacancies within graphenic sheets, which

Fig. 3 Charge distribution plots showing the interaction of one sodium ion with a graphene sheet. In blue are shown the regions of negative charge
and in yellow the regions of positive charge. (a) Graphene sheet doped with a single phosphorous atom (purple). (b) Large in-plane defect within
a graphene sheet.30

Fig. 4 (a) Schematic illustration representing the changes in chemical and structural characteristics of HC during pyrolysis.38 (b) A leaf before and
after carbonization and corresponding SEM (Scanning Electron Microscopy) image of leaf stoma, illustrating the maintenance of microstructure
through pyrolysis.26
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lead to distortion and irregularity of the pseudo-graphitic planes; or they may be short chains and bridges of carbon atoms between
graphenic layers.32 As the temperature increases further, beyond 1500 �C, more carbon-carbon bonds are formed, leading to the
formation and subsequent growth of the pseudo-graphitic layers. Above 2000 �C, further graphene layer growth can occur as
well as an increased degree of stacking order. However, due to the defective nature and presence of low-ordered ‘chains’ and
‘bridges’, the final structure cannot be graphitized, independent of the upper heating temperature.32

The resulting carbon structure maintains the macromolecular morphology of the parent biomass but with a lower density, where
the stoma structure is maintained, as illustrated in Fig. 4b, using a carbon leaf as an example.26 The release of hetero atoms,
hydrogen and carbon-containing volatiles leaves vacancies in the structure, while the migration of carbon atoms creates new
porosity in the atom network. The nature of this porosity is classified by pore size into mesopores (2–50 nm diameter), micropores
(1–2 nm) and ultra-micropores (<1 nm). This porosity lowers the density of the material and plays a key role in the sodium storage
mechanism.

The upper temperature achieved during carbonization has a significant effect on the HC structural properties and subsequent
electrochemical performance. As introduced above, the mobility of carbon atoms within the structure increases in range as reaction
temperature increases, hence the number of defective carbon sites is reduced as atoms migrate to form ever-increasing sp2 hybrid-
ized structures. This causes a growth in the in-plane direction of graphitic layers as well as a decrease in the stacked d002 interlayer
distances. The migration and growth of the graphitic planes leave larger interstitial porosity between graphitic domains. This migra-
tion also significantly affects the surface areas of HCmaterials; generally, surface areas reduce as openmicro and ultramicropores are
closed at the surface. This reduction in surface area is beneficial for SEI (Solid Electrolyte Interphase) formation and initial
coulombic efficiency.39 As pores are closed off and interstitial pores become larger, the apparent density of the carbon structure
will reduce, potentially lowering the volumetric energy density of the material, which is already a known issue with HC active mate-
rials. It is of note that a critical temperature range of 1300–1500 �C has been reported for many precursors as the typical temperature
where the closing of open microporous structure occurs alongside an increase in the d002 interlayer distance.

21,40–42

The amount of sodium ions stored in HC is related to its microstructure. Understanding the relationship between temperature,
microstructure and electrochemical behavior will lead to further enhancement of battery performance. It has been shown that as the
carbonization temperature increases, the sloping region of capacity generally decreases, while the flat plateau region tends to
increase, as shown in Fig. 5.16 In these studies, this is related to the closing of surface pores and the widening of internal porosity
within the HC structure.16 The sloping region is linked to the adsorption of ions at reactive and defect surface sites, the accessibility
of which reduces as the porosity becomes more closed off. The low voltage plateau capacity increases with higher reduction temper-
atures driven by the formation of increasing amounts of pseudo-graphitic phases and the microstructural changes to internal
porosity. DFT calculations have indicated that metallic sodium clusters which form within these pores, likely during the plateau
region, are sterically bulky and hence are favored by the formation of larger pores at higher temperatures.18,35 At very high carbon-
ization temperatures (>1600 �C), where the number of defect sites has been significantly reduced, the capacity of the HC is often
lower as these defect sites facilitate sodium insertion.16,35,43 In addition, as the d002 spacing reduces at high temperatures and
becomes more graphitic, the intercalation capacity decreases, with spacing <3.7 Å, making sodium intercalation unfavorable.16,44

The high surface areas of HCs produced from low-temperature synthesis have, typically, a low initial coulombic efficiency due to
excessive SEI formation. The voltage profiles of these materials have an increased capacity in the sloping region and a larger

Fig. 5 Specific capacity contributions from the sloping (>0.1 V vs. Naþ/Na) and plateau (<0.1 V vs. Naþ/Na) regions from HC synthesized at
temperatures between 800 and 2000 �C.16
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hysteresis between charge and discharge. A potential benefit to these materials is an improved rate capability derived from the
absorptive process, which shows faster kinetics than intercalation processes.16

5.09.2.1.5 Hydrothermal synthesis
Hydrothermal carbonization refers to the process of converting a carbon-containing precursor into a structured carbon via thermal
treatment in the presence of a solvent. The effluent from the hydrothermal reaction can therefore have a tailored morphology before
being subjected to the pyrolysis step. The synthesis is usually performed between 120 and 220 �C in a water-based solvent within
a pressure vessel, where internal pressures rise to the region ofz10 bar. Hydrothermal synthesis has the potential to be less energy-
intensive than traditional pyrolysis methods due to its low reaction temperature. The carbon-containing products are called humins,
hydrothermal carbons or hydrochars, and are composed of spherical particles in the 0.01–10 mm diameter range, with varying size
distributions and degrees of polymerization to one another, dependent on synthesis conditions and precursors (Fig. 6). Spherical
morphology provides the lowest surface area to volume ratio, which can minimize the extent of SEI formation, as well as allow for
even charge distribution around the particle.42 A great advantage of this synthesis is the ability to control the HC microstructure by
tailoring the reaction conditions such as temperature, reaction time, concentration, and pH. Biomass-derived and pure molecular
precursors have been extensively studied through this reaction process.28,46 A further noteworthy advantage of hydrothermal
synthesis of HCs is the ability to use ‘wet’ or high moisture content feedstock, which opens a wider range of biomass precursors
and removes the need for additional drying.

In these reactions, water acts as the catalyst and solvent to promote precursor hydrolysis, where, as the reaction temperature
increases, water becomes more ionized, increasing the rate of hydrolysis.46,47 The production of organic acids during the decom-
position of the HC (e.g., formic, and lactic acids) can further catalyze the decomposition of the feedstock as the pH of the solution
is reduced.46 Furthermore, external control of the solution’s pH plays a significant role in the decomposition of the hydrochars and
the production of organic acids. Typically, strong basic conditions are used to promote the depolymerization and hence, separation
of lignin and cellulose components of biomass.45 In addition, acid catalysts can be applied to further promote hydrolysis, e.g., these
are particularly observed for stubborn lignocellulosic biomass.46 Eventually, most of the feedstock is disintegrated and the physical
structure of the precursor is destroyed.

The hydrothermally treated hydrochars have extremely low porosities and are subsequently thermally treated under an inert
atmosphere to produce microporous HC structures, according to the pyrolysis mechanisms described in Section 5.09.2.1.4. It
has been shown that the overall spherical particle morphology is maintained from pyrolysis temperatures up to 1900 �C.42 Other
treatment methods during the hydrothermal synthesis can be used to influence the morphology such as chemical/physical activa-
tion and surface functionalisation.20 Examples of this can be the production of hydrochars around polymer cores or with embedded
nanoparticles and subsequent chemical removal of these templates, leaving tailored voids within the hydrochar and following
HC.29,48 This ‘templating’ method can be equally applied to the synthesis of composite particles, where high capacity
conversion-type materials can be incorporated into HC structures.49–52

The ability of hydrothermal synthesis to produce uniform spherical particles has been used to investigate the sodiation mech-
anism of HCs. By producing uniform particles through hydrothermal treatment and pyrolyzing them under a range of temperatures,
HCs with similar secondary particle shape and size but with different pore properties, defect sites and graphitic nature can be
produced. An investigation of this manor was systematically performed by Au et al.42 with their main findings, including a new

Fig. 6 SEM micrographs of hydrothermally synthesized carbon materials obtained at 180 �C from: (a) glucose; (b) fructose; (c) hydroxymethyl
furfural (HMF); (d) xylose; (e) furfural; and (f) sucrose.45
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proposed sodiation mechanism, summarized in Fig. 7. From these uniform secondary particles, detailed characterization of the HC
structure, electrochemical investigations, and ex situ characterization in the sodiated state was performed. The proposed sodiation
mechanism supports the pathway of sloping capacity (>0.1 V) primarily being driven by sodium adsorption onto defect sites fol-
lowed by intercalation between pseudo-graphitic planes. The plateau region is assigned to the filling of interstitial pores with quasi-
metallic sodium with low binding energies. These results showed that the plateau capacity reaches a maximum of 216 mAh/g at
1500 �C even though pore diameter continues to increase up to 1900 �C. This is caused by a decrease in the number of diffusion
pathways within the structure above 1500 �C, leaving pores which are isolated and unable to be sodiated due to the growth and
merging of pseudo-graphic domains.42

5.09.2.2 Conversion and alloy-type materials

Conversion and alloy-type materials typically deliver high capacities relative to HCs but suffer from the drawbacks of low coulombic
efficiencies and large volume changes upon sodium intercalation. These are categorized according to their reaction mechanism with
sodium, whereby conversion-type materials include metal oxides and sulfides and alloy-type materials usually include p-block and
some d-block elements.6 Among the most promising conversion-type materials, MoS2, with reported capacities of 450 mAh/g,53

and alloy-type materials such as phosphorous, tin and antimony, which form the Na3P, Na3.75Sn and Na3Sb phases with capacities
of 2596 mAh/g, 847 mAh/g and 660 mAh/g, respectively, have been proposed as anode candidates.54,55

Phosphorous shows enormous potential as a high-capacity negative electrode material. However, its >400% volume expansion
during sodiation and electronically insulating nature are major challenges to its application.56 One possible route to overcome the
former challenge has been the use of wet and dry ball milling of phosphorous particles to sub-micrometer scale, where it has been
shown that large micron-sized particles must be removed before electrode manufacture as they pulverize, leading to severe capacity
fade.57 Many synthesis routes are dedicated to the production of carbon composites with phosphorous to overcome poor electronic
conductivity and provide a supporting structure to buffer the volume changes. These composites have been synthesized through
several methods. For example, phosphorous flash vaporization at 450 �C performed in the presence of a carbon substrate has
been shown to coat the carbon with phosphorous nanoparticles, dramatically improving the cycle life58 and ball milling of carbon

Fig. 7 (a) Galvanostatic charge-discharge profiles from HCs pyrolyzed at 1000–1900 �C. (b) Summary of structural evolution of HC and the slope
and plateau capacity contribution with increasing pyrolysis temperature. (c) Schematic illustration of the proposed sodium storage mechanism
(defects and curvature not explicitly shown).42
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and black phosphorous, an expensive but electronically conducting allotrope of phosphorous, produced a high capacity
(2000 mAh/g) anode material.59 Furthermore, room temperature high-pressure compression of diamond anvils has also been
used to form composites of black phosphorous and graphene oxide. This material showed fast charging capabilities (700 mAh/g
at a 40 A/g charging rate) due to the high electronic conductivity of both materials.60

The challenge of a drastic volume expansion/contraction during Na intercalation is also faced by tin and antimony alloy active
materials; however, their metalloid nature gives them improved electrical conductivity over phosphorous. To contain their volume
changes, nanoparticle synthesis has also been employed for both materials.61,62 Antimony nanoparticles in the tenths of nanome-
ters were synthesized by reduction of SbCl3 with NaBH4 at 60 �C. The reduction performed in the presence of carbon nanowires
created a composite of nanoparticles embedded in a nanowire network.61 Similarly, nanoparticles and carbon composites of tin
have been produced hydrothermally and by reduction from tin chloride precursors.62,63 Many tin architectures have been explored
to date, such as porous carbon composites produced via freeze-drying,64 and cellulose-derived fibers coated with tin through elec-
trodeposition of SnSO4.

65

For the conversion family of active SIB materials, dichalcogenides such as molybdenum disulfide have been extensively
explored.53,66–68 The layered structure of MoS2 allows sodium ion intercalation between MoS2 sheets before a conversion reaction
breaks MoeS bonds to reversibly form Na2S (and Mo).53 The synthesis of MoS2 has been performed hydro- and solvothermally to
produce nanostructured flakes and flowers.67,69 This synthesis can also be performed in the presence of carbons to produce
composite materials.66,68,69 Relatively pure MoS2 can be processed from molybdenite ore, which can be exfoliated by physical
or chemical methods and prepared as a SIB electrode as mono and multilayer sheets.67

Generally, two approaches are followed to incorporate high-capacity alloy and conversion type materials into SIB anodes. These
are the reduction to nanoscale particles, and incorporation into carbon composite particles. While many examples exist in the liter-
ature for high capacity and stable cycle life, low initial coulombic efficiencies are common in these materials presenting one of the
largest challenges for full cell incorporation. In addition, while the synthesis methods work well at the laboratory scale, they cannot
always be successfully scaled up to industrial quantities due to unscalable synthesis techniques being used, or reliance on expensive
solvents and precursors. To address these challenges researchers should investigate existing materials processing technologies and
the industrial equipment used to expedite the commercialization of these promising materials.

5.09.3 Cathode materials

As occurs with other battery technologies, cathode materials are key components to drive the overall performance and cost of SIBs.
To date, the most studied cathode materials, with immense potential to be commercially relevant are sodium transition metal
oxides, polyanionic compounds and Prussian blue analogs. Each of these families of materials shows a distinct behavior regarding
electrochemical properties such as energy density, operation voltage, cycling stability and rate capability. Fig. 8 shows the average
discharge voltage, specific gravimetric capacity over cycling and energy density of different cathode materials.70 Generally, the best
performing polyanion compounds show high energy densities, due to their high operating voltage. In addition, the tunable crystal
structure of polyanion compounds improves their safety during operation. Although sodium transitionmetal oxides show relatively
lower average discharge voltage than polyanion compounds, their higher gravimetric capacities allow comparable energy densi-
ties.71,72 Regarding Prussian blue analogs, their cubic and open-framework structures and their minimal structural changes with
extraction and insertion of sodium ions ensure high rate capability and excellent long-term cycling performance.73,74

Currently, there are no conclusive agreements on which family of materials should be used as cathodes in commercial SIBs since
each of these families cannot satisfy all the performance requirements at once. This drives up extensive efforts to explore advanced
cathode materials for SIBs and optimize the electrochemical performance of existing materials using varied synthesis methods. This
section will summarize the most common and frequently used synthesis methods to produce these main three classes of SIB
cathode materials.

5.09.3.1 Sodium transition metal oxides

Sodium transition metal oxides with the general formula NaxTMO2, where TM ¼ one or a combination of 3d transition metals,
exhibit TMO6 edge-sharing octahedra which form (MO2)n sheets where sodium ions are sandwiched between these sheets. Depend-
ing on the stacking of the TMO2 layers in the unit cell and the environment of the sodium ions in the sodium layer, these can be
categorized into three structural types, based on Delmas’ notation: P2, P3 and O3, (Fig. 9).76 “P” and “O” indicate that Naþ ions are
in a prismatic and octahedral configuration aroundO atoms, respectively, and “2” and “3”, denote the number of repeated layers (A,
B or C) in the unit cell.

Sodium transition metal oxides can be easily prepared using solid-state reactions. Sodium sources (typically Na2CO3, although
other compounds such as Na2O, NaOH, and Na2O2 have also been used) are mixed and calcinated at elevated temperatures
(a750 �C) with transition metal-containing reagents such as acetates, carbonates, oxides, and hydroxides, to produce these mate-
rials.73,77–86 This method, however, relies on ion diffusion and thus, particle size and morphology are difficult to control. Thus,
other synthetic methods such as co-precipitation and sol-gel are being pondered for the synthesis of these materials.

Solution-based co-precipitation methods have been used to produce NaxTMO2 materials with tailored particle morphologies
and size.87 Nevertheless, this can only be achieved under careful control of different variables such as concentration, temperature,
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pH and stirring speed of the solutions of study. Typically, co-precipitation methods use different inorganic salts (e.g., sulfates,
nitrates) to produce transition metal hydroxide, carbonate, or oxalate precursors.88–90 After obtaining a precipitate, powders are
washed, filtered, dried and thenmixed with a sodium-based reagent (in solution or as powders) before firing the mixture to produce

Fig. 8 Overview of several electrochemical performance metrics of relevant SIB cathode materials: (a) Average discharge voltage vs. gravimetric
discharge capacity (and corresponding energy density) and (b) Reported number of cycles vs. gravimetric capacity.70
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the NaxTMO2material. Fig. 10 shows an example of a co-precipitation method to produce oxalate precursors for the synthesis of P2-
NaCo0.7Mn0.3O2.

89 MnSO4 and CoSO4 are stoichiometrically mixed in deionized water to make a transition metal sulfate solution,
which is pumped into a beaker reactor with a Na2C2O4 solution. The obtained suspension reacts at 70 �C. Typically, a solution of
NH4OH is used in these reactions as a chelating agent, which is mixed with NaOH and added to the transition metal solution to
reduce the rate of crystal growth of the final precursor. Furthermore, NH4OH is used to wash the obtained precipitates to avoid
eventual metal dissolution.89 After the co-precipitation reaction, the obtained precipitate is normally washed and filtered to elim-
inate impurity groups absorbed on its surface. To simplify the washing and filtering processes, the obtained suspension can be
directly dried to prepare the precipitated precursors.91 Alternatively, different solvents to water, e.g., ethanol, can be used to
make up solutions for co-precipitations to simplify the drying process.92 Furthermore, TM ratios and oxidation states in the precur-
sors may be subtly changed after the washing and filtering processes though Ar or N2 atmospheres are typically used.87,93 This may
lead to an incorrect stoichiometric ratio between TM and Na atoms in the obtained NaxTMO2 materials, and changes in their struc-
tures and electrochemical performance.

The sol-gel method overcomes this problem, since the precursors never precipitate out. Sol-gel-produced precursors normally
deliver good crystallinity, uniform nanometer particle size distribution with well-defined shapes in the final product. The produc-
tion of sol-gel precursors for NaxTMO2 encompasses different steps including hydrolysis, reactive monomer, condensation, and sol
gelation.94 The sol-gel method involves the dissolution in water of stoichiometric amounts of a sodium salt and a choice of tran-
sition metal salts in the presence of an acid, e.g., citric and propionic acid.95,96 These transition metal salts can be acetates, nitrates,
and carbonates, respectively.96–98 Then, the obtained solutions are normally heated to 70–80 �C while being continuously stirred
until gel formation. The obtained gel is dried, ground, and used for further heat treatment. During sol-gel processes, chelating agents
are also used to regulate the structure of the obtained precursors. A NH4OH solution, a common chelating agent during
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Fig. 9 Schematic crystal structures of (a) P2, (b) P3 and (c) O3 compounds.75

Fig. 10 Schematic of the co-precipitation method, in this case, to obtain an oxalate-based precursor.89
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co-precipitation, is used to improve the hydrolyzation of citric acid to formmore carboxylic acid roots and realize a better metal ion
combination.99

Besides the NH4OH solution, EDTA is another chelating agent, which helps control microstructure and oxygen defects in the
obtained NaxTMO2 precursor.

100,101 An example of sol-gel methods to produce NaxTMO2 with NH4OH as the chelating agent is
schematically shown in Fig. 11.99 In this example, the precursor for the obtaining of Na2/3Fe1/2Mn1/2O2 was synthesized by
preparing a stoichiometric solution of NaNO3, Mn(CH3CO2)2 and Fe(NO3)3 and then citric acid was added using a ratio of
(Na þ Fe þMn)/citric acid ¼ 1:1 before stirring the solution for 1 h. Then, the NH4OH solution is continuously added until the
mixed solution turns neutral and water is removed.

After the precursors are prepared via co-precipitation and sol-gel processes, a further heat treatment is required to produce the
NaxTMO2 materials. The calcination temperature, time, atmosphere, and cooling rate are the main factors considered in the heat
treatment, which determine the structure and electrochemical performance of these materials. The calcination temperature is critical
for obtaining a specific polymorph. For example, P2-Na0.67Mn0.67Ni0.33O2 is produced at 900 �C,102 while P3-Na0.67Mn0.67Ni0.33O2

crystallizes at 700 �C.102 The temperature at which the transition from the P3 to the P2 phase occurs varies with composition.103,104

For example, P3-Na0.7Li0.06Mg0.06Ni0.22Mn0.67O2, which is obtained at 670 �C, starts transforming into the P2 phase above 750 �C
and forms a pure P2-phase at temperatures higher than 830 �C. On the other hand, P3 and P2-Na0.67Mg0.1Mn0.9O2 are obtained at
550 and 750 �C, respectively.105 Often, an intermediate heating step before calcination is introduced to eliminate volatile inorganic
and organic components in the precursor mixture.106,107

Typically, NaxTMO2 materials crystallize in the O3-type structure when x > 0.8.108–110 When x < 0.8, the obtained NaxTMO2

materials produced at temperatures higher than 800 �C crystallize in the P2 phase, while NaxTMO2 materials produced at temper-
atures lower than 800 �C prefer to adopt a P3 structure.107,111,112 However, there are some exceptions to this, for example,
Na0.85Li0.17Ni0.21Mn0.64O2, produced using a co-precipitation method combined with calcination steps at 500 �C for 12 h and
800 �C for 12 h, shows a P2-type structure,113 and Na0.66Li0.18Mn0.71Ni0.21Co0.08O2 produced at 500 �C for 5 h and 900 �C for
20 h in air shows mixed P2 and O3 phases.114 Furthermore, P3-Na0.9Ni0.5Mn0.5O2 is obtained after calcination at 500 �C for
5 h and 800 �C for 18 h.115 Since Na atoms are highly volatile at the temperatures used to synthesize NaxTMO2, it is frequent to
see reports that use extra sodium ions to account for their loss during calcination.106,116 Furthermore, the type and ratio of TM
atoms have been found critical in targeting specific phases.117

The cooling method after heat treatment has been shown to affect the formation of the final crystal structure. For example, the
effects of slow cooling and quenching on the crystal structure were studied on Na0.67Mn1-xMgxO2 (0 � x � 0.2), where it was shown
that materials with, for example, x ¼ 0 and x ¼ 0.1 could crystallize in different space groups (Cmcm or P63/mcm) depending on the
cooling method applied.118 This was explained with the presence of manganese vacancies (i.e., higher concentration of Mn4þ ions)
formed during slow cooling, which suppress the cooperative Jahn-Teller distortion caused by Mn3þ ions.

Fig. 11 Schematic of sol-gel methods to produce precursors for NaxTMO2 with NH4OH as the chelating agent.99
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Besides the most mature and simple synthetic methods to produce the sodium transition metal oxides described in this section,
other synthesis techniques have been reported, including molten salt, hydrothermal, microwave, Pechini method, spray pyrolysis,
electrospinning, combustion, reverse microemulsion, ion-exchange reactions and sonochemical methods.119–126

5.09.3.2 Polyanionic compounds

Polyanion-type electrode materials can be classified as a family of compounds that contain a series of tetrahedron anion units
(XO4)

n� or their derivatives (XmO3 m þ 1)
n� (X ¼ S, P, Si, As, Mo, or W) with strong covalent-bonded MOx polyhedra (M represents

a transition metal).127

Among the most promising polyanionic compounds proposed to date as SIB cathode materials are phosphates and fluorophos-
phates, which have 3D framework structures with strong phosphate-metal bonds that result in remarkable thermal stability and
long cycling life.118 In particular, sodium vanadium fluorophosphates (Na3-xVO1-xPO4)2F1þ2x (0 � x � 1) have been extensively
studied due to their high theoretical capacity and working voltage, thanks to the introduction of the highly electronegative F
atom in the vanadium phosphate structure.128–131 Akin to the sodium transition metal oxides described in Section 5.09.3.1,
solid-state reactions have been investigated to produce these materials. For instance, Na3V2(PO4)2F3 was produced by a carbother-
mal reduction reaction between V2O5, (NH4)2HPO4 and C to form VPO4, which then reacts with NaF at temperatures between 600
and 800 �C for 8 h under Ar.132 Similarly, sol-gel methods have been widely studied in the production of these materials.133 Fig. 12
shows a schematic for the sol-gel synthesis of Na3-xV2(PO4-xFx)3 (x ¼ 0.0, 0.10, 0.15 and 0.30) materials using Na2CO3, NH4VO3,
NH4H2PO4, NaF and citric acid precursors, which are initially calcinated at 350 �C for 4 h. Then, the obtained powders are ground
and calcined at 800 �C for 8 h in Ar.133 The use of high temperatures may prevent the formation of single-phase products due to the
volatilization of V and F.

Therefore, synthetic methods involving low reaction temperatures such as those produced by hydrothermal/solvothermal reac-
tions have been proposed. These methods provide an effective way to control the morphology, size, crystal structure and valence
state of the TMs in the precursor.134 Na3(VPO4)2F3 nanoparticles with sizes of 50–100 nm were synthesized by one simple step
at a low temperature (60–120 �C), using H3PO4 as the phosphate source.

134 When the reaction media in hydrothermal/solvother-
mal reactions is replaced using polyalcohols, such as tetraethylene glycol (TTEG), diethylene glycol (DEG) and ethylene glycol (EG),
the obtained polyanion compounds can be synthesized without further high-temperature calcination. These polyols are not only
used as solvents to dissolve reagents but also prohibit the growth and agglomeration of polyanion compounds.127,135

Nano-sized polyanion compounds have been also produced using an ionothermal synthesis method, which is similar to the
inorganic molten salt method but uses ionic liquids as solvent and structure directing agent. For instance, Na3V2(PO4)2FO2 is ob-
tained using NaF and a-VOPO4$2H2O as raw reagents and 1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide (EMI-
TFSI) as the deep eutectic solvent. The well-mixed product is transferred into an autoclave and heated in the furnace at 220 �C for
16 h. The greenish polycrystalline powder is obtained after centrifugation, washing with water and ethanol, and drying overnight at
80 �C.136 Solution-free processes such as high-energy ball milling have also been proposed to save preparation time, by avoiding
multiple reactions steps, including heat treatment. For example, Na3(VO1�xPO4)2F1þ2x was obtained after ball milling at 600 rpm
for 30 min using varied vanadium, phosphorus fluorine sources and a reductant.137

Fig. 12 Schematic of sol-gel reaction to produce Na3-xV2(PO4-xFx)3 (x ¼ 0.0, 0.10, 0.15 and 0.30).133

210 Materials synthesis for Na-ion batteries



5.09.3.3 Prussian blue analogs

Prussian Blue Analogs (PBAs) are promising cathode materials for SIBs with a practical capacity of 170 mAh/g and relatively high
working potential (3.2 V vs. Naþ/Na).74 The general formula for a Prussian-blue-type material is RxM [Fe(CN)6]y$,1�y$zH2O,
where R is an alkaline metal such as K, Na and Li; M ¼ Fe, Mn, Co, Ni, Cu, Zn, etc. and, represents [Fe(CN)6]

3� vacancies, which
are commonly occupied by coordinating water.138 The rigid open framework with large interstitial sites (Fig. 13a) allows facile
reversible sodium ion intercalation, which enables long cycle life in SIBs.141

Co-precipitation of a metal (R, M) salt, e.g., sulfates, nitrates and chlorides, and a hexacyanoferrate complex (Fe(CN)6)
3� anion

is a facile, inexpensive, and scalable synthesis strategy to produce PBAs. The rapid co-precipitation method is likely to cause
Fe(CN)6

3� vacancies within the crystal structure, which become occupied with coordinating H2Omolecules in the open framework.
The presence of water-occupied vacancies leads to a decrease in capacity, due to the loss of metal ion centers and the water prop-
agated side reactions, which reduce the cycling stability.142 For every Fe(CN)6

3� vacancy, three Fe3þ ions must be reduced to Fe2þ to
compensate for the loss in charge. Thus, the capacity to store sodium is reduced from the missing Fe atoms at the vacancy and the

Fig. 13 (a) Perovskite crystal structure of Prussian Blue.139 (b) Voltage profiles of Prussian Blue and Prussian White, showing a two-step sodiation
process.140 (c) Reaction schematic showing Prussian blue precipitation and subsequent reduction to Prussian White.140
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reduction of the remaining Fe centers.143 In addition, vacancy sites occupied by water molecules are detrimental to capacity and
cycling performance. The effects on the removal of residual water via heating and vacuum has been extensively studied.144 Possible
strategies for vacancy reduction include the use of excess alkali ions and a single transition-metal source.143 The removal of inter-
stitial H2O has been shown to lead to a dehydrated rhombohedral structure of Na2�dMnFe(CN)6$zH2O, which exhibits excellent
electrochemical performance.145 Yang et al. further investigated the performance of dehydrated PBA synthesized at solution temper-
atures of 0, 40 and 80 �C and the effect of drying the as-synthesized material under vacuum at 180 �C and concluded that dehy-
drated PBA prepared at a solution temperature of 0 �C had the highest degree of crystallinity, and the dehydration at 180 �C
gave high reversible capacities of >140 mAh/g.142

PBA shows a voltage profile with a two-staged plateau at 3.0 and 3.3 V due to the two-electron redox reaction of Fe2þ and Fe3þ

ions in the structure (Fig. 13b). For full cell operation, the sodium inventory of the cell is determined by the number of active
sodium ions in the cathode material upon cell construction. Full sodiation of PB leads to the reduction of Fe3þ centers to Fe2þ

ions, turning the material white (hence the name Prussian white (PW)). PW has shown the highest reversible capacities of up to
170 mAh/g, as shown in Fig. 13b. PW has been synthesized by adding sodium borohydride into a PB-suspended ethanol�water
mixture followed by transferring to the Schlenk line for drying at 200 �C under vacuum to remove any potential moisture (Fig. 13c).
This work also used ascorbic acid as a chelating agent to disrupt the growth of PB crystals and incorporate nano-porosity into the
crystal structure.140,146 In addition, PW has been prepared by the acid decomposition of Na4Fe(CN)6.10H2O, generating Fe2þ ions
which can react with Fe(CN)6 to form the PBA framework.143 The controlled release of Fe2þ ions, compared to traditional precip-
itations and subsequent reaction with Fe(CN)6

3�, leads to very low vacancies within the framework.143 Thus, minimizing the
number of Fe(CN)6

3� vacancies is essential for structural stability and improved capacity.144

The raw materials for industrial-scale PB synthesis (ferric ferrocyanide, ferrous sulfate, hydrochloric acid, and potassium chlo-
rate) are readily available and inexpensive. The industrial synthesis of PB is already performed at a large scale in a multi-step process
consisting of precipitation, crystal growth, sintering and recrystallisation, followed by oxidation, rinsing, and drying.141 For SIB
applications, developments in this process to reduce crystal vacancies, fully sodiate the structure, and control crystallite morphology
(size, porosity) are needed. Nevertheless, PBAs show considerable promise as low cost high capacity and long-lasting SIB cathode
materials.

5.09.4 Conclusion

SIBs offer a more sustainable and lower-cost alternative to their lithium counterparts. To date, the state-of-the-art anode materials
are carbon-based and thus, can be produced from a wide variety of eco-friendly sources, such as biomass. In addition, SIB cathode
materials can be synthesized from more sustainable transition metals such as Fe, Cu or Mn. This, in conjunction with the low cost
and widespread availability of sodium and the use of aluminium current collectors, sets SIBs to be a major low cost and sustainable
competitor to LIBs in the coming decade.

HCs dominate the field of SIB anode materials due to their high capacities and low sodiation potential, which lead to high
energy densities when used in full cells. The synthesis of HC involves the pyrolysis of carbon-containing species from molecular
units or biomass sources. The pyrolysis conditions and pre-synthesis treatments via heteroatom doping and hydrothermal treatment
can affect the product microstructure, morphology and properties. We have detailed how the pyrolysis temperature governs the
formation of the HC structures, which can briefly be described as pseudo-graphitic planes made up of sp2 hybridized carbons con-
nected by amorphous carbon bridges, the disordered/interwoven nature of which lead to the formation of internal porosity within
the structure. The uniqueness of the final HC is strongly related to the feedstock and synthesis conditions, and although this allows
for the exploration of thousands of potential candidates for SIB applications, it can lead to reproducibility challenges. The exact
mechanism for sodiation is still debated. In addition, the ability to tailor the capacities through the synthesis conditions within
the sloping and the low voltage plateau regions offer control and flexibility to the applicability of HCs. Conversion and alloy-
type materials offer potential step changes in anode material capacity, but synthesizing these materials on a large scale remains
elusive.

A dominant cathode chemistry is yet to be decided for SIBs among three major families of materials, i.e., layered transition metal
oxides, polyanionic compounds and prussian blue analogs. In this chapter, we have detailed the most common synthetic
approaches to produce layered oxides and polyanionic compounds, with focus, where possible, on scalable methods that deliver
optimal particle size control and enhanced electrochemical performance. For the development of sustainable cathode materials it is
crucial that abundant and sustainable metal ions are further explored, independent of their cyrstal structure. The Prussian blue
family of active materials fall into this category, with the use of abundant transition metals such as iron and manganese. With their
relatively low temperature and low energy requirements, solution-based synthesis is also an attractive method as a sustainable
cathode material choice.

This chapter introduced the synthesis and electrochemical characteristics of the most relevant SIB electrode materials. As SIBs
become commercialized, important aspects such as precursor sustainability and the development of energy-efficient syntheses
will be crucial factors to enable to responsible production of these batteries.
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Abstract

The mimicking of naturally occurring mineral zeolites has led to artificial crystalline porous oxide-based materials that have
emerged as important microporous materials for industrial applications. The discovery of semiconductor chalcogenide
zeolites has compensated for the insulative properties of oxide zeolites and expanded their applicability into the fields of
optics and electronics. Structurally, in contrast to the tetrahedral TO4 (T ¼ Si4þ or Al3þ) units in oxide zeolites, zeolitic
chalcogenides contain tetrahedral, hierarchically fused TX (X ¼ S2�, Se2�, or Te2�) units, hereafter referred to as super-
tetrahedral chalcogenide clusters. Semiconducting supertetrahedral chalcogenide clusters have undergone a period of rapid
development in terms of type, size, and composition since the late 1980s and can be mainly divided into three categories:
basic supertetrahedral Tn clusters, penta-supertetrahedral Pn clusters, and capped supertetrahedral Cn clusters, where n
indicates the size of the specific cluster. Notably, in addition to their unique structural characteristics, supertetrahedral
chalcogenide clusters have a strong resemblance to II–VI or I–III–VI semiconductor nanocrystals (or quantum dots, QDs).
Consequently, they are regarded as atomically precise ultra-small QDs and used as researchmodels to help understand issues
associated with traditional QDs, such as the correlation between the precise local structure of QDs and their macroscopic
physicochemical properties. In this regard, research on supertetrahedral chalcogenide clusters can be roughly divided into
two categories: (a) research on enriching the types of cluster-based frameworks by creating different-sized and compositional
supertetrahedral clusters, and (b) research on atomically precise cluster chemistry (especially the precise structure-
composition-property correlations). Recent research efforts on supertetrahedral clusters include discretization and
dispersibility of clusters, photo�/electrochemical properties triggered by precise dopant/defect sites, and cluster-based
functional materials. In this chapter, we have reviewed the reported synthetic procedures aimed at expanding the struc-
tural diversity of cluster-based chalcogenides, and recent studies on the exploration of structure-composition-property
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correlations and functional applications of supertetrahedral chalcogenide clusters. Herein, we have discussed (a) the various
types of supertetrahedral chalcogenide clusters and the selective distribution of constituent metal ions; (b) synthetic methods
and general strategies for structure control; (c) packing modes of supertetrahedral clusters in the crystal lattice, including the
discrete superlattice via non-bonding packing modes and extended frameworks through corner-sharing modes; (d) hybrid
assembly of different supertetrahedral clusters; (e) three-dimensional open-framework structures and their corresponding
topologies; (f) dispersion of isolated clusters in discrete superlattices into cluster-based QDs; (g) post-modification and
functionality of cluster-based chalcogenides for photoelectrochemical applications and insights into their structure-
composition-property correlations.

5.10.1 Introduction

Compared to amorphous inorganic materials, crystalline inorganic materials have received widespread attention because their well-
defined structures can facilitate the assessment of structure-property correlations and further expand their potential applications.
Given that the physical and chemical properties of crystalline inorganic materials are heavily dependent on their microcosmic
components and inner architecture characteristics, it is important to precisely manipulate the structure of crystalline materials at
the nanoscale, even at the atomic scale, to evaluate possible fluctuations in performance and further optimize the properties of
materials. Currently, benefiting from X-ray diffraction technology in structural analysis of single crystals or polycrystals, numerous
crystalline dense-phase or porous inorganic materials, such as metal phosphates, metal-organic frameworks (MOFs), zeolitic imi-
dazolate frameworks (ZIFs), covalent organic frameworks (COFs), and polyoxometalates (POMs) have been designed, synthesized,
and post-modified for a variety of applications.1–8 In contrast to the flourishing crystalline materials mentioned above, cluster-based
metal chalcogenides developed slowly in the beginning until 30 years ago, when counter-ion-assisted solvothermal/ionothermal
synthetic methodologies matured and charge balance rules associated with the stability of chalcogenide cluster were established.8

Early research on these emerging materials have mainly focused on synthesizing chalcogenide clusters and the corresponding crys-
talline solids with extended open frameworks, and analyzing the structures of novel chalcogenide clusters. These chalcogenide clus-
ters with well-defined structures provide a new platform for studying their relevance to a wide range of fundamental sciences and
technological applications. Recent developments relating to crystalline cluster-based chalcogenides have necessitated their function-
alization and elucidation of structure-property correlations for photoelectric and catalytic applications.9 This chapter aims to classify
the supertetrahedral cluster-based chalcogenides by type and discuss aspects ranging from synthesis and structures to their function-
alization and potential applications.

5.10.1.1 Origin of supertetrahedral chalcogenide clusters

The main purpose of synthesizing crystalline metal chalcogenides has been to incorporate semiconducting properties into oxide-
based zeolite materials by substituting oxygen with chalcogen elements (i.e., sulfur, selenium, or tellurium).10–13 It is now well
known that oxide-based zeolites with high porosity and stability may exhibit excellent performance in adsorption separation,
ion-exchange, and catalysis.14–16 However, the intrinsic insulation of oxide-based zeolites limits their development as photoelectric
materials for photocatalysis and photovoltaic devices, and further exploration. It is generally accepted that the substitution of ions
in the zeolite framework can dramatically affect their properties and structures. To enlarge the cavity and optimize the physical and
chemical properties, research in initial years involved the replacement of aluminum and silicon in the skeleton by gallium and
germanium, respectively.17 However, the key to developing the next generation of state-of-the-art zeolites in terms of structure
and semiconducting properties is anions. Crystalline metal chalcogenides are particularly suited for such a challenge. In anticipa-
tion, chalcogen anions (e.g., S2� and Se2�) with more metallicity than oxygen can endow porous zeolites with semiconducting
properties when they replace bridging O2� ions. In fact, the obtained metal chalcogenides from black-box reactions not only inte-
grate large cavities with semiconductivity, but also exhibit a unique architecture with sub-nanoscale clusters serving as nodes, which
are not commonly encountered in other traditional inorganic crystalline materials. Multi-dimensional frameworks built from chal-
cogenide clusters with hierarchical and controllable structures have attracted great attention in the fields of inorganic synthesis and
material science owing to their beautiful architecture and potential applications in photoelectrochemistry and host-guest chemistry.

All metal cations in the supertetrahedral chalcogenide cluster are tetrahedrally coordinated by four chalcogen anions, giving
a primary structure similar to that of zeolite. The tetrahedral units then assemble into a higher hierarchy of supertetrahedral clusters
by sharing corner chalcogen anions, which are quite different from the simple tetrahedral units in zeolites. Such changes are related
to the coordination geometry of the chalcogen anions. Chalcogens have larger atomic diameters than oxygen. The typical MeXeM
angle (X ¼ S2� or Se2�) is in the range of 105 degrees–115 degrees, which is much smaller than the MeOeM angle (140 degrees–
150 degrees) in oxides. In addition, the longer MeX bond lengths allow the chalcogen to coordinate with even large metal cations
(e.g., Cd2þ, In3þ, and Sn4þ) in a high coordination number.18 Furthermore, chalcogen anions with sp3 orbital hybridization can
easily be tetracoordinated. In contrast, the tetrahedral coordination mode of oxygen sites is rather uncommon in oxide-based
zeolites because of the small size of the oxygen atom and the short MeO bond length. The suitable MeXeM angle and multiple
coordination numbers of chalcogen anions combined with rigorous tetrahedrally coordinated metal ions result in a high hierarchy
of tetrahedral clusters. The chalcogen anions at the core of the supertetrahedral clusters adopt a tetrahedral coordination geometry,
whereas those at the face and edge adopt trigonal and bent geometries, respectively (Fig. 1).
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The charge balance of local ions in a supertetrahedral chalcogenide cluster plays a crucial role in stabilizing the structure of the
cluster and the cluster-based superlattice. The charge of each atom in the cluster should be balanced by opposite charges from adja-
cent coordination atoms, i.e., the charges should comply with Pauling’s electrostatic valence rule, which states that the valence of
each anion is exactly or nearly equal to the sum of the electrostatic bond strengths of adjacent cations, and vice versa. For a poly-
hedral coordination geometry, the electrostatic bond strength can be estimated as the ratio of the charge of the ions to the coordi-
nation number. For example, a negatively charged divalent chalcogen anion should receive a positive charge of �2 from the
coordinated metal cations, while a positively charged trivalent metal ion is balanced by �3 negative charges from adjacent chalco-
gens. This charge balance within the cluster at atomic scale is called local charge balance.8 Based on the charge balance rule, metal ions
with different valence can be incorporated into supertetrahedral chalcogenide clusters at definite positions, which finally results in
complex, but well-defined inorganic architectures. Higher valence metal ions (e.g., M3þ andM4þ) are usually distributed at the edge
or corner of the cluster to provide sufficient positive charge for low-coordinated chalcogen anions, while lower valence metal ions
(e.g., Mþ and M2þ) are usually distributed inside the cluster to relieve the local positive charge near high-coordinated chalcogen
anions. The rule of local charge balance explains element distribution, and it is very helpful for the synthesis of chalcogenide clus-
ters, especially when combined with Brown’s model calculation, which is an empirical model that gives a more accurate calculation
of the bond valence by considering each individual bond length.19

Because local charge balance stipulates the regular distribution of metal ions in the supertetrahedral chalcogenide clusters, the
precise location of atoms can be identified through single-crystal X-ray diffraction measurement and structural analysis.20,21

Elemental distribution analysis facilitates the synthesis, design, and functionalization of clusters, including their categorization
on the basis of size, components, and even the connection modes. In addition, chalcogenide clusters can be precisely doped at
specific locations using target metal precursors through in situ or post-doping methods. These features enable great flexibility in
studying the structure-property correlations of supertetrahedral chalcogenide clusters at the atomic scale.

Supertetrahedral chalcogenide clusters can serve as secondary building blocks (SBUs) for cluster-based crystalline chalcogenides
with an open framework. The connection modes between adjacent clusters and extended networks in the superlattice are also
dramatically different from those of other crystalline structures. Notably, the surplus negative charge derived from surface chalco-
gens cannot be balanced by the internal positive charge that is supplied by adjacent metal ions. To stabilize the structure, the nega-
tive charges of clusters are balanced by external positive charges from counter ions such as alkali metal ions or protonated organic
amines. This is called global charge balance, which is in contrast to the aforementioned local charge balance and is used to refer to the
overall charge density matching between the host framework and counter ions (also called structure-directing agent, SDA).8,18 The
packing of supertetrahedral clusters into the superlattice relies on achieving steady states in both local and global charge balance.
Generally, chalcogenide clusters can pack into a superlattice through non-bonding interactions (e.g., electrostatic interaction and
van der Waals’ force) between negative clusters and positive counter ions.21,22 In these structures, the subunits of clusters are isolated
(i.e., zero-dimensional (0D)) because of their interrupted corner sites. In contrast, the adjacent clusters can interconnect to form

Fig. 1 Comparison between the oxide-based zeolite and chalcogenide frameworks.
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a higher hierarchical structure through bridging units, and this situation is more common than in the former system. Generally, the
clusters extend through one to four corners to form one-dimensional chains (1D), two-dimensional layered structures (2D), and
more complex three-dimensional frameworks (3D), respectively.23–25 Compared with the highly hierarchical structures with
clusters stacked together by strong covalent bonds, the 0D superlattice exhibits a weak constraint for each subunit owing to the
non-bonding interactions between adjacent clusters and counter ions. The potential dispersibility of clusters in solvents makes
them suitable for the application in catalysis and photoelectric devices.26,27 For a long time, scientists have attempted to realize
the targeted synthesis of 0D, 2D, or 3D structures to explore the size-dependent properties at sub-nanoscale and the synergy derived
from the integration of uniform porosity and semiconducting properties in solid-state devices. However, these cluster-based crys-
talline materials appear to be randomly created. The tetrahedrally shaped clusters with highly negative charges are inclined to
connect with each other via the four corner chalcogen sites and pack into the 3D network to lower the negative charge of the cluster.
Controllable synthesis of cluster-based chalcogenides in dimension is challenging. This knotty situation may be improved by
utilizing the interruptability of high-valent metal ions (e.g., Ge4þ and Sn4þ). Although the global charge balance between the frame-
work and counter ions also plays an important role in intercluster assembly or crystallization, the local charge at the corner is the
most crucial factor that determines whether the clusters are extended or interrupted. A tetracoordinated tetravalent metal ion at the
corner of the cluster will dramatically decrease the high negative charge of the chalcogen anion at the corner and restrict its further
connection with adjacent clusters. By means of the synergistic effect of corner high-valent metal ions and surrounding counter ions,
controllable synthesis of cluster-based 0D or 2D crystalline chalcogenides can be achieved.28,29

5.10.1.2 Classification of supertetrahedral chalcogenide clusters

Supertetrahedral chalcogenide clusters are usually classified into three major categories, namely, basic supertetrahedral Tn-type clus-
ters, penta-supertetrahedral Pn-type clusters, and capped supertetrahedral Cn-type clusters, where n is the number of metal layers in
each cluster. There are two additional specific categories, i.e., oxychalcogenide supertetrahedral Tn-type clusters (o-Tn) and super-
supertetrahedral Tn clusters (Tp,q), that can be regarded as derivatives of typical Tn-type clusters. All above-mentioned cluster types
seemingly possess similar tetrahedral configurations; however, there are significant differences in their molecular structures, and
metal constituents and their distribution. Therefore, to further explore the structural diversity and expand the potential applications
of supertetrahedral chalcogenide clusters, it is important to study these differences between their various types.

5.10.1.2.1 Tn-type chalcogenide clusters
Tn-type clusters are the most common series of supertetrahedral chalcogenide clusters, which were denoted as 2{n} by Dance et al.,
and subsequently formally named Tn by Yaghi.11,30 Structurally, Tn clusters can be regarded as tetrahedral-shaped regular fragments
of sphalerite (cubic ZnS) featuring multivalent mixed metal components that are more complex than those of sphalerite. The
formulas of Tn clusters are MX4, M4X10, M10X20, M20X35, M35X56, and M56X84 for n ¼ 1–6, respectively, where M is the metal cation
and X is the chalcogen anion (Fig. 2). These metal ions can be post-transition (e.g., Mn2þ, Fe2þ, Co2þ, Ni2þ, Cuþ, Zn2þ, and Cd2þ)
and main-group III and IV (e.g., Ga3þ, In3þ, Ge4þ, and Sn4þ) ions. Interestingly, multi-metallic ions with different types and
valences can be synergistically incorporated into a single cluster, thus making the coordination environment of chalcogen anions
(S2� or Se2�) more complex than that of the sphalerite structure.

Fig. 2 Supertetrahedral Tn series clusters and their core structures.
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In a typical Tn cluster, the number of metal cations within each successive layer follows a simple series: 1, 3, 6, ., n(n þ 1)/2,
while the number of chalcogen anions within each layer is 1, 3, 6, ., [n(n þ 3) þ 1]/2, and the total number of metal cations is
equal to the number of chalcogen anions in T(n�1). For example, the number of metal cations within each layer of the T4 cluster is
1, 3, 6, and 10, with a total of 20, corresponding to the total number of chalcogen anions in the T3 cluster. Notably, the actual
number of atoms in the cluster should be determined according to the actual position in which it is located. For example, for
the isolated Tn cluster, the corner chalcogen anions are interrupted, thus the sum of cations and anions is 6(n�1) þ 4. However,
for the chalcogenide cluster-based framework, the number of chalcogens depends on the extending sites of the cluster. A common
situation is that each cluster extends by sharing four anionic chalcogen at its corners with the adjacent clusters, for which the total
number of anionic chalcogens in the cluster will be reduced by two.8

The composition and structure of Tn clusters become increasingly complex with the increasing cluster size. For example, the T2
cluster is the smallest Tn cluster, which usually consists of only four M4þmetal sites bridged by 10 bicoordinated chalcogens to form
an adamantane cage, whereas the larger T3 cluster usually has 10 M3þ metal sites bridged by di�/tricoordinated chalcogens. The
analysis of the coordination number of chalcogen anions in the cluster is important because it is closely related to the distribution of
metal cations surrounded by the chalcogen anions. Generally, anions with low coordination numbers tend to be coordinated by
high-valent metal cations according to Pauling’s electrostatic valence rule. However, for tetracoordinated anions in the Tn cluster,
the surrounding cations must be low-valent metal ions (e.g., Mþ and/or M2þ) to ensure the local charge balance, i.e., anions do not
undertake an overloaded positive charge. Compared to the T2 and T3 clusters that are constructed by M3þ and/or M4þ, the large-
sized T4 cluster has a tetracoordinated anion core surrounded by four Mþ or M2þ ions. In other words, four low-valent metal cations
at the face of the T4 cluster are coordinated to the core anion to form an anti-T1 cluster.

It is worth noting that the T5 cluster with the formula [M35S56]
X� was once considered the largest Tn cluster since it was first

reported in 2002.31 Subsequently, many T5 cluster-based structures with various compositions have been synthesized in the
form of discrete superlattices or extended frameworks. Synthetic chemists attempted and failed to obtain larger-sized Tn clusters
until the successful synthesis of OCF-100, a 2D layered crystalline chalcogenide framework that is constructed by a supertetrahedral
T6 cluster with the formula [M25In31S84]

25� (M ¼ Zn and/or Mn).32 The design and synthesis of the T6 cluster also followed the
global charge and local charge rules. It is believed that the local charge balance is a prerequisite for the formation of the cluster,
but the global charge is recognized as the key factor in controlling the crystallization of the clusters.

5.10.1.2.2 Pn-type of chalcogenide clusters
The second series of supertetrahedral clusters are called penta-supertetrahedral Pn clusters, which were first denoted as 5{n} by Dance
et al.8,30 The Pn cluster can be regarded as a combination of four Tn clusters and an anti-Tn cluster, in which four Tn clusters are
capped on the face of the anti-Tn cluster to form the hierarchical Pn cluster. In such a hierarchical Pn cluster, the anti-Tn cluster
has the same architecture as the regular Tn cluster, but with the position of chalcogen anions and metal cations exchanged
(Fig. 3). For example, the P1 cluster is constructed by four T1 clusters (MX4) at the corners and an anti-T1 cluster (XM4) at the
core with a total of 8 cations and 17 anions interconnected wherein the cations could be divalent metal ions M2þ (e.g., Zn2þ,
Cd2þ) or trivalent metal ions M3þ (e.g., In3þ), or the mixture of M2þ and M4þ (M2þ ¼ Zn2þ, Cd2þ, Mn2þ, Fe2þ, and Co2þ;
M4þ ¼ Sn4þ and Ge4þ), while the anions usually are S2� or Se2�, and sometimes Te2�, O2�, or even halide anions.24,33–36

When the divalent metal ions are used to construct the P1 cluster, the precursors of chalcogens are usually ReX (R ¼ organic group;
X ¼ S and Se), because the positive charge of cations in the P1 cluster is much less than the negative charge of the adjacent anions
and the structure is unstable without enough compensation from external species on account of the charge balance rule. This

Fig. 3 Supertetrahedral Pn series clusters and their core structures.
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situation can be remedied by organic capping species that are covalently connected to chalcogens by partaking the negative charge of
chalcogens. For the P1 cluster constructed by trivalent metal cations, the charge balance between bicoordinated anions and adjacent
cations can be readily achieved. However, there is a tetracoordinated chalcogen anion at the core of the P1 cluster surrounded by
four trivalent cations. This case does not seem to match with Pauling’s charge balance because of the overburdened positive charge
of the core chalcogen atom. This can be explained by combining the charge balance rule with Brown’s bond valence model, in which
the bond length should also be taken into account. For example, the P1 clusters in CSZ-9 and CSZ-10 are composed of indium and
selenium, in which the IneSe bond length surrounding the core m4-Se

2� is �2.65 Å, which is significantly longer than the typical
IneSe bond length of 2.54 Å. According to Brown’s model, the calculated valence sum for the core Se is�2.4, close to the real charge
of the Se2� ions.35 For the P1 cluster composed of di- and tetravalent metal cations, the ratio of M2þ/M4þ tends to be 1:1 because of
their constant distribution at four internal sites and four corner sites, respectively, based on the local charge balance rule.36 This kind
of P1 cluster can realize multi-metallic incorporation.

It should be noted that the P1 clusters composed of simple M2þ or a mixture of M2þ and M4þ are usually in isolated forms
owing to the interrupting capability of terminal organic ligands or high-valent metal cations, respectively. However, there are still
some exceptions on account of the effect of counter ions in resolving global and local charge balance issues. For example, open-
framework metal sulfides of A5-xK1 þ xSn[Zn4Sn4S17] (A ¼ Kþ, Rbþ, Csþ; x ¼ 0, 4, 5) are constructed by P1 clusters and T1
(SnS4) units.

37 It is possible to obtain 1D and even 3D frameworks using the P1 cluster with capping ligand when partial corners
of the cluster are extended throughmultidentate ligands or the four corners of the cluster are extended through the shared chalcogen
vertices.33,34,38 In contrast to the P1 cluster mentioned above, the P1 cluster composed of simple M3þ cations is usually involved in
the formation of 2D or 3D frameworks.24,35

The large P2 cluster is constructed by four T2 clusters (M4X10) and an anti-T2 cluster (X4M10), with a total of 26metal cations and
44 chalcogen anions (i.e., M26X44).

8 The existence of four tetracoordinated chalcogen anions in the anti-T2 cluster can lead to
diverse compositions of the P2 cluster. However, only a few cases with P2 clusters serving as SBUs have been reported, including
a 3D framework of ICF-26 constructed by P2-LiInS (the ratio of Li/In is 2:11) clusters and a discrete superlattice stacked by isolated
P2 clusters with a composition of Cu11In15Se16(SePh)24(PPh3)4.

39,40 Recently, a series of 0D and 3D structures with P2 cluster
serving as the subunit have been reported, which are composed of Cuþ/M3þ/Sn4þ/S2� (M3þ ¼ Ga3þ and/or In3þ).27,29 The mono-
valent metal cations in the P2 cluster located around the center cavity decrease the positive charges exerted on the tetracoordinated
chalcogens, whereas the high-valent cations tend to distribute at the edge or corner to decrease the global negative charge. Thus far, it
appears that both monovalent and trivalent metal cations are necessary for the formation of the P2 cluster, and tetravalent metal
ions can also be incorporated at a well-defined location. Similarly, the above procedure can be theoretically used to derive the P3
cluster with a composition of (M10X20)4(X10M20) (i.e., M60X90), and larger Pn clusters, even though they have not been reported as
yet.

5.10.1.2.3 Cn-type of chalcogenide clusters
Capped supertetrahedral clusters (denoted as Cn) are the third series of supertetrahedral clusters.8 Owing to similarity with the Pn
cluster, the Cn cluster can also be derived from the regular Tn cluster, and the number n in Cn corresponds to the number of metal
layers in the Tn cluster that are located at its core (Fig. 4). Each face of the Tn core is covered with a single metal-chalcogen layer
(referred to as the T(n þ 1) sheet), which means that a regular T(n þ 1) cluster can be found in the Cn cluster. For example, the
T1 core in the C1 cluster is covered by four T2 sheets, and the T2 core in the C2 cluster is covered by four T3 sheets. The regular

Fig. 4 Supertetrahedral Cn series clusters and their core clusters.
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Tn cluster in the C1 and C2 clusters are the T2 and T3 cores, respectively.30,41–47 The adjacent three T(n þ 1) sheets are connected by
a T1 unit at the four corners of the Cn cluster, similar to the Cn cluster that is capped by four MX groups, taking the shape of the
barrelanoid cages at the four corners with characteristics of the hexagonal wurtzite-type phase. Another distinct structural feature of
the Cn cluster is the existence of an open cleft along each edge. The fringes of the two adjacent T(n þ 1) sheets are bonded to the edge
of the Tn core, leaving a crevice as the boundary of the face. There is another series of Cn clusters, denoted as Cn,m clusters, in which
the barrelanoid cage (M4X4) at one of the four corners can be independently rotated by 60 degrees compared to those in the parent
Cn clusters.45

All metal cations in the Cn clusters are tetracoordinated, while the chalcogen anions adopt di�/tetra-coordination in C1 clusters
and di�/tri�/tetra-coordination in large Cn clusters. In contrast to the Tn and Pn clusters, the composition of the Cn clusters is quite
monotonous. From the small C1 cluster to the as yet largest C3 cluster, all structures are composed of metal cations of Cd2þ and the
chalcogen anions S2� or Se2�, whereas Cn clusters based on high-valent cations (e.g., M3þ and M4þ) and monovalent cations (e.g.,
Cuþ) have never been reported. This could be attributed to the rigorous reaction conditions, such as the Cd-XR precursor
(XR ¼ phenthiol, selenophenol, thioalcohol, and their derivatives). Only a few cases can be doped by other divalent cations
(e.g., Fe2þ and Co2þ); in one case, the C2 cluster was composed of pure Mn2þ cations through in situ synthesis.45,48 Because the
full distribution of M2þ ions in the Cn cluster cannot provide enough positive charge for balancing the negative charge from surface
chalcogen anions, the capping ligands in Cn clusters are essential to partake negative charge from the surface anions.

5.10.1.2.4 o-Tn type of chalcogenide clusters
The oxychalcogenide supertetrahedral o-Tn clusters (also called oxygen “stuffed” Tn clusters) can be regarded as a special type of
supertetrahedral Tn clusters that combine the hard Lewis base of O2� and the soft Lewis base of S2�/Se2�. It is not feasible to directly
introduce oxygen anions into the skeleton of supertetrahedral chalcogenide clusters (except vertical sites) through in situ synthesis
or even post-doping because of the wide difference in the OeMand XeM (X ¼ S or Se) bond lengths. Encapsulating O2� into the Tn
cluster is an effective strategy for integrating group 16 anions O2� and S2� (or O2� and Se2�) into supertetrahedral chalcogenide
clusters to tailor the band gap and enhance the stability. The O2� species in the o-Tn cluster are located in the inner adamantane cage
of the Tn cluster and interact with the surrounding metal cations. However, the resultant cluster is slightly distorted because of the
interaction between metal cations and oxygen anions, compared to the regular Tn cluster.

Research on o-Tn clusters has progressed substantially in recent years. To date, o-Tn (n ¼ 2–5) clusters with metal compositions
of Sn4þ and/or In3þ have been obtained through in situ solvothermal synthesis (Fig. 5).13,49–54 It is now evident that high-valent
metal cations are essential for the construction of o-Tn clusters, while low-valent metal cations are not necessary. This can also be
explained by the charge balance rules. Oxygen anions play the same role as low-valent metal cations in constructing large-sized
supertetrahedral clusters by decreasing the local surplus positive charge. For the o-T2 and o-T3 clusters, there are one and four
oxygen anions located in the subcentral adamantane cages of clusters, respectively. However, for a large o-T4 cluster, the inner struc-
ture of the cluster host is different. There are 10 oxygen anions in the o-T4 cluster, each of which is surrounded by four metal cations.
Interestingly, the architecture of metal cations and oxygen anions in the o-T4 cluster can be regarded as an anti-T3 cluster. Compared
with the regular T4 cluster, the four-coordinated chalcogen anion at the core site is missing, leading to a cage that is formed by four
metal cations and six oxygen anions.51 Recently, this series of clusters has been extended to o-T5 clusters, which are composed of
In3þ cations, S2� anions, and encapsulated O2� anions. According to Pauling’s electrostatic valence rule, the regular T5-InS cluster
with In3þ cation located at the core is extremely unstable. Therefore, only T5-InS clusters with inner In3þ sites partially replaced by
low-valent cations or with a missing metal core site have ever been obtained, such as in ISC-10 and UCR-15.55,56 Structurally, the

Fig. 5 Supertetrahedral o-Tn series clusters and their core structures.
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o-T5 cluster can be considered as a regular T5-InS cluster ([In35S52]) doped with eight oxygen atoms in the core, in which the anionic
oxygen can be divided into tetrahedrally coordinated interstitial oxygen (Oi) and trigonally coordinated substitutional oxygen
(Os).

52,54 The Oi species are embedded in the adamantane cages, while Os species substitute the anionic sulfur sites in the T5 cluster.
The bond valence sum of the core In3þ cation surrounded by eight oxygen anions was calculated to be 2.91, which is in accordance
with the local charge balance rule.

5.10.1.2.5 Tp,q type of chalcogenide clusters
The super-supertetrahedral cluster (denoted as Tp,q by Yaghi et al., in which Tp clusters are further arranged into Tq clusters) is
another common chalcogenide cluster that has a cavity.57 A Tp,q cluster has a high hierarchical structure with the shape of a hollow
pyramid, which is constructed by four Tp clusters. In fact, the structure based on Tp,q clusters can also be regarded as a special
network with Tn clusters as nodes (here Tn ¼ Tp), in which each Tn cluster is connected inwardly with the adjacent three Tn clusters
to form a higher hierarchical Tp,q cluster, and further extends outward with an adjacent Tn or Tp,q cluster through the shared corner
bridge to form an open framework. As a result, the elemental composition and distribution of the Tp,q cluster are the same as those
in the Tn cluster because of the same structure of the Tp and Tn clusters (p ¼ n). For example, the T2,2 cluster is usually composed of
high-valent metal cations such as M3þ and/or M4þ, while low-valent metal cations such as M2þ are necessary for local charge
balance in the T4,2 cluster.

The q value among the reported Tp,q series is so far limited to 2, such as T2,2, T3,2, and T4,2 (Fig. 6).57–61 In fact, the T1,q cluster
can also be regarded as the Tp,q cluster, where the subunit is the T1 cluster. By that analogy, the T2 cluster can be viewed as the T1,2
cluster, and the T3 cluster can be viewed as the T1,3 cluster, and so on. The T2,2 cluster is the smallest super-supertetrahedral cluster,
which is constructed by four T2 clusters and can be regarded as a hollow T4 cluster by carving out an anti-T1 unit from the regular T4
cluster. The missing core of the tetracoordinated S2� indicates the undesirability of low-valent metal cations in the T2,2 cluster.
Similar to the T2,2 cluster, the T3,2 and T4,2 clusters are constructed by four T3 clusters and four T4 clusters, respectively. The center
cavity in the T3,2 cluster was once occupied by an anti-T3 unit (missing four metal vertices), which has six tetracoordinated S2�, as
shown in the regular T6 cluster. The chalcogen anions in the T3,2 cluster are di- or tricoordinated and surrounded by high-valent
metal cations. Only one chalcogenide structure based on T3,2 clusters has been reported recently. In addition, the T4,2 cluster is the
largest super-supertetrahedral cluster reported to date that can be formed by hollowing out an anti-T5 unit (missing four corners of
anti-T1) from a regular T8 cluster. In contrast to the T2,2 and T3,2 clusters that are composed of high-valent metal cations, low-
valent metal cations are necessary for constructing T4,2 clusters owing to the existence of tetracoordinated S2� in the T4 cluster.

5.10.1.3 Bottom-up assembly and crystallization

It is generally accepted that synthetic conditions strongly affect the structure and properties of the resultant crystalline cluster-based
chalcogenides, such as element incorporation, SBU, type of linker, porosity, and framework topology. Therefore, exploring suitable

Fig. 6 Supertetrahedral Tp,q series clusters and their missing core structures.
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synthetic conditions and optimizing the synthetic strategy are both worthwhile for enriching the family members of crystalline chal-
cogenides. Many methods have been applied to prepare chalcogenides, including the traditional high-temperature solid-state
process, molten flux synthesis, room temperature solution crystallization, solvo(hydro)thermal synthesis, ionothermal synthesis,
surfactant-thermal synthesis, and hydrazine-thermal synthesis. Through these methods, numerous crystalline chalcogenides with
various architectures have been obtained. These semiconducting materials have been applied in many fields, such as catalysis, pho-
toelectrochemistry, and thermoelectricity conversion.58,62–71 Although the synthetic strategies above can be used to obtain crystal-
line chalcogenides, not all of them are appropriate for constructing supertetrahedral-cluster-based crystalline chalcogenides, when
considering the complicated combination of the general negative skeleton and essential counter ions in the extra-framework. For
example, high-temperature solid-state reactions (T > 600 �C), depending on solid-solid diffusion, usually lead to thermodynam-
ically stable dense-phase materials. Room-temperature synthetic processes generally have a low efficiency. Surfactants can dramat-
ically affect the environment of the reaction system in surfactant-thermal synthesis; however, they suppress the crystallization
process owing to their large size, flexible structure, and weak Lewis base features. The results obtained using the hydrazine-
thermal process are still limited. To date, most cluster-based chalcogenides have been synthesized via the traditional solvo�/hydro-
thermal and ionothermal synthesis.

5.10.1.3.1 Protonated organic amines-assisted solvothermal synthesis
The solvothermal synthetic strategy has greatly contributed to enriching the compound family of crystalline supertetrahedral-cluster-
based chalcogenides, including 0D discrete superlattices andmulti-dimensional open frameworks. Solvothermal synthesis of crystal-
line chalcogenides is usually carried out in a Teflon-lined stainless-steel autoclave with organic amines and auxiliary solvents as SDAs
at temperatures ranging from 120 �C to 200 �C. Themild synthetic conditions can be tuned in terms of the following aspects: precur-
sors, counter ions (protonated organic amines or alkali metal ions), auxiliary solvents, temperature, etc.72,73 Generally, metal
elements or their salts serve asmetal precursors, while chalcogen elements or thiophenol or thiourea are used as the chalcogen precur-
sors. In solvo�/hydrothermal reaction systems, metal elements are usually oxidized to the lowest oxidation state, and chalcogen
elements are reduced to negative divalent X2� anions. The oxidation-reduction process can be omitted when all the precursors are
metal cations and chalcogen anions. Meanwhile, the assembly between metal cations and chalcogen anions, or even between metal
cations and organic amines, is the beginning of the formation of clusters and the resulting frameworks.

The mechanism of the growth of cluster-based superlattices is currently a topic of debate; it is not clear whether the metal cations
and chalcogen anions directly assemble into superlattices, or if they first form clusters and then assemble into the resulting frame-
works. Several reported cases suggest that the superlattice growth tends to be a process of selective assembly of clusters through cova-
lent bands or non-bonding interactions.8,9,22 The ZneGaeS system was the first reported case of selective crystallization of clusters
in solvothermal synthesis. The co-existence of Zn2þ and Ga3þ in the reaction medium was found to selectively crystallize into three
different superlattices using different amine molecules,25 denoted as UCR-7, UCR-5, and UCR-19, which were constructed by T3
([Ga10S20]

10�), T4 ([Zn4Ga16S35]
14�), and T3-T4, respectively. This case indicates that the assembly process was based on clusters

(Fig. 7). In addition, an IneSe system also demonstrated the selective crystallization of SBUs.35,74 Further, an isolated T3-InS cluster-

Fig. 7 Selective assembly of chalcogenide clusters in the ZneGaeS system. The structures of UCR-7 and UCR-5 are co-assembled by T3 and T4
cluster units, respectively. UCR-19 is hybrid assembled by T3 and T4 clusters.
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based superlattice was synthesized through a one-step solvothermal reaction in the solvent mixture comprising 1,5-diazabicyclo
[4.3.0]non-5-ene (DBN), 2-amino-1-butanol, and water at 190 �C. After the reaction, the liquid supernatant contained a large
amount of nomadic T3 clusters, which were recrystallized by gradual diffusion of ethyl alcohol at room temperature (Fig. 8). All
these results lend credence to the above conjecture. More experimental evidence is necessary to clarify the assembly process in detail
using well-designed experiments and new technologies.

The structure of cluster-based chalcogenides, including the size and type of clusters, packing or extending modes, cavity size, and
porosity of the frameworks, is mainly affected by the precursors (especially metal precursors), organic amines, auxiliary solvents,
and reaction temperature. Generally, the combination of metal precursors plays a crucial role in controlling the size and type of
clusters. Targeting novel clusters and new cluster-based chalcogenide structures is quite difficult to achieve by controlling only
the metal or chalcogen precursors. This situation can be improved by optimizing the types of organic amines with the assistance
of auxiliary solvents. It has been found that novel cluster-based chalcogenides have developed along with the new exploration
of organic amine SDAs (also called template). The protonated amine molecules filling the cavities of the framework serve to balance
the negative charge (considering thermodynamics) and also help direct the assembly of clusters (from the kinetics viewpoint). In
addition, some characteristics of organic amine molecules, such as the size, charge density (ratio of protonated N atoms to non-H
atoms), basicity, tendency of protonation or coordination, flexibility, and rigidity, can affect the packing modes and crystallization
of clusters. In general, templates with a small charge density are inclined to direct the growth of a non-interpenetrated framework
with a large cavity. For example, among the eight Tn-based crystalline open-framework chalcogenides templated by 4,4-
trimethylenedipiperidine (TMDP) with a small charge density, there are six non-interpenetrated frameworks.25,31,75–80 Templates
with strong basicity can dramatically increase the reactivity of the precursors. For example, 1,8-diazabicyclo [5.4.0]-7-undecene
(DBU) and DBN are two common superbase templates that are used to construct Tn-based crystalline chalcogenides, in which
DBN is more inclined to help construct a discrete cluster than DBU because of its stronger coordination tendency. The organic
templates in the cavity usually do not bond with the framework, so that the atomic positions of the organic templates cannot
be determined accurately by single-crystal X-ray diffraction (SCXRD) because of large disorder.

Auxiliary solvents are also important in the synthesis of cluster-based chalcogenides. The IneSe system is a typical example of the
vital role of auxiliary solvents in affecting the selective crystallization of subunits (including clusters and linkers). For example, using
nitrilotrimethylene triphosphonic acid (ATMP), deionized water, or a mixture of deionized water and ATMP as the auxiliary, three
IneSe frameworks of CSZ-9, CSZ-10, and CSZ-11, respectively, were obtained with 3,5-dimethylpiperidine serving as a template
(Fig. 9).35,81 The auxiliary solvents are usually water, or an organic solvent, and even other amines or their mixtures. Similar to
amine-based template molecules, the incorporated auxiliary solvent molecules in the cavity are also disordered and usually cannot
be determined using SCXRD technology.

5.10.1.3.2 Hydrated inorganic cation-assisted solvothermal synthesis
Hydrated inorganic cations, which are frequently used as counter ions in the synthesis of crystalline microporous oxide zeolites, are
also used in the construction of cluster-based chalcogenides.8 Cluster-based pure inorganic chalcogenide frameworks templated by

Fig. 8 Recrystallization of isolated T3 cluster from the supernate.
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hydrated inorganic cations exhibit structural diversity, as demonstrated by the hydrated open-framework inorganic chalcogenide
frameworks (ICFs), which are synthesized from organic amine-free aqueous solutions under hydrothermal conditions using
hydrated inorganic cations as counter ions and SDAs. Inorganic counter cations can be introduced through the addition of salts
containing Liþ, Naþ, Kþ, Rbþ, Csþ, Ca2þ, Sr2þ, and Ba2þ, or any of their mixtures.63

Supertetrahedral clusters obtained from inorganic cation-templated hydrothermal synthesis have structures similar to those ob-
tained via organic amine-assisted solvothermal synthesis, i.e., T2, T4, and T5 clusters of the Tn series, and P2 cluster of the Pn series,
whereas the T3 cluster is absent in the purely inorganic chalcogenides. It is because that three M3þ cations and addition of high
charge density inorganic counter ions nearby m3-X

2� at face of T3 cluster will deviate the local charge balance. For the T4 or T5 clus-
ters, the addition of low-valent metal cations in the skeleton can decrease the positive charge near the chalcogen anions with high
coordination numbers, thereby achieving the local charge balance. Another notable difference between amine-templated and inor-
ganic ion-templated Tn clusters is the absence of tetravalent cations in supertetrahedral clusters. The structures of UCR-21 (SBUs are
T2 clusters) and UCR-22 (SBUs are T2,2 clusters) are composed of M3þ/M4þ/X2� in an amine-templated system, whereas in
a hydrated inorganic system, both structures (denoted as ICF-21 and ICF-22, respectively, in the ICF series) are composed of
M3þ/X2�.63 The large T4 or T5 clusters incorporated withM4þ cations have never been reported in inorganic ion-templated systems.
The exclusion of M4þ cations may also be attributed to the higher charge density of hydrated inorganic cations compared to organic
amine molecules.

5.10.1.3.3 Ionothermal synthesis
Low-melting ionic liquids have been utilized as reaction media, templates, and counter ions in the new method of ionother-
mal synthesis.70,82,83 In fact, ionothermal synthesis has frequently been used to create crystalline materials such as zeolites,
metal-organic frameworks, nanomaterials, etc. Kanatzidis et al., Ruck et al., Dehnen et al., and other researchers have obtained
a series of crystalline cationic chalcogenides and anionic chalcogenides through an ionothermal process.68,84–89 However, the
number of supertetrahedral cluster-based crystalline chalcogenides built through this strategy is quite limited compared to the
large number of non-cluster-based metal chalcogenides. Only a few cases of supertetrahedral cluster-based crystalline chalco-
genides have been reported by Huang et al.90–93 The ionothermal synthesis of supertetrahedral chalcogenide clusters is still in
an early stage. Further optimization of the conditions of ionothermal synthesis to enrich the number of supertetrahedral
cluster-based chalcogenides is necessary.

5.10.1.4 From a supertetrahedral cluster to a cluster-based superlattice

The supertetrahedral chalcogenide clusters can crystallize into a superlattice through non-bonding interactions or covalent bonding
via corner-sharing bridges. In the former case, each cluster is isolated in the superlattice, and the driving forces for cluster packing are
the electrostatic interactions between the polyanionic clusters and counter cations. However, in the latter case, clusters are intercon-
nected into multilevel superstructures (e.g., 1D chains, 2D layers, and 3D frameworks). In addition to electrostatic interactions and
van der Waals forces, the framework stability of these superstructures is strongly supported by the coordination bonds between adja-
cent clusters and cationic templates (or solvent molecules) filled in the cavities. Structurally, the unique packing modes of super-
tetrahedral clusters are quite different from those observed in other crystalline materials.

5.10.1.4.1 Non-bonding packing
As mentioned above, discrete supertetrahedral clusters can be controllably synthesized by the following methods: (a) the incorpo-
ration of high-valent metal cations (such as Ge4þ and Sn4þ) into the corner sites of the cluster, which can tune the coordination
ability of the terminal anionic sulfur and interrupt the connection between adjacent clusters;27,28,94–96 (b) the introduction of

Fig. 9 Structures of CSZ-9, CSZ-10, and CSZ-11 directed by the same protonated organic amine (3,5-dimethylpiperidine) under different auxiliary
solvents.
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blocking units, which can be capped organic molecules (such as organic amines, DMF, alkyl alcohols, pyridines and phenols), tran-
sition metal complexes, and oxygen and halogen atoms;42,90,97–101 (c) a suitable synthetic strategy (e.g., ionothermal synthesis is an
effective strategy to prepare discrete cluster-based crystalline chalcogenides, which may be caused by the steric effect of the ionic
liquid).91–93 Generally, the discrete clusters are inclined to be closely packed into the dense-phase superlattice rather than a loose
pattern in the crystal lattice because the former has better thermo-dynamic stability than the latter. However, there is an exception, in
which discrete supertetrahedral T4 clusters in crystalline metal chalcogenides (denoted as ISC-16-MInS, M ¼ Zn and Fe) adopt
a sodalite-net loose-packing pattern in the crystal lattice when each T4 cluster is treated as a node. This structure exhibits an
extremely large extra-framework space of �74.4%, which is much larger than that of other structures that are constructed by discrete
clusters and even other zeolite-type chalcogenide open frameworks (Fig. 10).102

For a typical superlattice constructed through non-bonding packing of clusters, a discrete subunit usually refers to a mono-
cluster. However, in the family of cluster-based chalcogenides, the discrete subunit could be a dimeric or even trimeric cluster,
i.e., two or three mono-clusters that are interconnected through linkers to form higher hierarchical subunits, and then packed
into a superlattice driven by non-bonding interactions. This situation is extremely uncommon in other inorganic cluster-based
materials. The first reported discrete multimer is the T3 dimer, in which three corners of the T3 cluster were interrupted by three
DBN molecules and the remaining corner was connected with another T3 cluster through a linear sp-hybridized S atom
(Fig. 11a).22,103 The hybrid T3 dimers were closely packed into the superlattice via non-bonding interactions, including electrostatic
interactions, van der Waals forces, and H-bond interactions. The reason that the bridging S atom adopted a linear rather than bent
bonding geometry was studied in detail by Wu et al., who explained this observation as weak-interaction-assisted unique hybrid-
ization of nonmetallic atoms. Another interesting isolated dimeric structure is the organic-inorganic hybrid structure of COV-8, in
which two C1 clusters were joined together through two 4,40-trimethylenedipyridine ligands (Fig. 11b).47 Two other dimeric clus-
ters, which are based on the regular T3 (Figs. 11c, linker S adopts bent bonding geometry) and P1 cluster (Figs. 11d), respectively,
were also synthesized by the solvothermal method. In addition, FIS-1 is the only framework that is constructed by a trimeric cluster,
in which three T4 clusters are bridged by a 1,3,5-benzenetricarboxylate (BTC) linker through IneO bonds, giving rise to isolated
trochal structures, which further pack into the superlattice through non-bonding interactions (Fig. 11e).52

5.10.1.4.2 Intercluster assembly into cluster-based chalcogenide frameworks
5.10.1.4.2.1 Chalcogen linkers
Supertetrahedral chalcogenide clusters generated in situ in the reaction media prefer to assemble into extended superstructures via
corner-sharing modes, affording 1D chains, 2D layers, and 3D frameworks. These connection modes greatly contribute to the diver-
sity of chalcogenide frameworks. Generally, the single anionic sulfur (or selenium) is the most common linker in cluster-based
frameworks, wherein the bond length of MeS(Se) and bond angle of MeS(Se)eM are the most important factors that dominate
the resultant structures. A bicoordinated anionic chalcogen is frequently observed to serve as a linker in cluster-based structures
(Fig. 12a). Supertetrahedral clusters usually extend at the four vertices through corner-sharing bicoordinated chalcogen anions
to form a variety of 3D chalcogenide frameworks such as T4 cluster-based UCR-5 and UCR-1.25,78 This extension mode can also
result in 2D layered structures when the connection of clusters is dramatically twisted. For example, OCF-98 and OCF-99 are bilayer
structures constructed by tetracoordinated T4 clusters. The packing mode of the T4 clusters in these two structures is distinctly
different: while OCF-98 exhibits a flat (4, 4) network, OCF-99 has a torsional (4, 4) network.104

In addition to the most common bicoordinated anionic chalcogen, tri�/tetracoordinated anionic chalcogens have also been
observed in cluster-based frameworks. The first reported case of tricoordinated bridging chalcogen atoms in such frameworks
was that of T4 cluster-based UCR-8, in which each T4 cluster was connected with eight adjacent clusters through four tricoordinated

Fig. 10 ISC-16 composed of isolated T4 clusters with a loose sod-type packing pattern.
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S atoms. Based on this connection mode, the T4 clusters in UCR-8 are packed into a rare C3N4 network when both clusters and
bridging linkers are treated as nodes (Fig. 12b).79 The tricoordinated corner sulfur linkers were also observed in another T4
cluster-based chalcogenide, OCF-89. Three of the four corner sulfur atoms in each T4 cluster in OCF-89 were tricoordinated, and
the remaining cluster was bicoordinated. This means that one T4 cluster was connected to seven adjacent clusters, forming a unique
open framework with a large cavity.80 The m3-S

2� linker has also been found in a T5 cluster-based framework, named CIS-27.
Among the four adjacent T5 clusters in CIS-27, three were linked together by sharing a m3-S

2� linker, and the fourth cluster was
extended at the edge of one T5 cluster by a sulfur atom. In this manner, each T5 cluster in CIS-27 was found to be adjoined to eight
clusters, six of which were connected through corner-shared m3-S

2� linkers, while the other two were vertex edge-shared by a m3-S
2�

linker.77

It has been reported that four Tn clusters can form a closed polyhedral structure, called a super-supertetrahedral Tp,q cluster. A
unique Tp,q cluster is Tp,N, in which the value of q is infinite, indicating that an infinite number of Tp clusters are assembled into
a super-supertetrahedron with infinite order. In Tp,N, four adjacent clusters are united by a shared tetracoordinated chalcogen linker
(Fig. 12c). In this manner, the subunits extend into a rigid framework with the geometry of a hollowed out cubic ZnS lattice. The
cubic ZnS dense-phase can be regarded as T1,N when MX4 is treated as a T1 cluster. To date, only two cases of Tp,N structures have
been reported, including the T4 cluster-based T4,N (ITF-9) and T5 cluster-based T5,N (CIS-11).76,105 Notably, by translating the
edge-connected T5 cluster along the edge to the tricoordinated sulfur vertex in CIS-27, the structure of CIS-27 can be transformed
into CIS-11. In general, Tp,N exhibits good structural stability when compared to other chalcogenide frameworks that are composed
of the same clusters but with different bridging linkers, and the relatively rigid architecture is attributed to the nonflexible m4-X

2�

linkers.
Although the single anionic chalcogen has a predominant tendency to serve as a corner-shared linker in cluster-based chalco-

genide frameworks, it is still possible for clusters to be connected by pre-assembled polychalcogens, affording a potential strategy
for further enriching the diversity of supertetrahedral cluster-based frameworks. The obtained polychalcogen linkers in this category
include catenating bidentate linkers such as m2-S3

2� and m2-S4
2�, and the tridentate linker m3-S4

2�. For example, each T3 cluster in
UCR-18 extended at three of the four vertices through corner-shared chalcogen atoms, while the remaining corner was extended
through a catenating m2-S3

2� linker, which led to the formation of a distorted diamond framework (Fig. 12d).25 In the case of
[In4Se10]

4�, adjacent T2 clusters were connected through two types of linkers, including a shared vertex at two corners and m2-
S3
2� units at the other two corners.74 The T3 clusters in [In20Se39]

12� had a m2-S4
2� unit as the linker at one of the four vertices.

The T2,2 clusters in the case of [In8Sn8Se38]
8� were interconnected through the m2-S4

2� unit at the four corners.59 These reported
cases are very limited, and the exploration of an effective synthetic strategy for the controllable incorporation of polychalcogen
linkers into cluster-based chalcogenide frameworks remains a challenge. Thus far, it has proven more facile for cluster-based sele-
nide frameworks to encapsulate the polyselenium units on account of their diverse bonding geometry and complex fragments,
compared to cluster-based sulfide frameworks.

Fig. 11 Isolated dimer or trimer structures constructed by supertetrahedral chalcogenide clusters.
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5.10.1.4.2.2 Metal cation or metal complex linkers
Metal cations or metal complexes can also serve as intercluster connection linkers. Initially, only small-sized T2-GeS clusters were
found to be connected at the four vertex chalcogen atoms by di�/tri�/tetracoordinated metal cations such as Fe2þ, Mn2þ, Cuþ,
Agþ, and Sn4þ.13,106–112 The bi- and tricoordinated metal linkers have approximately linear and trigonal planar geometries, respec-
tively. Specifically, the tetracoordinated metal linkers coordinated by four adjacent clusters can be regarded as the T1 cluster. The
construction of these types of structures should abide by the local charge balance rule. Therefore, Mþ (e.g., Cuþ and Agþ) cations
preferentially adopt di�/tricoordination modes, while M2þ (e.g., Fe2þ and Mn2þ) cations are tetracoordinated to achieve the local
charge balance at the joint sites. Interestingly, there is another case in which the tetracoordinated Sn4þ cation serves as a linker in the
T3-SnOSe-based structure.13 Recently, by carefully controlling the ratio of Mþ:M3þ:M4þ in a CueGaeSneS system, two chalco-
genide open frameworks were created based on the assembly of the large-sized supertetrahedral clusters and linear Cuþ linkers,
including MCOF-3 (T4 clusters as SBUs) and MCOF-4 (P2 clusters as SBUs) (Fig. 12e).29 This work demonstrates the high control-
lability in the synthesis of supertetrahedral cluster-based frameworks and the guiding significance of charge balance rule in their
structural design.

In addition to single metal ions, transition metal complexes with positive charges have also been used as bridging units in super-
tetrahedral cluster-based chalcogenides. In a typical solvothermal process, the transition metal cations such as Fe2þ, Co2þ, Ni2þ, and
Mn2þ can coordinate to multidentate organic amines to form complexes that can dissociate to balance the global charge or cap on
the corners of clusters as the terminal group, or even serve as linkers to bridge the adjacent clusters. For example, T3 clusters con-
nected by [Mn2(en)5]

4þ (en ¼ ethylenediamine) linkers formed a 1D chain (denoted as T3-1D), T4 clusters were connected
by [M(dach)2]

2þ linkers (M ¼ Fe2þ or Co2þ, dach ¼ 1,2-diaminocyclohexane) to form a 2D layered framework (denoted as

Fig. 12 Various linkers observed in cluster-based chalcogenide frameworks.
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T4-2D), and T3 clusters connected via [Mn(dach)2]
2þ formed a 3D framework (denoted as NCF-4).23,113,114 Interestingly, each T4

cluster in T4-2D was extended at two corners through shared vertex chalcogen atoms and at two edges through three complex linkers
to connect five adjacent T4 clusters, leaving another two vertexes interrupted.23 In contrast, each T3 cluster in NCF-4 was connected
to four adjacent T3 clusters through eight [Mn(dach)2]

2þ complexes as the bridge, affording a 3D diamond network when T3 clus-
ters are treated as nodes (Fig. 12f).114

5.10.1.4.2.3 Multidentate pyridine linkers
The incorporation of organic linkers into supertetrahedral cluster-based chalcogenide frameworks is promising for constructing
hybrid structures with new topological networks and exploring the synergistic effect between organic moieties and inorganic clus-
ters. Considering the good coordination ability of N atoms to metal cations, multidentate N-donor pyridines have been used as
organic linkers to organize the co-assembly of supertetrahedral chalcogenide clusters, leading to a series of structures with 1D chains
or 2D layered structures. The common structures with pyridine as linkers are 1D chains, wherein most of them can be constructed
using Pn or Cn clusters. For example, two vertices of P1 clusters were connected with a 1,2-bis(4-pyridyl)ethane ligand to form a 1D
zig-zag chain, and C2 clusters were connected by 4,40-trimethylenedipyridine ligand at two or four vertexes to form two different
linear structures. 4,4’-Bipyridine has also been used as a linker to bridge C1 or P1 clusters.33,38,44,101 In addition to the 1D structure,
supertetrahedral chalcogenide clusters also crystallized into a 2D superlattice using pyridines as linkers. For example, the C2,1 clus-
ters co-assembled into 2D hybrid frameworks (denoted as COV-5 and COV-7) with bidentate pyridines 4,40-trimethylenedipyridine
or 1,2-bis(4-pyridyl)ethane as linkers, respectively. An interesting feature of these two layered structures was the presence of
a dimeric unit formed by connecting the two clusters through the two organic ligands. Each dimer behaved as a pseudo-
tetrahedral unit that was joined to four adjacent dimers through four cross-linking ligands to form a 2D array.47 For Tn-type clusters,
the first reported case was a honeycomb layered structure, in which each T3 cluster was connected to the three adjacent clusters via
three 1,2-bis(4-pyridyl)ethane ligands at the three corners of the cluster, while the single remaining corner was terminated by a 3,5-
dimethylpyridine ligand. This layered structure exhibited a large pore size of �3 nm, which is unusual in cluster-based chalcogen-
ides.115 Recently, another T3 cluster-based unique 2D structure was created with 1,2-bis(4-pyridyl)ethane as the bridging linker. Yet
another interesting structural feature is the high hierarchical tetrahedral cluster, called the hybrid super-supertetrahedral cluster,
which was formed by linking five T3 clusters through organic linkers (Fig. 12g).116

The assembly of supertetrahedral clusters into 3D frameworks using organic linkers is of great significance because these struc-
tures can serve as ideal platforms for fundamental research concerning the interactions between inorganic clusters and organic
linkers, exploitation of unique architecture, and host-guest chemistry. Unfortunately, pyridines as linkers show great potential
only for cluster-based organic-inorganic chalcogenide hybrid frameworks (1D and 2D), and no relative structures with 3D frame-
works have been reported.

5.10.1.4.2.4 Imidazolate linkers
Imidazolate (IM) and its derivatives have attracted significant attention for the construction of ZIF materials. Generally, the
bonding angle of M-IM-M is �145 degrees, similar to the M-O-M angle in oxides but larger than the M-S-M angle in chalco-
genides. Theoretically, the rigid bonding angle T-IM-T (T refers to a supertetrahedral cluster) in IM-bridged chalcogenide frame-
works is larger than the T-S-T angle in supertetrahedral cluster-based frameworks. Based on this idea, a new family of 3D
superlattices, supertetrahedral cluster imidazolate frameworks (SCIFs), comprising T3 and T4 clusters linked by a variety of
IM ligands was obtained through organic amine-assisted solvothermal reactions (Fig. 12h).117,118 For SCIF-n, Tn clusters are
interconnected in an interpenetrated diamond-type network. For example, both T3 cluster-based SCIF-n (n ¼ 1–7) and T4
cluster-based SCIF-9 showed two-fold interpenetration, and T4 cluster-based SCIF-8 exhibited uncommon three-fold interpen-
etration. The T4 cluster in SCIF-12 adopted the hybrid 3,4-connection mode, resulting in an ins-type network with a large
porosity of �68.1%. Thus, the degree of interpenetration (i.e., single networks versus two-fold versus three-fold networks)
was related to the sizes of the clusters and IM ligands. Diamond networks consisting of large clusters and small IM ligands
led to a high degree of interpenetration, as observed for SCIF-8, SCIF-9, and SCIF-12. Both SCIF-1 and SCIF-11 were con-
structed by T3-InS clusters and IM, and showed a double-interpenetrated diamond structure, except that the T3 cluster in
SCIF-1 was extended via four IM ligands at four vertices, and the T3 cluster in SCIF-11 was extended via two IM ligands at
two vertices and two shared S atoms at the other two vertices. IOS-2 is another interesting IM-linked chalcogenide framework
that is constructed by the largest o-T5 clusters and IM linkers.52

In addition to the IM linker, the triazolate ligand can also serve as a linker to bridge the chalcogenide clusters and afford super-
lattices (also called supertetrahedral cluster-based triazolate frameworks, SCTFs).119 For example, the 1,2,4-triazolate linker was
incorporated in the IneS system to form two T3 cluster-based structures (SCTF-1 and SCTF-2). These two structures exhibited a dia-
mond-type network that was similar to the inorganic framework of UCR-7 but differed in the connection modes. Specifically, one
corner of the T3 cluster in SCTF-1 was connected with triazolate, and the remaining three corners extended through corner-shared S
atoms. In SCTF-2, the two corners were connected with triazolate ligands and the other two extended through corner-shared S
atoms. Therefore, SCTF-1 could be regarded as an intermediate structure between UCR-7 and SCTF-2. These examples suggest
that it is possible to control the proportion of organic linkers by balancing the release rate of S2� anions and the coordination ability
of organic ligands.
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5.10.1.4.2.5 Carboxylate linkers
The next success in constructing inorganic-organic hybrid chalcogenide frameworks has been the co-assembly of supertetrahedral
clusters and O-donor organic ligands of carboxylates. Carboxylates are well-known primary subunits that act as linkers to construct
the large cavities in MOFs. However, it seems that carboxylates are incompatible with chalcogenide clusters considering the fact that
relevant results have never been reported since the supertetrahedral clusters were reported half a century ago. This situation did not
change until a series of hybrid structures with Tn-InS clusters and 1,3,5-benzenetricarboxylate (BTC) ligands were successfully
synthesized (denoted as IOS-1, IOS-3, and FIS-1).52 All of these structures were synthesized through solvothermal reactions in
mixed solvents of DMF and DBU, which is similar to that applied in the synthesis of MOFs. Each o-T5 cluster in IOS-1 was planarly
connected to three BTC ligands through IneO bonds to form a 2D layer with a honeycomb-like topology when both o-T5 clusters
and BTCs are treated as tricoordinated nodes (Fig. 12i). For IOS-3, both T3 clusters and BTC ligands adopted a bidentate mode, and
they are interconnected into a 1D superlattice, leaving two vertices of the T3 cluster interrupted by O atoms. FIS-1 is a T4-FeInS
cluster-based isolated trimer structure that was obtained by adding Fe2(SO4)3 to the reaction system. The structure of FIS-1 is dis-
cussed in the following section on crystalline chalcogenides constructed from isolated clusters.

5.10.1.4.3 Hybrid assemblies of different supertetrahedral clusters into chalcogenide frameworks
Given the simultaneous availability of various clusters in the mother liquor, it is rational to expect the formation of hybrid assem-
blies between different clusters. Specifically, the final structures can be built by clusters of the same order, or by different-sized clus-
ters from the same series of supertetrahedral clusters (e.g., T3 and T4) or from different series (e.g., P1 and C1, or P1 and T2), which
is quite unique and dramatically different from that observed in other crystalline inorganic materials on account of Pauling’s fifth
rule, which states that the number of essentially different kinds of constituents in a crystal tends to be small.

A previous study on the hybrid assembly of different clusters mostly focused on small-sized T2 clusters (or o-T2 clusters) and T1
clusters (Fig. 13a).13,106,109 In the case of the T2-T1 assembly, the regular T2 cluster was composed of tetravalent metal cations, and
the adjacent T1 cluster was composed of low-valence metal cations such as Mn2þ and Fe2þ. However, for the (o-T2)-T1 assembly,
tetravalent metal cations are required to satisfy the charge balance for the metal cations in the adjacent T1 clusters. To date, only one
Sn4þ-containing (o-T2)-T1 hybrid assembly has been reported. Recent studies have successfully realized hybrid assemblies with

Fig. 13 Chalcogenide frameworks built by different-sized Tn series clusters.
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various combinations of supertetrahedral clusters in superlattices, including Tn-Tm (n s m), (o-Tn)-Tn, Tn-Tp,q, Tn-Pn, and Pn-Cn.
Among them, the structures with the Tn-Tm combination are the most abundant because of the more accessible and diverse forms of
Tn clusters as compared to other series of supertetrahedral clusters.

5.10.1.4.3.1 Tn-Tm hybrid assembly
UCR-15 was the first reported case of a Tn-Tm hybrid assembly that was built by alternating T3-InS and coreless T5-InS clusters.56 In
addition, UCR-15 was also the only reported case that was built by different supertetrahedral Tn clusters without the involvement of
low-valent metal cations (Fig. 13b). In contrast to UCR-15, the subsequently obtained UCR-19 was constructed using T3-InS clus-
ters and T4-ZnInS clusters. The tetracoordinated clusters in both UCR-15 and UCR-19 pack into double-interpenetrated diamond-
type networks when clusters are treated as nodes (Fig. 13c). Inspired by UCR-15, a hypothesis of intentional hybrid assembly
between small and large clusters by combining three charge-complementary metal cations (M4þ/M3þ/M2þ or M4þ/M3þ/Mþ)
was proposed and a new chalcogenide framework (denoted as OCF-42) constructed by T2 and T4 clusters was obtained.75 In
OCF-42, the T2 clusters were composed of M4þ/Ga3þ/Se2� (M ¼ Ge or Sn) and the T4 clusters were composed of Zn2þ/Ga3þ/
Se2�, realizing phase separation in a single superlattice. Interestingly, the molar ratio of the T2 and T4 clusters in OCF-42 was
1:4, i.e., each T2 cluster was connected to four adjacent T4 clusters, and each T4 cluster was corner-shared to one T2 and three
T4 clusters. This packing pattern resulted in a new four-connected topology (Fig. 13d). In addition, a hybrid assembly between
small T2 clusters and large T5 clusters was found in CIS-52.120 T2 and T5 clusters in CIS-52 were interconnected into a 2D
honeycomb-like framework (Fig. 13e). The hybrid assembly of the T4 cluster and the coreless T5 cluster resulted in the formation
of OCF-45,121 which exhibited a non-interpenetrated diamond-type framework with an extra-large void space volume of 81.7%
(the highest value among cluster-based chalcogenide frameworks) (Fig. 13f).

5.10.1.4.3.2 (o-Tn)-Tn hybrid assembly
Currently, only two chalcogenide frameworks have (o-Tn)-Tn hybrid assembly modes, including [Ga6.40Sn21.60S52O8]

14.4- built
from T2 and o-T3 clusters, and IOS-35 constructed by T3 and o-T5 clusters.50,54 In the former, both T2-GaSnS and o-T3-SnOS
clusters adopt the four-connected mode, and are interconnected to form a rare PtS-type network (Fig. 14a). The architecture
of the latter hybrid assembly exhibits an interpenetrated diamond-type network with T3-InS and o-T5-InOS clusters as nodes,
which is similar to UCR-15 except for the difference in cluster type (o-T5 versus regular T5). It is worth noting that the hybrid
assembly of T3 and o-T5 clusters is also a selective crystallization process, which can be controlled by adjusting the reaction envi-
ronment. The anionic O2� species in the o-T5 cluster are thought to be derived from water molecules present in the indium
nitrate hydrate precursor, i.e., upon deprotonation of water by superbase DBUs. It has been observed that a large amount of
superbase in the reaction medium leads to a high ratio of o-T5 clusters, which results in the co-assembly of o-T5 clusters into
IOS-5. At a low concentration of the superbase, the amount of T3-InS clusters in the reaction medium increases and finally results
in the hybrid assembly of T3 clusters and o-T5 clusters (Fig. 14b).

Fig. 14 Assemblies of different series of supertetrahedral chalcogenide clusters.
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5.10.1.4.3.3 Tn-Tp,q hybrid assembly
The Tn-Tp,q hybrid assembly can be regarded as the direct assembly of Tn clusters with Tp,q clusters, or as a step-by-step assembly,
including the self-closed assembly of Tp clusters into Tp,q clusters and further assembly with Tn clusters. In the framework of
[M26Se50]

x� (M ¼ Ge4þ and In3þ), which is based on the T3-T2,2 hybrid assembly, T3 clusters and T2,2 clusters are interconnected
through corner anionic Se2�, and pack into a common interpenetrated diamond-type network when T3 and T2,2 clusters are treated
as nodes. However, when T3 and T2 clusters are treated as nodes, the structure can be simplified into an omy-type network
(Fig. 14c).60 This kind of architecture can also be observed in the Tn-Tp,q structure of SOF-2, which is constructed by T3 clusters
and T3,2 clusters with a large mismatch of SBUs in size. The packing modes of the clusters and the simplified networks in SOF-
2 are consistent with those in [M26Se50]

x�, except for the substitution of the T2,2 cluster by the T3,3 cluster. In addition, SOF-2
can also be viewed as a framework built from the T3-InSnS cluster via dual self-closed and extended assembly modes
(Fig. 14d). The packing mode of the clusters in the above two structures is clearly different from those of other chalcogenide
structures.61

5.10.1.4.3.4 Tn-Pn or Cn-Pn hybrid assembly
In contrast to the hybrid assemblies of Tn-Tm, (o-Tn)-Tn, and Tn-Tp,q that exhibit size-mismatching crystallization, the hybrid Tn-Pn
assembly shows shape-mismatching crystallization. Although the Pn cluster can be viewed as a derivative of the Tn cluster, they are
significantly different from each other in terms of shape and size, thus making the assembly of Tn-Pn difficult. The first reported case
was a 2D layered structure named HCF-1, which has a honeycomb-type network constructed by tricoordinated P1 and T2 clusters
with IneS components.24 The combination of P1 and T2 clusters also resulted in two unique 3D IneSe frameworks (denoted as
CSZ-9 and CSZ-10), both of which had zeolite-like networks (Fig. 14e).35 CSZ-9 was constructed by tetracoordinated P1 clusters
and three-connected T2 clusters, exhibiting a C3N4 topology when P1 and T2 are treated as nodes. In CSZ-10, both P1 and T2 clus-
ters adopted four-connection modes, and were alternately interconnected into a sod-type framework. The synthetic conditions for
the two structures were similar, except for the difference in auxiliary solvents. This study demonstrated the important role of auxil-
iary solvents in cluster packing.

To date, there is only one report of a hybrid assembly between Pn and Cn clusters. The framework of CMF-3 exhibits dual hybrid
features of organic-inorganic hybridization and heterocluster hybridization. This compound was synthesized using the solvothermal
method with thiourea and Cd(SC6H4Me-3)2 (HSC6H4Me-3 ¼ 3-methylbenzenethiol) as precursors. The P1 and C1 clusters are con-
nected to each other by a shared 3-methylbenzenethiol ligand at the S site, giving rise to a mog-type network, which is quite rare in
cluster-based chalcogenides (Fig. 14f).34

5.10.1.4.4 Framework topology of 3D cluster-based open frameworks
As mentioned above, chalcogenide frameworks were first designed and synthesized to expand the library of oxide-based micropo-
rous materials by integrating porosity and semiconducting properties. It is evident that functional modification and the subsequent
applications of these materials are related to their topological features in addition to their compositions. Therefore, enriching the
topological structures of cluster-based chalcogenides is of great significance for the development of chalcogenide frameworks. Chal-
cogenide clusters can be joined together with a variety of linkers to form 3D open frameworks. These frameworks can be simplified
into topological networks when the internal structure of the clusters is ignored and the tri�/tetra-coordinated clusters and linkers
are treated as nodes (pseudo-atoms). To date, at least 19 3D topological types have been obtained from the assembly of superte-
trahedral clusters (Fig. 15).

Single or double-interpenetrated diamond networks are frequently observed topological frameworks in cluster-based chalcogen-
ides.25,31,58,105 The inflexibility of the T-X-T angles (generally �109 � 10�) in rigid clusters is responsible for the formation of the
interpenetrated architecture. Regular-shaped supertetrahedral SBUs tend to form open-adamantane cage units with high symmetry,
which are easily interpenetrated by the second network to lower their potential energy and stabilize the whole structure, especially
for those built with large supertetrahedral clusters. In the case of the small T2 cluster, only single diamond topological structures are
observed as in UCR-21, CPM-121, [In4Se10]

4�, and SOF-21,58,74,122,123 which differ in components, linkers, or framework distor-
tion. In contrast, both single and double diamond frameworks exist in T3 cluster-based structures, such as UCR-18 (double dia-
mond topology) and UCR-7 (single or double diamond topology).25 However, for open-framework structures based on large
clusters, such as T4, T5, T2,2, T3,2, and P2, the diamond networks tend to be double or even triple interpenetrated. For example,
UCR-5 (T4), SCIF-9 (T4), UCR-17 (T5), UCR-22 (T2,2), and SOF-2 (T3,2-T3) have a double-interpenetrated diamond network,
while SCIF-8 (T4), IOS-2 (o-T5), MCOF-3 (T4) and MCOF-4 (P2) have a triple interpenetrated network.25,29,31,58,61,117 In the
Tn,N series, large T4 or T5 clusters are packed through corner-shared m4-S

2� anions, forming a hollowed out sphalerite-type structure
with a single diamond network.76,105 Besides the Tn,N series, another framework with a non-interpenetrated diamond structure
built by large SBUs was identified in OCF-45, i.e., an open framework constructed by T4 and T5 clusters through corner-shared
S2� anions, which is quite unusual within the congeneric structures mentioned above.121

Other topological structures observed in cluster-based chalcogenides include abw, CrB4, sod, C3N4, bor, crs, etc, gsi, ins, mog,
qtz, nab, PtS, UCR-1, ICF-24, ICF-25, OCF-42, OCF-89, and so on. The abw topology occurs in a hybrid framework with T1 and T2
clusters serving as SBUs.112 The frameworks with CrB4 topology are found in ASU-32 (T3), UCR-23 (T2), and CPM-123 (T2), and
the frameworks with sod topology have been observed in ASU-31 (T3), UCR-20 or RWY (T2), CPM-120 (T2), and CSZ-10 (T2-
P1).11,58,122 Supertetrahedral cluster-based chalcogenide structures with sod-type topology appear in ISC-16, a non-bonding
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packing superlattice built by discrete T4 clusters.102 In addition, both UCR-8 and CSZ-9 show a (3,4)-connected C3N4-type frame-
work. Four-connected T4 clusters and three-connected corner S2� serve as nodes in UCR-8, and CSZ-9 is constructed with a four-
connected P1 cluster and three-connected T2 cluster serving as nodes.35,79 The qtz-type frameworks emerge in CMF-1 (P1), CMF-2
(C1), CMF-5 (P1), and IOS-2 (o-T5). Among the CMF series, the SBUs are capped by organic ligands, whereas in IOS-2, the SBUs are
connected by IM linkers. Currently, two mog-type frameworks have been reported: one is CMF-3 built with hybrid P1 and C1 clus-
ters as building blocks,34,52 and the other is a compound constructed by four-connected T3 clusters and In4S6 clusters.

124 In addi-
tion, both crs and PtS-type networks occur in the structures constructed by o-Tn clusters. The crs-type network was built using the
o-T3 or o-T4 cluster. The PtS-type network is built through a hybrid assembly of o-T3 and T2 clusters.49–51 The interconnection of
three-connected and four-connected T2 clusters gives rise to a bor-type network in the IneSe system.125 The co-assembly of
three-connected T2 clusters results in an etc-type network in SCU-36, which has an extra-large 36 membered-ring channel and
very low framework density.96 An ins topological network is simplified from SCIF-12, which is a hybrid framework constructed
by a 3,4-connected T4 cluster and IM linker. In fact, the ins network can also be regarded as a derivative of a dia-type network
that is formed by interrupting the connection at 3-connected T4 sites.118 SOF-20 built by four-connected T2 clusters exhibits
a gsi-like topology.123 SOF-27 is constructed by the extended spiro-5 units with the T3 cluster serving as the building unit. The
extended framework can be simplified to a double nab-type network.126 Furthermore, a few open frameworks with new topologies

Fig. 15 Topologies of supertetrahedral cluster-based 3D chalcogenide frameworks.
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(not included in the database) have also been reported, such as ICF-24 and ICF-25 built by T2 clusters, OCF-42 as a hybrid assembly
of T2 and T4 clusters, and OCF-89 built by 3,4-connected T4 clusters.63,75,78,80

Although a variety of supertetrahedral cluster-based chalcogenides have been obtained in recent years, the total number of topol-
ogies remains far less than that of oxide-based zeolites. As described above, the inflexibility of T-S-T angles within and between
supertetrahedral clusters is responsible for the formation of common framework topologies, such as diamond and sodalite. To
create new chalcogenide networks, it is necessary to introduce new intercluster connection modes to regulate the packing modes.

5.10.1.5 Discrete clusters in crystal lattice and their dispersibility in solvent

Classical II–VI or I-III-VI semiconductor nanocrystals or QDs have attracted considerable attention owing to their excellent optical,
electrical, and catalytic properties that are directed by the size-dependent quantum confinement effect, dopants, and surface defects.
However, it is still challenging to realize their size homogeneity and precise structure, especially when dopant atoms are incorpo-
rated via a bottom-up synthetic process. The structural imprecision of traditional QDs significantly limits the in-depth understanding
of their structure-property correlations at the atomic level. Supertetrahedral chalcogenide clusters, crystallizing in the superlattice,
can be regarded as an ordered packing of special QDs. The uniform size, atomically precise structure, and well-defined doping sites
of supertetrahedral chalcogenide clusters facilitate the investigation of precise correlations between the local structure and macro-
scopic performances in terms of physical and chemical properties. A profound understanding of the structure-property correlations
of chalcogenide clusters can help to regulate the performance of chalcogenide clusters and also clarify some issues that are difficult
to understand using traditional nanocrystalline systems.

The first observation of the quantum size effect in supertetrahedral chalcogenide clusters is the shift in optical absorption toward
longer wavelengths with an increase in the size of the Cn-type clusters. Cn clusters with CdeS composition, bearing the closest
components to CdS QDs with the precise atomic location, can crystallize into bulk crystals, and then re-disperse into the organic
solvent. From Cd-17 (C1) to Cd-32 (C2) and then to Cd-54 (C3), the absorption spectra of the dispersed solutions exhibited sharp
peaks, which were shifted from 291 nm to 353 nm with increasing cluster size. In addition, their bulk phase absorptions exhibited
a similar tendency to that observed in the dispersed solutions. However, the absorption peaks of the bulk phase were slightly red-
shifted compared to those of their dispersed solutions. These absorption features not only indicate quantum-confined behaviors of
supertetrahedral clusters that are either crystallized in a superlattice or dispersed in solvents, but also suggest interactions between
adjacent clusters in the superlattice, which can affect the absorption behavior of clusters even though there are no covalent bonds
between the clusters.45

The structural superiority of supertetrahedral chalcogenide clusters cannot be fully reflected by Cn clusters when considering
some of their limitations, including masked surfaces and monotonous metal components (usually Cd2þ or Zn2þ cations).
Compared to Cn clusters, pure inorganic Tn or Pn clusters have more structural advantages, which allow the elucidation of precise
structure-property correlations in the field of photoluminescence (PL), photoelectrochemistry, photocatalysis, and electrocatalysis.
It should be noted that the superiority of Tn or Pn clusters is reflected in solution-processable applications only if they display good
dispersibility from their corresponding cluster-assembled bulk superlattices into the solvent. However, in contrast to Cn clusters
with organic capping ligands, which can be easily dispersed in DMF solvent, the strong electrostatic and non-bonding interactions
in Tn or Pn cluster-based superlattices make their dispersion very difficult, particularly for those constructed by large-sized clusters.
Current research results suggest that the dispersibility of supertetrahedral clusters is strongly related to the intensity of electrostatic
interactions, types of external dispersants, and the internal packing modes of clusters in the superlattice. Clusters with a loose-
packing mode can disperse well in suitable solvents or mixed solvents because of the weakened electrostatic interactions between
adjacent subunits.

Dai et al. have proposed a strategy to overcome the strong ionic force in microcrystals, which involves using a medium with high
ionic strength (LiBr-DMF), and subsequently achieved the dispersion of discrete T5-CuInS clusters. Electrospray ionization mass
Spectroscopy (ESI-MS) analysis suggests that T5 clusters can be monodispersed in solution, and the global charge of the cluster
is balanced by wholly or partly substituting the corner -SH group with Br� anions in LiBr solution.127 When bulk OCF-40 micro-
crystals are immersed in piperidine (PR) solvent, the negatively charged subunits of the T4 clusters in OCF-40 can dissociate because
of the destroyed intercluster interactions, which is promoted by affinity interactions between PR molecules and the stirring process
(Fig. 16a).26 From a synthetic perspective, direct optimization of the components of the clusters is an effective method to reduce the
electrostatic interaction between the polyanionic clusters and counter cations. By gradually replacing S in the T4-CdInSCl clusters
with Se, Huang et al. achieved better solubility of T4 clusters in dimethyl sulfoxide because of the decreased interactions between the
cluster cations and template anions.128 Contrary to the substitution of anions, a high content of Sn4þ cations was intentionally
introduced in P2 clusters to decrease the global negative charge of the individual cluster, which also afforded excellent aqueous dis-
persibility of P2 clusters.27

The packing mode of the supertetrahedral clusters also plays an important role in their dispersibility in solvents. Generally, iso-
lated clusters tend to be closely packed into a dense phase. However, there is an exception in ISC-16, in which the T4 clusters are
loosely packed into a sodalite-type topology when the clusters are treated as nodes. This special architecture results in superior dis-
persibility of T4 clusters in water and some organic solvents, as compared to other cases composed of the same type of clusters with
close-packing patterns. Further, the existence of a single large-sized bare chalcogenide cluster in solvent was revealed for the first time
using high-resolution ESI-MS analysis, which suggested that the dispersed T4 clusters could be stabilized by adsorbing a certain
number of Hþ ions on the surface S sites and simultaneously dropping partial surface S2� ions, instead of being surrounded by
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protonated organic amines. This study provides strong evidence that the good electrocatalytic hydrogen evolution reaction (HER)
performance of the T4 cluster from OCF-40 is related to surface-adsorbed Hþ ions (Fig. 16b).26,102

5.10.1.6 Functionalization and applications

5.10.1.6.1 Photoelectric performance
The precise control of the photoelectric properties of crystalline cluster-based chalcogenides can be realized by altering the incor-
porated metal cations or chalcogen anions by means of the structural features of multiple components with precise atom locations.
Supertetrahedral chalcogenide clusters, especially the Tn series clusters, can be doped by a single atom or several atoms at defined
sites, providing access to elucidation of the correlation between structure and optical properties. The features of multiple compo-
nents confined in the supertetrahedral cluster are fully observed in the case of OCF-40. The T4 cluster in OCF-40 has the capacity to
integrate seven kinds of elements, including two kinds of chalcogen anions, S2� and Se2�, and more than five kinds of metal ions,
such as Cuþ, Zn2þ, Mn2þ, Ga3þ, and Sn4þ. By incorporating different metal or chalcogen ions, the band gap of OCF-40 can be
adjusted in the wide range of 1.50–3.59 eV (Fig. 17a).94 The synergistic effect of multiple components on the band structure
can also be observed in the large Tn and Pn series of clusters. The low-valent metal cations in large clusters play an important
role in tuning the bandgap of the hosts. For example, Cuþ and Se2� in such clusters usually endow the host cluster with a low
band gap. To evaluate the photoelectric performance, which is dependent on the synergistic effect of multiple components, precise
doping is necessary. This provides access to the study of structure-property relationships at the atomic scale, such as the effects of
incorporating trace external atoms and the differences in coordination environment on macroscopic performance. As a specific
example, the discrete coreless T5-CdInS cluster with an intrinsic vacancy point defect serves as a perfect platform for achieving highly
efficient controllable synthesis in terms of precise mono-atom doping. Precise mono-copper doping at the core site was realized
through in situ or post-modification strategies, and the resulting T5-CuCdInS cluster with a mono-copper core exhibited an
enhanced visible-light-responsive photoelectric property when compared with the parent coreless T5-CdInS cluster. This result indi-
cated the important role of a single copper cation at a special site in tuning the light absorption and charge separation of photo-
generated carriers (Fig. 17b).55

5.10.1.6.2 Photoluminescence (PL) performance
The superiority of supertetrahedral chalcogenide clusters in serving as a platform for exploring structure-property correlations is also
evident in the manganese-related PL performance of Tn clusters with Mn dopants at special sites. Mn2þ-related PL emission prop-
erties have been widely studied in traditional Mn2þ-doped chalcogenide QDs.129–136 However, it is difficult to understand the influ-
ence of Mn2þ-related PL emission caused by lattice stress and MneMn interactions that result from the random distribution and
unknown coordination environment of Mn2þ ions in QDs. The structural features of the supertetrahedral chalcogenide cluster,

Fig. 16 (A) Dispersion of T4 clusters from OCF-40 superlattice into cluster-based QDs. (B) High dispersibility of T4 clusters in ISC-16 because of
its loose packing.
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i.e., ordered distribution, precise location, and controllable aggregation of Mn2þ cations, enable a direct insight into the relationship
between Mn2þ-related PL performance and precise local structure. The atomically precise incorporation of Mn2þ ions into the core-
less T5-CdInS cluster in ISC-10 through a post-doping strategy presents an opportunity to explore Mn2þ-related PL emission in chal-
cogenide clusters. After Mn2þ doping, the resulting ISC-10 exhibits tunable PL emission from 490 nm (green emission, attributed to
the host lattice emission) to 630 nm (red emission, corresponding to Mn2þ-related emission). It is worth noting that the peak of
Mn2þ-related emission is dramatically red-shifted in comparison to that (�580 nm) in traditional Mn-doped QDs. This phenom-
enon mainly results from a special crystal lattice strain in the compressed core site of the supertetrahedral T5 nanostructure, which
finally leads to a smaller energy gap for the 4T1 /

6A1 transition in the 3d shell of Mn2þ ions. In this case, energy transfer from the
photogenerated excitons in the cluster host lattice to the Mn2þ cation was confirmed for the first time in a system of well-defined
chalcogenide clusters (Fig. 18a).137 Based on this work, further control over Mn2þ-related emission was also attempted. The co-
doping of copper and manganese in a coreless T5-CdInS cluster in a specific ratio formed a cluster-based single-crystal that showed
white-light emission by eliminating the possible interference between the two types of dopant-based emitting centers via nano-
segregation. Such mono-atom doping in the unique structural model effectively prevented the two types of dopants from residing
in the same cluster (Fig. 18b).138 In addition, high-efficiency red emission with a photoluminescence quantum yield (PLQY) of

Fig. 17 (A) Highly controllable light absorption and band structure of OCF-40 owing to accessibility to synergetic incorporation of variety of metal
cations. (B) Mono-copper precise doping results in a high photoelectric response in ISC-10.
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43.68% was realized through in situ doping of a certain amount of Mn2þ ions into coreless T5-CdInS clusters, which may be used as
a promising candidate in optoelectronic devices.139

Compared to the coreless T5-CdInS cluster that enables precise mono-atom doping, the T4 cluster possesses four precise Mn2þ

doping sites that allow the study of the deep PLmechanism that is related to the local/global lattice strain and dopant concentration.
Mn2þ-location-dependent PL emission was investigated in detail using a lightly Mn2þ-doped T4 cluster of [Zn4Ga14Sn2S35]

12� and
heavily doped T4 cluster of [Mn4Ga14Sn2S35]

12� in OCF-40.140 The lightly-doped sample exhibited temperature-sensitive PL emis-
sion, while the heavily-doped sample was insensitive to temperature, which was caused by the difference in temperature-induced
structural contractions as a result of the different coordination environments of Mn2þ ions, i.e., the single Mn2þ ion in the asym-
metric T4 cluster and the aggregated Mn2þ ion pairs in the symmetric T4 cluster. This well-defined T4 cluster with precise dopant
position and controllable doping ratio is an ideal platform for studying location-dependent performance. The Mn2þ-related PL
emission was not only influenced by the local lattice strain, but could also correlated with the intercluster torsion strain (hereafter
referred to as global lattice strain). Both OCF-98 and OCF-99 are layered Mn2þ-doped chalcogenides that are constructed using T4-
MnInS clusters but with different torsional structures.104 OCF-99 with a twisted 2D layer structure exhibits a red-shifted Mn2þ-
related emission at 628 nm, compared to the flat 2D layered structure of OCF-98 with emission at 618 nm. This is because the
higher-intensity torsion stress between adjacent clusters influences the energy level of internal Mn2þ ions. In addition, a large
blue-shift (�11 nm) of PL emission was observed at room temperature for OCF-99 when polycrystals of OCF-99 were treated under

Fig. 18 (A) Precise doping of Mn2þ ions in a specific vacancy of ISC-10 and relevant PL performance. (B) White-light emission was achieved by
synergetic incorporation of Cuþ and Mn2þ cations in vacancies of ISC-10. (C) Different PL performances of OCF-89 and OCF-99 caused by
intercluster torsion strain. (D) Different PL performances of MCOF-6 and MCOF-7 attributed to different local coordination environments of the Mn2þ

cations.
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vacuum. However, OCF-98 showed only a slight shift in PL emission under vacuum conditions, which further demonstrates that the
intercluster connection mode plays a vital role in tuning Mn2þ-related emission in cluster-based chalcogenide frameworks
(Fig. 18c). The effect of MneMn coupling interactions on PL emission was also investigated using three structurally well-defined
chalcogenide frameworks, MCOF-5, MCOF-6, and MCOF-7, which were all constructed from T4-MnInS clusters.141 Both MCOF-
5 andMCOF-6, which had a longMneMn distance and symmetrical [Mn4S] core, exhibited the characteristic Mn2þ-related PL emis-
sion with strong intensity and long PL decay lifetime, while MCOF-7 displayed an anomalous PL quenching phenomenon owing to
short MneMn distances and an asymmetrical [Mn4S] core in the T4-MnInS cluster. Thus, there was a strong correlation between the
local coordination environment of Mn2þ and the PL behavior (Fig. 18d). The results of this study suggest that MneMn distance-
directed dipole-dipole interactions dominate over MneMn symmetry-directed spin-exchange interactions in controlling PL quench-
ing behaviors in heavily Mn2þ-doped chalcogenide semiconductors.

5.10.1.6.3 Electrochemiluminescence (ECL) behavior
The relationship between intrinsic defects or monoatomic dopants and ECL behavior was investigated using well-defined superte-
trahedral chalcogenide clusters, and possible ECL mechanisms were also proposed.142–144 For the coreless T5-CdInS cluster, a clear
ECL emission peak at 585 nmwas observed, which is definitely associated with the core vacancy defect in the T5 cluster. WhenMn2þ

was precisely doped at the core, an Mn2þ-related ECL emission peak (�615 nm) was observed, and the pristine vacancy-defect-
related ECL emission was suppressed. In addition, the incorporated mono-copper ion at the core site resulted in a new ECL emission
at 596 nm with enhanced efficiency. The versatile and bright ECL properties of chalcogenide clusters combined with the tunable
ECL potential and ECL peak suggest that such new type of cluster-based ECL materials hold great promise for their potential appli-
cations in electrochemical analysis, sensing, and imaging.

5.10.1.6.4 Intercluster or intracluster charge transfer in cluster-based chalcogenides
Owing to the atomically precise structure, diverse assembly modes, and controllable components in supertetrahedral chalcogenide
clusters, the transfer dynamics of photogenerated carriers, including intercluster and intracluster transfer, can be investigated by
a series of contrasting structures. Conceptually, the hybrid assembly of different clusters with different components can be regarded
as an inorganic molecular heterojunction. The intercluster charge transfer was revealed in the T3-T4-MInS compound, which was con-
structed by the hybrid assembly of T3-InS and T4-MInS (M ¼Mn or Fe) clusters.145 The investigation of their photoelectrochemical
performances suggests that T3-T4-MnInS possesses a separated band alignment corresponding to T3 and T4 clusters, respectively,
which enables the transfer of photogenerated charge carriers from the T3 cluster to the adjacent T4 cluster, leading to a long PL decay
lifetime of Mn2þ in the T4-MnInS cluster and high surface photovoltage (SPV) intensity of T3-T4-MInS under positive bias. This
pioneering research on the synergism of molecular clusters, energy levels, and dopants in controlling the dynamics of carriers
provides a basis for the fabrication of next-generation photoelectric materials (Fig. 19a).

Fig. 19 (A) Intercluster charge transfer in T3-T4 cluster-based molecular heterojunction and (B) intracluster charge transfer in a single P2 cluster.
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In chalcogenide cluster-based molecular heterojunctions, component separation occurs in two adjacent supertetrahedral clus-
ters. Interestingly, component separation can also occur in a single supertetrahedral cluster, which is caused by the aggregation
of low-valent metal cations at the core sites of large clusters to satisfy the local charge balance. For example, in P2-CuMSnS
(M ¼ Ga and/or In) cluster, four corner T2 clusters are composed of high-valent metal cations Ga and/or In and Sn, while the center
anti-T2 cluster is mainly composed of Cuþ cations. Femtosecond transient absorption analysis of the discrete P2-CuMSnS cluster in
solvent showed three ultrafast relaxation processes, namely, cascading internal conversion processes within the anti-T2-CuSnS, elec-
tron transfer from the anti-T2-CuSnS to corner T2-MSnS clusters and nonradiative recombination of electron-hole pairs in T2-MSnS
clusters. This discrete cluster exhibits an interesting intracluster core-shell charge transfer mode (Fig. 19b).27

5.10.1.6.5 Ion-exchange and host-guest chemistry
The integration of semiconducting properties and porosity is one of the most attractive features of cluster-based chalcogenide frame-
works. As mentioned above, organic amine-assisted solvothermal synthesis can give rise to a negatively charged inorganic open
architecture that is charge-balanced by protonated organic amines located in the cavities of the frameworks. It has been suggested
that by using small alkali or alkaline-earth metal ions to substitute the large organic amine molecules during the synthetic process, it
is possible to modulate porosity by decreasing the size of counter ions. However, the structures obtained through this method were
usually interpenetrated, as shown in the ICF system, and only a small space was found in the extra-frameworks.63 Although the
hydrated metal cations in the cavities are responsible for the superior fast-ion conductivity of chalcogenide networks, the operation
space for post-modification is still limited. An effective strategy for realizing porosity is to substitute the large organic amine mole-
cules with small metal cations through a post-ion-exchange process in as-synthesized polycrystals. For example, an open-framework
sulfide material, K6Sn[Zn4Sn4S17], shows highly selective ion-exchange properties and exchange capacities for small Csþ and NH4

þ

ions.146 However, most of the organic amine-directed cluster-based open frameworks that were synthesized via the traditional sol-
vothermal method failed to retain their porosity after the removal of the templates, because they could not withstand solvation
interactions during the ion-exchange process. This situation has gradually improved since an increasing number of new types of
structures with stable architectures, such as UCR-20 (or named RWY), CPM-120, ITF-9, OCF-45, and SCU-36, have been ob-
tained.58,96,105,121,122,147 Especially, many studies related to host-guest chemistry have been performed within the UCR-20 platform
because of its sod-type architecture and superior stability.

“Soft” Csþ ions are usually used as ion exchangers to substitute large-sized protonated amine templates in the channel of chal-
cogenide cluster-based frameworks, considering the better affinity between Csþ ions and chalcogen ions from host frameworks
based on hard and soft acid base (HSAB) theory. However, it is very difficult to achieve the complete removal of amine templates
through a one-step ion-exchange process. This issue has been addressed using a two-step ion-exchange strategy. Elemental analysis
showed that >96% of the amines in the channels of RWY could be removed in the first step when Csþ ions were used as ion
exchangers, and 100% of the amines were removed in the second step with Kþ applied as an ion exchanger. The resulting sample
of K@RWY could also rapidly capture Csþ with excellent selectivity, high capacity, good resistance to acid and alkali, and excellent
resistance to g- and b irradiation (Fig. 20a).148 In addition, the CO2 adsorption properties of cluster-based open frameworks can be
optimized by tuning the type of exchangeable cations (e.g., Csþ, Rbþ, and Kþ ions) using a sequential ion-exchange strategy on
RWY. For example, the “soft” sulfur surface combined with completely exploited cavities in RWY endows the three ion-
exchanged samples of Csþ@RWY, Rbþ@RWY, and Kþ@RWY with excellent CO2 adsorption capacity. In particular, Kþ@RWY
exhibited the highest CO2 uptake among the chalcogenide frameworks, while there was negligible N2 uptake at 273 K and
1 atm, indicating an extraordinarily high CO2/N2 selectivity (Fig. 20b).149

In addition to alkali ions, small organic molecules or nanoparticles can also be applied as guest units to be incorporated in the
host framework of RWY. The RhB-RWY-AO complex (RhB ¼ rhodamine B, AO ¼ acridine orange) was obtained by encapsulating
AO and then RhB into the channel of the RWY framework. The PL performance of the complex suggested that the excitation energy
can transfer more efficiently from the RWY host framework (acting as the UV-light absorber) to AO, then to RhB via a multistep
vectorial energy transfer route. Such inorganic-host-involved energy transfer alignment has never been observed in oxide-based
zeolite host systems (Fig. 20c).150 Using a similar strategy, dual dyes of proflavine ions (PFHþ) and pyronine ions (Pyþ) were incor-
porated into the RWY framework, resulting in an energy transfer band alignment that guides the directional energy transfer from
RWY to PFHþ and then Pyþ. In addition, the energy transfer efficiency was tuned through acidification of PFHþ ions and solvation
of the guests.151 Furthermore, the incorporation of MnS nanoparticles into RWY resulted in dual PL emission behavior. The electro-
catalytic properties of the composite electrocatalyst with Cu2S nanoparticles embedded in the RWY host framework, which was
prepared via an in situ reaction between Cu2þ cations and host RWY, were also investigated.152

5.10.1.6.6 Photo�/electrocatalytic applications
The structural features of cluster-based chalcogenides, i.e., well-defined atomic locations, precise doping sites, and co-existence of
multi-metallic ions, make them highly attractive for catalytic applications. Cluster-based chalcogenides with typical semiconducting
properties were first used as photocatalysts for the light-driven HER.153 Subsequently, cluster-based chalcogenides have been
applied in the photocatalytic degradation of organic pollutants using 3D open frameworks or discrete clusters as photocatalysts.
The highly efficient catalysis of 3D chalcogenide frameworks mainly depends on the potentials of the conduction band or valence
band and porosity, which increases the contact area between the host and reactants.154–156 Unfortunately, not all 3D chalcogenide
frameworks possess both porous channels and controllable band structures owing to the difficulty in realizing ion-exchange
processes for large cluster-based structures. An alternative strategy is to functionalize discrete clusters because they have a large
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specific surface area, and adjustable bandgap and band structures. For example, discrete T4 clusters from OCF-40 were coated on
silver nanowires to build a 0D/1D/1D heterojunction, where the T4 cluster-aggregated nanoparticles reacted with Ag nanowires to
form an Ag2S interface layer between the metal chalcogenide-based nanoparticles and Ag nanowires. This heterojunction exhibits
tunable photocatalytic H2 generation activity, indicating the important role of co-existing multi-metallic ions in synergistically
improving the photocatalytic properties of host catalysts (Fig. 21a).157 In addition, some complex photocatalysts with supertetra-
hedral clusters serving as precursors have also been reported. For example, T5-CdInS clusters were incorporated into TiO2 nanochips
to prepare Cd/In co-doped TiO2 nanochips with an adjustable bandgap and photocatalytic dye degradation capability.158 In a report
by Dai et al., the dispersed T5-CuInS clusters were modified on the TiO2 electrode by a wet process, and the composite material
exhibited excellent photosensitivity in the photocurrent and photocatalytic tests.127 Another method of adjusting the band struc-
tures and photocatalytic performance of cluster-based photocatalysts is to dope other chalcogen anions (usually S2� are doped
into selenides or Se2� are doped into sulfides) or regulate the ratio between different types of chalcogen anions. For example, Huang
et al. have reported that dispersed T3 and T4 clusters with controllable S/Se ratio exhibit adjustable hydrogen evolution activities
and photodegradation activities, respectively.91,128

In addition to photocatalysis, cluster-based chalcogenides show great structural advantages for electrocatalysis, such as the corre-
lation between the precise dopant/defect sites and electrocatalytic properties, as well as the multi-metallic synergistic effect on
tuning electrocatalytic performance. For example, the specific interrupted In3þ sites in the T2-InSe cluster of chalcogenide-based
zeolite (CSZ-5-InSe) were confirmed to serve as electrocatalytically active sites in the oxygen reduction reaction (ORR), instead
of the other In3þ sites in T2-InSe. Once the interrupted site was precisely doped with pyramidal tricoordinated Bi3þ ions, the
ORR performance degraded dramatically. This study presents a promising new strategy for engineering metal chalcogenides with
high electrocatalytic performances.125 Mn2þ-doped discrete P1-ZnGeS clusters were dispersed and loaded on Ketjen black, which
formed a composite configured as sub-nanoscale polymetallic (MneZneGe) chalcogenide particles interspersed on Ketjen black.
This composite material exhibited excellent ORR activity, good methanol tolerance, and high stability.36 To clarify the synergistic
effect of the multi-metallic components in supertetrahedral chalcogenide clusters on electrocatalysis, dispersed T4-MGaSnS
(M ¼ Zn, Mn, or Co) clusters with diverse combinations of metal ions were purposely loaded on N-doped reduced graphene oxides
(NRGOs), and the composite material of T4-MGaSnS/NRGOs was used to explore the HER activity dominated by internal metal
components. As expected, the HER activity can be dramatically improved and systematically tuned by precisely doping multi-
metallic ions in chalcogenide clusters, which correspondingly affected the electronic structure of the exposed surface S2� anions.

Fig. 20 (A) Stepwise ion-exchange strategy to prepare high-performance porous chalcogenides for efficient Csþ capture. (B) Gas adsorption
isotherms of K@RWY, Rb@RWY, and Cs@RWY at 273 K. (C) Energy transfer between the porous host RWY and AO and RhB dyes as guests.
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This study demonstrated that well-defined chalcogenide clusters could be used as a model platform to gainmechanistic insights into
electrocatalysis, which may be helpful for optimizing traditional electrocatalysts for high catalytic performance (Fig. 21b).26

5.10.1.7 Conclusions and prospects

Cluster-based chalcogenides are attractive systems because the elucidation of their structure-property correlations is straightforward
and they have numerous applications. High controllability and compatibility of supertetrahedral chalcogenide clusters have
resulted in a large number of structures being built using diverse building blocks, linkers, and networks, which allow us to assess
the influence of subtle structural changes on macroscopic physical/chemical performance. These crystalline inorganic materials are
increasingly attractive to synthetic chemists and material scientists interested in photoelectrochemical applications. However, for
practical applications, further progress in synthesis, post-modification, and functional exploration is required. Future research direc-
tions in this field should focus on the exploration of novel multidentate ligands to enrich the family members of chalcogenide
cluster-based frameworks. Additionally, the direct correlation between structure and stability is obscure, and highly stable structures
are required for subsequent applications. Further, while the crystallization of large supertetrahedral clusters such as T7 or P3 is
feasible in theory, it is still a challenge. Future research effort should also be directed toward achieving high mono-dispersibility
of discrete chalcogenide clusters for photo�/electrocatalytic reactions, and other functional aspects should be studied to utilize their
unique structural features. In this chapter, all recent studies related to the synthesis, structural design, post-modification, and func-
tional applications of supertetrahedral cluster-based crystalline chalcogenides have been summarized. We hope this review inspires
further exploration of such chalcogenide cluster systems in photoelectrochemistry and other important research fields.
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Abstract

Materials that exhibit a macroscopic polarization are key for a range of applications but the origin of this polarization differs
between materials families. Scientists strive to understand the microscopic origins of physical properties: the inorganic
chemist can apply their understanding of ionic systems and crystal chemistry to design new polar materials. This chapter gives
an overview of a range of strategies to design inorganic, polar materials (including electronic factors and geometric factors, as
well as cation-order, anion-order and magnetic ordering) and an introduction to the symmetry requirements and back-
ground theory used to describe these materials.
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5.11.1 Introduction: Polar materials in context

With technology developing so quickly, the demand for new materials with properties (and combinations of properties) hardly
imaginable even a decade ago is accelerating, and it is an exciting time to design new functional inorganic materials. Polar materials,
with a macroscopic polarization, and related ferroelectrics with switchable polarization, are used in diverse applications including
sensors and memories,1 but also more recently in photovoltaics2,3 and even in materials for fusion reactors.4

It is 100 years since the report of the polar and ferroelectric nature of Rochelle salt (potassium sodium tartrate tetrahydrate)5,6

and it is timely to reflect on the design of polar materials. This chapter focuses on some of the strategies frequently used to design
new polar inorganic systems. Given the technological importance of ferroelectrics, much of this research has been directed toward
ferroelectric materials but is relevant to our wider discussion of polar materials.

There is a huge diversity of polar and ferroelectric materials including extended inorganic systems as well as molecular,7 frame-
work,8 supramolecular9 and hybrid materials.10 These latter systems are fascinating and will lend themselves to exciting applica-
tions, and have properties that are often sensitive to the molecular ions or fragments (e.g., their polarity or chirality, covalency
and hydrogen bonding). This chapter focuses solely on crystalline inorganic polar solids and the more inorganic design strategies
relevant to these systems. This is an interdisciplinary topic straddling the fields of materials chemistry and condensedmatter physics,
and benefitting from developments in both theory and computational research and experimental work. This chapter aims to give
the reader an overview of some key strategies employed by chemists in designing new inorganic polar materials, as well as some
insight into the microscopic origins of the phenomena described. The chapter is built around five strategies that can be associated
with keymaterials andmaterials families but it is useful to begin by introducing some concepts and terminology that will be referred
to when discussing materials and distinguishing between their behavior. The diversity of materials is such that synthesis and char-
acterization methods cannot be discussed in detail and instead the chapter ends with an overview considerations for experimental
work and useful further reading.

5.11.2 Theoretical background and definitions

5.11.2.1 Dielectrics

As noted above, polar materials have a net dipole moment and it is important to explore how this arises. In most dielectrics (insu-
lating materials), an applied electric field cannot give rise to long-range movement/migration of ions or charge carriers (i.e., there’s
no electronic or ionic conduction). Some internal polarization P can occur but it is proportional to the applied field (Eq. 1) and falls
to zero when the field is removed:

P ¼ 30cE (1)

where P is the polarization, E the applied electric field, 30 the permittivity of free space (8.85 � 10�12 F m�1) and c is the dielectric
susceptibility. This polarization can result from displacements of electron clouds (electronic polarization), from displacements of
ions (ionic polarization), from dipole reorientations (dipolar polarization) or from migrations of defects (space charge polariza-
tion) e.g. in non-ideal dielectrics.11,12 Dielectrics are often described in terms of their dielectric constant or relative permittivity 3r,
which is the dielectric susceptibility c plus the contribution of the permittivity of free space:

3r ¼ cþ 1 (2)

Substituting into Eq. (1) gives:

P ¼ 30 3rE� 30E (3)

in which the first term describes the electric displacement D in response to an applied field:

D ¼ 30 3rE ¼ 30Eþ P (4)

(This discussion above assumes isotropic materials where P is the average dipole per unit volume. However, for anisotropic mate-
rials, it’s important to note thatD, E and P are vector quantities, as discussed below.) For most ionic dielectrics, 3r is of the magnitude
10, whilst for ferroelectrics, it can be two or three orders of magnitude larger.11,13,14

5.11.2.2 Pyroelectrics, ferroelectrics and relaxors

Polar materials (pyroelectrics and ferroelectrics) are a distinct class of dielectrics in which the linear relationship between polariza-
tion and applied electric field (Eq. 1) does not hold: a spontaneous polarization can exist even in the absence of an applied electric
field. This polarization results from a net displacement of cations relative to anions in the material (i.e., the centers of mass of posi-
tive and negative charge no longer coincide).15 In pyroelectrics, this polarization is temperature dependent but is often not long-
lived and most easily detected by measuring the change in polarization with changing temperature.

Ferroelectrics are a subclass of pyroelectrics in which the direction of the polarization, i.e. the polarization state, can be reversed
by the application of an applied electric field. This was first reported �100 years ago in potassium sodium tartrate tetrahydrate
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(known as Rochelle salt).5,6 Fig. 1 shows the dependence of polarization on applied electric field for a typical ferroelectric and
several key features should be noted:

(1) The non-linear relationship between polarization P and applied field E.
(2) The polarization saturates at Ps.
(3) On reducing the field to zero, some remnant polarization Pr remains.
(4) The polarization can be reduced to zero by applying a coercive field Ec in the reverse direction.
(5) The sign of Ps can be reversed by applying the field in the reverse direction.

On cooling a typical ferroelectric material, the dielectric permittivity increases sharply to a maximum value close to the paraelectric–
ferroelectric phase transition, before quickly decreasing below this transition temperature. Relaxor ferroelectrics undergo a much
broader phase transition which is frequency-dependent (i.e., it depends on the frequency of an alternating applied electric field).
This is due to some disorder in the material that suppresses the long-range correlations. Many relaxor ferroelectrics (or “relaxors”)
have a degree of compositional or structural inhomogeneity and on cooling through the Burns temperature, instead of a change in
long-range crystal structure, local polar distortions occur, giving polar nanoregions. Relaxors can have high permittivities and often
over a wider temperature range than typical ferroelectrics, making them desirable for some applications.12,16

5.11.2.3 Order-disorder and displacive descriptions of polar materials

5.11.2.3.1 Order-disorder polar phases
Many materials known for their polar behavior adopt higher symmetry (centrosymmetricdand so non-polar, see Section 5.11.2.4)
structures at higher temperatures in their paraelectric phase. On cooling through their Curie temperature TC, they undergo a phase
transition to a polar (and noncentrosymmetric) phase. A discussion of the nature of this phase transition is beyond the scope of this
chapter but gives important insights into the mechanisms for polar behavior, the symmetries of the two phases as well as the
domain structure. Interested readers are referred to more specialist texts.13,15,17–19 Some materials melt on warming before reaching
a polar-non-polar phase transition but the structure of a hypothetical paraelectric phase can often be postulated.

The lower temperature polar phase can often be thought of as a more ordered version (and therefore lower symmetry, see below)
analog of the high temperature paraelectric phase. The ferroelectric sodium nitrite20 is a good example of this: above 160 �C, the
polar NO2

� groups (and Naþ ions) are disordered, sitting in one of two orientations, with dipoles anti-parallel, along either [100] or
[�100] directions of the unit cell (i.e., along the b axis but in opposite directions, Fig. 2B).21,22 On cooling below TC ¼ 160 �C, this
disorder freezes out and the ions one of the two orientations in a cooperative fashion (Fig. 2A). This results in a net polarization
along [100] because the dipoles are aligned parallel.23,24

This “order-disorder” description of the paraelectric–ferroelectric phase transition can be helpful, particularly when applied to
hydrogen-bonded ferroelectrics such as KH2PO4 (potassium dihydrogen phosphate, or KDP).25–27 KDP is formed of isolated PO4

3�

tetrahedra linked via hydrogen bonds. Above TC, the protons in these hydrogen bonds are disordered over two positions (nearer one
or other oxide site), but on cooling below TC, the protons order into one of these positions, giving long-range order in the hydrogen-
bonded network. This in turn causes a cooperative displacement of phosphorus sites given a net dipole moment.11,25–27

(A)

Fig. 1 Polarization as a function of electric field i.e. a hysteresis loop (black line) and switching current (blue) is measured for a ferroelectric
tetragonal tungsten bronze. From Gardner, J.; Morrison, F. D. A-Site Size Effect in a Family of Unfilled Ferroelectric Tetragonal Tungsten Bronzes:
Ba4R0.67Nb10O30 (R ¼ La, Nd, Sm, Gd, Dy and Y). Dalton Trans. 2014, 43 (30), 11687–11695, obtain kind permission from RSC.
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5.11.2.3.2 Displacive polar phases
A second description of the low temperature polar phase involves describing polar displacements of ions away from their high
symmetry sites in the paraelectric (non-polar) phase. This view is often helpful when considered perovskite-related ferroelectrics
such as BaTiO3. At high temperatures, BaTiO3 adopts an ideal cubic structure composed of corner-linked TiO6 octahedra with
Ba2þ ions in the 12-coordinate sites between the octahedral (Fig. 3). On cooling below 393 K, BaTiO3 undergoes a displacive phase
transition to a polar, ferroelectric phase: Ti4þ ions move off their high symmetry sites in the centers of the TiO6 octahedra toward an
oxide corner.11,28 This displacement gives a dipole along this long axis of the TiO6 unit and because it occurs cooperatively across
the structure, a net dipole moment is formed. BaTiO3 undergoes two more displacive phase transitions on further cooling, as the
Ti4þ ions shift toward an edge of the TiO6 units, and then toward a face.29,30 Such displacements can be described by phononmodes
of particular symmetries and paraelectric–ferroelectric phase transitions are often understood in terms of soft mode theory. The
mode that drives the phase transition (i.e., that describes the atomic displacements that occur through the phase transition) is

(A) (B)

Fig. 2 Crystal structure of sodium nitrite NaNO2 showing (A) the polar phase and (B) the high temperature non-polar phase; Na, N and O are
shown in yellow, blue and red, respectively. The non-polar phase (B) is of Immm symmetry (or more fully, I2/m2/m2/m) and as a result of the phase
transition to the polar phase (A) of Im2m symmetry (non-standard setting of space group 44, Imm2), the two-fold rotation axis that passes through
the central NO2

� group remains but the mirror plane perpendicular to this (which cuts through the central NO2
� group) is broken. Two-fold rotation

axes are shown by red arrows and labeled C2, the mirror plane perpendicular to [010] in the paraelectric phase is shown in blue and labeled s and
the inversion center is shown in the center of the Immm unit cell by the red circle (B).

(A)
(B)

(C) (D) (E)

Fig. 3 Crystal structure of perovskites ABO3 such as BaTiO3 showing (A) ideal cubic phase emphasizing the extended connectivity of BO6 (TiO6)
octahedra and (B) distorted (a�a�cþ) phase adopted by CaTiO3; (C)–(E) show individual BO6 (TiO6) octahedra in (C) the polar tetragonal phase,
(D) the polar orthorhombic phase and (E) the polar rhombhedral phase. A (Ba), B (Ti) and O sites are shown in green, blue and red, respectively, and
the BO6 (TiO6) octahedral shown in pale blue and polar displacements of Ti4þ ions are highlighted with yellow arrows.
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said to soften (i.e., the square of its frequency decreases to zero) on cooling toward the transition temperature. Below the transition
temperature, this soft mode is said to have “frozen in,” i.e. the structure has changed to accommodate this structural distortion.31

Recent work has demonstrated that rather than viewing these two descriptions as a discrete classification system for materials,
aspects of both descriptions may be relevant.32,33

5.11.2.3.3 The order parameter
The transition from the paraelectric non-polar phase to the polar phase is distinct involving a change in symmetry (see below), but
below TC it can be useful to describe how “polar” the polar phase is, e.g. how much its structure deviates from that of the ideal high
symmetry phase. The “order parameter”12 (Fig. 4) is a useful concept to describe this deviation from the high symmetry phase.

5.11.2.4 Symmetry requirements for polar crystalline materials

Identifying dipoles (asymmetric charge distributions) in molecules is often key to understanding molecular properties such as solu-
bility and reaction mechanisms. The symmetries of discrete molecules or structural units are described by point groups. For example
polar H2O and the nitrite groups NO2

� (Fig. 2) are described by C2v (or mm2) symmetry, and polar mer- and fac-MoO3F3 units
34

described by C2v (mm2) and C3v (3m) symmetry, respectively, whilst the non-polar trans-MnO4F2 unit35 is described by D4h (4/
mmm) symmetry (Fig. 17).

Certain symmetry elements preclude/are incompatible with the presence of a dipole including inversion symmetry and mirror
planes and rotations in the plane perpendicular to the dipole axis. This limits the symmetry of polar units to Cs (m), Cn (n) and Cnv

(nmm/mmn/nm) point groups.
Having identified (discrete) polar structural units, it is often possible to pack these polar units to give polar crystal structures i.e.

structures with a net polarization. However, a polar packing arrangement is rarely the only possible outcome. The challenge is to
realize a structure in which, overall, dipoles are aligned and give a net polarization, rather than anti-aligned in which local dipoles
cancel overall.

The high temperature paraelectric phase of NaNO2 (Fig. 2B) can illustrate this. The paraelectric phase (Fig. 2B) is described by
Immm symmetry (space group 71) with two-fold rotation axes along each of the unit cell axes, and mirror planes perpendicular to
these axes.36 This combination of symmetry elements means that there’s an inversion center in the middle of the unit cell which
generates both orientations of the V-shaped NO2

� group. The polar structure is described by Im2m symmetry (a non-standard setting
of the Imm2 space group, number 44). There are fewer symmetry operations that we can carry out in this polar space group (Fig. 2A):
although the two-fold rotation about [010] remains (passing horizontally through the central NO2

� group), the rotation axes along
[100] and [001] have been broken, along with the mirror plane perpendicular to [010] (passing vertically through the central NO2

�

TTTTTTTT > TC The order parameter is zero, no polarisation

There is no deviation from the high symmetry model 
i.e. relevant sites are 50% occupied in a disordered fashion /
no polar displacements of cations relative to anions .

TTTTTTTT = TC Order parameter is zero, the energy well is shallow and so
some polarisation can develop , but on average there is zero
polarisation.

TTTTTTTT < TC Order parameter is no longer zero and increases on cooling
below TC, polarisation develops.

The phase deviates from the high symmetry phase to give
one or other polarised states; the relative energies of these
states (and therefore direction of polarisation) can be
changed by an applied electric field.

Polarisa on P

Polarisa on P

Polarisa on P

Fig. 4 Scheme for second-order (continuous) phase transitions; the plots show the free energy vs polarization assuming a double-well potential
below Tc.
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group in Fig. 2B). This loss of symmetry elements means that the inversion center is also broken and it is possible to pack the polar
NO2

� groups with dipoles parallel and aligned along [010].
It’s clear that the symmetry elements of many crystallographic space groups are not compatible with polar behavior. Only the 10

polar and non-centrosymmetric point groups listed in Table 1 are compatible with polar properties such as pyroelectricity and ferro-
electricity. These space groups are not centrosymmetric (i.e., they do not have an inversion center), and they have a unique polar axis
(dependent on the combination of other symmetry elements).12,13,37

This symmetry perspective on polar properties has its origins in Neumann’s principle: “The symmetry elements of any physical
property of a crystal must include the symmetry elements of the point group of the crystal.” This concept can be explored further by
considering the vector nature (sometimes referred to as a first-rank tensor) of the polarization P (and likewise the electric field E and
electric displacement D). This has the consequence that the polar direction is fixed by symmetry, and that measurements made
along symmetry-equivalent directions will give equal property coefficients.13,37

Its useful to note that a related class of non-centrosymmetric materials are piezoelectrics. The direct piezoelectric effect refers to
the polarization generated by an applied stress, whilst the indirect effect refers to the strain produced across a material by an applied
electric field. All non-cubic and noncentrosymmetric point groups are compatible with piezoelectricity, and so all polar materials
can also be piezoelectric. The less restrictive constraints for piezoelectricity mean that not all piezoelectric materials are polardmany
do not have a unique polar axis.12,13,38,39

5.11.2.5 Summary

• Polar materials have a spontaneous polarization (a net dipole moment) in the absence of an applied electric field.
• Ferroelectrics are a subclass of pyroelectrics for which the direction of the polarization can be switched by an applied field.
• The microscopic origin of polar behavior can be described in terms of the centers of mass of cations and anions not being

coincident, and can be described in terms of order-disorder or displacive structural changes.
• Only crystallographic point groups (Cs (m), Cn (n) and Cnv (nmm/mmn/nm); Table 1) are compatible with polar properties;

these point groups are non-centrosymmetric and have a polar axis.
• All polar materials can also be piezoelectric.

5.11.3 Strategies for designing polar materials

Having explored the origins and symmetry requirements for polar behavior, we turn to strategies for designing polar materials.
A survey of the ICSD in 1997 allowed Halasyamani and Poeppelmeier to note that many polar materials contain d0 or ns2np0

(inert pair) cations that favor lower symmetry coordination environments.38 This can give rise to “proper” ferroelectric behavior in
which the order parameter for the paraelectric–ferroelectric phase transition is the polar cation displacement.17 Analogous behavior,
but of purely electrostatic origin, is observed in geometric and topological ferroelectrics.

It is also possible to break inversion symmetry, and at times to give polar structures, by cation ordering40 or by relying on non-
centrosymmetric structural units such as tetrahedra (as noted by Halasyamani and Poeppelmeier38) or heteroanionic units.41

Combinations of non-polar structural distortions have also been shown to be viable routes for designing polar (and ferroelec-
tric) materials by the “hybrid improper” mechanism in which these coupled non-polar distortions (rather than the polar cation
displacements in proper ferroelectrics) drive the paraelectric–ferroelectric phase transition.42,43

Finally, magnetic order can also be used to break inversion symmetry and can give polar properties by magnetoelectric
coupling.44

These strategies can be employed alone or in tandem by inorganic chemists and materials scientists to design and synthesize
polar materials. In this section we’ll explore the mechanisms behind these strategies and materials that result from them.

Table 1 Polar (and non-centrosymmetric) point groups compatible with
pyroelectric and ferroelectric behavior.

Hexagonal 6mm, 6
Tetragonal 4mm, 4
Trigonal 3m, 3
Orthorhombic mm2
Monoclinic 2
Triclinic 1
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5.11.3.1 The cation sublattice

5.11.3.1.1 The second-order Jahn-Teller effect (SOJT) for d0 ions
Crystal field stabilization energy is often used to explain the high symmetry (often octahedral) coordination environments favored
by dn transition metal cations, whilst d0 cations frequently occupy lower-symmetry sites, as illustrated by the Ti4þ ion in BaTiO3,
Fig. 3. These out-of-center displacements of d0 ions are often ascribed to the second-order Jahn-Teller effect (SOJT) in which a struc-
tural distortion occurs, lowering the symmetry to allow mixing between molecular orbitals.

The central section of the molecular orbital diagram (considering both s and p interactions) for an octahedrally-coordinated d0

transition metal cation is shown in Fig. 5. The empty t2g p* orbital is largely metal-based (formed from dxy, dxz and dyz orbitals) and
is the LUMO (lowest unoccupied molecular orbital), whilst the HOMO (highest occupied molecular orbitals) are ligand based
orbitals of p symmetry (e.g., of t1u symmetry).45 Distortions that lower the symmetry sufficiently to remove some degeneracy of
the HOMO and LUMO sets of orbitals to allow some mixing (e.g., by p-type interactions), should give stabilization of the filled
orbitals while the empty orbitals are destabilized. For example, a distortion the ML6 unit involving displacement of the cation
toward an anion corner lowers the symmetry to C4v and the degeneracy of the t2g* (LUMO) is lost, giving orbitals of b2 and e
symmetry. Similarly some degeneracy of the ligand-based orbitals is lost and again orbitals of e symmetry are formed. These
ligand-based orbitals of e symmetry can mix with the empty LUMO of e symmetry giving more p-type interactions than was
possible in a purely octahedral coordination environment. This lowers the energy of the occupied states (whilst the unoccupied
states are destabilized). Similar discussions can be made for displacements toward an edge (to give C2v symmetry)12 or a face
(to give C3v symmetry).45 Occupation of the more metal-based p* orbitals (which are destabilized to a greater extent than the
new p bonding orbitals are stabilized) by dn electrons disfavors the SOJT distortions, hence its importance for d0 ions. The extent
of the HOMO-LUMO mixing increases as the HOMO-LUMO energy gap decreases (i.e., as the energy gap between the transition
metal d orbitals and the ligand p orbitals decreases), and so the effect is greatest for more electronegative d0 transition metal
ions e.g. Mo6þ, V5þ.46,47 Similarly, this would imply a reduced effect for more electronegative fluorides compared with oxides,
although there are few ABF3 materials with d0 B cations to test this experimentally (and likewise, an enhanced effect for nitrides
over oxides).

This localized approach must be extrapolated toward a band structure for the extended solids considered here, but the symmetry
discussions here are still valid. This covalent bonding picture contrasts with a purely ionic viewpoint and most materials (or bonds
within a material) will lie somewhere between these two extremes.

Recent theory work has explored this effect more fully and suggested that while the electronic consequences of symmetry-
breaking described here are valid, it is important to consider longer-range interactions. Our localized bonding (MO) approach
doesn’t allow us to understand the cooperative displacements that occur in a periodic crystal that result from longer range (typically

Fig. 5 MO diagram for an octahedral ML6 unit for a d0 transition metal M. s and p interactions are considered, leaving filled ligand-based SALCs
(based on Ref. 12).
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dipole-dipole) interactions. More theoretical discussions often focus on the Born effective charges, the dynamical change of polar-
ization (i.e., the change in polarization caused by an atomic displacement).48 The Born effective charge can differ significantly from
the “static” charges, particularly in ferroelectric oxides, and the anomalously large Born effective charge values are thought to arise
from hybridization between occupied and unoccupied states, analogous to our MO discussion described above.

It is worth noting that out-of-center displacements are sometimes observed for dn transition metal ions for which the SOJT (for
d0 ions) would not be a driving force. Examples include the Ruddlesden-Popper phases (La,Sr)3Mn2O7,

49 La2SrCr2O7
50 and fluo-

rinated Sr3Mn2O6F3.
51 In these systems (and similarly in the outer-layers of many Aurivillius phases52–54) the transition metal

cations are displaced toward apical anions. It is likely that these displacements are driven by electrostatic effects, perhaps related
to the interlayer (rocksalt or fluorite-like) and intralayer ions.

It is interesting to survey key materials in which this SOJT for d0 ions gives rise to polar structures as well as to consider those in
which it is absent, or does not give polar structures.

5.11.3.1.1.1 Perovskites
Perovskites, such as BaTiO3mentioned above, have general formula ABX3 (with A and B cations in 12-coordinate and six-coordinate
sites, respectively, and anions X typically oxide or halide ions) and are composed of a lattice of corner-linked BX6 octahedra (Fig. 3).
The archetype perovskite, CaTiO3, contains small Ca2þ ions (with 12-coordinate radii 1.34 Å)55 and adopts a distorted ortho-
rhombic crystal structure of Pnma symmetry (Fig. 3) in which the TiO6 octahedra tilt (a�a�cþ tilts, in Glazer notation). This
non-polar structure optimizes the bonding around the small Ca2þ ion (i.e. shortens Ca–O bonds) without making Ti–O bonds
unfeasibly short. The likelihood of distortions such as these occurring is often estimated by the Goldschmidt tolerance factor t:

t ¼ rA þ rXffiffiffi
2

p ðrB þ rXÞ
A (5)

where rA, rB, and rX are the ionic radii of A, B and X ions and an ideal, cubic structure is expected for t ¼ 1.56 The low tolerance factor
(0.97) for CaTiO3 reflects the small size of the Ca2þ ions on the A site which favors octahedral tilts to satisfy bonding of both Ti4þ

and Ca2þ ions.57 The concept of the Goldschmidt tolerance factor is purely electrostatic, depending only on ionic sizes.
On replacing Ca2þ by the larger Sr2þ ion (with 12-coordinate radii 1.44 Å),55 the tolerance factor increases and SrTiO3 adopts

a cubic structure (with t ¼ 1.01), although the relatively small Ti4þ ion is a little underbonded. This results in dynamic out-of-center
displacements of Ti4þ giving a higher permittivity than might have been expected (and which increases on cooling), although no
phase transition to a polar structure with long-range order of displacements is observed. This is referred to as incipient
ferroelectricity.58

For BaTiO3, t ¼ 1.07 and accommodating the larger Ba2þ ions (with 12-coordinate radii 1.61 Å)55 in a cubic structure would
necessitate unfeasibly long Ti–O bonds leaving the Ti4þ ion underbonded. The SOJT can drive symmetry-lowering phase transitions
on cooling to successive polar phases (Fig. 3) with polar displacements of Ti4þ ions.

The diagonal relationship between Ti4þ and Nb5þ ions might suggest analogous behavior for niobate perovskites, and KNbO3

does undergo similar phase transitions on cooling as BaTiO3 (albeit at slightly higher temperaturesdthe ferroelectric TC of KNbO3

is 435 �C) to give successive polar phases.59 The sodium analog NaNbO3 similarly shows a SOJT effect for the d0 Nb5þ ion but also
displacement of Naþ ions and careful synthetic control can give a polar polymorph of NaNbO3.

60 However, this polar phase is
metastable and a second “antiferroelectric” phase is more thermodynamically stable and usually present in samples.61 This second
phase is interesting: although Nb5þ ions undergo a SOJT distortion (toward an equatorial edge of the NbO6 units), the direction of
this displacement alternates between [010] and [0�10] directions in successive NbO6 units stacked along [001].60 These local dipoles
exactly cancel in this non-polar ground state, but application of an applied electric field can drive a phase transition to a polar and
ferroelectric phase. This antiferroelectric behavior, in which an applied electric field can induce a phase transition from a non-polar
ground state to a metastable ferroelectric phase,62 has potential for energy storage applications.63 The symmetry requirements for
antiferroelectrics, consistent with the emerging ferroelectric phase, are being formalized.64

The larger energy gap between metal nd states and oxide 2p states for Zr4þ, Hf4þ (and to an extent Ta5þ) results in weaker SOJT
effects for these ions. As a result of this, zirconate and hafnate perovskite families are often less well known for their polar behavior
than the titanates and niobates.

5.11.3.1.1.2 Hexagonal and tetragonal tungsten bronzes
Hexagonal tungsten bronzes (HTBs) are perovskite-related materials of AxWO3 composition, composed of corner-linked WO6 octa-
hedra to give empty trigonal channels and hexagonal channels which accommodate the alkali A cations (Fig. 6A).65 The introduc-
tion of A cations into the structure reduces some W6þ ions to d1 W5þ ions giving electrically-conductive, non-polar materials. This
can be remedied to give polar HTBs by replacing some of the W sites by lower-valent d0 ions such as Nb5þ and Ta5þ to give ABW2O9

(A ¼ K, Rb, Cs; B ¼ Nb, Ta). The polarization results from SOJT-driven apical displacements of B5þ andW6þ ions,65–67 and depend-
ing on relative sizes of Aþ, B5þ and W6þ ions, some polar displacements of Aþ ions to optimize their coordination environment.68

A related class of perovskite-derived materials are the tetragonal tungsten bronzes (TTBs) built from layers of BO6 octahedra that
are corner-linked to give trigonal (often empty), square and pentagonal channels (Fig. 6B). Typical compositions include Ba2Ln-
Ti2Nb3O15 (Ln ¼ trivalent lanthanide ion)69,70 but there is compositional flexibility and trivalent cations (Ga3þ, Sc3þ, In3þ),71

alkali cations, V5þ ions72 and magnetic transition metals73,74 have all been accommodated by the structure. As expected for these
Ti4þ and Nb5þ-containing materials, a polarization (along [001]) can develop due to polar out-of-center displacements of these d0
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ions toward an apex of the BO6 units, driven by the SOJT.75 However, these materials are complexdin terms of their composition
and their structure, and disorder between the larger A cations within the channels has been linked to relaxor ferroelectric
behavior.71,76 The relative sizes (and order) or these ions also plays a role in the tilting of BO6 units and any disruption of long-
range structural order in the oxide sublattice, which influences the polar Ti4þ/Nb5þ displacements (and therefore the ferroelectric
behavior).69,75,77

Whilst the importance of the SOJT effect in driving polar displacements in these and other perovskite-derived materials is clear, it
cannot be used in isolation to design polar materials. Other distortions, such as octahedral tilts, may give similar stabilizations and
even compete with polar distortions to favor non-polar structures.57

5.11.3.1.2 The cation sublattice: Second-order Jahn-Teller effect (SOJT) for ns2np0 ions
An electronically-driven SOJT effect can also stabilize displacements of ns2np0, particularly those toward the bottom of the p block
(n ¼ 5, n ¼ 6). On descending the p block, the increasing stability of the oxidation states two lower than the group valence (e.g., Tlþ

cf Al3þ; Pb2þ, Sn2þ and Sn4þ; Bi3þ and Sb3þ, Te4þ, I5þ) is striking and results, at least in part, from relativistic effects which cause
some contraction of the 6s orbital for these heavier elements. This has led to these ns2np0 ions being referred to as “inert pair” ions,
although depending on bonding environment, the ns2 pair may be far from inert.78 For these fairly large ions, p interactions are less
significant than for the transition metal ions discussed above and our focus here is on s interactions.79 Considering a cubic perov-
skite with Pb2þ ions on the cuboctahedral A site (of Oh (or m-3m) symmetry, Fig. 3), a s bonding MO of a1g symmetry is formed
from mixing the 6s2 pair of electrons with an oxide SALC of the same symmetry, and likewise an antibonding a1g* MO is also
formed (Fig. 7). The energy of this occupied antibonding MO will depend on the extent of the Pb 6s2–O2p mixing (and therefore
on the relative energies of these AOs).The empty Pb2þ 6p orbitals (of t1u symmetry for the idea cubic structure) are higher in energy.

ba

O
B
A

(A) (B)

Fig. 6 Crystal structures of (A) hexagonal tungsten bronze RbxWO3 and (B) tetragonal tungsten bronze A2A0B2B0O15 showing A and O ions and
WO6/BO6 octahedra in green, red and blue, respectively.

Fig. 7 MO diagram for ns2np0 Bi3þ cation in a cuboctahedral coordination environment.
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Any distortion which could lower the symmetry to remove some degeneracy of these empty orbitals would allow some mixing
between this LUMO with the a1g* HOMO (depending inversely on the HOMO-LUMO energy gap). This would give some stabili-
zation of the HOMO, whilst the empty levels would be destabilized. As for the d0 ions, displacement of the p block ion away from
the center of the coordination environment (e.g., toward the face of an octahedron), would give the required symmetry lowering
and be electronically stabilized by this SOJT effect.78,79

As for the d0 ions discussed above, the strength of the SOJT effect depends on the relative energies of the cation and anion AOs.
For example, the Sn2þ 5s–O 2p interaction is likely to be much stronger than the Pb2þ 6s–O 2p interaction so for Sn2þ systems, the
a1g* HOMO is likely to be higher in energy than for otherwise similar Pb2þ systems. The higher energy HOMO means a smaller
HOMO–LUMO gap for Sn2þ systems, and a stronger SOJT effect than for Pb2þ systems, for example.80 This could give difficulties
in reversing polarization for 5p systems, giving pyroelectric behavior rather than ferroelectric properties often associated with Bi3þ

and Pb2þ-based systems.12

This ns2np0 SOJT effect is observed for several p block elements including stannite, antimonite, tellurite and iodate systems as
well as plumbite and bismuthate materials and has been used as a design principle (sometimes in conjunction with d0 SOJT
ions)81,82 to give many non-centrosymmetry and several polar materials.83,84 The enormous diversity of structure types is beyond
the overview presented here. Instead, some key structural families will be discussed to illustrate the effect or to provide a starting
point for later discussion and comparisons.

5.11.3.1.2.1 Perovskites
PbTiO3: As for BaTiO3 described above, PbTiO3 undergoes a paraelectric–ferroelectric transition (at �490 �C) from a cubic to
a tetragonal phase. However, no further phase transitions are observed on cooling for PbTiO3. In this Pb2þ analog, the tetragonal
distortion is noticeably larger than in BaTiO3 and whilst there is a small polar displacement of the d0 Ti4þ ion, the more significant
polar displacement is of the inert pair Pb2þ ions with respect to the oxide lattice.85,86

PbZrO3: In contrast to the other perovskite systems discussed here, PbZrO3 is not ferroelectric, but antiferroelectric. PbZrO3

adopts a cubic phase at high temperatures but on cooling to 505 K, it undergoes a phase transition to an orthorhombic structure.87

The larger Zr 4d–O 2p energy gap means that the SOJT effect is weaker for Zr4þ than for Ti4þ and there is little displacement of Zr4þ

ions relative to the oxide sublattice.88 The phase transition primarily involves changes in the Pb–O bonding and instead of giving
a polar structure, an antiferroelectric phase is realized. Polar distortions (similar to those in BaTiO3 and KNbO3) would give lower
energy structures but these distortions compete with non-polar distortions which win out at the phase transition.88,89 The calculated
energy difference between the observed antiferroelectric phase and a hypothetical ferroelectric phase is very small, highlighting how
delicate the balance is between these competing instabilities,89 and how longer range interactions must be taken into account.

BiFeO3: BiFeO3 adopts an orthorhombic structure of Pbnm symmetry (with a�a�cþ tilts of FeO6 octahedra) above its ferroelec-
tric TC (810–830 �C).90 On cooling below TC, it undergoes a ferroelectric phase transition to a polar R3c phase. This phase transition
involves polar displacements of Bi3þ and Fe3þ cations relative to the oxide sublattice, as well as a change in the FeO6 tilts (to
a�a�a�).91 BiFeO3 has been a focus of research into multiferroic materials (which are described by two or more ferroic orders)
because, in addition to its ferroelectric behavior, it orders magnetically (with spiral antiferromagnetic order) below�350–370 �C.92

5.11.3.1.2.2 Layered perovskite-related materials
Several families of layered perovskite-related materials are known, in which the three-dimensional connectivity of BX6 octahedra is
reduced to closer to two-dimensional.93 The Aurivillius family, of general formula Bi2An�1BnO3nþ3, is composed of fluorite-like
[Bi2O2]

2þ layers separating perovskite-like blocks of corner-linked BO6 octahedra n layers thick (Fig. 8A).94,95 The Ruddlesden-
Popper series of materials (Anþ1BnO3nþ1) are composed of perovskite-like blocks n layers thick, but in this case these blocks are
separated by rocksalt-like layers (Fig. 8B).96,97 In both the Ruddlesden-Popper and Aurivillius structures, successive perovskite
blocks are offset from one another by (½ ½ 0) (i.e., they are “staggered” along the stacking direction), and the ideal high symmetry
phases are of I4/mmm symmetry. A third important family are the Dion-Jacobson materials (A0An�1BnO3nþ1) in which the perov-
skite blocks (for larger A0 cations) are stacking in an “eclipsed” fashion and separated by layers containing the large group 1 A0

cations (Fig. 8C).98,99 This “eclipsed” stacking means that the ideal high symmetry phases are of P4/mmm symmetry. The AnBnX3nþ2

(X ¼ oxide or halide) family of phases are layered, perovskite-related materials but with the three-dimensional connectivity of the
cubic perovskite structure broken to give layer planes parallel to [110] directions (Fig. 8D).100 Many polar (and ferroelectric) oxides
and fluoride phases are known in this family.101,102 The ideal nonpolar structures are of Cmcm symmetry and as for other
perovskite-related structures, these AnBnX3n�2 materials often undergo distortions involving rotations of BX6 octahedra and polar
displacements.100

5.11.3.1.2.2.1 Aurivillius phases
The Aurivillius family are well known for their ferroelectric behavior95,103 and in their polar phases, the ns2np0 Bi3þ cations are dis-
placed relative to the anions to give a macroscopic in-plane polarization. These polar distortions are the primary order parameter
(driving the paraelectric–ferroelectric phase transition) and are often accompanied by rotations of BO6 octahedra (tabulated,

104–107

and can be explored using the web-based ISODISTORT software).108

For even-layered phases (n ¼ 2, 4), the low-temperature polar phases are of A21am symmetry which allows for in-plane polar
displacements (described by the G5

� irrep) as well as rotations of BO6 octahedra about an in-plane axis (a�a�c0, described by
the X3

� irrep) (Fig. 9A). Combined, these two distortions lower the symmetry sufficiently to also allow rotations of BO6 octahedra
about the stacking axis (a0a0cþ, X2

þ irrep) in the polar phase.109 Depending on the tolerance factor, the polar G5
� and non-polar X3

�

tilts may freeze in at the same temperature giving a single paraelectric I4/mmm–ferroelectric A21am phase transition. Alternatively,
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(A) (B) (C)

(D)

Fig. 8 Illustration of the ideal, high symmetry crystal structures adopted by (A) n ¼ 3 Aurivillius phases, (B) n ¼ 2 Ruddlesden-Popper phases, (C)
n ¼ 2 Dion-Jacobson phases and (D) n ¼ 2AnBnX3nþ2 phases. A, B, Bi and O/X ions are shown in green, blue, purple and red, respectively, and
BO6lBX6 octahedra in blue.

(A) (B)

Fig. 9 Illustration of (A) the polar A21am phase of an n ¼ 2 Aurivillius phase and (B) polar B2eb phase of an n ¼ 3 Aurivillius phase highlighting
rotations of BO6 octahedra (blue and orange arrows) and in-plane polar displacements (purple arrow). A, B, Bi and O/X ions are shown in green, blue,
purple and red, respectively, and BO6/BX6 octahedra in blue.
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the X3
� tilt transition may occur at higher temperatures (giving a paraelectric I4/mmm–paraelectric Amam phase transition), before

the polar G5
� displacements (and coupled X2

þ tilts) freeze in at lower temperatures to give a second phase transition to the ferro-
electric A21am phase.52

The polar phases for the odd-layer materials (n ¼ 1, 3) also involve (predominantly in-plane) polar displacements (G5
�) as well

as rotations of BO6 octahedra about an in-plane axis (a�a�c0, X3
þ irrep). For n ¼ 3 phases, the widely-reported model of B2eb

symmetry (non-standard setting of space group 41, Aea2) allows both these distortions as well as rotations of the outer octahedra
the three-layer block (a0a0c�, X1

�) (Fig. 9B).110 However, the archetype phase Bi4Ti3O12 has been shown to undergo a complex
series of phase transitions on cooling to a lower-symmetry polar phase which allows additional rotation of BO6 octahedra.

111,112

For n ¼ 1 phases such as Bi2WO6, the ferroelectric model of B2eb symmetry does not allow additional rotation of BO6 octahedra
about the stacking axis and this is often only an intermediate phase. For Bi2WO6, the ground state is of P21ab symmetry and allows
further rotation of BO6 octahedra (a0a0c�).113,114

The structural distortions that give the largest energy gain in these materials are typically those that involve displacements of Bi3þ

ions (and sometimes W6þ ions115) to optimize their bonding in lower symmetry coordination environments. In most Aurivillius
phases, as discussed above, polar displacements give greater stabilization than antipolar displacements (in which displacements are
antiparallel). However, polar and antipolar distortions can compete, sometimes leading to non-polar phases. Bi2W2O9 (with no A
cations in the perovskite blocks) has an antiferroelectric ground state, in which polar displacements of W6þ ions within a perovskite
block are antiparallel, and polar displacements of Bi3þ ions in adjacent layers are antiparallel. The antipolar ground state structure is
only 34 meV lower in energy than a polar A21am phase, illustrating the delicate balance between polar and antipolar distortions.116

This again illustrates that using d0 and ns2np0 cations in a material will not automatically make it polar and the bonding and crystal
packing has a whole need to be considered.

5.11.3.1.2.2.2 Dion-Jacobson phases
Although the Dion-Jacobson family of materials are better known for their non-polar structural distortions (see Section 5.11.3.4
and hybrid-improper ferroelectricity), the distortions that give the largest energy gains for phases containing Bi3þ cations on the
A sites involve polar displacements (G5

�).117

The n ¼ 2 phases such as CsBiNb2O7 have a polar ground state of P21am symmetry that allows inplane polar displacements
(G5

�) as well as rotations of BO6 octahedra about an in-plane axis (a�a�c0, M5
� irrep). As for the even-layer Aurivillius phases

(Fig. 9A), this combination of G5
� and M5

� distortions lowers the symmetry sufficiently to also allow rotations of the BO6 octa-
hedra about the long axis (a0a0cþ, M2

þ irrep).118,119 It is the polar displacements that give the largest energy gains, followed by
the M5

� rotations, and these stabilize the P21am ground state.117 Switchable polarization i.e. ferroelectricity has been demonstrated
in several materials.120,121

Similar polar phases have been observed in the n ¼ 3 Dion-Jacobson materials A’Bi2B3O10 (A’ ¼ Cs, Rb; B ¼ Ti, Nb, Ta)122,123

and again, the phase transition from the high symmetry paraelectric phase is driven by the polar (G5
�) displacements. These polar

displacements are accompanied by octahedral tilts about an in-plane axis (a�a�c0, A5
þ irrep) to give a polar phase of Ima2

symmetry. This also allows rotation of the outer BO6 octahedra about the long axis (a0a0c�, A1
� irrep) (similar to the n ¼ 3 Auri-

villius phases, Fig. 9B), although this second tilt mode gives only a small energy gain compared with the G5
� and A5

þ distortions,
consistent with “proper” mechanisms for polar behavior.122

5.11.3.1.3 Exceptions: Geometric and topological ferroelectrics
The mechanism referred to as the SOJT effect discussed above for d0 and ns2np0 cations relies on hybridization between these
cations and the anion sublattice. In contrast, ferroelectric (and polar) materials in which the polar structure arises purely from elec-
trostatic effects (and hybridization is thought to be minimaldthe bonding in these systems is considered as very ionic), are referred
to as “geometric” ferroelectrics. A wider range of cations (including magnetic ions) can be explored for geometric ferroelectric mate-
rials (compared with the SOJT systems discussed above). In geometric ferroelectrics, the polar distortions are usually coupled to
other non-polar structural changes124 which drive any paraelectric–ferroelectric phase transition.125

This geometric origin for ferroelectricity was first described for YMnO3. This oxide adopts a layered structure consisting of corner-
linked MnO5 trigonal bipyramids separated by Y3þ cations (Fig. 10). Note that YMnO3 does not adopt a perovskite structure: the
manganese oxide polyhedral are not octahedral and they are not connected in three dimensions. To optimize the coordination envi-
ronment around the small Y3þ cation, the apical oxide layers buckle and in addition, a polar displacement of Y3þ ions along the
polar stacking axis also occurs.124

The recently termed “topological” ferroelectrics are similar to geometric ferroelectrics in that the polar distortions arise from elec-
trostatic (relative sizes and charges of the ions) rather than electronic (hybridization) factors, but they differ in that for topological
ferroelectrics, the polar distortion stabilizes the polar ground state (and is the primary order parameter for any non-polar–polar
phase transition).126 This makes them “proper” ferroelectrics. The clearest examples of this class of materials are perhaps from
the AnBnO3nþ2 series including the n ¼ 2 phases A2B2X8 (usually expressed ABX4) such as BaBF4

127,128 and (La,Nd)TaO4,
129 and

the n ¼ 4 phases A2B2X7 such as La2Ti2X7.
126 In these materials, the coordination environment of the A cations is optimized by

polar displacements of these ions, as well as rotations of BX6 octahedra of the same symmetry. The polar distortions (octahedral
tilts and displacements) stabilize the polar phases of Cmc21 symmetry with in-plane polarization (Fig. 11). The electrostatic origin
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of these distortions is supported by the compositional variation of properties130 and the opportunity for combining long-range
magnetic order with ferroelectricity in these materials has motivated research into magnetoelectric coupling.128

5.11.3.1.4 Summary
The SOJT effect, involving hybridization between cation ns2 or d0 orbitals and anion 2p orbitals, can explain the polar distortions
observed in many proper ferroelectrics. However, this effect cannot be relied upon as a design strategy to always give polar struc-
tures. This electronic effect favors lower symmetry (often polar) local environments for these ns2np0 or d0 cations, but longer-range
interactions and other bonding requirements must be taken into account to understand the competition between polar and anti-
polar structural distortions. The observation of similar effects driven by electrostatic (ionic size and charge) factors in geometric and
topological ferroelectrics perhaps illustrates the spectrum of bonding between the covalent and ionic extremes.

5.11.3.2 The cation sublattice: Cation ordering

Rather than relying on displacements of ions to break symmetry elements to give polar structures, the ordering of ions themselves
can be used to tune symmetry and properties. Perhaps the simplest example of this is the cubic zinc blende (or sphalerite) structure
of F�43m symmetry which is based on the diamond structure (Fd�3m). Ordering of Zn2þ and S2� ions over the carbon sites lowers the
point group symmetry fromOh (m�3m) to Td (�43m), breaking inversion symmetry (although neither is polar).131 If substitutions can
be carried out to introduce two cations into the structure, these might order, lowering the crystal symmetry. Cation ordering will be
favored for compositions in which the cations have quite different bonding preferences e.g. differ in terms of size, charge, and
electronegativity.

The idea of taking a simple (often binary) structure and using cation ordering to breaking symmetry elements and give non-
centrosymmetric (often chiral or polar) structures has not been explored as widely as some other strategies discussed here. The
corundum structure type is perhaps the most helpful example to illustrate this strategy.

5.11.3.2.1 Corundum-derived structures
Alumina, Al2O3, adopts the corundum structure of trigonal R-3c symmetry. The structure can be described in terms of (approxi-
mately) hexagonal-close-packed oxide ions with Al3þ ions occupying two-thirds of the octahedral sites (Fig. 12).11 Increasing

(A) (B)

Fig. 10 Illustration of (A) the polar P63cm and (B) the non-polar P63/mmc phase of YMnO3 showing MnO5 polyhedra in blue and Y, Mn and O ions
in green, blue and red, respectively.

(A) (B)

Fig. 11 Illustration of (A) the polar Cmc21 and (B) the non-polar Cmcm phase of an ABX4 phase (e.g., BaMgF4, LaTaO4) showing BO6 octahedra in
blue and A, B and O ions in green, blue and red, respectively.
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the chemical complexity by swapping Al3þ ions for two or three different cations in an ordered fashion allows new functional mate-
rials, often magnetic and polar, to be prepared.40,131 The resulting ABO3 (or sometimes double-corundum A2BB0O6 phases) stoi-
chiometries typically involve smaller cations than perovskite-derived phases and often require synthesis at high pressures.132 The
differences in cation sizes and charges are key factors in determining the cation ordering arrangement, but electron configuration
(including the presence of d0 SOJT ions) and spin state also play a role.40 There are four important cation ordering patterns
(Fig. 12): the ilmenite structure (IL) of R-3 symmetry (e.g., FeTiO3); the LiNbO3 stucture (LN) of R3c symmetry (e.g., LiNbO3,
InFeO3) the ordered-ilmenite structure (OIL) of R3 symmetry (e.g., Li2GeTeO6); and the Ni3TeO6 structure (NT) of R3 symmetry
(e.g., Mn2FeWO6, Mn3TeO6). The latter three structures (IL, OIL and NT) are all non-centrosymmetric and polar as a result of the
cation order.

The compositional diversity of this family reflects less reliance on the SOFT effect for polarization, and hints at a different mech-
anism for polarization and polarization reversal for ferroelectricity. Compared with the centrosymmetric Al2O3 structure, these
ABO3 and A2BB0O6 materials often crystallize with polar displacements of some cations along the trigonal axis (due to cation–
cation repulsion across shared trigonal oxide faces). There’s a substantial energy barrier to reverse the polarization involving
displacement of a cation through a trigonal face into a previously empty trigonal-prismatic site, but this can be overcome to
give ferroelectric behavior.133 The few examples listed here reflect the compositional diversity of these systems, and particularly
the range of magnetic cations that can be accommodated by these structures. This is particularly exciting as these materials give
the opportunity to design and prepare materials that are both polar and magnetic, and in which the polarization may be influenced
by the magnetic order.

5.11.3.2.1.1 Corundum-derived LiNbO3-type materials
The LiNbO3 structure was first described as similar to that of ilmenite,134 reflecting it’s corundum-derived structure. Later H. D.
Megaw highlighted the relationship between the polar R3c phase and the perovskite structure, describing it in terms of corner-

Fig. 12 Illustration of the corundum (R-3c) structure adopted by Al2O3 as well as three cation-ordered derivatives; cation sites are shown in blue,
green, gray and pink, whilst O is shown in red.

Designing new polar materials 259



linked NbO6 octahedra with large tilt angles (a�a�a�) as well as polar displacements of Liþ ions.11,57,135 LiNbO3 is paraelectric (R-
3c) above its TC z 1460 K and the paraelectric–ferroelectric phase transition involves SOJT-type displacements of Nb5þ ions and
a change in the octahedral tilts, but the dominant effect is the change in the Liþ coordination environment giving polar Liþ

ordering.136 This results in a polarization along the threefold axis which is reversible and LiNbO3 and isostructural materials are
known for their ferroelectric and optoelectronic properties.

Several magnetic LiNbO3-type materials have been reported including several iron-137–139 andmanganese-based140–142 systems,
as well as several “double” materials such as Zn2FeBO6 and Mn2FeBO6 (B ¼ Na, Ta).143–145 Many of these materials undergo
magnetic phase transitions on cooling, below which spins are arranged in a canted AFM fashion. The materials are noncentrosym-
metric and polar (as a result of the cation order) from their synthesis temperature, but anomalies are observed in permittivity 3at the
onset of magnetic order as a result of magnetoelectric coupling (see Section 5.11.3.5).139,140,142

It is worth noting that although intuitively an applied electric field might not be expected to give rise to a macroscopic polar-
ization in a metal, a structural transition, analogous to that in LiNbO3, is observed in metallic LiOsO3

146 (see Section 5.11.3.6).

5.11.3.2.1.2 Corundum-derived ordered-ilmenite materials
The ordered-ilmenite (OIL) structure (of R3 symmetry) has three crystallographically distinct cation sites (A2BB0O6 stoichiometry)
and relatively few materials have been reported. The OIL cation-ordering arrangement seems less robust than others described here
and both Li2GeTeO6 and Mn2FeMoO6 are sensitive to cation rearrangements to give related phases.147,148

5.11.3.2.1.3 Corundum-derived Ni3TeO6-type materials
The final polar corundum-derived structure type is the Ni3TeO6 (NTO) structure, also of R3 symmetry. This structure has four cation
sites and their coordination polyhedra share edges within layers, and share some triangular faces from layer to layer (giving rela-
tively small separation between two magnetic ions across these faces).149 A wide range of NTO materials have been reported
(see e.g., the table in Ref. 40) including many Mn, Co or Ni-based phases with small W6þ or Te6þ ions.149–154

These materials typically develop long-range antiferromagnetic order below �50–60 K and although it is the cation ordering
pattern that makes the structures polar, the magnetic order changes the dielectric permittivity 3. Ni3TeO6 is pyroelectric and orders
with a collinear antiferromagnetic structure, with Ni2þ moments along the (trigonal) polar axis.151 The magnetocrystalline anisot-
ropy of Co2þ ions gives a more complex, eliptic and helical antiferromagnetic structure for Co3TeO6 with moments in the plane
perpendicular to the polar axis,150 and similarly for Ni3� xCoxTeO6 phases.154 A helical magnetic structure is also observed for
Mn3WO6 and in the absence of magnetocrystalline anisotropy, the magnetic moments on two of the three Mn2þ sites are predom-
inantly along [001], similar to the magnetic order in Ni3TeO6. The moments on the third Mn2þ site are predominantly in the plane
perpendicular to [001], likely due to magnetic frustration.149 The magnetoelectric coupling in these materials, which results in an
increase in 3below TN, results from magnetostriction as magnetic ions which share a trigonal face move further apart below TN to
relieve somemagnetic frustration.149 The polar nature and the magnetoelectric coupling in these Ni3TeO6-related materials are clear
but reversing the polarization (which is needed for ferroelectric behavior) is challenging.151

5.11.3.2.1.4 Cation ordering in other structure types, and summary
Other structure types can undergo chemical substitution to give more complex structures in which cation ordering can lower the
symmetry. Examples include:

(1) Aeschynite (CaTa2O6) derived structures:
• The parent structure of CaTa2O6 consists of dimers of edge-shared TaO6 octahedra and is of Pnma symmetry.155 Chemical

substitutions with M3þ (M ¼ V, Cr, Fe) and W6þ ions can give polar LnMWO6 (Ln ¼ lanthanide) materials156 (and
similarly the fluoride KNaSnF6)

157 of Pna21 symmetry. The magnetoelectric coupling in this family of materials have
attracted recent interest.158,159

(2) Rutile-derived structures160:
• Rutile-derived polar structure of b-NbO2 (I41).

161

• Trirutile-derived non-centrosymmetric (but non-polar) structure of FeNb2O6 (P-421m).162

(3) Spinel-derived structures163:
• The chiral (non-centrosymmetric but non-polar) 1:1 B-site ordered systems such as LiZnNbO4 (P4122).

164,165

• The chiral (non-centrosymmetric but non-polar) 1:3 B-site ordered systems such as Li2MM0
3O8 (P4132).

166

(4) Pyrochlore-derived structures167:
• Several non-centrosymmetric (including chiral, or polar) pyrochlore-derived structures.

In addition to ordering of cations of different elements discussed here, similar ordering of different cations of the same element
(charge ordering) is also possible, e.g. LuFe2O4.

168 It is worth noting that although a polar structure might not always result
from cation-ordering, the symmetry lowering afforded by the cation order might allow further ordering patterns (e.g., other
non-polar structural distortions or magnetic ordering patterns) to break inversion symmetry.
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5.11.3.3 The anion sublattice: Non-centrosymmetric structural units

Halasyamani and Poeppelmeier noted the large number of non-centrosymmetric (and polar) materials that contained non-
centrosymmetric coordination polyhedral such as tetrahedra and this strategy has been used in both oxides169 (and other single-
anion materials containing homoleptic units) and mixed-anion materials (often with heteroleptic units).170,171

5.11.3.3.1 Homoleptic units
Perhaps this origin for polar structures can be illustrated most clearly by reference to polymorphic Li3PO4. It has an olivine-derived
structure with roughly hexagonal close packing of oxide anions, with P and Li cations in tetrahedral sites.11 This packing gives two
types of tetrahedral sites for cationsdthose with a corner pointing up and those with a corner pointing down. In the high temper-
ature g phase of Li3PO4, Li and P ions half-occupy each of these “up” and “down” sites,11 and the structure is centrosymmetric, of
Pnmb symmetry (non-standard setting of Pnma), Fig. 13B. By contrast, in the low temperature phase (the thermodynamically stable
phase up to 400 �C),172 the oxide sublattice is more regular and the cations only occupy the “up” sites (Fig. 13A) giving a polar
structure of Pmn21 symmetry, with a polarization along the c axis.173

These Li3PO4-related “tetrahedral” materials with tetrahedral coordination of Liþ and other ions form several solid solutions
demonstrating their compositional flexibility including the LISISCON Li4-xGaxGeO4 family174 as well as several transition metal
silicates175 and germanates (e.g., Li2MnSiO4).

176 Ultimately these more complex phases could be viewed as cation-ordered deriv-
atives of the wurtzite structure.11 These families of materials have been a key focus of research into cathode materials for Liþ or Naþ

batteries. Many undergo phase transitions to polar structures and the possibility of magnetic order in these polar materials has also
attracted interest.177,178

The fresnoite family of materials are also polar as a result of co-aligned non-centrosymmetric units (Fig. 14). The mineral fres-
noite, Ba2TiSi2O8, consists of layers of corner-linked TiO5 square-based pyramids and SiO4 tetrahedra separated by Ba2þ ions. Their
polar structure (of P4bm symmetry) with polar axis along c, perpendicular to the layers, gives rise to their piezo- and pyroelectric
behavior,179 and ferroelectricity reported more recently.180 A pyroelectric vanadate analog has also been reported for which it
was not possible to switch the polarization.181

(A) (B)

Fig. 13 Illustration of (A) the low temperature polar (Pmn21) phase of Li3PO4 and (B) the high temperature non-polar (Pmnb) g phase of Li3PO4. Li,
P and O sites are shown in green, purple and red, respectively.

Fig. 14 Illustration of crystal structure of fresnoite Ba2TiSi2O8. Ba, Ti, Si and O sites are shown in green, blue, purple and red, respectively.
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5.11.3.3.1.1 Brownmillerites
The brownmillerite phases are an interesting class of polar materials. They have general formula A2B2O5 are a vacancy-ordered
perovskite-related structure (an ordered model of ABO2.5 composition).182 Their ideal high symmetry structure is of Imma
symmetry and is built from alternating layers of corner-linked BO6 octahedra and layers of BO4 tetrahedra (Fig. 15). There are
several possible cooperative rotations of the BO4 tetrahedra including two polar ordering patterns, giving phases of Ima2 and
Pmc21 symmetry with in-plane polarization.183,184

In terms of composition, the brownmillerite phases are fairly flexible accommodating a range of pblock and transition metal
cations on the B site, often with ordering of the different B cations from layer to layer depending on their preference for octahedral
and tetrahedral coordination environments. The relative stability of the polar and non-polar structure types is not yet fully under-
stood but is thought to depend on factors including the distance between the tetrahedral layers and the distortions of the tetrahedral
layers.185 Several brownmillerites and closely-related phases show long-range magnetic order have been prepared, giving the possi-
bility polar and magnetic behavior186,187 and even of magnetoelectric coupling (see Section 5.11.3.5) in these systems.188

5.11.3.3.2 Heteroleptic units
The potential to lower symmetry (e.g., to give a unique polar axis, or to break inversion symmetry) by anion-ordering in mixed
anion materials has been highlighted recently.170,171 This can be illustrated by considering a tetrahedral unit MX4 (Fig. 16). For
equivalent anions (or ligands) X, the MX4 unit is non-centrosymmetric but does not have a unique polar axis. However, as soon
as more anions are introduced e.g. MX3Q, MX2Q2 or MXQ3, a polar axis can be identified (Fig. 16).

Similarly for octahedrally coordinated cations, the octahedral MX6 unit is non-polar and noncentrosymmetric, but introducing
a second anion in an ordered fashion will lower the symmetry and, depending on the isomerism, may break inversion symmetry
and could make the MX6� xQx units polar (Fig. 17).

189–191

For these strategies to work on a macroscopic scale, long-range order of the anions is needed. Some synthetic routes such as top-
otactic or topochemical reactions may favor anion order.192,193 For example, the low-temperature fluorination reactions of layered
oxides194–196 often introduce F� ions into apical anion sites,197–199 or anion vacancies (even if this leads to further structural

Fig. 15 Illustration of the perovskite-derived nature of the “ideal” brownmillerite structure A2B2O5 (Imma symmetry) with ordered oxide vacancies;
relaxation of the structure would allow tilting of the dark blue BO6 octahedra light blue BO4 tetrahedra.

Fig. 16 Schematic showing a homoleptic MX4 unit with a single type of anion ligand, and below, heteroleptic MX3Q, MX2Q2 and MXQ3 units. The
cation is in blue and the anions/ligands are in red and yellow.
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rearrangements).200 These low-temperature reactions to modify the anion sublattice have played an important role in tuning prop-
erties including superconductivity and magnetism.197,201,202

Aside from these mixed-anion systems prepared by two-step synthetic routes, anion-ordered products can also be prepared by
direct solid state reactions, with long-range anion-order more likely if the two anions favor different bonding environments for
example, if they differ significantly in size and/or in charge. Oxychalcogenides, containing oxide ions as well as a larger group
16 anion such as a sulfide, selenide or telluride, illustrate this, often forming layered structures allowing quite different bonding
environments for the anions of different character.203 This can favor segregation of anions to give homoleptic cation coordination
(e.g., “harder” cations in insulating oxide layers and “softer” actions in more covalent chalcogenide layers) leading to important
optical, electronic and thermoelectric properties,204,205 but not giving polar heteroleptic units. On the other hand, careful choice
of cation and anion combinations can be used to design anion-ordered materials built from heteroleptic units as discussed in
the following sections.

Oxychalcogenides:Oxychalcogenide examples in which this strategy gives polar materials include CaFeSO206 (and isostructural
AZnSO (A ¼ Ca, Sr)207,208 and CaCoSO209) which containsMS3O tetrahedra linked via three S2� corners with the O2� apex point-
ing down (Fig. 18) to give hexagonal structures with polarization along the six-fold axis. Although some of this family are optically
active, their pyroelectric effect is small and the polarization has not been switchable.207 A more three-dimensional connectivity of
ZnS3O tetrahedral gives polar SrZn2S2O (Fig. 18) and in addition to its high second-harmonic generation intensity,210 it also shows
promise as a photocatalyst.211 This is exciting because it has been demonstrated that combinations of anions can tune a material’s
optical bandgap but theory work has also highlighted the potential for polar mixed-anion materials to show enhanced electron–
hole separation, making polar mixed-anion systems a focus for current research on photocatalysts and photovoltaics.212

Fig. 17 Schematic showing a homoleptic MX6 unit with a single type of anion/ligand, and below, heteroleptic MX5Q, MX4Q2 and MX3Q3 units. The
cation is in green and the anions/ligands are in green and yellow.

(A) (B) (C)

Fig. 18 Illustration of the crystal structures of (A) polar CaFeSO, (B) polar SrZn2S2O and (C) the non-polar structure of BaCoSO. Ca, Sr and Ba ions
are in green Fe, Zn and Co ions are in blue, and O and S ions are in red and yellow, respectively.
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However, as noted in Section 5.11.3.1 when considering the preference for polar coordination environments around some d0

and ns2np0 cations, whilst this might give rise to local dipoles in individualMX4� xQx units, it is still challenging to design materials
in which these units are packed in a polar manner to give a macroscopic polarization. Having identified polar heteroleptic units,
most crystal structures containing them will be centrosymmetric and non-polar. As an example, BaMSO (M ¼ Co, Zn) has similar
stoichiometry to the AMSO phases noted above but the cation combinations give different coordination polyhedra and connectivity
resulting in non-polar structures (BaCoSO and BaZnSO adopt structures of Cmcm symmetry).209,213

First row anions: Turning now toward first-row anions, the differences in size between nitride (N3�), oxide (O2�) and fluoride
(F�) ions is much less than between the group 16 anions discussed above and so any anion-ordering in oxynitrides and oxyfluorides
(and in the nitride-fluoride Ce2MnN3F2�g)

214 may be less pronounced and must be largely due to differences in covalency. Attfield
summarizes the size, change and covalent B–X (B ¼ cation; X ¼ N3�, O2�, F�) bond lengths, highlighting the importance of B dp–X
pp interactions for the more covalent anions.215 The covalency decreases across the row (as expected in terms of electronegativity)
B–N > B–O > B–F216 which is reflected in bond lengths increasing across this series. B–O bonds are, on average, shorter than B–F
bonds which often leads O2�/F� order in oxyfluorides. This effect is more subtle in oxynitrides and some degree of disorder (or
correlated order) is often observed,215 leading to more complex physical properties.

Oxynitrides: The key driving force for anion order in oxynitrides are the B dp–X pp interactions, particularly for the many high-
valent d0 B cations such as Ti4þ and Ta5þ. These interactions will be stronger if the more covalent N3� ligand is trans to a less strongly
covalent O2� ligand. For octahedrally coordinated cations (as found in the ABO2N and ABON2 perovskite oxynitrides), this favors
cis-BO4N2 and –BO2N4 units (e.g., Fig. 17).

215 However, this local preference rarely gives rise to long-range crystallographic order in
most perovskite oxynitrides and instead, correlated order emerges, comprising cis-anion chains.217 This correlated anion order plays
a role in directing the tilts of the BO6 � xNx units.

217

Many of the high valent d0 cations undergo out-of-center displacements (ascribed to either electrostatic effects and/or the SOJT
mechanism) in the perovskite oxynitrides.216,218 However, in contrast to the pure oxides, the lack of complete order on the anion
sublattice is thought to disrupt long-range correlations between these polar displacements.218,219 This limits the length scale of any
polar regions and is thought to give rise to polar nanoregions220 and relaxor ferroelectric behavior. Controlling the anion order by
epitaxial strain has the potential to give larger polar (and perhaps even ferroelectric) domains.221

It’s interesting to contrast these disordered oxynitride perovskites with the anion-ordered (hexaongal) perovskite BaWON2. In
BaWON2, N

3� and O2� ions order to give fac-WO3N3 units. The W
6þ ions are displaced along the polar hexagonal axis driven in

part by W6þ�W6þ repulsion (across shared faces) but also due to the strong SOJT effect for W6þ ions coupled with the more cova-
lent W–N bonds (cf M–O bonds).222 The two strategies, the SOJT W6þ ion and the polar anion-ordering, working in tandem give
BaWON2 a polar structure.222

Oxyfluorides: The similar X-ray and neutron scattering lengths of oxide and fluoride ions223 makes it difficult to distinguish
between these anion sites and to indentify O/F ordering in oxyfluorides. Analysis (often of neutron powder diffraction data) using
Bond Valence Sum analysis224,225,190 or Madelung energy calculations226 are often used, as well as solid state NMR to identify 19F
sites, or electron diffraction.227

As for the oxynitrides, O/F order in isolated BXn units is predominantly driven by optimizing B dp–X pp interactions and iso-
lated fac-BO3F3 units are often favored. This is observed in the A3BO3F3 materials in which non-cooperative tilting and orientational
order of fac-BO3F3 units are responsible for the polar (and ferroelectric) behavior in these systems.34

However, many crystalline solids are not built from isolated BXn units and the challenges associated with preparing oxyfluorides
in which dipoles in BXn units are co-aligned (rather than cancel) have been explored, highlighting the need to consider bonding
beyond the BXn units. Fry et al. were able to prepare LiNbO3-related materials (Na, Ag)BO3F3 (B ¼W, Mo) with orientational
ordering of fac-BO3F3

3� units due to ordering of hard and soft Naþ and Agþ ions (Fig. 19).228 This takes advantage of the different
coordination preferences of these counter cations and although these LiNbO3-related materials are non-polar, Gautier et al.
explored this approach with a view to designing new noncentrosymmetric (and polar) materials.229

Some oxyfluorides have been shown to have some anion-order but despite their long-range crystal structures being described by
centrosymmetric space groups, some physical properties point toward polar behavior.230,231 This again raises the question of length
scale and the possibility of short-range polar correlations.

5.11.3.3.3 Summary
Using polar structural units as building blocks can be a successful strategy to design polar materials, but it is challenging to co-align
polar units to give materials with a polar crystal structure and macroscopic polarization. This typically requires consideration of the
wider bonding in the material. However, this strategy of structure design based on polar units can give small polar regions (even if
the average structure is non-polar) leading to high permittivities and even relaxor-ferroelectric behavior. Strain engineering is an
exciting prospect to take advantage of this strategy to tune anion or vacancy ordering and give polar materials.232–234

5.11.3.4 The anion sublattice: Coupled non-polar distortions (hybrid-improper ferroelectricity)

The strategies involving the anion sublattice discussed above rely on identifying polar building units and controlling their packing
to co-align dipoles. We now turn to the hybrid-improper mechanism for ferroelectricity (and to stabilize polar structures) in which
non-polar structural distortions can couple to stabilize a polar structure.42,43 The non-polar distortions individually do not break
inversion symmetry but when both occur, they break inversion symmetry and polar displacement of cations relative to anions is
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favored. In contrast to the proper ferroelectrics discussed above such as BaTiO3 and PbTiO3 in which the polar displacement is the
primary order parameter i.e. it drives the paraelectric–ferroelectric phase transition, in hybrid-improper ferroelectrics (HIFs) it is the
coupled non-polar distortions that are the primary order parameter (and give the more significant energy stabilization). The polar
distortion is only a secondary order parameter (it is trilinearly coupled with the non-polar distortions and only occurs as a conse-
quence of other structural changes) and typically gives a smaller energy gain. (Polar distortions are often zone-centered distortion
modes (i.e. they do not lead to a larger unit cell) whilst non-polar distortions are often (but not always) zone-boundary modes that
do require larger supercells.) This change in the driving force for the paraelectric–ferroelectric phase transition is exciting because
HIFs are less reliant on d0 or ns2np0 cations for polar distortions and so this should open up the possibility of preparing polar
and ferroelectric materials with a wider compositional range (including magnetic dn transition metals). The dielectric behavior
of HIFs is also slightly different from that of proper ferroelectrics: rather than a huge peak in permittivity 3at the ferroelectric–para-
electric phase transition temperature TC as observed for proper ferroelectrics, HIFs show little temperature dependence of 3below
the transition and it falls to zero at TC.

42,235 The energy surface for HIFs also differs from the double well potential shown in Fig. 4
and instead consists of a single well.236 This implies that to switch the polarization requires reversing the two non-polar distortions
(unless a lower energy route, perhaps via a metastable phase, exists), which may mean a larger energy barrier to switching polar-
ization in HIFs.

This hybrid-improper mechanism was first identified in artificial superlattices of oxide perovskites42 but the layered nature of
many of the perovskite-related families discussed in Section 5.11.3.1.2.2 is also compatible with the symmetry requirements to
give polar structures.237

5.11.3.4.1 Hybrid-improper mechanisms in Ruddlesden-Popper phases
The Ruddlesden-Popper (RP) series are structurally similar to the Aurivillius materials discussed in Section 5.11.3.1.2.2.1 in that
both have ideal high symmetry (paraelectric) phases of I4/mmm symmetry, and the perovskite-like blocks are staggered (offset
by (½a ½b)). This means that they are qualitatively similar in terms of the symmetries of possible distortions. The structures differ
in that the perovskite-like blocks in the RP phases are separated by rocksalt layers (Fig. 8) and fewer RP phases contain ns2np0

cations such as Bi3þ, Pb2þ.
Benedek and Fennie first highlighted the hybrid-improper nature of the polar structures observed for n ¼ 2 RP phases Ca3Mn2O7

and Ca3Ti2O7.
43 They have a polar ground state of A21am symmetry and (as for the n ¼ 2 Aurivillius phases, Fig. 9) this A21am

model allows in-plane polar displacements (G5
�) as well as tilts of the MnO6 or TiO6 octahedra about an in-plane axis (a�a�c0,

X3
�) and about the stacking axis (a0a0cþ, X2

þ). However, in contrast to the Aurivillius phases discussed above which are proper
ferroelectrics, in the RP phases the polar displacement is not favorable in the absence of the octahedral tilts. Instead, it is these tilts
which give the larger energy gain and stabilize the polar displacements.43 Pitcher et al. have demonstrated how the octahedral tilts in
the n ¼ 2 RP phases can be tuned by careful choice of A cation to stabilize the ideal I4/mmm structure, the Amam structure (a�a�c0

or X3
�; the intermediate structure discussed for even-layer Aurivillius phases), or the polar A21am phase (a�a�cþ,

X3
� þ X2

þ þ G5
�).238 Computational studies have investigated possible mechanisms for switching the polarization in these

n ¼ 2 RP phases239 and their ferroelectric nature has been demonstrated experimentally.240

The majority of RP phases do not adopt polar structures and designing newHIF RP phases requires careful control of electrostatic
(e.g., relative ionic sizes) and electronic factors. The RP phases Sr3Zr2O7 and (Ca,Sr)3Sn2O7 adopt polar A21am ground states and
undergo a series of structural phase transitions (involving changes in octahedral tilts) on warming.241,242 Computational studies
reveal the small differences in energy for the various tilt modes and both have metastable non-polar phases only a little higher

Na

Ag
Mo

F
O

Fig. 19 Crystal structure of LiNbO3-related Na1.5Ag1.5MoO3F3 with ordered fac-BO3F33� units and ordering of Naþ and Agþ cations (Ref. 227). Na,
Ag, Mo, O and F ions are shown in green, gray, blue, red and orange, respectively.
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in energy than the polar ground state241,242 (reminiscent of Bi2W2O9, Section 5.11.3.1.2.2.1). This highlights the delicate balance
between competing polar and antipolar structures in these hybrid-improper systems.

The similarities between the RP and Aurivillius families are quite striking, with equivalent A21am (a� a�cþ) ground states for
many polar n ¼ 2 phases. The RP and Aurivillius structures are closely related an inserting anions (e.g., F�) into interstitial sites
in the A3B2O7 RP rocksalt layers converts them into fluorite-like [A2F2] layers (analogous to the [Bi2O2]

2þ layers in Bi3� xAxB2O9

Aurivillius phases). Hayward et al. have shown how (oxidative) fluorine insertion into n ¼ RP phases such as La2SrCr2O7 and
La3Ni2O7 plays a structural role in both introducing these fluorite-like layers, and by tuning tilts as the relative sizes of cations
are changed (the B cations are typically oxidized in these reactions). However, the subtle differences in energy between very similar
tilts means that it is challenging to globally break inversion symmetry.243,244

The key differences between the polar RP and Aurivillius families of materials are the relative energies of the tilt and polar distor-
tions. In the proper ferroelectric Aurivillius phases, the polar distortions are the dominant driving force at the ferroelectric transition
temperature and are the order parameter for this phase transition. In contrast, for the hybrid-improper RP phases, it is the tilts that
drive the phase transition. The balance between these mechanisms can be tuned by choice of cations in A2LaTaTiO7 RP phases,245

suggesting that these mechanisms may be at either ends of spectrum and that competing electronic and electrostatic factors deter-
mine this balance.246

5.11.3.4.2 Hybrid-improper mechanisms in Dion-Jacobson phases
The perovskite-related Dion-Jacobson (DJ) phases (Section 5.11.3.1.2.2.2, Fig. 9), have attracted a lot of attention for their HIF
properties. The parent high symmetry structure is of P4/mmm symmetry and the various tilts and resulting symmetries have
been tabulated.247 Benedek’s theoretical work highlighted the potential of the n ¼ 2 DJ phases as HIFs, with the coupled octahedral
tilts (a�a�c0 (M5

� irrep) and M2
þ (a0a0cþ irrep)) stabilizing the in-plane polar (G5

�) displacements.117 Zhu et al. have explored the
role of cation size to tune tilts in A’NdB2O7 (A’ ¼ Cs, Rb; B ¼ Nb, Ta) n ¼ 2 phases,248,249 and cation exchange reactions allowed
effects of smaller Naþ and Liþ interlayer cations to be investigated.250 Not only can these phases be engineered to give polar struc-
tures, but Asaki et al. and Chen et al. have demonstrated that the polarization is switchable, confirming their ferroelectric
nature.121,251

Vascos et al. carried out studies on the n ¼ 3 DJ phases CsLn2Ti2NbO10 (Ln ¼ La, Nd) and although structural characterization
gave evidence for similar tilts and distortions to the related CsBi2Ti2NbO10 (Section 5.11.3.1.2.2), in the La and Nd analogs these
distortions are not correlated over such long length scales.246 Replacing Bi3þ with lanthanide La3þ and Nd3þ ions changed the rela-
tive energies of these distortions making the lanthanide analogs hybrid-improper, again suggesting that within this family of mate-
rials, it is possible to tune between proper and hybrid improper mechanisms.245,246 However, as noted in Section 5.11.3.3.2 for the
mixed-anion systems, the lack of long-range order in the oxide lattice in CsLn2Ti2NbO10 (Ln ¼ La, Nd) gives only short-range polar
correlations, reminiscent of some relaxor systems.246

5.11.3.4.3 Summary
In the hybrid-improper systems discussed here, the polar phases are stabilized by electrostatic effects, similar to the geometric ferro-
electrics described in Section 5.11.3.1.3. The ability to tune between proper and hybrid-improper mechanisms within both the RP
and the DJ families of materials illustrates that the bonding in these systems falls between the extremes of purely ionic and purely
covalent, and that slightly different microscopic origins are better suited to describe materials depending on where their bonding
falls along this spectrum. The structural disorder (from competing structural distortions) gives short-range polar regions in
CsLn2Ti2NbO10,

246 similar to those resulting from the lack of long-range anion order in some mixed-anion systems discussed in
Section 5.11.3.3.2, again raising the issue of length scale in polar materials. Other classes of ferroelectrics have also been described
for with the polarization p is not the primary order parameter including pseudo-proper and triggered, and readers are referred to
more focused texts.252

5.11.3.5 Magnetoelectrics

The strategies described above to design polar materials rely on changes in the crystal structure (atomic displacements, or site occu-
pancies in the case of the cation- or anion-ordered phases) to break inversion symmetry and give polar structures. In this final
section, we focus on materials for which long-range magnetic order gives rise to a macroscopic polarization.253,254

5.11.3.5.1 Introduction to magnetic order
Magnetic moments, usually associated with unpaired electrons, can orient in an ordered fashion below amagnetic ordering temper-
ature to give ferromagnetic (FM), antiferromagnetic (AFM) or ferromagnetic phases. In ferromagnets, magnetic moments (or
“spins”) are aligned parallel, giving a macroscopic magnetization analogous to the polarization observed in a ferroelectric. In anti-
ferromagnets, moments are oriented antiparallel (moments cancel one another going no overall magnetization). Materials with
antiferromagnetic coupling between moments, but with incomplete cancelation of moments (e.g., due to AFM coupling between
inequivalent sublattices, or systems in which moments are slightly canted off-axis in the same direction) have a small net magne-
tization and are referred to as ferrimagnets.11 These long-range magnetic structures result from the interactions (e.g., exchange
interactions) between magnetic ions as well as the magnetic properties of individual ions (e.g., magnetocrystalline anisotro-
py)12dseveral competing interactions can give rise to complex magnetic structures.
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5.11.3.5.2 Introduction to magnetoelectrics
Multiferroic materials, which combine two or more ferroic orders (ferroelectric, ferromagnetic, ferroelastic and ferrotoroidal) are
a huge topic of research and magnetoelectric materials, in which magnetic and dielectric properties are coupled, are relevant to
our discussion.13 Multiferroics (or specifically magnetoelectrics for our discussion) can be classified as Type 1 or Type 2.255 Type
1 materials are often ferroelectric materials in which magnetic order is also observed i.e. the two ferroic orders have different origins
and are weakly coupled. BiFeO3 (see Section 5.11.3.1.2.1) is a good example of a Type 1 multiferroic, with ferroelectric order result-
ing from the ns2np0 Bi3þ ions (ferroelectric TC ¼ 1103 K) whilst the magnetic order arises from the Fe3þ sublattice (TN ¼ 643 K),
with only weak coupling between these orders. The popularity of the SOJT (hybridization)-based mechanisms for designing polar
materials (Section 5.11.3.1)dparticularly those relying on d0 transition metals, explains why there are relatively few magnetoelec-
trics,256 highlighting the importance of alternative strategies for designing new polar and magnetic materials. Many polar materials
are known in which magnetic order can give a change in crystal structure and therefore a change in polarization, and this magne-
toelectric coupling gives the potential for magnetic field control of polarization (and vice versa).257–259

Type 2 materials have strong coupling between (ferro)magnetic and ferroelectric ordersdthe ferroelectric polarization comes
about as a result of the magnetic order and the consequent changes in symmetry. These “spin-driven”magnetoelectrics are therefore
“improper” ferroelectrics (the magnetic ordering is the primary order parameter) and will be our final focus.253,254

Often, long-range magnetic structures can be described by a magnetic unit cell which is commensurate with the nuclear (or
crystal structure) unit cell. Whilst the symmetry of the nuclear structure is described by one of 230 (Fedorov) space groups, commen-
surate magnetic structures are described by one of 1651 magnetic (Shubnikov) space groups, with the additional anti-symmetric (or
time reversal) symmetry operation that can reverse the sign (i.e., the direction) of a magnetic moment at a point.260 A discussion of
the effect of geometrical symmetry elements in conjunction with time reversal symmetry is beyond the scope of this chapter and
readers are referred to more specialist texts.13 As discussed in Section 5.11.2.4, there are symmetry requirements for polar (and ferro-
electric) materials and therefore there are some magnetic symmetries that are compatible with magnetoelectric coupling and can
give rise to polar structures.13,261 These are perhaps presented most accessibly by Perez et al.44,262 (Coupling between magnetic
and structural orders has also been explored for specific systems such as cation and anion ordering and tilts in magnetic perov-
skites.263) Rather than explore the theoretical background and symmetry requirements, it might be more instructive in our discus-
sion to focus on three microscopic mechanisms for spin-derived ferroelectricity as outlined by Tokura et al.,254 with reference to
relevant families of materials.

5.11.3.5.3 Magnetostriction-driven polarization
In systems with only symmetric exchange interactions between pairs of magnetic sites (or spins), there is a tendency toward a spin-
Peierls distortion in which pairs of spins form dimers, giving chains with alternating long and short spacings between spins (as in
BaFe2Se3).

264 Depending on the underlying nuclear structure, this magnetostriction-driven distortion can result in a polarization
along the chain direction. If the spins are identical, no polarization results; for inequivalent spins (e.g., with charge-order, or cation
order along the chain), this distortion can give a polarization. The behavior and magnetic phase diagrams of the magnetoelectrics
LnMn2O5 (Ln ¼ lanthanide cation e.g. Tb3þ)265 are complex255 but this magnetostriction mechanism is thought to be largely
responsible for the polarization in these systems.266

Magnetostriction is although thought to be the mechanism behind the polarization in Ca3CoMnO6. This cation-ordered oxide
adopts a nuclear structure of R-3c symmetry and is composed of pseudoone-dimensional chains of alternating CoO6 trigonal prisms
and MnO6 octahedra along the trigonal c axis (Fig. 20). Below �16.5 K, Ca3CoMnO6 orders antiferromagnetically with Co2þ and
Mn4þ spins parallel to the c axis in an [[YY pattern (Fig. 20), which gives a polarization along the c axis.267

Fig. 20 Crystal structure of Ca3CoMnO6 and Ising chain showing Co2þ and Mn4þ moments along c in an [[YY pattern, with Mn4þ sites shifted
along [001] due to magnetostriction as indicated by blue arrows.

Designing new polar materials 267



5.11.3.5.4 Spin-current driven polarization
An electronic explanation of this mechanism involves some spin-polarized charge transfer in the magnetic ion–ligand–magnetic ion
bond, giving an electric dipole perpendicular to the magnetic ion–magnetic ion chain direction. An alternative, more ionic expla-
nation involves the spin-orbit interaction between two canted spins. In a non-centrosymmetric material the Dzyaloshinsky-Moriya
(DM) interaction (a spin-orbit interaction, also referred to as an antisymmetric exchange interaction) will tend to lead to some
canting of neighboring spins and this, combined with some exchange striction (combined referred to as the inverse DM interaction)
will tend to displace the ligand away from the magnetic ion–magnetic ion chain direction. This will give rise to some polarization
perpendicular to this spin chain direction.254,255 The polarization in TbMnO3 and related materials is often ascribed to this mech-
anism: the low temperature transverse cycloidal magnetic structure observed below 28 K (propagating along b, with spins in the bc
plane) gives rise to a polarization along c.268,269

5.11.3.5.5 Metal-ligand hybridization driven polarization
This final mechanism is often at play in triangular AFM arrays, and other arrays in which magnetism is geometrically frus-
trated.254,270 This magnetic frustration (even if only symmetric exchange interactions are active) can give rise to helical and other
non-collinear structures. Whilst helical structures are not intrinsically polar, depending on the symmetry of the underlying crystal
structure, a polarization may arise from the long-range magnetic order. Skyrmions and related phenomena can also arise in such
systems, depending on symmetry.271 Themagnetoelectric coupling in ironmolybdate RbFe(MoO4)2 can be explained by this mech-
anism: it adopts a trigonal crystal structure with layers of Fe3þ ions in the ab plane separated by Rbþ and anti-aligned MoO4 tetra-
hedra. At room temperature, the structures is of P3m�1 symmetry but on cooling to 190 K, it undergoes a structural (ferroaxial) phase
transition to P�3 symmetry, giving two inequivalent interlayer Fe–O–Fe interactions. When Fe3þ magnetic moments order below
4 K, they lie in the ab plane but the inequivalent interlayer exchanges causes themoments to rotate from layer to layer giving a helical
magnetic structure. This results in a polarization along c (the stacking direction and axis of the helix).255,270,272

5.11.3.5.6 Summary of spin-driven polarization
The symmetry requirements for magnetoelectric coupling result in a wide variety of magnetic materials with the potential to give
spin-driven polarization. Some key structural and magnetic features have been identified that could be used as design principles for
new materials (such as charge- and cation-ordered chains, non-centrosymmetric crystal structures with the potential for spin-orbit
interactions, and triangular and other frustrated arrays). However, the complexity of the magnetic structures discussed here (and the
underlying exchange interactions that give rise to them) make it clear that exploration of the microscopic mechanisms described
here will uncover further promising topologies and magnetic characteristics.

5.11.3.6 Future directions

Many applications of polar (and ferroelectric) materials require the material to be electrically insulating (see Section 5.11.2.1) and
that’s the case for the majority of materials presented here. However, Anderson and Blount predicted, on the basis of Landau’s
theory of phase transitions, metallic systems might also undergo structural phase transitions to polar phases (analogous to para-
electric–ferroelectric phase transitions).273 This was realized in 2013 for LiOsO3 which was observed to undergo a structural phase
transition analogous to that of ferroelectric LiNbO3 (see Section 5.11.3.2.1.1) and soon after, Puggioni and Rondinelli proposed
amicroscopic mechanism to stabilize polar structures in metals, involving weak coupling between the relevant polar distortions and
the electrons at the Fermi level.274 This has motivated further research on polar metals.275 The first example of switchable polari-
zation in a bulk metallic system is in WTe2.

276 It adopts a layered orthorhombic structure and the switching mechanism involves
interlayer charge transfer,277 although it is not yet fully understood. Research into polar metals is a topical and growing field and no
doubt more such materials will be predicted and discovered in the near future.278

5.11.4 Experimental methods

This chapter has focused on strategies for designing polar materialsdthe step likely to take place before experimental work begins.
However, it’s useful to end with some notes and pointers about experimental considerations, including synthesis and sample prep-
aration, as well as materials characterization methods.

5.11.4.1 Synthesis methods and sample preparation

The materials discussed here encompass such a wide range of materials classes that it is beyond the scope of this chapter to cover the
various synthesis methods that are relevant. Instead, readers are referred to more focused reviews on inorganic synthesis11,279–281 or
on particular classes of materials:

• Oxyfluorides: as discussed above, these can be prepared in single-step solid state reactions but also by low-temperature top-
ochemical routes, as well as solvothermal and hydrothermal methods.202,282,283
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• Oxynitrides: key synthetic methods such as ammonolysis and N2 reactions, as well as lower temperature topochemical reactions
are described by Fuertes.219,284

• Oxychalcogenides: these are typically made by solid state reactions of elements and oxide/chalcogenide reagents285,286 or
precursors287 in evacuated and sealed ampoules, but flux or molten salt,288,289 topotactic290 andmechanochemical291,292 routes
are also effective.

• High pressure synthesis: high pressure synthetic routes293,294 are needed to access many of the cation-ordered corundum-
derived materials,40 but similar methods have also been employed to synthesize oxychalcogenides.295

This chapter has focused on the intrinsic properties of bulk materials but the properties of thin films can often be quite different.
Strain engineering opens up the possibility to tune structure (e.g., in the mixed-anion systems232–234) and therefore to optimize
properties.296–298

In addition to the intrinsic properties that can be predicted from the crystal structure, the role of microstructure (grain and grain
boundaries, domain structures) is often key to understanding observed physical properties and cannot be overlooked.299,300

Synthesis conditions (including sintering temperature and time) can often be optimized to prepare dense ceramics for dielectric
measurements for example, and care should also be taken in thinning and polishing samples and in preparing electrodes.301–304

5.11.4.2 Structural characterization

This chapter has focused on the structural chemistry of polar inorganic materials and it is worth considering how to investigate the
crystal structures of such materials. Single crystal diffraction techniques perhaps offer the best opportunity to solve structures but it
can be hard to grow high quality crystals of complex materials. Powder diffraction can also be used to solve crystal structures,305 and
more commonly, to refine models306 (even as a function of temperature or applied field307).

Diffraction using X-rays, neutrons and electrons give complementary information and it is useful to consider the advantages and
limitations of each. X-ray diffraction is often the most accessible structural characterization method and typically requires relatively
small samples. X-rays are scattered by the periodic electron density in a crystalline material and so are most sensitive to heavy, elec-
tron dense atoms and ions, but lighter elements (e.g., oxygen, particularly alongside much heavy elements) scatter X-rays more
weakly. This can make it challenging to determine the positions of light elements (necessary for exploring the hybrid-improper
ferroelectrics in which the oxygen positions are of particularly importance for determining octahedral tilts) and associated bond
lengths.

Neutron diffraction usually requires larger samples and longer data collection times than equivalent X-ray diffraction experi-
ments, and access to neutron beam time at central facilities is competitive. Neutrons are scattered by the atomic nuclei and so there
is no systematic variation with atomic size.308 This means that unlike X-rays, neutrons can usually distinguish between neighboring
elements on the periodic table (although sadly oxygen and fluorine have very similar neutron scattering lengths223) and, analyzed
alongside X-ray diffraction data, can be very powerful for investigating cation ordering.309 Further, neutron diffraction is likely to be
relatively more sensitive to the positions of light atoms than X-rays (making neutron diffraction indispensable for investigating octa-
hedral tilts in perovskite-related phases112,248) and often gives more reliable atomic displacement parameters.

In addition to being scattered by atomic nuclei, neutrons also have a small magnetic moment and so magnetic Bragg diffraction
can result from neutron scattering from ordered magnetic moments in a crystalline material. Magnetic neutron diffraction is there-
fore a key technique to determine magnetic structures308 and the ability to study changes in crystal structure and magnetic structure
concurrently using the same technique has been important to understand magnetoelectric coupling mechanisms.149,255

A limitation of diffraction methods in characterizing polar materials is the difficulty of distinguishing between polar and closely-
related non-polar structural models. In most diffraction experiments, the diffraction wavelength used is much less than that of the
absorption edges of elements in the material, and so Friedel’s Law holds which states that the intensity of hkl and –h-k-l reflections
are equal. This has the consequence that centrosymmetric and related non-centrosymmetric models will have the same systematic
absences and cannot be distinguished between simply by indexing. Depending on the magnitude of any distortions that break
inversion symmetry, diffraction patterns for the centrosymmetric and non-centrosymmetric models will differ in terms of peak
intensities and it may be possible to suggest one model in preference of another, but this decision often comes down to fitting statis-
tics. If the diffraction wavelength is close to an absorption edge of the sample, then resonant scattering (or anomalous scattering)
can occur and Friedel’s Law no longer holds.37,310

The interactions between electrons and matter are very strong and so electron diffraction data can be collected from very small
samples or regions of samples, although this can result in the electron diffraction data not being truly representative of the bulk
sample. Electron diffraction data can be very helpful for indexing and determining unit cell size and symmetry as long as multiple
diffraction is taken into account. Dynamical effects can make data analysis challenging, although recent developments are working
toward making even structure determination possible.311 Convergent beam electron diffraction can be used to distinguish between
centrosymmetric and noncentrosymmetric crystals and can even be used to determine the direction of polarity.312

5.11.4.3 Property measurements

Ok et al. have summarized the key characterization methods for several classes of noncentrosymmetric bulk materials and so little
repetition is needed here.39 For our focus on polar materials, relevant property measurements include pyroelectric and ferroelectric,
second harmonic generation and piezoelectric measurements.

If the polarization in a polar material is not switchable, pyroelectric measurements, which typically measure the change in spon-
taneous polarization with temperature might be useful for physical characterization.313–315 To test for ferroelectricity, the change in
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polarization with electric field is measured which should give a hysteresis loop (Fig. 1) for a ferroelectric material. It is important to
demonstrate both the switchable nature of the polarization as well as its saturation. Simultaneous measurement of the switching
current can give further confidence of, and insight into, the ferroelectric behavior.316,317,318

The temperature dependence of the dielectric permittivity can give insight into mechanisms for ferroelectric behavior (e.g.,
proper vs improper) and the temperatures of phase transitions. This is perhaps best investigated by impedance spectroscopy,
with the different frequency dependence of the bulk material, grain boundaries and any electrode effects allowing these contribu-
tions to the permittivity to be identified.319–321

Because all polar materials are non-centrosymmetric, they fulfill the requirements for piezoelectricity and second-harmonic gener-
ation (SHG), although the converse isnot truednot all SHG-activeor piezoelectricmaterials arepolar (seeSection5.11.2.4). For piezo-
electricmeasurements, dense, poled ceramic samples areneededwhilst for SHGmeasurements, loosepowder samples canbemeasured
(although for phase-matching measurements, some sintering may be required to give particles of a range of sizes).39

5.11.5 Conclusions

Although not comprehensive, this chapter gives an overview of some popular strategies for designing polar structures, and in doing
so, illustrates the diversity of polar inorganic materials. Many of these strategies rely on specific microscopic mechanisms (e.g., the
hybridization associated with ns2np0 and d0 cations) and may not be universally successful in giving long-range polar structures.
This is often due to our focus being “too local,” neglecting longer-range interactions and bonding considerations that may compete
with polar distortions. Our strategies can therefore result in materials which have locally polar (or non-centrosymmetric) regions,
despite the average structure being centrosymmetric and non-polar.

Although this disorder may not always be our intended goal, it might be sought after322 for specific functionalities such as
frequency-dependent and relaxor properties. On the other hand, this disorder might be minimized in two-dimensional or artificial
superlattice materials,323 or by strain engineering in films.

The wide range of mechanisms to stabilize polar structures, particularly those resulting from recent theory and computational
studies, has emboldened inorganic chemists to design polar materials of much greater compositional variety. This is particularly
exciting in the search for new magnetoelectric phases and polar metals, and will no doubt result new classes of polar materials.
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Abstract

MAX phases and their two-dimensional siblings MXenes are large, and rapidly growing, classes of materials, that present
a huge playground for theoretical and experimental (inorganic) chemists and transcend into multiple adjacent disciplines,
such as materials science, solid-state physics, engineering, molecular chemistry and biomedicine. More than 155 MAX
phasesdlayered ternary carbides or nitrides (e.g., Ti2SiC, Cr2AlN), that crystallize in a hexagonal crystal structuredhave been
synthesized so far and more combinations of early transition metals (M), main group elements (A), and carbon/nitrogen or
both have theoretically been predicted (either as ternary compounds or quaternary solid solutions). This invites extensive
and diverse activities in the field of materials syntheses, which enable the preparation of new members of the MAX phase
family, lead to innovative processing methods to achieve clever MAX phase microstructures and morphologies, and with that
open up the path to new functionalities of these metallic ceramics/ceramic metals.

Furthermore, they are the precursor for their 2D analogs (MXenes), that are obtained by selective removal of the A
element (mostly Al and Ga) and subsequent delamination of the atomically-thin carbide/nitride sheets. Due to their 2D
nature, MXenes exhibit many similarities to graphene while being conductive, mechanically robust, and chemically more
flexible.

5.12.1 Introduction to MAX phases and MXenes

MAX phases are ternary transition metal-based carbides, nitrides and carbonitrides, that were first synthesized and structurally char-
acterized by Kudielka and Rohde (Ti2SC, Zr2SC)

1 and Jeitschko, Nowotny et al. in the 1960s.2,3 Similar to other large families of
inorganic materials, such as intermetallic Heusler or Laves compounds, MAX phases are chemically diverse leading to more than
150 known members which includes corresponding solid solutions and ordered quaternary phases. In their general chemical
formula Mn þ 1AXn (n ¼ 1, 2, 3),a M, A and X represent an early transition metal (e.g., Ti, V, Cr, etc.), a main group element mostly
from groups 13 and 14 (e.g., Al, Si, Sn, etc.) and carbon, nitrogen or a mix of both, respectively (see Fig. 1). The number of exper-
imentally realized MAX phases has grown significantly since their discovery in the 1960s and many new members are expected to
emerge in the future. According to a recent review article, 14 M elements and 16 A elements have been incorporated into in these
compounds.4 The vast majority of MAX phases are carbides, yet less than 15 “full” nitride MAX phases have been experimentally
realized so far.

Despite the successful initial studies of H-phasesdas they were called at the timedtheir properties remained largely unexplored.
Almost 40 years later, Barsoum et al. revived this class of materials by focusing on the unique mechanical properties and coined the
name MAX phases. They found that all MAX phases behave like metallic ceramicsdor ceramic metalsdbased on the unique

aHigher MAX phases with n > 3 have also been reported, however, typically not as a phase-pure sample.
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combination of high electronic and thermal conductivity and properties typically found for ceramics, such as high-temperature and
corrosion resistance.5,6 These properties are the consequence of their crystallographic structure (nanolaminated layered solids) and
their electronic structure. The overall bonding is described as a mix of covalent, ionic and metallic and the bonding between the M
element and carbon is much stronger than the bonding between the A element and carbon. Consequentially, the A element can be
chemically etched out of the structure without destroying the carbide/nitride layers leading to a relatively young class of 2D mate-
rials, the so-called MXenes.7,8

The name “MXene” was chosen to recognize the removal of the A element from the three-dimensional (3D) parent MAX phases
as well as their similarity to the prominent 2Dmaterial graphene.9 The first member, Ti3C2Tx, was discovered at Drexel University in
2011.10 Since then, MXenes have become a large and quickly growing group within the family of 2D materials.

Note that MXenes have also been synthesized from non-MAX precursors, that are also layered carbides with a different crystal
structure. The general synthesis procedure is shown in Fig. 2.

MXenes have a unique combination of properties, including the high electrical conductivity and mechanical properties of tran-
sition metal carbides/nitrides; functionalized surfaces that make MXenes hydrophilic and ready to bond to various species; high
negative zeta-potential, enabling stable colloidal solutions in water; and efficient absorption of electromagnetic waves, they can
also store energy much faster than carbon and other materials used in current batteries and supercapacitors and are printable
onto almost any surface without any additives.11 The materials can be tuned through a variety of approaches, including modifica-
tion of the number of atomic layers (n), changing theM or X elements, adjusting the surface chemistry (Tx) through post-treatment
or during synthesis, size selection of MXenes and intercalation of different species into the structure.9 A big advantage is that MXenes
can be produced as single flakes or layers of 1 nm in thickness, as well as films, powders and even fibers.11 All of this makes them
interesting and promising candidates for a variety of applications. After their discovery, MXenes were first studied for electrochem-
ical energy storage (e.g., batteries, capacitors) and catalysis (e.g., HER, ORR, CO2 reduction).9,11,12 Since then, MXenes have also
been explored in the context of electromagnetic interference shielding,13 water purification,14 biosensors15, transparent conductive
electrodes.12 Besides, MXenes become an increasingly intriguing material class for biomedical research directions (e.g., photother-
mal therapy of cancer, dialysis).9

5.12.2 Structure

MAX phases crystallize in a hexagonal crystal structure with space group P63/mmc, two formula units per unit cell, and consist of
layers of alternating edge-sharing M6C octahedradas found in cubic binary carbides, such as TiCdand the A element. In so-called
211, 312 and 413 MAX phases one, two or three layers ofM6X octahedra alternate with one layer of the A element, respectively. The
unit cell parameter a is typically in the range of 3 Å, while the c unit cell parameter varies from 13 Å, 18 Å to�23 Å for the 211, 312,

Fig. 1 Periodic table of the elements highlighting the elements that are known to form MAX phases. Reproduced from Sokol, M.; Natu, V.; Kota, S.;
Barsoum, M.W. On the Chemical Diversity of the MAX Phases. Trends Chem. (2019) 1: 210, with permission from Elsevier.
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and 413 phases, respectively. MAX phases with n higher than 3 also exist, such as Ta6AlC5
16 and Ti7SnC6,

17 but are rare and poorly
characterized since they are not accessible phase-pure.

As stated above, MAX phasesdcarbides and nitridesdcan easily be doped on both, the M and the A site. Almost 50 single-site
solid solutions of MAX phases have been experimentally realized so far, even if not in the form of single-phase samples, and are
listed in a recent review article.4 Doping elements are mainly incorporated on the M site, while MAX phases doped on the A site
only account for about half of all solid solutions. Mixing between carbon and nitrogen on the X site is also possible, yet, hardly
any reports exist on the corresponding carbonitride MAX phases (e.g., Ti3Al(C0.5N0.5)2).

In many cases, the full range of solid solutions between two endmembers is accessible, for example in (Ti/Nb)2AlC, (Ti/Zr)2AlC,
Zr2(Al/Sn)C and Ti3(Si/Ge)C2. In other cases, only a limited fraction ofM/A elements can be replaced by other elements, especially
if the respective “full” MAX phase based on the doping element does not exist. This is particularly important in the search for
magnetic MAX phases, where later transition metals, such as Mn and Fe, are sought to be incorporated into the MAX phase structure.
Only one “full” Mn-based MAX phase has been synthesized so far. Ingason et al. prepared and studied thin films of Mn2GaC, the
first nanolaminated magnetic MAX phase. The morphology is crucial in this case, as the thin film synthesis is kinetically controlled
and suppresses formation of the thermodynamically stable competing anti-perovskite phase Mn3GaC. Consequentially, Mn2GaC
has not been prepared in the form of a bulk sample yet, however, solid solutions including up to 25% Mn as the doping element,
e.g., (Cr/Mn)2GeC

18 and (Cr/Mn)2AlC
19 have been successfully synthesized. Pushing the doping efforts even further, Hamm et al.

reported on the incorporation of very small amounts of Fe into Cr2AlC using a microwave heating technique.19 In all above-
mentioned phases, the M as well as the doping element are randomly distributed on the lattice site (“disordered quaternary
MAX phases”).

5.12.2.1 Ordered MAX phases

More recently, two types of ordered quaternary compounds have been added to the MAX phase family: out-of-plane (o-) and in-
plane (i-) MAX phases.

5.12.2.1.1 o-MAX
O-MAXphases canonlyoccur in the caseof 312and413phases, that containmore thanoneWyckoff site (4f/2aand4e/4f, respectively)
for theM element (in 211 phases, theM element occupies the 4fWyckoff site). In 2014, Liu et al. used the solid-state reaction between
Cr2AlCandTiC to synthesize thefirst o-MAXphase, (Cr2/3Ti1/3)3AlC2.

7 In this compound, theTi layer is sandwichedbetween twoouter
Cr carbide layers due to the Cr and Ti atoms occupying the 4f and 2a Wyckoff sites, respectively. Similar orderingdCr/V atoms occu-
pying theouter/inner layers, respectivelydwas also found in the312 (n ¼ 2) and413 (n ¼ 3) versionsof (Cr0.5V0.5)n þ 1AlCn thatwere
obtained by pressureless sintering of elemental precursors at 1400/1500 �C.8 Another example where ordering in the 312 and 413

Fig. 2 Top-down synthesis of MXenes from its MAX and non-MAX precursors by selective etching. From Anasori, B.; and Gogotsi, Y. 2D Metal

Carbides and Nitrides (MXenes): Structure, Properties and Applications. Springer International Publishing: Cham, 2019.
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compounds occurs is the Ti-Zr-Al-C system. In (Ti/Zr)3AlC2 and (Ti/Zr)4AlC3, one and two Zr layers are found to be sandwiched
between two Ti layers, respectively. Further o-MAX phases are various Mo-based compounds: (Mo2/3Sc1/3)3AlC2,

20 (Mo2/3Ti1/
3)3AlC2

21,22 and(Mo2/3Ti1/3)4AlC3
22. Fig. 3 shows the local layered structure as well as elemental ordering within (Mo2/3Sc1/

3)3AlC2. Please note that in some cases, the observed ordering is not 100% and some random mixing between the sites still occurs.
So far, only the six aforementioned o-MAX phases have been synthesized, however, more are theoretically intrinsically stable and
should be accessible. Dahlqvist and Rosén have recently conducted a theoretical study of the phase stability of quaternaryMAXphases
M!2M!!AlC2 andM!2M!!2AlC3 uponalloyingbetweenM! andM!! fromgroups 3 to 6.23 They concluded that the formationof o-MAX
phases is mainly driven by theM0 element (metal atoms closest to Al layer) not forming a rocksalt MC phase and having a larger elec-
tronegativity than Al. Chemical disorder is preferred if the size and electronegativity is similar forM! andM!! and there is only a small
difference in electronegativity ofM! and Al. The authors could confirm the stability of all hitherto synthesized o-MAX phases and pre-
dicted the existence of seven more o-MAX phases.

5.12.2.1.2 i-MAX
Even more recently, ordered structures have also been reported for 211 MAX phases. Initially found as a side phase in o-Mo2ScAlC2,
the 211 phase (Mo2/3Sc1/3)2AlC

24 shows in-plane chemical ordering of theM elements. The existence of this quaternary MAX phase
is particularly noteworthy as none of the parent compounds, Mo2AlC and Sc2AlC, are predicted or experimentally known to form.
Sparked by the initial results, the authors conducted a theoretical investigation of the Mo-Sc-Al-C system and found that the above-
mentioned stoichiometry is most stable with respect to competing phases. In contrast to o-MAX phases with a hexagonal symmetry,
this new i-MAX phase crystallizes in a monoclinic (C2/c) structure (although an orthorhombic structure (Cmcm) is energetically
almost degenerate). Scanning transmission electron microscopy (STEM) is the most significant technique to analyze the crystallo-
graphic structure and ordering of these types of phases (Fig. 4). For (Mo2/3Sc1/3)2AlC, the respective data show a clear difference
between the heavier Mo (appearing brightest) and the lighter elements Sc and Al (appearing darker). The Mo atoms have a hexag-
onal arrangement with Sc in the centers of the hexagons. The Sc atoms extend out of the Mo planes and towards the Al layers which

Fig. 3 Explored applications and properties of MXenes to date. The center pie chart shows the ratio of publications in each explored application/
property of MXenes with respect to the total number of publications on MXenes. The middle pie chart ring, with the same colors, shows the starting
year for exploration of each application/property of MXenes. NB: although there may be one or two papers published prior to the mentioned year, we
considered a year with several significant publications as the starting (breakthrough) year for each slice. The outer ring shows the ratio of
publications on Ti3C2Tx MXene versus all other MXene compositions (M2XTx, M3X2Tx, and M4X3Tx). Reproduced from Gogotsi, Y.; Anasori, B. The
Rise of MXenes. ACS Nano 2019, 13, 8491–8494.
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results in a Kagomé-like lattice of the Al atoms. This is the largest structural difference to “regular” 211 MAX phases where the A
element represents a hexagonal lattice thereby reducing the A-A coordination in i-MAX phases from six to four. Beside the STEM
analysis, X-ray diffraction data show a superstructure peak, in the case of (Mo2/3Sc1/3)2AlC at 19 degrees corresponding to an inter-
planar distance of 4.7 Å, that is the result of the chemical ordering between both M elements.

Since their discovery in 2017, the group of i-MAX phases with the general formula (M!2/3M!!1/3)2AC has quickly grown in accor-
dance with theoretical investigations that suggest more ordered MAX phases to be stable.25,26 The family of i-MAX phases now
include further Al-containing phases where the M elements M!/M!! are V/Zr,25 Mo/Y,25 W/Sc,27 W/Y,27 Cr/Sc,28 Cr/Y,28 Cr/Zr,29

and Mo/RE30 (11 rare-earth (RE) elements) as well as Ga-containing phases with Mo/Y,26 Mo/Sc,26 Cr/Sc,31 Mn/Sc.31

It is important to note that all reports on i-MAX phases stem from one group in Sweden (Rosén) and many more ordered phases
can be expected to be accessible. Based on theoretical calculations and experimental data obtained thus far, the authors formulate
a few requirements for ordering in 211MAX phases to occur: (i) a 2:1 ratio between the twoM elementsM! andM!!, (ii) a significant
size difference betweenM! and M!! whereM!! is larger, (iii) a limited amount of electrons in antibonding orbitals, and (iv) ideally
a small A element.32

5.12.2.2 MXenes

Two-dimensional (2D) transition metal carbides or nitrides can be obtained by the removal of the Aelement from ternary MAX
phases. Since the discovery of the first MXene, Ti3C2Tx, at Drexel University in 201110 they have expanded rapidly and have turned
into an extremely active field of research. They have the general formula ofMn þ 1XnTx with M ¼ early transition metal, X ¼ carbon
or nitrogen, n ¼ 1–4, and Tx ¼ surface termination groups that are mostly eO, eF and eOH and bonded to the outer M layers. In
the general structure n þ 1 layers ofM covering n layers of X in the arrangement of [MX]nM.33 The overall crystal structure of MXenes
is a hexagonal close-packed structure. However, the ordering of M atoms changes from M2X to M3X2 and M4X3. In M2X, M atoms
follow ABABAB ordering (hexagonal close-packed stacking), whereas in M3C2 andM4C3, M atoms exhibit ABCABC ordering (face-
centered cubic stacking).12

5.12.3 Stability/“Formability”/“Exfoliability”

Which MAX phases out of an elaborate pool of combinatorial possibilities form has been addressed theoretically by many
groups.34–37 The possible formation of stable MAX phases is influenced by various factors: The intrinsic stability of the structure
is determined by the Gibbs free energy being in a local minimum with respect to small deformations. In one of the earlier elaborate
studies, Cover et al. calculated the elastic properties of 240 potential MAX phases, that represented all possible combinations of
elements known to form MAX phases at the time (more than 10 years ago) and concluded that only 17 are intrinsically unstable.38

Fig. 4 (A) HR(S)TEM micrograph shows the laminated structure of the MAX phase (Mo2/3Sc1/3)3AlC2, (B) overlapping EDX elemental map for Mo,
Sc and Al. Reproduced from Meshkian, R.; Tao, Q.; Dahlqvist, M.; Lu, L.; Hultman, L.; Rosen, J. Theoretical Stability and Materials Synthesis of
a Chemically Ordered MAX Phase, Mo2ScAlC2, and Its Two-Dimensional Derivate Mo2ScC2 MXene. Acta Mater. 2017, 125, 476.
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In a more recent genomic approach, the stability, elastic and electronic properties of almost 800 MAX phases were assessed and 665
compounds were found elastically and thermodynamically stable.39 However, the successful synthesis/existence of MAX phases is
also dictated by competing phases that are thermodynamically favorable. This was taken into account by Dahlqvist et al. who
studied the stability trends of Al-containing MAX phases with M elements Sc, Ti, V, Cr, Mn and X elements C, N, respectively,
with respect to the most competing phases. They found that a maximum stability is reached around V and Ti for carbide and nitride
phases, respectively, reflecting the reported experimental results very well.34 In amore recent study, Ohmer et al. conducted a system-
atic theoretical investigation of the stability of more than 1000 211 MAX phases based on thermodynamic, mechanical and
dynamic stability criteria.37 They concluded that the convex hull plays a crucial role in accurately determining the stability of
MAX phases and that the anti-perovskite structure is the most serious competing phase for the 211 MAX phases. Furthermore,
they confirmed that a higher number of electrons in the antibonding states increases the instability,40 which is the main reason
why few/no MAX phases with medium/later transition metals (beyond Mn) exist.

5.12.4 Synthesis of MAX phases and MXenes

MAX phases can be synthesized in the form of bulk and thin film samples, and the methods differ quite significantly (see for
example41). Here, a few examples for both cases will be discussed and the reader is referred to a review article that covers42 the prep-
aration of MAX phases more comprehensively.

5.12.4.1 Bulk MAX phases

In the original work (1960s), Jeitschko et al. prepared a number of alloys by annealing mixtures of the elements in evacuated fused
silica ampoules at 1000 �C for up to 12 days.2 Revisiting this class of materials in 1997, Barsoum and El-Raghy prepared MAX phase
Ti3SiC2 by cold pressing Ti, C, and SiC (180 MPa) and subsequent hot pressing at 1600 �C for 4 h (40 MPa).43 Reactive hot pressing
was also used for the 413 nitride phase Ti4AlN3 whereas TiH2, TiN and AlN acted as starting materials.44 Besides further earlier
studies,45–47 this technique is still used for MAX phase synthesis even resulting in the preparation of hitherto unknown family
members48–50 including a recently discovered ordered i-MAX phase.29 Further examples of ordered i-MAX phases, e.g., (Mo2/
3Sc1/3)2AlC

24 and W-based compounds,27 have been prepared by the same conventional solid-state chemistry technique as origi-
nally used by Jeitschko and coworkers. Similarly, the o-MAX phases Mo2TiAlC2 and Mo2Ti2AlC3 as well as Mo2ScAlC2 were ob-
tained by heating of elemental powders mixtures at 1600 �C and 1700 �C, respectively.20,21

There are a number of alternative synthesis methods to access bulk MAX phases: Spark plasma sintering is a non-conventional
version of hot pressing where instead of radiative heating a current is driven through the (graphite) die and the sample, if it is
conductive, creating Joule heating effects. A simultaneous pressure is applied and dense pellets are obtained.51,52 Beside the rapid
thermal heating (and cooling), the current can interact with the sample leading to additional microstructural effects in the final
product. Many MAX phases have been prepared by this method.53

Cold pressing a mixture of appropriate precursors and subsequent pressureless sintering at high temperatures is another alter-
native technique for MAX phase synthesis, e.g., Ti3SiC2

54,55 and Ti2AlC.
56 Since they require reaction temperatures well beyond

1000 �C, MAX phases are also ideal compounds to be prepared by self-propagating high-temperature synthesis (SHS). Briefly, solid
(elemental) precursors are mixed, a part of the mixture is ignited which is followed by a cascade of exothermic reactions that provide
the necessary energy for the reaction to occur. The reactants can further be activated by ball-milling (mechanically activated SHS)
prior to heating. Examples of MAX phases that have been prepared by these methods are Ti2SnC,

57 Ti3SiC2,
58–60 and Ti2AlC/

Ti3AlC2.
61–63

Another solid-state technique that meets the requirements for MAX phases synthesis, i.e., high reaction temperatures, is arc
melting. Typically, elemental precursors are mixed and pressed as powders or combined in different forms, e.g., granules, thin wires,
foils, and placed onto a water-cooled Cu-plate inside an arc melter. After repeated evacuation and back-filling with argon to ensure
an inert atmosphere, the precursors are melted using a hand-held/operated electrical arc. The molten and subsequently solidified
material is re-melted several times to increase homogeneity throughout the product/welding bead. A longer annealing step inside
a furnace can also be added to eliminate undesired side phases and promote full reaction into the target compound. As an example,
Ti3SiC2 has been prepared by means of arc melting.64

All above-mentioned techniques require an air- and moisture-free atmosphere and must be carried out in vacuum or under
argon. Alternatively, an elegant molten salt shielded synthesis/sintering (MS3) process has been developed (Fig. 5).65 Potassium
bromide (KBr) is used as a reaction medium that gas-tightly encapsulates the precursor mixture protecting it from oxidation.
Once the salt is melted, the specimen is submerged in molten salt that functions as a barrier between the sample and the ambient
air. This setup allows for reaction temperatures well above 1000 �C, that are necessary for the formation of most ceramic
compounds. After the synthesis, the sample is washed with water and filtered to remove the salt. This method has successfully
been applied to MAX phases Ti2AlN and Ti3SiC2.

5.12.4.1.1 Focus: Microwave heating
More recently, microwave heating has been used to prepare a number of MAX phases. Microwave heating is considered a non-
conventional technique since it does not (only) rely on radiative heating (as provided by a furnace). This method is therefore similar

Max phases and mxenes 283



to the above-mentioned spark plasma sintering. In contrast to microwave heating for reactions in solvents that is widely used and
well understood, solid-state microwave heating is a less common synthesis technique. Microwave radiation interacts directly with
many inorganic compounds, that are used as precursors, and the interaction mechanism differs depending on the substance and can
be rather complex. Therefore, microwave solid-state reactions require special synthetic considerations and care as described in
a review article.66 In the case of MAX phases, however, microwave heating has been shown to be an ideal/appropriate method
because carbon (and other elemental precursors) interact strongly with the microwave radiation thereby heating up rapidly.67

This guarantees very high reaction temperaturesdthat are needed for MAX phase synthesisdas well as the additional benefit of
allowing time- and energy-efficient processing (high heating and cooling rates, etc.).

5.12.4.1.2 Focus: Sol-gel based synthesis
Until recently, conventional/classical and non-conventional synthesis techniques reacting solid (elemental or binary) precursors
have been the only way to prepare bulk MAX phases. Slow diffusion of the starting materials due to longer diffusion paths lead
to high temperatures (and long reaction times) being necessary for MAX phase formation to occur. These conditions also promote
the formation of thermodynamically stable side phases, especially binary carbides and nitrides, and restrict the observation of
potential metastable phases. Additionally, the morphology/shape of the samples can only be varied post-synthesis, e.g., by ball
milling (into smaller particles) or hot pressing (into a dense pellet). In contrast, wet chemical-based methods allow for precursors
to be processed in solutions/gels as well as benefit from more intimate mixing on the atomic/molecular level and therefore lower
reaction temperatures. Siebert et al. showed that MAX phases can be prepared starting fromwater soluble precursors (nitrates) in the
presence of citric acid that decomposes into carbon (Fig. 6).68 The authors show that amorphous oxides form first that are carbo-
thermally reduced by the carbon before reacting with excess carbon to form the final product. The obtained Cr2GaC particles exhibit
an anisotropic shape, which is an unusual morphology for MAX phases that are typically large layered crystallites. This process has
been extended to further MAX phases, e.g., Cr2GeC and V2GeC.

69

In addition to its chemical versatility, the sol-gel based method has an additional benefit: In contrast to powders, the gel
precursor can be easily processed, which has been demonstrated for MAX phase particles that are deposited onto hollow carbon

Fig. 5 In-plane chemical ordering of the MAX phase evident from STEM images along the [010] (left), [110] (middle) and [100] (right) zone axis,
respectively, with corresponding selected area electron diffraction (SAED). Schematics to the left of each image represent the corresponding atomic
arrangements assuming the structure is the monoclinic space group C2/c. Reproduced from Tao, Q.; Dahlqvist, M.; Lu, J.; Kota, S.; Meshkian, R.;
Halim, J.; Palisaitis, J.; Hultman, L.; Barsoum, M.W.; Persson, P.O.Å.; Rosen, J. Dimensional Mo1.33C MXene with Divacancy Ordering Prepared
From Parent 3D Laminate With in-Plane Chemical Ordering. Nat. Commun. 2017, 8, 1.

Fig. 6 Stepwise schematic of the MS3 process. Reproduced from Dash, A.; Vaßen, R.; Guillon, O.; Gonzalez-Julian, J. Molten Salt Shielded
Synthesis of Oxidation Prone Materials in Air. Nat. Mater. 2019, 18, 465.
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microspheres, and gels that have been manipulated to yield MAX phase (hollow) microspheres and thick films as well as MAX/C
composite microwires (Fig. 7).

5.12.4.2 Thin film MAX phases

MAX phases have been prepared in the form of thin films by various (chemical and physical) deposition methods. They differ in
type of precursor, reaction/deposition temperature and deposition target. As one of the first examples, Chemical Vapor Deposition
(CVD) was used to prepare Ti3SiC2 thin films from the gaseous precursors TiCl4, SiCl4 and CCl4/CH4 in H2 at temperatures between
1000 �C and 1400 �C.70–73 Note that very high temperatures are required for the formation of MAX phase films under these CVD
conditions. Furthermore, phase pure samples could not be obtained, and TiC together with other intermetallics and carbides were
often observed as impurity phases. The substrate poses an additional challenge as Si substrates were consumed during the deposi-
tion process. It is possible that these limitations to using CVD successfully for the synthesis of MAX phase films are responsible for
the lack of reports on CVD-grown MAX phases.

In contrast, Physical Vapor Deposition (PVD) techniques have been employedmore widely to access MAX phase thin films, espe-
cially sputtering techniques. As an example, Ti3SiC2 films were sputtered from either elemental targets or a pre-prepared MAX phase
target onto an MgO target.74 The most common protocol is based on sputtering from elemental targets for M and A and graphite,
and a large number and variety of MAX phases were prepared that way, e.g., Ti2AlC, Ti3AlC2,

75,76 Ti2SnC, Ti3SnC2, Ti2GeC, Ti3GeC2,
Ti4GeC3,

77,78 Ti4SiC3,
79–81 and many more. For most Ti-based MAX phases, high temperatures between 800 and 1000 �C are

required for thin film growth that limits the variety of targets and with that industrial applications. Therefore, major efforts have
focused on ways to lower the deposition temperature, which was achieved, for example, for MAX phase thin films of Cr2AlC,

82

Cr2GeC,
83 V2AlC,

84 and V2GeC.
85 It is important to mention that thin film growth by PVD has led to the discovery of the first

magnetic MAX phase, Mn2GaC,
86 that, as of now, is only accessible in the form of thin films. Additional MAX phase thin films

with magnetic order have also been synthesized by these techniques opening a new exciting field/family of magnetic MAX phases.35

For further examples and more in-depth discussions on deposition techniques, specific parameters, as well as comparisons to bulk
techniques, the reader is referred to this detailed review article on MAX phase thin film processing.42

5.12.4.3 MXenes

In general, 2D materials can be synthesized by bottom-up and top-down synthesis methods.9,87–89 Even though different bottom-
up synthesis methods like Chemical Vapor Deposition (CVD) and plasma enhanced pulse laser deposition (PEPLD) can be used to
synthesize MXenes, bottom-up approaches are not commonly used for their synthesis.9,89 Therefore, only top-down approaches are
described here. Top-down synthesis methods involve the exfoliation of layered solids. Graphene layers, for example, can be sepa-
rated mechanically using scotch tape.90 This mechanical exfoliation is not applicable to MAX phases because the bond between the
M elements and the A element is a strong covalent/metallic bond. That is why a wet chemical exfoliation process is necessary. The
goal during the chemical exfoliation is to weaken the interlayer bonds.89

For the synthesis of MXenes, the first step is the etching of the layered precursor, mostly a MAX phase with Al as the A element,
whereas fluoride-based etchants, e.g., hydrofluoric acid (HF) are most commonly used. The etchant removes the A layer that is
replaced by surface terminations, e.g., O, OH and F. The obtained product consists of so-called multilayer (ML-) MXenes that

Fig. 7 Schematic showing the transformation of the amorphous gel into a crystalline MAX phase solid as well as further processing into different
shapes. Adapted from Siebert, J.P.; Bischoff, L.; Lepple, M.; Zintler, A.; Molina-Luna, L.; Wiedwald, U.; Birkel, C.S. Sol-Gel Based Synthesis and
Enhanced Processability of MAX Phase Cr2GaC. J. Mater. Chem. C 2019, 7, 6034 with permission from the Royal Society of Chemistry.
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typically have an accordion-like structure with the Mn þ 1XnTx sheets held together by hydrogen and/or van der Waals bonds. Inter-
calation with large organic molecules or cations, shaking and/or sonication enables the delamination of the ML-MXene into single
layers in an aqueous colloidal solution (d-MXene). The colloidal suspension can be processed in different ways e.g., vacuum filtra-
tion, spin coating or spraying and MXene films are obtained.9,87,89 The general procedure to produce MXenes is shown in Fig. 8.

As of now, five different etching techniques are known for MXene synthesis:87

(1) Acid with fluorine (e.g., HF,10, HCl þ HF,91 HCl þ LiF92)
(2) Molten salts (e.g., LiF þ NaF þ KF)93

(3) Hydrothermal (e.g., NaOH)94

(4) Electrochemical (e.g., NH4Cl/TMAOH)95

(5) Lewis acid (e.g., ZnCl2)
96

The first MXene Ti3C2TX was obtained by selective etching of Al from Ti3AlC2 using aqueous 50-wt% HF.10 During this exothermic
reaction, the aluminum layers are removed from between the Ti3C2 layers, resulting in the formation of aluminum fluoride,
hydrogen and the MXene Ti3C2 according to the following reaction equation:

Ti3AlC2 þ 3 HF/AlF3 þ 1:5 H2 þ Ti3C2

The reaction conditions depend on the chemistry and structure of the parent compounds. Depending on the precursor the reac-
tion time varies from a few hours to days and the etching temperature from room temperature to higher temperatures around 50 �C.
For example, Ti2AlC can be etched into Ti2C with 10 wt-% HF within 10 h at room temperature (RT).97 For etching V2AlC into V2C,
an exposure to 50 wt-% HF for 90 h at RT is necessary.98 V4C3Tx can be obtained after stirring V4AlC3 for 168 h in 50 wt-% HF at
RT.99 In general, thinnerMn þ 1AXn lamellas (n ¼ 1) require less exposure time to HF than thicker counterparts (n ¼ 2, 3 or 4).9 The
HF concentration has a huge impact on the defect concentration of the produced material, a higher HF concentration results in
a higher defect concentration.88 The process based on exfoliation with HF can be scaled up for mass production,100 however,
HF is a corrosive chemical, able to penetrate skin, muscle tissue and bones, rendering its handling and disposal hazardous.89 To
make the reaction safer, alternatives have been developed to reduce the quantity of HF that has to be involved in the exfoliation
process.9

One alternative is the in situ formation of HF via the reaction of a fluoride salt with acid (e.g., LiF and HCl) or via hydrolysis of
bifluoride salts (e.g., NH4HF2). With these etching methods the synthesized ML-MXenes have a larger interlayer spacing because of
the intercalation of cations of the salts. This makes the delamination often easier. Due to the lower HF concentration the defect
concentration in the resulting MXene is lower. A disadvantage of this etching method is that the synthesized MXene often contains
unetched precursor material and therefore a low yield of MXene, around 5%, is obtained. For Ti3AlC2 the LiF/HCl method could be
optimized to achieve higher yields. Using a mixture containing 12 M LiF and 9 M HCl leads to yields around 10–15% and makes
delamination through sonication possible.88 This method is called minimally intensive layer delamination (MILD).88

Etching with acidic fluoride solutions is the most commonmethod for synthesizing MXenes. However, a few examples exist that
show alternative techniques. For example, (i) Ti4AlN3 was etched in a molten salt eutectic mixture of LiF, NaF and KF at 550 �C
under argon.93 (ii) F-free etching was shown for Ti2AlC by means of electrochemical etching in dilute HCl95 and (iii) it was also
possible to etch Ti2AlC and Ti3AlC3 in ZnCl2,

96 which leads to fully Cl-terminated MXenes.96 (i) An alkali-assisted hydrothermal
method (27.5 M NaOH at 270 �C) was also used to synthesize Ti3C2Tx.

94

Independent of the etching procedure, the obtained ML-MXene has to be thoroughly washed with DI-water to remove the
(acidic) etching solution and/or any byproducts that formed during the synthesis. This is usually done by a multistep centrifugation

Fig. 8 Synthesis and processing of MXenes. Reproduced from Verger, L.; Natu, V.; Carey, M.; Barsoum, M.W. MXenes: An Introduction of Their
Synthesis, Select Properties, and Applications. Trends Chem. 2019, 1, 656.
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process until the pH of supernatant is around six to seven. The washed ML-MXene can subsequently be delaminated into a colloidal
suspension of single or a few layer MXene sheets. The delamination method depends on the etching method and on the MXene
composition.9,12,89 Usually a liquid exfoliation technique is used where molecules intercalate in between the ML-MXene sheets.
This can be combined with energetic/mechanical techniques, such as sonication or shaking.89 For the intercalation, organic mole-
cules are used, such as dimethyl sulfoxide (DMSO) or tetraalkylammonium hydroxides (e.g., tetrabutylammonium hydroxide
(TBAOH) or tetramethylammonium hydroxide (TMAOH)).9 Lithium ions can also intercalate between the layers and in this
case the delamination is driven by the intercalation of solvated Liþ ions. After molecules have intercalated into the ML-MXene,
a centrifugation step is necessary to isolate the delaminated material from the non-delaminated. This results in a colloidal solution
that contains sheets of electrostatically stabilized MXene, that do not aggregate or clump together, and is suitable for further pro-
cessing.9,12,89 Whether sonication is necessary/desired, is highly dependent on the etching method and the target application, as
well as the required concentration.9,12,89 The characteristics of the thin flakes can further be adjusted/manipulated during the soni-
cation step, i.e., sonicating for longer times and higher powers will lead to smaller flakes with more defects and may yield concen-
trations different from those that are not sonicated.9,12,89 The concentration of MXene sheets in solution also depends on different
parameters, such as the synthesis methods and type of intercalants used to weaken the interlayer interaction between MXene
sheets.9,12,89 To suppress oxidation the solution should be stored in argon-sealed vials and refrigerated. The colloidal solution
can be processed in multiple ways depending on the properties or the application, e.g., vacuum filtration.9

One important aspect that strongly influences the MXene properties is their surface chemistry. The use of wet chemical etching
methods terminates the MXene surface with various functional groups and introduces defects. Besides, the use of sonication for
delamination make the MXene particles smaller and introduces more defects.

5.12.4.3.1 Variations to the standard techniques
Usually MXenes are synthesized by top-down selective etching of their precursor MAX phases. Etching is required because of strong
chemical bonds between A and M elements in MAX phases that make mechanical exfoliation hardly possible. A is mostly Al, but
successful etching has also been shown for Si and Ga-containing MAX phases.9 Besides MAX phases, other layered ternary carbides
with two layers of an A element e.g., Mo2Ga2C, or layers of A element carbides e.g., Al3C3 in Zr3Al3C5 can be used to synthesize
MXenes.89

Also, starting from solid solutions or ordered MAX phases, MXenes can be obtained as ordered double transition metal MXenes
(e.g., Mo2Ti2C3Tx and Cr2TiC2Tx), solid-solution MXenes (e.g., Ti2-yNbyCTx), and ordered divacancy MXenes (e.g., Mo1.33CTx).

89 As
of today, 30 different MXenes are known and many more have been theoretically predicted as stable (Fig. 9).33

References

1. Kudielka, H.; Rohde, H. Zeitschrift für Krist. 1960, 114, 447.
2. Jeitschko, W. Monatsh. Chem. Verw. Teile Anderer Wiss. 1963, 94, 672.
3. Jeitschko, W. Monatsh. Chem. Verw. Teile Anderer Wiss. 1964, 95, 431.
4. Sokol, M.; Natu, V.; Kota, S.; Barsoum, M. W. Trends Chem. 2019, 1, 210.
5. Radovic, M.; Barsoum, M. W. Am. Ceram. Soc. Bull. 2013, 92, 20.
6. Barsoum, M. W.; Radovic, M. Annu. Rev. Mat. Res. 2011, 41, 195.
7. Liu, Z.; Wu, E.; Wang, J.; Qian, Y.; Xiang, H.; Li, X.; Jin, Q.; Sun, G.; Chen, X.; Wang, J.; Li, M. Acta Mater. 2014, 73, 186.
8. Caspi, E. N.; Chartier, P.; Porcher, F.; Damay, F.; Cabioc’h, T. Mater. Res. Lett. 2015, 3, 100.
9. Anasori, B.; Gogotsi, Y. 2D Metal Carbides and Nitrides (MXenes): Structure, Properties and Applications, Springer International Publishing: Cham, 2019.

10. Naguib, M.; Kurtoglu, M.; Presser, V.; Lu, J.; Niu, J.; Heon, M.; Hultman, L.; Gogotsi, Y.; Barsoum, M. W. Adv. Mater. 2011, 23, 4248.
11. Gogotsi, Y.; Anasori, B. ACS Nano 2019, 13, 8491.
12. Anasori, B.; Lukatskaya, M. R.; Gogotsi, Y. Nat. Rev. Mater. 2017, 2, 16098.

Fig. 9 MXenes reported to date. Reproduced from Deysher, G.; Shuck, C.E.; Hantanasirisakul, K.; Frey, N.C.; Foucher, A.C.; Maleski, K.; Sarycheva,
A.; Shenoy, V.B.; Stach, E.A.; Anasori, B.; Gogotsi, Y.; Synthesis of Mo4VAlC4 MAX Phase and Two-Dimensional Mo4VC4 MXene with Five Atomic
Layers of Transition Metals. ACS Nano 2020, 14, 204.

Max phases and mxenes 287



13. Shahzad, F.; Alhabeb, M.; Hatter, C. B.; Anasori, B.; Hong, S. M.; Koo, C. M.; Gogotsi, Y. Science 2016, 353, 1137.
14. Peng, Q.; Guo, J.; Zhang, Q.; Xiang, J.; Liu, B.; Zhou, A.; Liu, R.; Tian, Y. J. Am. Chem. Soc. 2014, 136, 4113.
15. Liu, H.; Duan, C.; Yang, C.; Shen, W.; Wang, F.; Zhu, Z. Sens. Actuators B 2015, 218, 60.
16. Lin, Z.; Zhuo, M.; Zhou, Y.; Li, M.; Wang, J. J. Am. Ceram. Soc. 2006, 89, 3765.
17. Zhang, J.; Liu, B.; Wang, J. Y.; Zhou, Y. C. J. Mater. Res. 2009, 24, 39.
18. Liu, Z.; Waki, T.; Tabata, Y.; Nakamura, H. Phys. Rev. B 2014, 89, 054435.
19. Hamm, C. M.; Bocarsly, J. D.; Seward, G.; Kramm, U. I.; Birkel, C. S. J. Mater. Chem. C 2017, 5, 5700.
20. Meshkian, R.; Tao, Q.; Dahlqvist, M.; Lu, J.; Hultman, L.; Rosen, J. Acta Mater. 2017, 125, 476.
21. Anasori, B.; Halim, J.; Lu, J.; Voigt, C. A.; Hultman, L.; Barsoum, M. W. Scr. Mater. 2015, 101, 5.
22. Anasori, B.; Dahlqvist, M.; Halim, J.; Moon, E. J.; Lu, J.; Hosler, B. C.; Caspi, E. N.; May, S. J.; Hultman, L.; Eklund, P.; Rosén, J.; Barsoum, M. W. J. Appl. Phys. 2015, 118.

https://doi.org/10.1063/1.4929640.
23. Dahlqvist, M.; Rosen, J. Nanoscale 2020, 12, 785.
24. Tao, Q.; Dahlqvist, M.; Lu, J.; Kota, S.; Meshkian, R.; Halim, J.; Palisaitis, J.; Hultman, L.; Barsoum, M. W.; Persson, P. O.Å.; Rosen, J. Nat. Commun. 2017, 8, 1.
25. Dahlqvist, M.; Lu, J.; Meshkian, R.; Tao, Q.; Hultman, L.; Rosen, J. Sci. Adv. 2017, 3, 1.
26. Dahlqvist, M.; Petruhins, A.; Lu, J.; Hultman, L.; Rosen, J. ACS Nano 2018, 12, 7761.
27. Meshkian, R.; Dahlqvist, M.; Lu, J.; Wickman, B.; Halim, J.; Thörnberg, J.; Tao, Q.; Li, S.; Intikhab, S.; Snyder, J.; Barsoum, M. W.; Yildizhan, M.; Palisaitis, J.; Hultman, L.;

Persson, P. O.Å.; Rosen, J. Adv. Mater. 2018, 30, 1.
28. Lu, J.; Thore, A.; Meshkian, R.; Tao, Q.; Hultman, L.; Rosen, J. Cryst. Growth Des. 2017, 17, 5704.
29. Chen, L.; Dahlqvist, M.; Lapauw, T.; Tunca, B.; Wang, F.; Lu, J.; Meshkian, R.; Lambrinou, K.; Blanpain, B.; Vleugels, J.; Rosen, J. Inorg. Chem. 2018, 57, 6237.
30. Tao, Q.; Lu, J.; Dahlqvist, M.; Mockute, A.; Calder, S.; Petruhins, A.; Meshkian, R.; Rivin, O.; Potashnikov, D.; Caspi, E. N.; Shaked, H.; Hoser, A.; Opagiste, C.; Galera, R. M.;

Salikhov, R.; Wiedwald, U.; Ritter, C.; Wildes, A. R.; Johansson, B.; Hultman, L.; Farle, M.; Barsoum, M. W.; Rosen, J. Chem. Mater. 2019, 31, 2476.
31. Petruhins, A.; Dahlqvist, M.; Lu, J.; Hultman, L.; Rosen, J. Cryst. Growth Des. 2020, 20, 55.
32. Anasori, B.; Gogotsi, Y. 2D Metal Carbides and Nitrides (MXenes): Structure, Properties and Applications, Springer Nature, 2019.
33. Deysher, G.; Shuck, C. E.; Hantanasirisakul, K.; Frey, N. C.; Foucher, A. C.; Maleski, K.; Sarycheva, A.; Shenoy, V. B.; Stach, E. A.; Anasori, B.; Gogotsi, Y. ACS Nano 2020,

14, 204.
34. Dahlqvist, M.; Alling, B.; Rosén, J. Phys. Rev. B - Condens. Matter Mater. Phys. 2010, 81, 1.
35. Ingason, A. S.; Dahlqvist, M.; Rosén, J. J. Phys. Condens. Matter 2016, 28, 433003.
36. Khaledialidusti, R.; Khazaei, M.; Khazaei, S.; Ohno, K. Nanoscale 2021, 13, 7294.
37. Ohmer, D.; Qiang, G.; Opahle, I.; Singh, H. K.; Zhang, H. Phys. Rev. Mater. 2019, 3, 53803.
38. Cover, M. F.; Warschkow, O.; Bilek, M. M. M.; McKenzie, D. R. J. Phys. Condens. Matter 2009, 21. https://doi.org/10.1088/0953-8984/21/30/305403.
39. Aryal, S.; Sakidja, R.; Barsoum, M. W.; Ching, W. Y. Phys. Status Solidi Basic Res. 2014, 251, 1480.
40. Khazaei, M.; Arai, M.; Sasaki, T.; Estili, M.; Sakka, Y. J. Phys. Condens. Matter 2014, 26, 505503.
41. Xu, R.; Xu, Y. Modern Inorganic Synthetic Chemistry, Elsevier, 2017.
42. Eklund, P.; Beckers, M.; Jansson, U.; Högberg, H.; Hultman, L. Thin Solid Films 1851, 2010, 518.
43. Barsoum, M. W.; El-Raghy, T. J. Am. Ceram. Soc. 1953, 1996, 79.
44. Barsoum, M. W.; Farber, L.; Levin, I.; Procopio, A.; El-Raghy, T.; Berner, A. J. Am. Ceram. Soc. 1999, 82, 2545.
45. Yongming, L.; Wei, P.; Shuqin, L.; Jian, C.; Ruigang, W. L. Jianqiang 2002, 245.
46. Amini, S.; Zhou, A.; Gupta, S.; De Villier, A.; Finkel, P.; Barsoum, M. W. J. Mater. Res. 2008, 23, 2157.
47. Han, J. H.; Hwang, S. S.; Lee, D.; Park, S. W. J. Eur. Ceram. Soc. 2008, 28, 979.
48. Lapauw, T.; Lambrinou, K.; Cabioc, T.; Halim, J.; Lu, J.; Pesach, A.; Rivin, O.; Ozeri, O.; Caspi, E. N.; Hultman, L.; Eklund, P.; Rosén, J.; Barsoum, M. W.; Vleugels, J. J. Eur.

Ceram. Soc. 2016, 36, 1847.
49. Lapauw, T.; Halim, J.; Lu, J.; Cabioc, T.; Hultman, L.; Barsoum, M. W.; Lambrinou, K.; Vleugels, J. J. Eur. Ceram. Soc. 2016, 36, 943.
50. Tunca, B.; Lapauw, T.; Karakulina, O. M.; Batuk, M.; Cabioc’h, T.; Hadermann, J.; Delville, R.; Lambrinou, K.; Vleugels, J. Inorg. Chem. 2017, 56, 3489.
51. Garay, J. E. Annu. Rev. Mat. Res. 2010, 40, 445.
52. Siebert, J. P.; Hamm, C. M.; Birkel, C. S. Appl. Phys. Rev. 2019, 6, 041314.
53. Ghosh, N. C.; Harimkar, S. P. Consolidation and Synthesis of MAX Phases by Spark Plasma Sintering (SPS): A Review, Woodhead Publishing Limited, 2012.
54. Panigrahi, B. B.; Chu, M. C.; Balakrishnan, A.; Cho, S. J. J. Mater. Res. 2009, 24, 487.
55. Sun, Z. M.; Zou, Y.; Tada, S.; Hashimoto, H. Scr. Mater. 2006, 55, 1011.
56. Zhou, A. G.; Barsoum, M. W.; Basu, S.; Kalidindi, S. R.; El-Raghy, T. Acta Mater. 2006, 54, 1631.
57. Li, Y.; Bai, P. Int. J. Refract. Met. Hard Mater. 2011, 29, 751.
58. Riley, D. P.; Kisi, E. H.; Phelan, D. J. Eur. Ceram. Soc. 2006, 26, 1051.
59. Riley, D. P.; Kisi, E. H.; Hansen, T. C.; Hewat, A. W. J. Am. Ceram. Soc. 2002, 85, 2417.
60. Riley, D. P.; Kisi, E. H.; Hansen, T. C. J. Am. Ceram. Soc. 2008, 91, 3207.
61. Sedghi, A.; Vahed, R. Iran. J. Mater. Sci. Eng. 2014, 11, 40.
62. Zhou, A.; Wang, C.; Ge, Z.; Wu, L. J. Mater. Sci. Lett. 1971, 2001, 20.
63. Salahi, E.; Akhlaghi, M.; Tayebifard, S. A.; Schmidt, G.; Shahedi Asl, M. Ceram. Int. 2018, 44, 9671.
64. Abu, M. J.; Mohamed, J. J.; Ahmad, Z. A. ISRN Ceram. 2012, 2012, 1.
65. Dash, A.; Vaßen, R.; Guillon, O.; Gonzalez-Julian, J. Nat. Mater. 2019, 18, 465.
66. Levin, E. E.; Grebenkemper, J. H.; Pollock, T. M.; Seshadri, R. Chem. Mater. 2019. https://doi.org/10.1021/acs.chemmater.9b02594.
67. Hamm, C. M.; Schäfer, T.; Zhang, H.; Birkel, C. S. Zeitsch. Anorg. Allg. Chem. 2016, 642, 1397.
68. Siebert, J. P.; Bischoff, L.; Lepple, M.; Zintler, A.; Molina-Luna, L.; Wiedwald, U.; Birkel, C. S. J. Mater. Chem. C 2019, 7, 6034.
69. Siebert, J. P.; Patarakun, K.; Birkel, C. S. Inorg. Chem. 2022, 61, 1603.
70. Nickl, J. J.; Schweitzer, K. K.; Luxenberg, P. J. Less Common Met. 1972, 26, 335.
71. Pickering, B. E.; Lackey, W. J.; Crain, S. Chem. Vap. Depos. 2000, 6, 289.
72. Racault, C.; Langlais, F.; Naslain, R.; Kihn, Y. J. Mater. Sci. 1994, 29, 3941.
73. Goto, T.; Hirai, T. Mater. Res. Bull. 1987, 22, 1195.
74. Palmquist, J.; Jansson, U.; Seppänen, T.; Persson, P.; Birch, J.; Hultman, L.; Isberg, P. Appl. Phys. Lett. 2002, 81, 835.
75. Wilhelmsson, O.; Palmquist, J. P.; Lewin, E.; Emmerlich, J.; Eklund, P.; Persson, P. O.; Högberg, H.; Li, S.; Ahuja, R.; Eriksson, O.; Hultman, L.; Jansson, U. J. Cryst. Growth

2006, 291, 290.
76. Wilhelmsson, O.; Palmquist, J. P.; Nyberg, T.; Jansson, U. Appl. Phys. Lett. 2004, 85, 1066.
77. Högberg, H.; Eklund, P.; Emmerlich, J.; Birch, J.; Hultman, L. J. Mater. Res. 2005, 20, 779.
78. Högberg, H.; Hultman, L.; Emmerlich, J.; Joelsson, T.; Eklund, P.; Molina-Aldareguia, J. M.; Palmquist, J. P.; Wilhelmsson, O.; Jansson, U. Surf. Coat. Technol. 2005, 193, 6.
79. Högberg, H.; Emmerlich, J.; Eklund, P.; Wilhelmsson, O.; Palmquist, J. P.; Jansson, U.; Hultman, L. Adv. Sci. Tech. 2006, 45, 2648.

288 Max phases and mxenes

https://doi.org/10.1063/1.4929640
https://doi.org/10.1088/0953-8984/21/30/305403
https://doi.org/10.1021/acs.chemmater.9b02594


80. Palmquist, J. P.; Li, S.; Persson, P. O.; Emmerlich, J.; Wilhelmsson, O.; Högberg, H.; Katsnelson, M. I.; Johansson, B.; Ahuja, R.; Eriksson, O.; Hultman, L.; Jansson, U. Phys.
Rev. B - Condens. Matter Mater. Phys. 2004, 70, 1.

81. Eklund, P.; Murugaiah, A.; Emmerlich, J.; Czigàny, Z.; Frodelius, J.; Barsoum, M. W.; Högberg, H.; Hultman, L. J. Cryst. Growth 2007, 304, 264.
82. Mertens, R.; Sun, Z.; Music, D.; Schneider, J. M. Adv. Eng. Mater. 2004, 6, 903.
83. Eklund, P.; Bugnet, M.; Mauchamp, V.; Dubois, S.; Tromas, C.; Jensen, J.; Piraux, L.; Gence, L.; Jaouen, M.; Cabioc’h, T. Phys. Rev. B - Condens. Matter Mater. Phys. 2011,

84, 1.
84. Schneider, J. M.; Mertens, R.; Music, D. J. Appl. Phys. 2006, 99, 013501.
85. Wilhelmsson, O.; Eklund, P.; Högberg, H.; Hultman, L.; Jansson, U. Acta Mater. 2008, 56, 2563.
86. Ingason, A. S.; Petruhins, A.; Dahlqvist, M.; Magnus, F.; Mockute, A.; Alling, B.; Hultman, L.; Abrikosov, I. A.; Persson, P. O.Å.; Rosén, J. Mater. Res. Lett. 2013, 2, 89.
87. Verger, L.; Natu, V.; Carey, M.; Barsoum, M. W. Trends Chem. 2019, 1, 656.
88. Alhabeb, M.; Maleski, K.; Anasori, B.; Lelyukh, P.; Clark, L.; Sin, S.; Gogotsi, Y. Chem. Mater. 2017, 29, 7633.
89. Verger, L.; Xu, C.; Natu, V.; Cheng, H. M.; Ren, W.; Barsoum, M. W. Curr. Opin. Solid State Mater. Sci. 2019, 23, 149.
90. Novoselov, K. S.; Geim, A. K.; Morozov, S. V.; Jiang, D.; Zhang, Y.; Dubonos, S. V.; Grigorieva, I. V.; Firsov, A. A. Science 2016, 306, 666.
91. Kurra, N.; Alhabeb, M.; Maleski, K.; Wang, C. H.; Alshareef, H. N.; Gogotsi, Y. ACS Energy Lett. 2018, 3, 2094.
92. Ghidiu, M.; Lukatskaya, M. R.; Zhao, M. Q.; Gogotsi, Y.; Barsoum, M. W. Nature 2015, 516, 78.
93. Urbankowski, P.; Anasori, B.; Makaryan, T.; Er, D.; Kota, S.; Walsh, P. L.; Zhao, M.; Shenoy, V. B.; Barsoum, M. W.; Gogotsi, Y. Nanoscale 2016, 8, 11385.
94. Li, T.; Yao, L.; Liu, Q.; Gu, J.; Luo, R.; Li, J.; Yan, X.; Wang, W.; Liu, P.; Chen, B.; Zhang, W.; Abbas, W.; Naz, R.; Zhang, D. Angew. Chem. Int. Ed. 2018, 57, 6115.
95. Sun, W.; Shah, S. A.; Chen, Y.; Tan, Z.; Gao, H.; Habib, T.; Radovic, M.; Green, M. J. J. Mater. Chem. A 2017, 5, 21663.
96. Li, M.; Lu, J.; Luo, K.; Li, Y.; Chang, K.; Chen, K.; Zhou, J.; Rosen, J.; Hultman, L.; Eklund, P.; Persson, P. O.Å.; Du, S.; Chai, Z.; Huang, Z.; Huang, Q. J. Am. Chem. Soc.

2019, 141, 4730.
97. Naguib, M.; Mashtalir, O.; Carle, J.; Presser, V.; Lu, J.; Hultman, L.; Gogotsi, Y.; Barsoum, M. W. ACS Nano 2012, 6, 1322.
98. Naguib, M.; Halim, J.; Lu, J.; Cook, K. M.; Hultman, L.; Gogotsi, Y.; Barsoum, M. W. J. Am. Chem. Soc. 2013, 135, 15966.
99. Tran, M. H.; Schäfer, T.; Shahraei, A.; Dürrschnabel, M.; Molina-Luna, L.; Kramm, U. I.; Birkel, C. S. ACS Appl. Energy Mater. 2018, 1, 3908.

100. Shuck, C. E.; Sarycheva, A.; Anayee, M.; Levitt, A.; Zhu, Y.; Uzun, S.; Balitskiy, V.; Zahorodna, V.; Gogotsi, O.; Gogotsi, Y. Adv. Eng. Mater. 2020, 22, 1.

Max phases and mxenes 289



5.13 Amorphization of hybrid framework materials
Thomas Douglas Bennett, Department of Materials Science and Metallurgy, University of Cambridge, Cambridge, United Kingdom

© 2023 Elsevier Ltd. All rights reserved.

5.13.1 Introduction to hybrid framework materials 290
5.13.2 Ball-milling induced amorphization 292
5.13.2.1 Mechanosynthesis 292
5.13.2.2 Structural collapse upon ball-milling 292
5.13.2.3 Mechanistic aspects of collapse 293
5.13.2.4 Defect introduction 294
5.13.2.5 Proposed application and outlook 294
5.13.3 Thermal characterization of MOFs 294
5.13.3.1 Thermogravimetric analysis (TGA) and thermal decomposition 294
5.13.3.2 Differential scanning calorimetry 296
5.13.4 Melting and glass formation in metal-organic frameworks 297
5.13.4.1 Theory 297
5.13.4.2 Melting in coordination polymers and MOFs 297
5.13.4.3 Hybrid melt quenched glass examples 298
5.13.4.3.1 Zeolitic imidazolate frameworks 299
5.13.4.3.2 Hybrid organic-inorganic perovskite structures 300
5.13.4.3.3 Other three-dimensional coordination framework materials 300
5.13.4.3.4 Lower dimensional coordination polymers 302
5.13.5 Pressure and temperature induced polymorphism and collapse 302
5.13.5.1 Rich MOF polymorphism in PT space 303
5.13.5.2 Melting curves 303
5.13.6 Conclusion 304
References 304

Abstract

The fields of coordination polymers, metal-organic frameworks and hybrid organic-inorganic perovskites are dominated by
the crystalline state. This chapter surveys the formation, characterization, properties and applications of non-crystalline
materials formed from these materials. The mechanism of collapse of frameworks under external stimuli such as shear
stress or hydrostatic pressure is summarized using both in-situ and ex-situ studies on a range of materials, and the resultant
physical and chemical properties of the amorphous solids thus formed are placed into context with their crystalline
precursors. The melting of several examples in different hybrid framework families is discussed, and shown to be consistent
with existing inorganic systems. Characteristics of the glasses produced upon quenching are discussed, alongside prototypical
studies which detail high-pressure high-temperature diagrams of MOFs. Finally, some perspectives on this emerging field are
given.

5.13.1 Introduction to hybrid framework materials

Early, elegant work by Kinoshita1 and Robson2 on the framework architectures formed from infinite arrays of organic and inorganic
species has attracted many researchers into the fields of three dimensional porous coordination polymers,3 or metal-organic frame-
works (MOFs).4 Crystal engineering, or the ability to achieve a pre-determined network architecture through combination of inor-
ganic and organic units with appropriate connectivities (Fig. 1a and b),8 has led to over 80,000 crystalline structures in the
Cambridge Structural Database.9 Such beautiful and intricate crystal structures are now heavily investigated for use in a variety
of applications such as gas storage and separation, drug delivery, catalysis and water harvesting.10

Our perception of MOF structures is however constantly changing, and now incorporates many crystalline hybrid materials such
as zeolitic imidazolate frameworks (ZIFs) and hybrid organic-inorganic perovskites (HOIPs) (Fig. 1c and d). We no longer consider
these materials to be rigid and defect-free. Instead, they are now known to exhibit a great array of stimuli-responsive flexible
behavior,11 which may be to some extent tuned by controlling defects such as missing linkers and nodes.12 In turn, this now chal-
lenges our view of MOFs and related hybrid frameworks as purely ordered materials.

IUAPC define MOFs as “coordination compounds continuously extending in 3 dimensions through coordination bonds, with
an open framework containing potential voids.” It may be surprising to many that crystallinity thus does not feature as
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a prerequisite.13 A logical approach may then perhaps be to question whether extended coordination between organic and inor-
ganic components is possible in an amorphous, or non-crystalline structure. Whilst it is true that amorphous materials lack any
long-range order, the overwhelming majority possess at least some local order in the form of coordination environments, which
may extend to nearest neighbors and beyond. The canonical example of silica polymorphs and amorphous silica (aSiO2) demon-
strates this very possibility (Fig. 2a and b). Here, the regular repeating units of crystalline polymorphs give rise to long range atom-
atom correlations. One can however see from the configuration of aSiO2 that, although the Si local tetrahedral coordination, and
two fold connectivity of O remains the same, these structural building units (SBUs) are arranged in such a way as to provide
a maximum repeating length-scale of ca. 3.1 Å (Fig. 2c). The Si-O-Si connectivity is however the same in each case. The similarity
between the SBUs of silica and ZIFs (Fig. 2d) formed the basis for much of the initial research into the non-crystalline MOF domain.

There now exists a growing number of researchers who focus on the structure and properties of non-crystalline materials formed
from MOFs, ZIFs and HOIPs. Such disordered systems may arise as a result of several processes:

(1) They may be transient intermediaries, formed in-situ as precursors to crystallization.
(2) The formation of kinetic product from a direct chemical reaction between an inorganic salt and organic ligand.
(3) The application of external stress, i.e. ball-milling, pressurization or heating, to a pre-formed crystalline system.
(4) The quenching of the liquid MOF state, i.e. melt quenched glass formation.

Some of these, for example in the cases of melt quenched glasses formed fromMOFs,14 possess inorganic building blocks linked by
organic ligands in infinite, topologically disordered networks. Other systems are formed by the successive introduction of defects
into crystalline frameworks, by ball-milling or uniaxial pressure. Horike and Bennett attempted to define amorphous CPs as

Fig. 1 (a) Schematic of MOF construction. (b) Unit cell of MOF-5 [Zn4O(O2C-C6H4-CO2)3].5 Reprinted from Healy, C.; Patil, K. M.; Wilson, B. H.;
Hermanspahn, L.; Harvey-Reid, N. C.; Howard, B. I.; Kleinjan, C.; Kolien, J.; Payet, F.; Telfer, S. G.; Kruger, P. E.; Bennett, T. D. Coordin. Chem. Rev.
2020, 419. Copyright (2020), with permission from Elsevier. (c) Unit cell of ZIF-8 [Zn(C3H3N2)2].6 (d) Simplified unit cell representation of
[(N(CH2)2CH3)4][Mn(C2N3)3].7 Zndlight blue/purple; Mndpink; Nddark blue; Cdgray/black; Hdwhite; Odred.

Fig. 2 Schematics of (a) crystalline silica and (b) amorphous silica configurations. Odred; Sidyellow. (c) Si-Si distance of 3.1 Å and (d) the Zn-Zn
distance of 6 Å in ZIFs. (c) and (d) From Bennett, T. D.; Keen, D. A.; Tan, J. C.; Barney, E. R.; Goodwin, A. L.; Cheetham, A. K. Angew. Chem. Int. Ed.
2011, 50, 3067–3071. Copyright 2011 Wiley. Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.
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“inorganic nodes connected by organic ligands extending in at least one dimension in a network that displays no long-range order,”
whilst also stipulating that “amorphous MOFs are defined as a subset of amorphous CPs that are connected in either two or three
dimensions with potential for porosity.”14

The subject of this chapter is to deal only with those amorphous materials formed via structural collapse of a crystalline frame-
work, and to explore the connection between collapse method, mechanism, non-crystalline structure and properties. The rationale
for doing so is straightforwarddfor it is these systems which are of known chemical composition, and for which structural descrip-
tions may be gained. It follows that structure may be linked to properties, and then properties to applications.

5.13.2 Ball-milling induced amorphization

5.13.2.1 Mechanosynthesis

The use of mechanical energy to facilitate solid state reactions, or mechanosynthesis, is well established in the fields of inorganic
materials (oxides, alloys), pharmaceutical manufacture and organic synthesis.15 Typically, such reactions are done in the presence
of very small amounts of solvent, and solid powders. The short times needed for reaction, combined with relatively high yields and
smaller amounts of solvent mean that the technique is a popular alternative to conventional synthesis. One of the first reports of the
mechanosynthetic formation of a metal-organic framework was by Pichon et al. in 2006, who formed a copper isonicotinate frame-
work material through dry grinding of isonicotinic acid with copper acetate.16 This inspired a multitude of further instances, ranging
from the control over zeolitic imidazolate framework polymorph formation through solvent choice,17 to the formation of structures
incorporating complex inorganic nodes such as UiO-66 and NU-1000.18

The development of real-time in-situ monitoring of mechanosynthetic reactions has further allowed us to understand the mech-
anism of formation of MOFs produced by this method.19 Here, modification of standard ball-milling equipment allows penetration
of the milling jars by an X-ray beam, so that X-ray diffraction data can be collected in-situ. A large body of work on the prototypical
ZIF-8 has been produced by Fri�s�ci�c and colleagues (Fig. 3a),20 demonstrating a complex energy landscape of polymorphism. In
particular, the formation of progressively more dense frameworks with milling time draws comparisons with Ostwald’s rule of
stages in zeolite solvothermal crystallization.

5.13.2.2 Structural collapse upon ball-milling

It is however not only the formation of MOFs by ball-milling which is of interest, but also their collapse by the same method. Ben-
nett et al. provided the first example of the use of mechanosynthesis in this respect, in demonstrating that solvothermally produced
crystalline, activated Zn(Im)2 ZIF polymorphs systems underwent collapse in under 30 min of ball-milling.21 The amorphous
product was demonstrated to be non-porous to N2, and, in terms of enthalpy of formation, lie intermediate to the crystalline start-
ing material and the most dense of Zn(Im)2 polymorphs, ZIF-zni.22 Later work demonstrated the same propensity for collapse in
the prototypical ZIF-8 system, with Reverse Monte-Carlo modeling of total-scattering data being used to produce a continuous
random network model for the amorphized ZIF-8 product, termed amZIF-8 (subscript m refers to amorphization by mechanochem-
ical means).23 This model consists of tetrahedral Zn(mIm)4 units linked by the N donor atoms from bidentate imidazolate
C3H3N2

� species (Fig. 3b). Kitagawa et al. later used 2H solid-state NMR spectroscopy to confirm the intact nature of the 2-
methylimidazole ligands, and further demonstrate that amorphization could significantly change the rotational angle, the activa-
tion barriers, and the rate constants for the original modes of motions.24

Experimental work using Brillouin scattering by Tan et al. on a large crystal of ZIF-8 elucidated a low minimum shear modulus
(<1 GPa) for the system,25 which was supported by computational validation by Coudert et al., who not only demonstrated shear
mode softening under pressure, but also that the experimentally identified low shear modulus actually decreased further under

Fig. 3 (a) The sequence of solid-state transformations in the LAG reaction of ZnO and HMeIm. Adapted from Katsenis, A. D.; Puskaric, A.; Strukil,
V.; Mottillo, C.; Julien, P. A.; Uzarevic, K.; Pham, M. H.; Do, T. O.; Kimber, S. A. J.; Lazic, P.; Magdysyuk, O.; Dinnebier, R. E.; Halasz, I.; Friscic, T.
Nat. Commun. 2015, 6, 6662. (b) Atomistic configuration of a ball-milled amorphous sample of ZIF-8. Reproduced from Cao, S.; Bennett, T. D.; Keen,
D. A.; Goodwin, A. L.; Cheetham, A. K. Chem. Commun. 2012, 48, 7805–7807.
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pressure.26 The presence of solvent in the porous interior was also showed to raise the minimum shear modulus, providing a useful
explanation of the greater times necessary to collapse non-activated framework materials.

5.13.2.3 Mechanistic aspects of collapse

The relatively complex structures of MOFs present a great variety of chemical, and structural changes whichmay occur on collapse by
ball-milling. For example, UiO-66 [Zr6O4(OH)4(O2C-C6H4-CO2)6] is formed from Zr6O4(OH)4 octahedra connected together by
benzene-1,4-dicarboxylate (bdc) linkers in three dimensions. In a (nominally) defect-free structure, every Zr4þ ion is connected to
four intra-cluster oxygen atoms, and four separate bdc linkers. Each inorganic cluster possesses a 12-fold coordination.27 The struc-
ture is now used as archetypal example for identifying the various defects (e.g., missing nodes and linkers) in MOF structures,28,29

though still regarded as a relatively mechanically stable material.30

Surprisingly then, is that a synthesized crystalline sample ofUiO-66was shown to undergo ball-milling induced collapse in less than
10 min,withnoBraggpeaks remaining in thePXRDpatternof theproduct.31Perhaps anaturalquestion therefore centerson the routeby
which it collapsed, which then itself might lead to further exploration of the utility of the partially collapsed phasesdfor whilst crystal-
linity is perhaps beneficial to make convincing structural images, it is by no means a prerequisite for utility and application.

Characterization carried out on the amUiO-66 sample included IR spectroscopy, solid state nuclear magnetic resonance (NMR)
spectroscopy and total scattering measurements. The strengthening of an absorption band at 1700 cm�1 in the IR of amUiO-66
compared to UiO-66 hinted at possible decoordination of bdc linkers from the inorganic node. Total scattering measurements
were then carried out on both samples, with the resultant, real space, pair distribution function (PDFs, D(r)) being produced after
Fourier transform of the reciprocal space total scattering structure factor S(Q). The PDFs of both materials were highly similar below
6 Å, which indicates the presence of the Zr6O4(OH)4 node in amUiO-66 (Fig. 4a). At longer distances, overlapping contributions
from multiple atom pairs results in broadening of the features, and means that assignment of each feature to one atom-atom corre-
lation is not possible. However, sharp features above 10 Å, assigned to Zr-Zr correlations between nearest neighbor inorganic nodes
(Fig. 4b) persist in amUiO-66. This persistence is courtesy of the large relative scattering cross-section of Zr, and the presence
however of some intensity does suggest at least the partial retention of the structural linkage.

13C magic angle spinning (MAS) NMR carried out on both UiO and amUiO-66 demonstrated that whilst considerable coales-
cence was observed on amorphization, three resonances belonging to the unique carbon environments on the bdc ring could still be
identified in each compound. However, these three resonances were accompanied by a new feature in the case of amUiO-66, which
was located at 185 ppm, i.e. slightly downfield of the 170 ppm signal assigned to the carboxylate atom. This was found to account
for ca. 6.8% of the total intensity from the carboxylate carbon, supporting prior observations of a low degree of Zr–OOC bond
breaking upon ball-milling.31 We also note that Suslick et al. later reached similar conclusions upon non-hydrostatic compression
of UiO-66,32 and U�zarevi�c et al. also identified changes in coordination sphere in the collapse of Ni-MOF-74 by ball-milling.33

Fig. 4 (a) PDF data for UiO-66 (dark blue) and amUiO-66 (light blue). A–F labels of peaks below 8 Å correspond to the indicated correlations in the
Zr6O4(OH)4 cluster (inset). (Bottom) Two Zr6O4(OH)4 units linked by a bdc ligand, and some of the significant distances corresponding to the longer
r features (G–K). Zrdlight blue; Odred; Cdgray; Hdomitted. Reproduced from Bennett, T. D.; Todorova, T. K.; Baxter, E.; Reid, D. G.; Gervais, C.;
Bueken, B.; Van de Voorde, B.; De Vos, D.; Keen, D. A.; Mellot-Draznieks, C. Phys. Chem. Chem. Phys. 2016, 18, 2192–2201, with permission from
the PCCP owner societies. The Royal Society of Chemistry. (b) Hierarchical structure of MIL-100 (Fe). (i) Oxo-centered trimer of FeO6 octahedra, (ii)
supertetrahedron and (iii) underlying mtn topology net of MIL-100 (Fe), supertetrahedra form the nodes of the connected network. Iron (orange),
oxygen (red), carbon (gray), hydrogen atoms omitted for clarity. (c) Relative intensity of the correlations extracted from the PDFs of MIL-100 as
a function of milling time. The propensity for collapse of each structural component are linked with (i), (ii) and (iii).
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5.13.2.4 Defect introduction

The introduction, characterization and subsequent utilization of defects within crystalline MOFs is an area which is increasing in
popularity.12 Such defects may be formed de-novo,34 where cases include multidentate linkers replaced by monodentate organics
or alternate ligands,35 the absence of entire inorganic clusters,28 or the presence of stacking faults.36 They also include cases of
defects intentionally introduced into materials through post synthetic manipulation of pre-synthesized frameworks.37 The above
case of the progressive collapse of UiO-66 under ball-milling was linked to the breaking of successive metal-ligand bonds, and
thus defects and structural collapse appear intertwined, at least in the area of ball-milling induced amorphization.

A detailed study by Sapnik et al. explored these observations in more detail, using the progressive collapse of the MIL-100(Fe)
framework as a case study.38 The inorganic trimer unit consists of three FeO6 octahedra linked by a shared oxo-anion. Four of these
units are linked by benzene tricarboxylate ligands into a supertetrahedron, which themselves connect together to form an extremely
large structure, incorporating two distinct mesopores. These are of 29 and 25 Å diameter, and contribute to a Brunauer-Emmett-
Teller (BET) surface area in excess of 2000 m2 g�1 (Fig. 4b).39

Powder X-ray diffraction measurements taken on a sample of MIL-100 ball-milled for a series of time intervals demonstrated
complete amorphization after 30 min, though also indicated 95% of the original diffraction peak intensity had disappeared after
10 min. Accompanying total scattering measurements were also performed, with the resultant PDFs highlighting once again the
similarity in short range order between a crystalline MOF and its ball-milled amorphous counterpart. The calculation of the
(weighted) partial pair distributions gij(r) allowed partial assignment of the PDFs. This was accompanied by subtraction of the base-
line from the D(r), and integration of the intensities of each peak. Plotting these over the time of amorphization (Fig. 4c) showed
the presence of three major groupsdeach of which suffered a loss in intensity over time to a varying extent. Those belonging to
atom-atom correlations within the trimer units (i.e., 1.34–2.98 Å) were relatively unaffected by milling time, explaining the simi-
larity of the PDFs of MIL-100 and amMIL-100 in this region. Those within the next region (3.34–11.30 Å) were assigned to peaks
arising from within supertetrahedra, and decreased by up to 60% over the milling time. Those however within the 13.44–24.90 Å
region were assigned to correlations between neighboring supertetrahedra, i.e. those involving atoms connected by organic linkers.
It was these that suffered an almost complete loss in intensity of the course of milling, providing firm evidence for the progressive
destruction of metal-linker bonding, and the introduction of defects during the course of milling.40

5.13.2.5 Proposed application and outlook

Several studies have explored the potential use of ball-milled amorphous MOFs in a variety of settings. Firstly, in the area of catal-
ysis, U�zarevi�c et al. have studied the formation, and collapse of bimetallic of ZnCuMOF-74.41 The framework here is formed from
oxometallic chains of Zn and Cu cations, themselves bridged by 2,5-dihydroxyterephthalic acid anions. The resultant honeycomb
structures have channel diameters of 12 Å.42 Amorphization by ball-milling was again noted, and, consistent with the formation of
open metal sites during the collapse mechanism, the amorphous product possessed a higher catalytic activity for the conversion of
CO2 to methanol than the crystalline MOF-74. Secondly, the trapping of I2 by sorption into a crystalline framework followed by
amorphization has been shown to retard escape in aqueous solutions compared to the crystalline framework in the case of several
ZIFs.43 This same idea was later used in the case of therapeutic molecules held within the interior of UiO-66, and successfully
demonstrated the prevention of burst release.44

Horike et al. have also worked on the amorphization of two-dimensional coordination polymers, such [Cd(H2PO4)2(1,2,4-
triazole)2](CdTz). Here, octahedral Cd2þ centers are bridged by 1,2,4-triazole ligands in 2D laters, with monodentate H2PO4

�

species completing the coordination sphere. Amorphization by milling in under 40 min was observed, though curiously the
product was observed to possess a glass transition, Tg, upon heating, at 79 C, prior to recrystallization into the original structure
at 104 C.45 Interestingly, a significant enhancement in proton conductivity of up to two times that of the crystalline material
was observed, and ascribed to the greater degree of movement of the organic ligand in the glassy phase. They followed up these
results by demonstrating that the ball-milling of the framework alongside DABCO (diazabicyclo[2,2,2]octane) resulted in the glassy
CP being doped with the organic ligand. This strategy also led to a significant enhancement of proton conductivity in the glass.46

The key studies mentioned here have shown the susceptibility of most MOF structures to ball-milling collapse, and the mech-
anism by which it occurs. The successive introduction of defects via metal-linker bond breakage has been demonstrated, and utilized
in the production of materials with e.g. enhanced catalysis. The amorphous products (amMOFs) formed may be useful for delayed
guest release applications in e.g. drug delivery. Such studies are however only the start, and I very much look forward to the expan-
sion of ball-milling induced defects and amorphization in the MOF family.

5.13.3 Thermal characterization of MOFs

5.13.3.1 Thermogravimetric analysis (TGA) and thermal decomposition

TGA experiments record mass loss in a sample, upon heating at a pre-determined rate under a specific atmosphere. For MOFs, this
may occur in several distinct steps, starting with desolvation at relatively low temperatures (<150 �C).47,48 This is typically followed
by a plateau region where the solvent-free evacuated MOF is stable, and finally followed by a secondary mass loss event, as the
framework begins to degrade. Such experiments are indeed useful to determine whether a given material is activated or not,49
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and perhaps even to provide a point of comparison for the temperature of decomposition, Td, of frameworks from different chem-
ical families. They are however, incorrectly and frequently used to claim the thermal stability of hybrid framework materials. An
excellent example of careful analysis is taken from the work of Parise et al., on the thermal properties of UL-MOF-1 (Li2(-
ndc)].50 The structure in question consists of LiO layers, connected by organic ligands, and presents a relatively featureless TGA trace
until decomposition at 600 �C (Fig. 5a and b). In addition to TGA, the authors also performed X-ray diffraction experiments and
isothermal experiments at 500 �C, to confirm structural integrity. This is however a rare example of rigorous characterization, and it
is worth reemphasizing that any claims on thermal stability should be (i) rationalized with respect to environment, and (ii) substan-
tiated by isothermal segments and cycling in the TGA experiment, alongside variable temperature X-ray diffraction, or differential
scanning calorimetry (DSC), as described in the next section.

Let us give some consideration first however, to the fate of aMOF structure upon exceeding Td. The prototypical MOF-5 possesses
[Zn4O]6þ clusters, which are linked by benzene-dicarboxylate organic molecules into a cubic framework (Fig. 5b). Unusually, given
the sparsity of information in general upon the decomposition of MOFs,47 a study by Hu and Zhang51 used mass spectrometry to
demonstrate that CO2 and benzene were evolved upon reaching Td, with the subsequent product left being ZnO and amorphous
carbon. Continued heating then converted the ZnO into hexagonal nanorods. Their proposed mechanism is illustrated below in
Fig. 5c. Much work has been done on utilizing the decomposition of MOFs to form templated products through mechanisms
similar to that described above, which is in general termed sacrificial templating.52

Comparatively little work however has been performed on the partial decomposition of MOF structures. Telfer et al. for example
have shown that protecting groups may be added to the metal node during synthesis, and subsequently removed by heating to leave
an undercoordinated metal site.53 More recent work includes that of Bueken et al., who constructed UiO-66 materials with dopant
quantities of trans-1,4-cyclohexanedicarboxylate (cdc). The structure was unchanged on the presence on up to 57% of cdc linkers.
The difference in thermal decomposition temperature between bdc and cdc was then used to selectively decompose the cdc linkers
(Fig. 5d), leaving a (non-collapsed) framework of similar accessible surface area with accessible inorganic sites (Fig. 5e).37

Fig. 5 (a) TGA of UL-MOF-1 showing thermal decomposition of the material at 625 �C. Adapted from Healy, C.; Patil, K. M.; Wilson, B. H.;
Hermanspahn, L.; Harvey-Reid, N. C.; Howard, B. I.; Kleinjan, C.; Kolien, J.; Payet, F.; Telfer, S. G.; Kruger, P. E.; Bennett, T. D. Coordin. Chem. Rev.
2020, 419. (b) Connectivity of the naphthalene dicarboxylate linkers with antifluorite type LiO layers. Lidorange; Odred; Cdgray; Hdomitted.
Adapted from Healy, C.; Patil, K. M.; Wilson, B. H.; Hermanspahn, L.; Harvey-Reid, N. C.; Howard, B. I.; Kleinjan, C.; Kolien, J.; Payet, F.; Telfer, S. G.;
Kruger, P. E.; Bennett, T. D. Coordin. Chem. Rev. 2020, 419. (c) A schematic representation of the thermal decomposition mechanism of MOF-5.
Adapted from Healy, C.; Patil, K. M.; Wilson, B. H.; Hermanspahn, L.; Harvey-Reid, N. C.; Howard, B. I.; Kleinjan, C.; Kolien, J.; Payet, F.; Telfer, S. G.;
Kruger, P. E.; Bennett, T. D. Coordin. Chem. Rev. 2020, 419. Copyright (2020), with permission from Elsevier. (d) Conceptual structure of the
octahedral cage of a mixed linker UiO-66 material containing bdc (red) and e-cdc (green) linkers. From Bueken, B.; Van Velthoven, N.; Krajnc, A.;
Smolders, S.; Taulelle, F.; Mellot-Draznieks, C.; Mali, G.; Bennett, T. D.; De Vos, D. Chem. Mater. 2017, 29, 10478–10486. (e) Conceptual structure of
the octahedral cage of a mixed linker UiO-66 material containing bdc (red) and e-cdc (green) linkers. Adapted with permission from Bueken, B.; Van
Velthoven, N.; Krajnc, A.; Smolders, S.; Taulelle, F.; Mellot-Draznieks, C.; Mali, G.; Bennett, T. D.; De Vos, D. Chem. Mater. 2017, 29, 10478–10486.
Copyright (2017) American Chemical Society.
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5.13.3.2 Differential scanning calorimetry

DSC is a commonly used technique in the thermal analysis of materials. It is however not yet widely employed in the metal-organic
framework fielddthe reasons for this are unclear but may include firm held notions that MOFs are relatively rigid and remain struc-
turally invariant until a sudden collapse at an identified Td. Like a TGA experiment, a constant rate, or isothermal experiment may be
carried out in the common DSC instrument. The instrument measures the heat flow (taken in, or given out) of both a reference and
sample pan with temperature or time. This allows the identification of features found in the TGA, such as desolvation/activation,
but also those processes which occur without mass loss. Examples include phase transitions such as melting (endothermic), recrys-
tallization (exothermic) or solid-solid transitions (exothermic). Such transitions commonly occur within a plateau of a TGA exper-
iment, and are thus hidden unless DSC or variable temperature X-ray experiments are used.

Suitable examples may be found in the case of MIL-53(Al), which is an aluminum 1,4-benzenedicarboxylate (BDC) framework
structure, consisting of chains of corner-sharing AlO4(OH)2 octahedra linked by the organic ligands.54 Thermal treatment of the
evacuated (narrow pore) material leads to a phase transition an open pore structure (Fig. 6a).55 Work by Llewellyn et al. on
a Cr, brominated analog of this structure, MIL-53(Cr)-Br, clearly demonstrated that not only can such transitions be observed in
a comparatively straightforward DSC experiment, but that repeated cycling leads to a loss in enthalpy associated with the endo-
thermic transition. Explanations included sample degradation or incomplete reversal to the narrow pore phase upon cooling.
Further examples of the use of DSC to identify transitions broadly associated with the flexibility of MOFs include within the ZIF
family. Here DSC measurements on the relatively dense ZIF-4 upon heating from 110 K to room temperature contained a (revers-
ible) endothermic peak at 145 K (Fig. 6b). This was ascribed to an entropically driven solid-solid phase transition, where the
volume increased by 23% upon heating.56

Bermudez-Garcia et al. provide a suitable example of the rich polymorphic behavior displayed by systems of the type [TPrA]
[M(dca)3] (M: Fe2þ, Co2þ and Ni2þ). These materials display perovskite-like structures, in which dca anions bridge MN6 octahedra
in m1,5 end-to-end connectivity, into a three dimensional framework, with the organic tetraalkylammonium cation located in the
center of the cavity. Careful DSC measurements yielded three endotherms for the materials In the relatively narrow temperature
region of 240–360 K (Fig. 6b). Additional X-ray crystallography performed at the salient temperatures showed the transitions arose

Fig. 6 (a) Schematic diagram of the crystal structure of different MIL-53 forms. Reproduced from Hou, J. W.; Ashling, C. W.; Collins, S. M.; Krajnc,
A.; Zhou, C.; Longley, L.; Johnstone, D. N.; Chater, P. A.; Li, S. C.; Coulet, M. V.; Llewellyn, P. L.; Coudert, F. X.; Keen, D. A.; Midgley, P. A.; Mali, G.;
Chen, V.; Bennett, T. D. Nat. Commun. 2019, 10, 2580. (b) DSC trace as a function of temperature obtained by heating and cooling samples of [TPrA]
[Fe(dca)3] (M: Fe2þ, Co2þ and Ni2þ) at a rate of 20 K min�1. (c) Crystal structure view and unit cell of [TPrA][Fe(dca)3] polymorph Ib (bottom) at
T <331 K. The structure crystallizes in the Ibam (centrosymmetric) space group. All TrPA and some of the dca ligands are disordered. Heating to T

>331 K results in disordering of the remaining dca ligands, and polymorph II (I4/mcm (centrosymmetric)). Both (b) and (c) are reproduced from
Bermudez-Garcia, J. M.; Sanchez-Andujar, M.; Yanez-Vilar, S.; Castro-Garcia, S.; Artiaga, R.; Lopez-Beceiro, J.; Botana, L.; Alegria, A.; Senaris-
Rodriguez, M. A. J. Mater. Chem. C 2016, 4, 4889–4898. Published by The Royal Society of Chemistry.
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due to displacement of both TPrA cations, and order-disorder transitions of both TPrA cations and dca anions (Fig. 6c).57 We note
that disorder-order transitions of central cationic species have been located by DSC in methylhydrazinium formate structures by
Pikul et al.58 Readers may refer to an excellent review on the topic for an in depth explanation of the technique and a wide range
of measurements for which it is suited.59

5.13.4 Melting and glass formation in metal-organic frameworks

5.13.4.1 Theory

In general, when a crystalline (i.e., long range ordered) solid is heated, it may reach a melting point, Tm. It is at this stage at which
covalent, or non-covalent interactions between the atoms, ions, molecules or structural fragments within the solid weaken substan-
tially, and facilitate atomic motion. At temperatures above Tm, which is a first order transition involving a discontinuous change in
the specific volume, we refer to the material in its liquid state.

Cooling the liquid may then result in crystallization back to the original solid, or indeed in the case of metastable materials,
a solid of lower potential energy than the original. These processes may be avoided given the application of sufficiently high cooling
rates, at which point the liquid is below Tm and referred to as a supercooled liquid.60 Atomic motion will continue to be reduced,
and viscosity will accordingly increase, to a point at which the slowing down of movement prevents the equilibrium specific volume
being reached at that temperature. The range over which this slowdown occurs is called the glass transition temperature, Tg (Fig. 7a).
Transiting this to lower temperatures results in the constituent structural components of the material becoming frozen in non-
equilibrium positions and the resultant solid is called a glass. It follows that glasses of different specific volumes may be produced
from the same liquid state, and also that reheating a glass through Tg results in one reobtaining a thermally equilibrated liquid state.
Quenching from the liquid state remains the most common method of glass formation.61

The Lindemann criterion for melting is given by Eq. (1), where the dimensionless ratio f(T) depends upon the root mean square
vibrational displacement of an atom (u), and the distance to their nearest-neighbor spacing, a.62,63 An understandable basis for this
law rests in an assumption that the increasing atomic vibrations with temperature, mean atoms collide with one another and the
crystal is thus rendered unstable.

The value of f(T) is not a constant, but has empirically been observed to lie in the range of 0.05–0.3.

f Tð Þ ¼
���

u2
���1=2
a

(1)

A variety of structures, including inorganics and metals, are observed to melt upon meeting the criteria within this range, though
substantial debate still exists on its wider generalization,64,65 and application to lower dimensionality materials.66 The criterion
however still represents a useful tool for the calculation of melting temperatures in structures.

5.13.4.2 Melting in coordination polymers and MOFs

Several examples related to melting may be found in both 1D and 2D coordination polymers,67 and three-dimensional metal-
organic frameworks.68 Horike et al. for example elegantly demonstrated that melting in the [Zn(HPO4)(H2PO4)2]$2C3H4N2

system, which consists of zinc phosphate chains and intercalating imidazolium cations. Variable temperature single crystal X-ray
diffraction was performed on the system, up to just below 140 �C, i.e. Tm. Extraction of the temperature factors, B, and therefore
u (Eq. 2) for each of the four coordinating oxygen atoms around the zinc, allowed for the Lindemann criterion to be computed
in each case.

B ¼ 8p2 < u2 > (2)

One of the oxygen atoms, O9, was found to possess a significantly higher Debye-Waller factor than the others (f ¼ 0.12 cf
f < 0.1), which was ascribed to its coordination to an inter-layer imidazolium cation. Melting in this case was inferred to be insti-
gated by Zn-O9 dissociationdwhich then propagated melting through the crystal (Fig. 7b).

Equally, Bennett et al. have shown that several members of the ZIF family also obey the Lindemann criteria for melting.69 ZIF-4
for example is composed of Zn(C3H3N2)4 tetrahedra, linked together by Zn-N coordination bonds.70 The resultant three-
dimensional network possesses pores of ca. 4.9 Å diameter (Fig. 7c). Experimentally, it has been observed to melt at 865 K.68 Molec-
ular dynamics simulations allowed the partial pair distributions, gij(r) to be computed at temperatures from 300 to 2250 K (the
time resolution of the molecular dynamics simulations being too fast to capture bulk melting processes at the (lower) experimen-
tally observed temperatures). The width of the Zn-N correlation at 2 Å was, as expected, subject to thermal broadening, and was
suitable for calculation of the generalized Lindemann ratio (Fig. 7d), which exceeded 0.15 at the computationally observed melting
temperature of ca. 1500 K. We also note that a similar treatment would have been possible using experimental PDF data, though
would require (i) the peak in G(r) to be distinct from those caused by other atom-atom correlations, or (ii) modeling in such a way
as to reproduce the G(r) at each temperature, followed by calculation of the partial PDFs at the different temperatures. An advantage
of the simulation-based approach used here was the presentation of a microscopic mechanism for the meltingdthe first observed
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for the MOF familydwhich demonstrated disassociation of an imidazolate from a (newly undercoordinated) zinc center, before
association of a different imidazolate (Fig. 7e).69

5.13.4.3 Hybrid melt quenched glass examples

There exist several excellence reviews and perspectives that cover the relatively small range of materials known to melt.14,71

Horike and Bennett for example have presented several routes to the amorphous phase starting from MOFs, alongside tradi-
tional melt-quenching. The below sections contain a selection of frameworks known to melt, though is by no means
exhaustive.

Fig. 7 (a) Schematic of melting, glass formation and the glass transition. A slow cooling rate produces a glass transition at a lower temperature
then a faster cooling rate. (b) The ORTEP model of [Zn(HPO4)(H2PO4)2]$2C3H4N2 (at �50 �C), demonstrating the local coordination environment of
Zn. Zndpurple; Pdyellow; Odblue; Cdgray; Hdatoms have been omitted. Reprinted with permission from Umeyama, D.; Horike, S.; Inukai, M.;
Itakura, T.; Kitagawa, S. J. Am. Chem. Soc. 2015, 137, 864–870. Copyright (2015) American Chemical Society. (c) Crystalline structure of ZIF-4. Free
volumedorange; Zndgreen; Cdgray; Ndblue. (d) Generalized Lindemann ratio D, quantifying the liquid nature of the system, as a function of
temperature, calculated for Zn–N (blue) interatomic distances using the peak width in gZn-n(r). The red horizontal line represents the critical ratio
indicated in the literature at 10% or 15% (the value chosen here). (e) Visualization of a representative imidazolate exchange event. Reproduced from
Gaillac, R.; Pullumbi, P.; Beyer, K. A.; Chapman, K. W.; Keen, D. A.; Bennett, T. D.; Coudert, F. X. Nat. Mater. 2017, 16, 1149–1154.
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5.13.4.3.1 Zeolitic imidazolate frameworks
Perhaps the greatest quantity of data available at present on melting MOFs concerns ZIFs. A popular example, given the relative ease
of transparent glass formation, is that of ZIF-62 [Zn(Im)2� x(bIm)x].

72 Here, two unique Zn tetrahedral nodes are each connected to
three imidazolate (C3H3N2

�), and disordered benzimidazolate (C7H5N2
�) ligands, in a continuous three dimensional frame-

work.73 The structure crystallizes in the Pbca space group, and shares the cag network topology with a number of other ZIFs.74

TGA carried out on the material demonstrates a mass loss of ca. 13% at 600 K, which is associated with loss of pore templating
N,N-dimethylformamide molecules (Fig. 8a). A plateau is then observed, i.e. no further mass loss occurs, up to ca. 790 K. The
constant pressure heat capacity trace provided by a DSC experiment contains an endotherm at 600 K, i.e. consistent with the acti-
vation of the framework. However, a second endotherm at ca. 790 K is also evident, which corresponds to melting.72,76 The glass
formed upon cooling is resistant to crystallization, a highly favorable property which is ascribed to the meta stable nature of the
crystalline framework (one might argue that, in the absence of pore occupying solvent, all MOFs are meta stable) and associated
density collapse upon vitrification.72

This density collapse facilitates a reduction in porosity in the glass phase, but does not eliminate it altogether. For example, at
a pressure of 1 bar the crystalline material reversibly adsorbs H2 at 77 K (130 mL STP g�1) and CO2 at 273 K (39 mL STP g�1),
which is reduced to 9 and 20 mL STP g�1 respectively on glass formation. The limited uptake of H2 was ascribed to diffusion limi-
tations at this low temperature.74 Henke et al. expanded on this promising behavior by showing the glass to be capable of adsorp-
tion of C3 and C4 hydrocarbons, alongside the kinetic discrimination between propane and propylene (Fig. 8b).77

It is however evident at this relatively early stage of MOF-glass research that it is not only the initial fabrication of the glass, and
the resultant chemical and physical properties that needs further research, also the processing techniques used to form the end glass.
For example, in inorganic glasses, problems of high viscosity of the liquid at Tg,

76 are circumvented through heating to high above
Tm. This is however not applicable in the case of MOF glasses given the relatively low Tds involved, which prevent use of the inverse
temperature-viscosity relationship.

Instead, work thus far has concentrated on (i) remelting, i.e. formation of initial batch glass samples before subsequent heating
above Tg with applied pressure, or (ii) vacuum hot-pressing.78 The group of Yang et al. have however demonstrated initial success in
the field of membrane manufacture of the glass, by first growing a layer of crystalline ZIF-62 on an alumina support, before heating
to 440 �C and conversion to the glass phase. The high viscosity of the liquid phase here was avoided by suspending the support
upside down during the melting process. The resultant membrane demonstrated selectivity H2/CH4, CO2/N2, and CO2/CH4

mixtures, whilst also possessing long-term stability.75

Fig. 8 (a) DSC scans of ZIF-62 glass, showing Cp and mass loss versus T, heated at 10 K min�1, following desolvation to eventual melting at
Tm ¼ 708 K. Cp upscans of ZIF-62 glass quenched from above Tm showing a clear glass transition (Tg ¼ 595 K), yielding Tg/Tm (0.84). Inset: Optical
image of a transparent MQ glass. Reproduced from Qiao, A.; Bennett, T. D.; Tao, H. T.; Krajnc, A.; Mali, G.; Doherty, C. M.; Thornton, A. W.; Mauro,
J. C.; Greaves, G. N.; Yue, Y. Z. Sci. Adv. 2018, 4, eaao6827. (b) Propane and propylene sorption isotherms (293 K) of selected ZnIm(2� x)bImx

glasses. The adsorption and desorption branches are shown with solid and open symbols, respectively. Reprinted with permission from Frentzel-
Beyme, L.; Kloss, M.; Kolodzeiski, P.; Pallach, R.; Henke, S. J. Am. Chem. Soc. 2019, 141, 12362–12371. Copyright (2019) American Chemical
Society. (c) Example of an indented single-edge pre-cracked beam (SEPB) specimen of ZIF-62 glass with dimensions of 1.5 � 1.9 � 10 mm3. The
indentation line is enlarged and shown in the inset. Also shown is the post-fractured SEPB specimen. Reproduced from To, T.; Sorensen, S. S.;
Stepniewska, M.; Qiao, A.; Jensen, L. R.; Bauchy, M.; Yue, Y. Z.; Smedskjaer, M. M. Nat. Commun. 2020, 11.75
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One should however not concentrate solely on the advantages of MOF-glasses to crystalline MOFs, but also take into account the
opportunities afforded by comparison to inorganic and organic glass categories. In terms of optical properties for example, the glass
formed from ZIF-62 has a high transmittance (up to 90%) in the visible and near-infrared wavelength ranges. This is coupled to
a refractive index of 1.56 and Abbe number of ca. 31, i.e. reminiscent of many common oxide glasses.79 Advantages however
may be located in the domain ofmechanical properties. Early work by Bennett et al. found that the hardness,H, and Youngs’moduli,
E, of a selection of MOF-glasses were largely intermediate between those of organic, and inorganic systems (ca. 0.6 and 7 GPa,
respectively).72,78 Their strain-rate sensitivities were also unlike inorganics, whilst scratch testing suggests the activation of similar
deformation mechanisms during both normal, and lateral deformation. The absence of ductile fracture is, however, in stark contrast
to inorganic glasses.78 Smedskjaer et al. followed this by identifying cracking patterns in the ZIF-62 glass,80 and specifically shear
bands with a sliding extent of 35 nm. This is dissimilar to other fully polymerized glasses, but perhaps to be expected given the
weaker nature of coordination bonds compared to the majority of ionic or covalent bonds. This also underpins the relatively
low fracture toughness of the glass found (KIc �0.1 MPa m0.5),81 though imbues a greater degree of nanoductility upon the glass
(Fig. 8c).

The generality of melting amongst the ZIF family remains to be seen, Hou et al. have made progress in forming, and melting
halogenated analogs of ZIF-62, though demonstrate partial decomposition of the linker upon melting, and the resultant formation
of Zn-X (Xdhalogen) bonds.82 Coudert et al. have suggested that those dense members of the family are more prone to stable liquid
formation (cf decomposition), given the greater degree of non-covalent dispersive interactions which stabilize the loosely bound, or
dissociated imidazolate ligands after Zn-N bond cleavage.83 This was used to explain the lack of melting behavior in the prototypical
ZIF-8 framework, with an activation free energy for Zn-Im bond cleavage at 865 K of 142 kJ mol�1 calculated. This is far higher than
the corresponding figure for ZIF-zni, of 96 kJ mol�1.83

I note that interesting recent research by Wondraczek et al. has sought to circumvent the aforementioned density problem
through impregnation of the crystalline ZIF-8 structure with an ionic liquid (IL), 1-ethyl-3-methylimidazolium bis(trifluorometha-
nesulfonyl)imide, [EMIM][TFSI]. Experimental evidence shows that the impregnated structure melting at ca. 381 �C, and that a glass
is formed upon quenching.84 This has been ascribed to the weakening of intra-framework interactions through partial coordination
of the ionic liquid to the metal center.

5.13.4.3.2 Hybrid organic-inorganic perovskite structures
Hybrid organic-inorganic perovskites (HOIPs), formula ABX3, where A ¼ organic cation, B ¼ metal ion and X ¼ Halide ion, are of
extreme interest for applications such as photovoltaics.85 Replacement of the halide species with flexible bridging ligands such as
dicyanamide [dca, N(CN)2

�], hypophosphite [H2POO–] and formate [HCOO–] has however been observed to lead to structures
which strongly resemble MOFs in terms of both three dimensional nature and extended organic-inorganic connectivity.86 Polymor-
phic phase transitions in the wider family are common, and ascribed to displacement of the organic “A” site cation, and disordering
of both “A” and “X” site organics.87

Such order-disorder transitions are for example present in the [TPrA][Mn(dca)3] (TPrA ¼ tetrapropylammonium,
[(CH3CH2CH2)4N]þ) family. Here, M2þ (M ¼ Mn2þ, Fe2þ, Cd2þ, Co2þ) ions are octahedrally coordinated by dca ligands,
in a three-dimensional framework, with the TPrA cations located in the pseudo-cuboctahedral cavities (Fig. 9a). At
330 K, the Mn structure undergoes a (pressure-sensitive) transition from a low, disorder, A-site displaced structure, to
a second polymorph with a centered A-site cation and larger thermal disorder in the “A” and “X” site organics.88 The large
reversible entropy change of the transition has been suggested as the basis for the potential use of such compounds in bar-
ocaloric materials.

The existence of multiple temperature-induced phase transitions within this family, coupled with their relatively dense nature,
M-N coordination bonds and one prior report of melting, led to investigations by Shaw et al., centered on possible melting
behavior. Subsequently, they found the [TPrA][M(dca)3] (M ¼ Mn, Fe, Co) series to melt at temperatures �250 �C. First principles
molecular dynamics simulations, combined with pair distribution function measurements, confirmed the mechanism to proceed in
similar fashion to that in ZIFs, i.e. via M-N coordination bond breakage in a relatively rare barrier crossing event (obeying the Lin-
demann criteria), and the subsequent formation of under-coordinated M centers.

As in some Co-containing ZIFs,89 a degree of metal reduction upon melting was noted in the HOIPs. Quenching from temper-
atures high above Tm resulted in glass formation (Fig. 9b), though the liquids were observed to be prone to recrystallization upon
quenching from lower temperatures. Such observations would imply that some degree of metal reduction and dca/TrPA decompo-
sition is necessary for glass formation.7 Subsequent work has concentrated on elucidating structure-property relationships in the
family by varying “A” site and M cations.90 Increases in Tm from Co, to Fe and Mn follow the trend in the ionic radii rCo < r-
Fe < rMn, consistent with hard-soft/acid-base theory, whilst decreases in Tm upon increasing the “A” site cation size are consistent
with the weakening of non-covalent interactions within the framework. The density of both crystalline, and glass species in the case
of HOIPs most likely precludes usage in guest storage or separation applications, though their performance in thermoelectric appli-
cations (Fig. 9c) appears a promising avenue of investigation.

5.13.4.3.3 Other three-dimensional coordination framework materials
The labile nature of the nitrile ligand in coordination polymers was recognized by Horike et al.91 The 3D structure, [Ag(L2)(CF3-
SO3)],2C6H6 (L2 ¼ 1,3,5-tris(4-cyanophenylethynyl)benzene), contains two unique Agþ environments; one bound to three
different ligands and one CF3SO3 in a distorted tetrahedral geometry, and the other bound by three ligands in a trigonal planar
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geometry. Each L2 ligand bridges two tetrahedral, and one trigonal centers,92 forming a honeycomb network of interpenetrated
networks. Combined DSC and VT-XRD measurements on the structure revealed a solid-solid transition to an unidentified structure
at 245 �C, prior to melting at 271 �C, with quenching resulting in formation of a dark colored glass. Interestingly, milling of
[Ag(L2)(CF3SO3)]2C6H6 (in an inert atmosphere) resulted in an amorphous product, which itself displayed a Tg at 107 �C, prior
to recrystallization to the original structure.

Mason et al. recently proposed strategies to identify meltable coordination network structures based on the minimization of
enthalpy (DHfus) and entropy (DSfus) between solid and liquid phases.93 A series of M(bba)3[M0Cl4] (bba ¼ N,N0-1,4-
butylenebis(acetamide) (M/M0 ¼ Mn, Fe, Co; M ¼ Mn, M0 ¼ Zn; and M ¼Mg, M0 ¼ Co, Zn) compounds were synthesized. In
each three-dimensional compound, octahedral metal centers are connected to six others by bba ligands, surrounding a tetrahedral
uncoordinated cation (Fig. 10a). Differences in the charge balancing ion here were observed to have little difference, though the
identity of the network former was deemed to be critical. Enthalpic trends were rationalized on the basis of M–O coordination
bond strength, though are not sufficient alone to describe the variation in Tm. Entropy was also observed to play a large role in
Tm determination, with delicate differences in hydrogen bonding between the analogs causing a reduction in entropy of the solid
state, and subsequent increase in the entropy of fusion upon melting (Fig. 10b).

Fig. 9 (a) Simplified representation of the [TPrA][Mn(dca)3] structure at room temperature. Mn, C and N atoms are shown as pink, gray and blue
spheres, respectively. All H atoms have been omitted for clarity, as have all TPrA ions except that located on the body-center position. Only one of
the possible orientations of the TPrA and dca ions within the average crystal structure are shown. (b) Change in heat flow with increase in
temperature for [TPrA][M(dca)3] samples. Values for the enthalpy of fusion (DHf) for the crystalline to liquid transition were extracted from the
shaded sigmoidal areas, which were determined after subtracting sigmoidal baselines from the calorimetric data. Inset. Optical images of [TPrA]
[Mn(dca)3] before heating (left) and after cooling (right). (c) An Ashby plot of thermal conductivity (k) vs electrical conductivity (s) at 300 K.
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5.13.4.3.4 Lower dimensional coordination polymers
Horike et al. have studied the zinc phosphate-azolate family intensively. For example, the 1D [Zn(HPO4)(H2PO4)2]$2H2Im (1)
melts at ca. 140 �C, which is ascribed to Zn–O bond breakage.67 The nature of the intercalating imidazole was varied, and the
melting points of [Zn3(H2PO4)6(H2O)3]$HBim (2), [Zn3(H2PO4)6(H2O)3]/H(2dMeBim) (3) and [Zn3(H2PO4)6(H2O)3]/
H(2dClBim) (4) studied. Interestingly, compounds 1–3 displayed melting temperatures, though 4 was observed to decompose
in the liquid phasedthis is consistent with measurements on halogenated ZIFs and suggests that halogenated ligands are inherently
unstable at high temperatures. From the remaining compounds, two melts at ca. 160 �C, whilst three melts at the far lower temper-
ature of ca. 100 �C. Recrystallization is however observed in all cases upon cooling, unlike the 2D [Zn(H2PO4)2(HTr)2]n (Tr, 1,2,4-
triazolate) structure, which contains octahedral Zn(II) centers. Here, each Zn is bound to twomonodentate axial phosphate groups,
and centers are connected together by triazolate species, each of which bridge two centers to yield extended organic-inorganic
connectivity in a plane.94 Upon reaching a Tm of 184 �C, liquid formation occurs via fragmentation of inorganic-organic bonding,
and the subsequent formation of tetrahedral zinc complexesdmeaning that a 0D glass is formed.

The same authors have also shown copper(I) based systems to melt, such as [Cu2(SCN)3(C2bpy)] (bpy: 4,40-bipyridine). The
structure consists of tetrahedral Cuþ species within dimeric Cu2(SCN)2 clusters, themselves linked together by a tetrahedral Cuþ

ion. The result is sheets of [Cu2(SCN)3]n, with the organic cation coordinating to the bridging ion. The melting of the structure
at ca. 190 �C allows glass formation, with a resulting glass transition of just 90 �C. Interestingly, the glass did not undergo recrys-
tallization on heat treatment, though the original crystal structure could be regained by mechanical grinding.95 We also note re-
ported instances of coordination polymer melting in Copper(I) imnidazolates96 and transition metal polycyanoborates.97

5.13.5 Pressure and temperature induced polymorphism and collapse

In addition to the effect of temperature mentioned above, there exist many excellent reviews on the application of pressure to
MOFs.98,99 These detail intricate and wide ranging studies on the response to compression, and both displacive and reconstructive
structural transitions. Examples of the former, which occur without bond breaking, include linker rotations, such as that seen in
early work on ZIF-8 byMoggach et al. Here, upon pressurization in a small molecule hydrostatic medium, imidazolate groups rotate
in a concerted fashion to increase the pore volume of the structure and allow further guest ingressdwithout changing space
group.100 They also include closed poredopen pore transitions, i.e. breathing, in frameworks such as MIL-53(Cr) where oil and
mercury were used as pressure media in order to elicit transitions between states of different porosity.101 Typically, the energy
barriers to such transitions are relatively low, and thus reversibility is common.

Reconstructive transitions on the other hand progress via bond breaking, and so typically involve high energy barriers and irre-
versibility. Examples include the transition of ZIF-zni, the most dense and energetically stable of the ZIF family under ambient
conditions, which transforms to an even more dense material <0.8 GPa in a non-penetrating hydrostatic medium of
isopropanol.102 Transitions have also been found in materials perhaps assumed to be resistant to pressure, such as MIL-127, or
PCN-250. Constructed from Fe3-m3-oxo centered clusters connected by six tetratopic azobenzene-based ABTC (ABTC ¼ 3,30,5,50-

Fig. 10 (a) Crystal structure of the three-dimensional network Co(bba)3[CoCl4]. Note that the bba ligand is disordered over two positions, and only
the higher occupancy atomic positions are shown. Purple, red, gray, blue, and green spheres represent Co, O, C, N, and Cl atoms, respectively; H
atoms have been omitted for clarity. (b) Comparison of DHfus, DSfus, and Tm for select metal–bis(acetamide) frameworks. The symbol shape
identifies the series of compounds, while the symbol color designates the metal, and the border color designates the anion. Reprinted with
permission from Lu, M.; McGillicuddy, R. D.; Vuong, H.; Tao, S.; Slavney, A. H.; Gonzalez, M. I.; Billinge, S. J. L.; Mason, J. A. J. Am. Chem. Soc.
2021. doi: 10.1021/jacs.0c11718. Copyright (2021) American Chemical Society.
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azobenzenetetracarboxylate) linkers, the material undergoes two sequential transitions up to relatively modest pressures of
300 MPa.103 These are however to a kinetically stable phase, which ultimately reverts back to PCN-250 at room pressure.

Reports of the behavior of pressure and temperature to MOFs is extremely rare, despite this being commonplace in materials
within relatively broad disciplines such as engineering and mineralogy.104

Even simple minerals such as SiO2 display six crystalline polymorphs between 0–1800 �C and 0–10 GPa. The question that one
might therefore ask is thus, what of the behavior of relatively complex materials such as MOFs in PT space?

5.13.5.1 Rich MOF polymorphism in PT space

ZIF-4 is a model system on which to consider the PT space of MOFs, given its behavior on heating at ambient pressure. The structure
for examples undergoes a reversible displacive transition to a solid of the same space group, though with a 20% reduction in
volume, upon cooling to <100 �C.56 On heating, solid-state amorphization at 300 �C is witnessed, prior to recrystallization to
the dense ZIF-zni phase at 450 �C,105 and melting at 572 �C.68 Separately, under pressure at room temperature, a displacive tran-
sition to a more dense phase at the relatively modest pressure of 0.03 GPa was located by Henke et al.,106 in addition to amorph-
ization at ca. 6 GPa previously reported by Bennett et al.107

Widmer et al. performed only the second high-pressure high-temperature powder X-ray diffraction experiment on a MOF, when
they used a resistively heated diamond anvil cell (DAC) with a (non-penetrating) silicone oil hydrostatic medium, mounted onto
the I15-1 beamline at the Diamond synchrotron, United Kingdom.108 The application of pressure yielded first one novel ortho-
rhombic phase, then subsequent transformation to another new monoclinic phase, which itself amorphized above 7 GPa. On
increasing both P and T, a further two novel dense phases were located, including one with a doubly interpenetrated diamondoid
structure (Fig. 11a). These reflect striking polymorphism, and perhaps suggest that further exploration of this novel area is merited.

5.13.5.2 Melting curves

One portion of the ZIF-4 PT diagram in Fig. 11a not yet discussed is that located at the solid-liquid interface. One can observe that

the slope between ZIF-zni and the liquid state is positive, i.e. dP
dT > 0. Such a result is consistent with the Clapeyron equation (Eq. 3),

given the entropy change on liquid formation from a solid is positive, and that the dense framework expands as melting occurs.108

dP
dT

¼ DS
DV

(3)

Fig. 11 (a) Pressure–temperature phase diagram of ZIF-4. The pressure range from 0 to 0.1 GPa has been magnified for better visibility and is thus
not to scale. Solid symbols represent the experimental points, and they are colored according to the phases observed in situ. Colored outlines of
phase boundaries are drawn as guides to the eye. Dashed lines indicate irreversible, reconstructive transitions. Reproduced with permission from
Widmer, R. N.; Lampronti, G. I.; Chibani, S.; Wilson, C. W.; Anzellini, S.; Farsang, S.; Kleppe, A. K.; Casati, N. P. M.; MacLeod, S. G.; Redfern, S. A.
T.; Coudert, F. X.; Bennett, T. D. J. Am. Chem. Soc. 2019, 141, 9330–9337. (b) Pressure–temperature phase diagram of ZIF-62. Two distinct
amorphous phases with high and low densities relative to each other are shaded dark red (high P) and light red (high T), respectively. This
distinction is based on changing slopes of both crystalline–amorphous and solid–liquid phase boundaries. The phase boundary between the two
amorphous phases is tentatively indicated with a dashed black line. The phase field for liquid ZIF-62 is shown in yellow, defined by melting points
observed optically at high P and using DSC at ambient P. Crosses indicate high-P/high-T conditions from which the samples were quenched for
morphological analysis. Reproduced from Widmer, R. N.; Lampronti, G. I.; Anzellini, S.; Gaillac, R.; Farsang, S.; Zhou, C.; Belenguer, A. M.; Wilson,
C. W.; Palmer, H.; Kleppe, A. K.; Wharmby, M. T.; Yu, X.; Cohen, S. M.; Telfer, S. G.; Redfern, S. A. T.; Coudert, F. X.; MacLeod, S. G.; Bennett, T. D.
Nat. Mater. 2019, 18, 370–376.
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This does not appear to be the situation for ZIF-62 (Fig. 11b) however, which displays a negative melting curve, i.e. the appli-
cation of pressure lowers Tm.

74 This is counter-intuitive behavior for a material, shared only by a few examples such as ice, i.e. rege-
lation, the behavior by which the bottom of a glacier may exhibit liquid lice behavior and allow movement. Such behavior may
however be explained by considering that (i) the overwhelming majority of MOFs are metastable in the absence of solvent, and
(ii) the existence of a dense high pressure amorphous state is separate from that of a relatively open high temperature amorphous
state. This means that as Tm is approached from the high pressure amorphous state, the volume change up on melting is, like the
denze ZIF-zni in the case of ZIF-4, positive. However, in the case of approaching Tm from the more open high temperature amor-
phous state, the volume change is now negative, i.e. the open metastable framework collapses to the liquid state. Chemically
speaking, one may also rationalize the behavior by consideration of the fate of the Zn-N bond upon compression. Molecular
dynamics simulations carried out in the same study show that Zn-N bond energy weakens with pressure. It is this bond which,
upon breakage, sets melting in progress.

5.13.6 Conclusion

Several excellent reviews and perspectives on non-crystalline porous materials,109 and specifically coordination polymers or
MOFs14,71,110 now exist. This represents significant progress in a field which has, and still largely is, dominated by the synthesis
and properties of the crystalline state. There is still however, much, much further to go in both our fundamental, and applied under-
standing of this newly rediscovered area of coordination polymer science.

The generality of the phenomena discussed here is of course of extreme interest. Evidence already suggests that the mechanism of
framework collapse through ball-milling is common across most of the MOF family. The utilization of guest capture, prior to frame-
work collapse and irreversible trapping may therefore become a topic revisited frequently in the coming years, and it is here perhaps
that one may look to increase the propensity for collapse through e.g. defect introduction. Equally, perhaps researchers investigating
applications where materials are expected to exhibit a significant degree of resistance to shear, may look to increase their resistance
to collapse through e.g. addition of replacement of structural linkers. Differences in physical properties such as porosity and solu-
bility between the amorphous material and the crystalline state upon partial, and complete framework amorphization will also
prove to be important, given proposed uses of MOFs across drug delivery and gas storage/separation. Differences in chemical prop-
erties between ordered and disordered states may also be researched, with the formation of coordinatively unsaturated metal sites
perhaps being useful for applications across catalysis.

The advent of works from several other international research groups in the area of melt-quenched MOF-glasses demonstrates
the attractive nature of the vitreous state for a variety of applications. Questions upon designability, generality and ability to manip-
ulate the liquid species into bulk glasses will however need to be answered as the field matures, though it may not necessarily be that
an application comes from a pure MOF-glass. Recent work on composites between a MOF-glass and either a crystalline MOF, or an
inorganic glass, have for example shown promise in the area of mechanical properties.111

The development of the field further will however take some time. One may point toward the relatively large gap between the
discovery of MOFs1,3,4 and their first commercial application,112 or indeed the case of metallic glasses.113 Common to both cases
was the enormous amount of work toward the fundamental understanding of structure, and properties that was required. The same
will undoubtedly be true of the non-crystalline coordination polymer and MOF area, though I very much look forward to the
results.
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Abstract

Pair Distribution Function (PDF) analysis is a powerful method for characterization of atomic structure in nanostructured
materials where conventional crystallographic techniques may be challenged. We here review the use of total scattering and
PDF for characterization of nanomaterials and show how detailed structural information can be obtained. Through examples
from the literature, we introduce the use of different types of PDFmodeling, such as real-space Rietveld refinement, modeling
using discrete structure models, and Reverse Monte Carlo (RMC) methods. The examples cover a range of different types of
nanomaterials, including crystalline nanoparticles, nanoclusters, as well as highly disordered nanostructured compounds,
illustrating the versatility of the PDF method.

5.14.1 Introduction

Over the past decades, nanomaterials have come to play an enormous role in almost all fields of materials chemistry. Significant
progress has been made in synthesis of e.g. nanoparticles, and particle size, shape and composition can, in some cases, be controlled
with almost atomic precision. Very complex nanomaterials can thus be prepared, which enables a range of novel applications and
possibilities. This interest in nanomaterials has led to a need for new characterization methods. Crystallography and diffraction
techniques have been indispensable for material chemists for more than 100 years, and there is no doubt that the development
of the advanced functional materials used in today’s technology can be directly linked to advances made in crystallographic
methods.1 However, crystallography builds on long-range atomic order; something that is inherently absent in many nanomateri-
als. Nanochemists have therefore had to look toward other methods for structural characterization and here, total scattering with
Pair Distribution Function (PDF) analysis has come to play a large role. PDF analysis is rapidly becoming a core tool in the materials
chemist’s toolbox, on par with classical, Q-space Rietveld refinement.2–4 This progress builds on seminal PDF work on crystalline
materials done in the late 1980s and early 1990s,5–7 and can be related to the development of dedicated high energy synchrotron
beamlines and neutron instruments for total scattering, user-friendly software,8–12 as well as textbooks,13 reviews14,15 and tutorials,
introducing a large audience of chemists interested in nanomaterials to the methods.

In this chapter, we will give a brief introduction to the use of total scattering and PDF analysis for characterization of nanoma-
terial structure. After a short description of how nanoparticle size and structure affect scattering data, we will introduce PDF analysis,
i.e., analysis of nanoparticle structure in real space. We will do this through selected examples from the literature, illustrating the
many approaches to data analysis that have appeared over the past decades. The PDF literature is vast and is continually growing,
and we here only cover a small fraction of the field. For more examples, we refer the reader to recent reviews describing many
different aspects of PDF analysis.14–22 A detailed introduction to PDF theory is given by the classical textbook by Billinge and
Egami.13
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5.14.2 Analysis of nanoparticle structure from scattering data in Q-space: From Rietveld refinement to total
scattering analysis

We first consider the effect of nanoparticle size on Powder X-ray Diffraction (PXRD) data in Q-space. Fig. 1 shows calculated PXRD
patterns from Fe3O4 nanoparticles of different sizes. The largest nanoparticles (>5–10 nm) give rise to clear Bragg peaks, and in this
case, crystallographic methods such as Rietveld refinement can normally be applied for analysis of atomic structure. The crystallite
size is reflected in the Bragg peak width, and in Rietveld refinement, this effect is typically treated by using numerical functions to fit
the Q-dependent Bragg peak profile width, allowing information on nanosize (and/or strain) to be extracted. However, when the
particles get smaller (here shown for 1–2 nm particles), clear Bragg peaks are no longer seen. Crystallographic methods such as Riet-
veld refinement rely on Bragg diffraction. In the case of very small particles or crystallites, usually below 3–5 nm, these methods
therefore fall short: Firstly, below this size, the peak broadening and peak overlap is so large that it is difficult to define peak posi-
tions, if one can even talk about Bragg peaks for these materials. Secondly, any size-dependent effects such as surface restructuring,
or size-induced deviations from periodic order will show up in scattering patterns as diffuse scattering, which is not taken into
account when assuming nanomaterials to be crystalline. Here, a total scattering approach is required, where both diffuse and Bragg
scattering is considered.

Total scattering analysis can be done either directly in Q-space, or in r-space through PDF analysis as discussed further below. In
Q-space, total scattering analysis is based on the Debye scattering equation (DSE), which allows calculation of the coherent scat-
tering intensity Ic(Q) from any atomic arrangement, no matter if it is crystalline or not. For X-rays, the DSE can be formulated as:

Ic Qð Þ ¼
XN

i¼1

XN

i¼j

fi Qð Þfj Qð Þsin�Q$rij
�
=Q$rij (1)

The sum goes over all pairs of atoms in the sample, with rij representing the distance between the atoms in the pair. f(Q) is the
atomic form factor for the given element. The DSE thus allows calculation of scattering intensities from a model, and the calculated

Fig. 1 Calculated PXRD patterns (A) and PDFs (B) for Fe3O4 nanoparticles of different sizes.
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curve can then be compared to experimental data for model refinement. Since no periodicity is required, complex effects such as
stacking faults, dislocations, particle size and shape distributions, etc., can be incorporated in the model.23–25

While the DSE was derived by Peter Debye more than a century ago,26 it is not until quite recently that this approach has been
used for nanoparticle characterization. This has mostly to do with computational power. The sum in the DSE goes over all atomic
pairs in the model, unlike crystallographic methods taking advantage of translational symmetry. The DSE-approach thus requires
heavy calculations and advanced structure modeling, which only recently have become possible using standard computers. The
method is now becoming more available for a wider audience with the development of software such as DISCUS27 and DEBUSSY.28

An example of a recent application of the DSE concerns lead chalcogenide nanoparticles with applications in photovoltaic, opto-
electronic and thermoelectric devices.24,25 Lead chalcogenides are known to crystallize in the rock salt structure, however, in the case
of small nanoparticles, the atomic arrangements in particle core and surface are expected to differ, although this is difficult to quan-
tify. Bertolotti et al. used DSE analysis of X-ray total scattering data to analyze the structural distortions seen in PbSe and PbS nano-
particles in the size range from 3 to 8 nm.25 From their X-ray analysis, Bertolotti et al. initially observed that a simple Rietveld model
assuming the cubic rock salt unit cell did not describe their data well. Further Rietveld refinement showed that the data were better
described when implementing a deformation of the primitive rhombohedral unit cell in the system. This was expected to be due to
lattice strains introduced by the ligands covering the surface of the particles, and the distortion was therefore expected to be most
significant near the particle surface. However, when treating the data using conventional Rietveld refinement, it was assumed that all
parts of the crystallite, from core to surface of the nanoparticles, can be described with one single unit cell. DSE analysis was there-
fore applied to better describe the entire nanoparticle system, and different models were built reflecting the differences in atomic
arrangement from surface to core. This analysis showed a clear ligand-induced tensile strain, resulting in permanent electric dipoles
in the nanoparticle structure. The strain, and thus the occurrence of permanent electric dipoles, was found to be dependent on the
nature of the ligands covering the particle surface. The analysis furthermore showed that the particle core was Pb deficient, while the
surface of the particles is Pb rich.25

With the Debye-equation, Q-space analysis of total scattering can thus provide detailed insight into nanoparticle structure, as
also exemplified for e.g., dislocations in metallic particles,29 stacking faults,23,24,30–33 and defects in perovskite materials,34 just
to name a few. However, while recent software developments have made DSE analysis in Q-space more accessible, this approach
is still very demanding in terms of both computational and experimenter time, as well as experimenter expertise. This leads us to
PDF analysis in r-space, where a more intuitive analysis can sometimes be applied.

5.14.3 Analysis of nanostructure in r-space: PDF analysis

5.14.3.1 Introduction to the PDF

The PDF is the Fourier transform of total scattering data. While PDF analysis does not provide any additional structural information
as compared to total scattering data analysis in Q-space, Fourier transforming the data provides a function in r-space rather than Q-
space. This can make structural analysis more intuitive because the peaks in the PDF directly relate to atom-atom distances in the
material being analyzed. Analysis of total scattering in r-space can furthermore be less computationally expensive, as analysis of e.g.
specific r-ranges can be done. This limits the need for full models describing the atomic structure beyond 10–20 Å.

The PDF is obtained by Fourier transforming the structure function S(Q) which is calculated from the experimentally determined
scattering data. For X-rays, the S(Q) is obtained as:

S Qð Þ ¼ Ic Qð Þ � �
f Qð Þ2�þ hf Qð Þi2
Nhf Qð Þi2 (2)

From S(Q), the closely related reduced structure function F(Q) can be calculated:

F Qð Þ ¼ QðS Qð Þ� 1ÞÞ (3)

Ic(Q) is the coherent X-ray scattering intensity, and f(Q) the atomic form factors for the elements in the sample. N is the number
of atoms in the sample. In order to obtain S(Q) or F(Q) for PDF analysis, Ic(Q) must thus be isolated from raw X-ray scattering data
by subtracting any background scattering from e.g. sample environment, particle support, or a solvent that may be present. The data
must also be corrected for contributions from incoherent scattering, fluorescence, etc. This can either be done by carefully calculating
these contributions based on knowledge of the experimental setup and the sample, or as is now more often done, using fast ad hoc
algorithms such as in the widely applied PDFgetX3 program.9

The Fourier transform of the S(Q) function yields the reduced pair distribution function G(r):

G rð Þ ¼
�
2
p

�Z Qmax

Qmin

QðS Qð Þ� 1Þsin Qrð ÞdQ (4)

The G(r) function is closely related to the slightly more intuitive R(r), the radial distribution function:

R rð Þ ¼ r$G rð Þþ 4pr2ro (5)

Total scattering and pair distribution function analysis for studies of nanomaterials 309



Here, ro is the average atomic number density in the sample. The relation between atomic structure and the R(r) function is given
from Eq. (6):

R rð Þ ¼
X
n

X
m

fvfu
fh i2 dðr� rnuÞ (6)

A pair of atoms (denoted v and u) will give rise to a delta function at rvu, which is the distance between the two atoms. The
intensity of the peak is dependent on the scattering power of the atoms in the pair through their atomic form factors. The full
R(r) is obtained by summing over all pairs of atoms in the sample. While the R(r) function is more intuitive and directly represents
a histogram of interatomic distances in the sample, it is cumbersome to work with, as it increases with increasing r. The G(r) func-
tion, on the other hand oscillates around zero. The intensity of G(r) peaks represent the probability of finding a pair of atoms with
a separation of r, compared to the average atomic number density in the sample.35 As G(r) is the function that is obtained directly
from the Fourier transform of S(Q), most PDF analysis is done using G(r). However, many other, closely related functions exist, and
an overview has been made by Keen35 and Peterson.36

The Q-range included in the Fourier transform (Q ¼ 4p sin qð Þ
l

) determines the r-resolution of the PDF and thus the amount of
information that can be extracted through PDF analysis.13 Generally, a Qmax value of at least 15–25 Å�1 is needed to extract atomic
scale structural information, however, this value is dependent on the information sought and aim of the study. The need for a wide
Q-range means that total scattering data for PDF analysis should be collected with a high energy neutron,37 electron, 38 or, most
commonly, X-ray beam. As it is important to collect data with good statistics at even the highest values of Q, high flux is furthermore
needed, and in the case of X-rays, most total scattering data are therefore collected at high energy synchrotron X-ray beamlines, often
dedicated for PDF analysis.4 However, PDF analysis is also possible with laboratory instruments using Ag or Mo X-ray tubes, and
such instruments are becoming more common as the interest in PDF continues to increase.39

5.14.3.2 Data analysis in real space: Model free analysis of total scattering data

Fig. 1B shows simulated PDFs (G(r) functions) for Fe3O4 nanoparticles of different sizes. A wealth of information can be imme-
diately extracted, both concerning atomic structure and nanostructure. The extent of oscillations in the PDFs here reflect the nano-
particle size, or more generally, the size of domains with atomic order in the sample. The PDF peak positions reflect the distance
between atoms in the sample, and by considering the position of the first PDF peaks, nearest neighbor distances can be obtained; in
this case the Fe-O bond distance can be found to be 2.0 Å, and the next peaks represent interatomic Fe-Fe (and O-O) distances in the
spinel structure. The peak intensity relates to the occurrence of the specific atomic pair in the sample, as well as the scattering power
of the atoms in the pair, as discussed above. The PDF peak width reflects the thermal vibration of atoms, as well as any disorder
present in the sample that may lead to a distribution of interatomic distances.40

The intuitive nature of the PDF thus makes it possible to directly extract structural information, even without a structural model.
Such an approach can be very useful in the case of e.g. time-resolved in situ or operando experiments, where changes in peak posi-
tions, or appearance and disappearance of new PDF peaks can be followed. For example, Newton et al. used in situ PDF to follow the
structural changes taking place in Pt nanoparticles when catalyzing CO oxidation.41 The PDFs, illustrated in Fig. 2, show peaks
appearing when the particles were exposed to an oxidizing environment. The peaks do not relate to the Pt fcc structure and
must thus be an effect of the oxidizing environment. Based on the peak positions, this was related to a PtOx surface layer.

Fig. 2 PDFs obtained from Pt catalysts upon switching gas environment. A peak at ca. 3.2 Å appear when the particles are exposed to an oxidizing
environment. Reprinted with permission from Newton, M. A.; Chapman, K. W.; Thompsett, D.; Chupas, P. J. Chasing Changing Nanoparticles With
Time-Resolved Pair Distribution Function Methods. J. Am. Chem. Soc. 2012, 134 (11), 5036–5039. Copyright 2012 American Chemical Society.
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5.14.3.3 Real space Rietveld refinement on total scattering data

While the PDF allows information to be obtained frommodel-free analyses, modeling can provide a much deeper understanding of
the material in question. Various strategies for modeling exist, with “real-space Rietveld” being very widely used. As in conventional
Q-space Rietveld refinement, this approach relies on a crystallographic description of the material, i.e. a crystallographic space
group, a unit cell and an asymmetric unit. The unit cell parameters can be refined along with fractional coordinates, occupancies
and atomic displacement parameters. Effects of crystallite size can be implemented through an envelope function that dampens
the PDF signal as r increases. The envelope function corresponds to a particular particle shape, which is usually assumed to be spher-
ical, but can be changed to reflect many shapes and size distributions.42,43

Real-space Rietveld analysis can be done using programs such as PDFgui44 and TOPAS.10,45 This approach can be used for crys-
talline nanomaterials of different particle sizes, including small particles, where Q-space Rietveld may be difficult due to excessive
peak broadening. However, with some creativity in model building, real-space Rietveld refinement can also give much structural
insight in highly disordered nanomaterials. A very early example of the use of real-space Rietveld for nanomaterials is the case
of LiMoS2, a layered chalcogenide.46 Scattering data from the material shows only poorly defined Bragg peaks, meaning that it
had not been possible to determine its structure from conventional crystallographic techniques. Using X-ray total scattering, Petkov
et al. used PDF to analyze the structure of the material.46 While broad and asymmetric peaks were seen in Q-space, the PDF showed
clear and sharp peaks, showing a well-ordered local atomic structure. By applying different models based on well-known, crystalline
MoS2 polymorphs with Li added in interstitial sites, it was found that a model built from a “exfoliated-restacked” MoS2 structure
could best describe the experimental PDF (Fig. 3). The high degree of disorder in the material means that a misfit is still seen, but the
simple model still gives an adequate description of the PDF and provides an understanding of the dominating structural motifs in
the material.

Nanomaterials tend to show a large number of structural defects, whose nature may be related to the defect chemistry known
from bulk materials. For example, MoO2 normally crystallizes in a distorted rutile structure, but when going to the nanoscale, the
structure changes significantly.47 Christiansen et al. recently studied these effects by combining X-ray PDF and high-resolution trans-
mission electron microscopy (HR-TEM) in studies of MoO2 nanoparticles of different sizes; ca. 4 and 40 nm.48 The Q-space X-ray
scattering data showed clear Bragg peaks from the large, 40 nm particles, and the data were well-described by the well-known

Fig. 3 Fits (solid line) to an experimental PDF (dotted line) obtained from disordered LiMoS2. A model constructed from the structure of hexagonal
(A) and trigonal (B) MoS2 were tested, however, the best fit was obtained from a model mimicking “exfoliated-restacked” MoS2 structures (C).
Reprinted with permission from Petkov, V.; Billinge, S. J. L.; Larson, P.; Mahanti, S. D.; Vogt, T.; Rangan, K. K.; Kanatzidis, M. G. Structure of
Nanocrystalline Materials Using Atomic Pair Distribution Function Analysis: Study of LiMoS2. Phys. Rev. B 2002, 65 (9), 092105.
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distorted rutile model. This was not the case for the data obtained from the smaller particles, indicating a fundamental change in the
atomic structure upon nanosizing. PDF analysis (Fig. 4) was therefore used for further analysis of the structure in both samples.
While the PDF confirmed that the long-range structure in the larger, 40 nm nanoparticles was well-described by the rutile model,
the difference curve clearly shows a misfit in the local structure. Specifically, the model failed to fit the PDF peak arising from
Mo-Mo in edge-sharing [MoO6] octahedra (Fig. 4B), and the fit showed that these distances appeared more frequently in the parti-
cles than in the model. These defects were not observed when performing a classical Rietveld refinement in Q-space. Further analysis
of the PDF from the 40 nm sample showed that the particles contain uncorrelated point defects, where excess Mo cations occupy
empty octahedrally coordinated sites in the crystal structure leading to more edge-sharing motifs, which was confirmed by HR-TEM.
The uncorrelated defects did not affect the average (distorted rutile) structure in the crystalline 40 nm particles, which is why the
Bragg peaks and the PDF peaks at higher r-values were well-described.

However, in 4 nm particles the rutile model did not describe the PDF in the local, nor the long-range structure (Fig. 4C). The PDF
from these particles showed that edge-sharing octahedra was even more prominent, which changed the overall atomic structure of
the nanoparticles. It was found that “Magneli” type structures49 containing sheer-planes, described the features in the data well, and
a model based on these structures was developed. Shear planes in the rutile structure is well known in bulk titanium and vanadium
oxides, but had not previously been reported for rutile molybdenum oxides. To describe this structure type in a simple model, an
“interwoven” rutile model was developed (Fig. 4D), where two rutile structures were superimposed in the same closed packed
oxygen lattice by adding a second Mo atom in the interstitial site of the unit cell shifted (0 ½ 0) compared to the original Mo
atom. It was possible to refine the occupancy of the interstitial Mo atom to determine the defect density. HR-TEM (Fig. 4E)

Fig. 4 (A) Fit of the distorted rutile model to a PDF from commercial MoO2. (B) Fit of the distorted rutile model to PDF from MoO2 nanoparticles,
40 nm. (C) Fit of the distorted rutile model to PDF from MoO2 nanoparticles, 4 nm. (D) Fit of defect rutile model to PDF from MoO2 nanoparticles,
4 nm. (E) HR-TEM image from 4 nm MoO2 nanoparticles. Reprinted with permission from Christiansen, T. L.; Bøjesen, E. D.; Juelsholt, M.;
Etheridge, J.; Jensen, K. M. Ø. Size Induced Structural Changes in Molybdenum Oxide Nanoparticles. ACS Nano 2019, 13 (8), 8725–8735. Copyright
2019 American Chemical Society.
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corroborate the model, and clearly shows that Mo atoms are present in the interstitial sites, although not in an ordered manner. This
study illustrates how defect structures known from bulk materials can completely dominate in nanostructured materials, and
change not only the local structure, but also the longer-range atomic order in the nanoparticles.

Studies of iron oxide nanoparticles have also shown size-dependent defect chemistry. For example, Cooper et al. used PDF to
analyze the atomic structure in spinel nanoparticles (i.e. in the magnetite/maghemite system) in the size range 3–10 nm.50 The
particles were synthesized with a newly developed slow-injection synthesis, which allowed sub-nanometer control of size, enabling
detailed studies of size-dependent structure. PDFs were obtained from scattering data measured from dilute suspensions of nano-
particles (20–120 mM) in oleic acid and oleyl alcohol. Despite the low concentration, careful background subtraction made it
possible to obtain PDFs of sufficient quality for structure modeling using the real-space Rietveld approach. PDF analysis (Fig. 5)
revealed several size-dependent structural effects. Firstly, refinement of iron occupancies showed that the average oxidation state
increases with decreasing size, which most likely relates to surface oxidation. The smallest particles had a composition close to
that of maghemite (g-Fe2O3) while the larger particles contained Fe2þ, most likely closer to the core of the particles. It was also
found that with decreasing particle size, vacancies appeared on the tetrahedrally coordinated Fe sites (FeTd). This effect had previ-
ously been observed in a PDF study of growth of maghemite nanoparticles51 and in an EXAFS study of iron oxide nanoparticles for
arsenic adsorption.52 Cooper et al. showed that the vacancies on FeTd sites appear to be caused by strain due to the particle diameter
and are not a result of the specific synthetic method used to prepare the particles. However, due to high reactivity of FeTd sites for
condensation reactions, the FeTd vacancies likely increase the growth rate of smaller particles, explaining why there are few reports of
particles smaller than 5 nm in the literature. This study shows that the increased knowledge of size-dependent nanoscale structure
can be used to design reaction parameters to overcome synthetic challenges.

Another type of defect which is present in many important nanomaterials is stacking faults. For example, CdSe nanoparticles,
which are widely studied for their semiconductor properties, are known to contain stacking faults, and it is essential to characterize
these to map size/structure/property relations. Bulk CdSe is known in either the wurtzite or zinc-blende (sphalerite) structure. The
two structures contain identical closed packed layers but have different stacking sequences; hexagonal wurtzite contain ABABAB
stacking, while cubic zinc-blende show ABCABC stacking. Both structures are prone to stacking faults, and the stacking fault densi-
ties increase significantly with decreasing particle size.53 This can be characterized with PDF methods. For example, Masadeh et al.53

used the real-space Rietveld approach to characterize CdSe nanoparticles with sizes of ca. 3.5, 2.9 and 2.0 nm. Initially, both the zinc
blende and wurtzite models were fitted to the data from the three samples. The wurtzite model gave the best description of the
experimental PDFs, but resulted in unphysically large atomic displacement parameter (ADPs) values, especially along the z-
direction in the unit cell, i.e. along the stacking direction in the wurtsite crystal structure. The increased ADPs were a clear indication
of the presence of stacking faults, and the refinements indicated an increase of stacking fault density with decreasing particle size.
This was confirmed by calculation of PDFs from model particles constructed with different stacking faults densities. The simulated
PDFs from these model structures were fit using a wurtzite model with anisotropic ADPs, i.e. using the same modeling approach as
for the experimental data. Again, the refined ADPs from the simulated data were unphysically large in the z-direction due to the
stacking faults introduced in the particles. These refined values could now be directly related to a specific stacking fault density intro-
duced in the constructed models, and the refined ADP values could thus be used as a “calibration curve” for stacking fault densities.
Using this information, the stacking fault density in the samples were determined to be ca. 35% in bulk CdSe and 50% in the small
nanoparticles.

Fig. 5 (A) X-ray scattering data obtained from iron oxide nanoparticles in suspension. The signal from the nanoparticles is obtained by subtracting
the solvent background, leading to the difference seen in the insert. (B) PDF modeling using a spinel structure model. Top: 7.6 nm particles. Bottom:
3.0 nm particles. The experimental PDF is shown in black, the calculated PDF in red, and the difference in green. (C) Refined occupancies on the
tetrahedrally coordinated Fe site. Adapted with permission from Cooper, S. R.; Candler, R. O.; Cosby, A. G.; Johnson, D. W.; Jensen, K. M. Ø.;
Hutchison, J. E. Evolution of Atomic-Level Structure in Sub-10 Nanometer Iron Oxide Nanocrystals: Influence on Cation Occupancy and Growth
Rates. ACS Nano 2020, 14 (5), 5480–5490. Copyright 2020 American Chemical Society.
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In a later paper, Yang et al.54 applied a simpler, real-space Rietveld approach to extract approximate stacking densities in similar
CdSe nanoparticles, taking advantage of r-dependent fitting and the use of two-phase models. Fig. 6 shows real-space Rietveld
refinements of the PDF from a CdSe nanoparticle, where the data are fitted with a wurtzite model, a zinc-blende model, and
a two-phase model combining both phases. The two-phase model gives the best fit, clearly showing the presence of stacking faults.
When considering these models, the authors realized that the PDF of wurtzite and zinc blende would be identical for the first two
stacking layers (AB) but would be different in the third layer (A or C). To determine the stacking fault density, the phase fractions
were there determined by modeling the experimental PDFs in a limited r-range, which included only three layers, namely 1–10 Å.
The model showed an excellent agreement with the data, and the authors found that the stacking fault density increases with
decreasing particle size as expected from previous studies. In bulk CdSe, a stacking fault density of ca. 8% was found, while it
was determined to be 30% in the small nanoparticles. This approach thus gives a very simple and computationally fast method
for determining stacking fault densities. Several other studies of defects in layered materials have been done using PDF, which
can be used to resolve both inter- and intralayer disorder.46,55–60

5.14.3.4 Discrete structure modeling of nanomaterials

The examples of PDFmodeling described so far all rely on the use of models based on a crystal structure i.e. a unit cell, a space group
and an asymmetric unit. While this approach is highly flexible as illustrated above, many nanomaterials cannot be described
assuming translational symmetry. Here, the use of discrete structure models based on absolute atomic coordinates can be used.
Using this kind of model, the PDF can be calculated based on the Debye scattering equation and the data can be modeled in
real space.

Discrete structure modeling has been applied for characterization of a range of atomically monodisperse “magic sized” nano-
particles. For example, Beecher et al. used PDF combined with single crystal diffraction to determine the structure of three different
“magic-sized” CdSe nanoclusters, containing 35, 56 and 84 Cd atoms.61 For the smallest clusters with 35 Cd atoms, it was possible
to crystallize diffraction-quality single crystals, which allowed to determine that the clusters have a pyramidal tetrahedron shape.
The larger CdSe clusters did not form single crystals, so instead, PDF analysis (Fig. 7) was used for structure analysis. Based on
the pyramidal model obtained from the smallest nanoclusters, additional layers of atoms were added to build larger clusters.
PDFs from these clusters were calculated from the discrete models and fitted to the data, which provided excellent agreement.
The structure models obtained from scattering data thus supports the suggested “quantized” layer-by-layer growth. PDF analysis
has also been used to characterize structural changes occurring upon cation exchange in related materials, namely In37P20 magic
sized clusters, where In can be exchanged with Cd.62 Here, PDF was used to establish the structure of three distinct structures,
including a partially substituted In-Cd-P cluster.

A range of metallic nanoclusters have also been studied with PDF.63,64 For example, a similar approach has been used to char-
acterize magic sized gold nanoclusters. While it is possible to crystallize some gold nanoclusters into large crystals and thus char-
acterize them using single crystal X-ray diffraction,65 many other and larger clusters have been predicted and synthesized, but not yet
crystallized. For such clusters, PDF can be used along with other techniques for structure characterization. For example, PDF has

Fig. 6 Fits to PDF obtained from 3.5 nm CdSe nanoparticles. The PDF is fit with a zinc blende model (top), a wurtzite model (middle) and a two-
phase model with both structures (bottom). The blue line is experimental data and the red line is a simulated PDF. Reproduced with permission from
Yang, X.; Masadeh, A. S.; McBride, J. R.; Bo�zin, E. S.; Rosenthal, S. J.; Billinge, S. J. L. Confirmation of Disordered Structure of Ultrasmall CdSe
Nanoparticles From X-ray Atomic Pair Distribution Function Analysis. Phys. Chem. Chem. Phys. 2013, 15, 8480–8486.
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been used to characterize the structure of Au144(SR)60, where SR is a thiol ligand.66 Fig. 8 shows experimental PDFs obtained for
Au144(SR)60 clusters covered in different ligands, namely hexathiol (SC6, Fig. 8A) and para-mercaptobenzoic acid (p-MBA, Fig. 8B).
The differences in peak positions and intensities between the different samples clearly show structural differences. The PDF from the
SC6-covered nanoparticles can be described well with a model based on a icosahedral core, which had previously been suggested
based on electron microscopy and NMR spectroscopy.67 However, this icosahedral model did not agree with the experimental PDF
obtained from the p-MBA covered nanoparticles. For this sample, the icosahedra model failed to fit the PDF beyond the nearest-
neighbor Au-Au peak in the PDF (Fig. 8B). A two-phase model using fcc and hcp structures was then attempted, which provided
an improved fit (Fig. 8C) which indicated stacking faults or twinning.68 However, this 2-phase model does not give a physical
description of the nanoclusters, and other models known from metal cluster chemistry were therefore tested. Specifically, it was
found that a decahedrally twinned core gave a good description of the PDF (Fig. 8C). This showed that polymorphism, i.e. the exis-
tence of both icosahedral and decahedral structures, can be found in magic sized gold nanoclusters. PDF analysis of clusters stabi-
lized with other ligands also showed that the two cores can coexist within a sample, indicating that the two core arrangements are
close in energy.

Banerjee et al. have done extensive studies of the structure of metallic nanoparticles. From studies of a range of different metallic
nanoparticles, such as Pt, Pd, Au and as well as bimetallic alloys, they found that simple fcc or hcp structure models do not provide
a good description of the PDFs.69 Interestingly, similar features are often seen in the difference curves from the fits, regardless of the
specific metal. This is illustrated in Fig. 9A, showing the difference curve obtained whenmodeling PDFs frommetallic nanoparticles
with a simple fcc structure. Through analysis of these difference curves, Banerjee et al. found that models representing decahedrally
twinned metallic nanoclusters often can provide a much better description of experimental PDFs. This is illustrated in Fig. 9B where
the fit to a 3 nm Pd nanoparticle using a decahedral cluster is shown. The difference curve from this is shown in green, while that
from a conventional fcc fit is shown in blue, clearly illustrating the difference in fit quality. These motifs are thus likely to be found in
many different metallic nanoparticles.

PDFmodeling of metallic nanoparticles has been further explored in a recently suggested approach, where Banerjee et al. showed
that identification of the structure of metallic cores can be done in a highly automated manner.70 Models of well-known cluster
structure arrangements such as icosahedral and decahedral atomic structures can easily be automatically generated using software
packages such as ASE.71 Thousands of different structure models can thus be built, with varying size, shape and geometry. Banerjee
et al. generated structures containing 10–1500 atoms of different geometries and fit them all to experimental PDFs in an automated
manner. Fig. 10 shows the fit quality (Rw) obtained when fitting a range of different models to an experimental PDF from Pd nano-
particles. The Rw value obtained in a real-space Rietveld fit using an fcc structure is given as the green circle marked with AC (atten-
uated crystal). This “structure mining” process reveals that several of the discrete structure models yield significantly lower Rw values
than the bulk fcc structure. The model providing the best fit was found to be a decahedron with 609 atoms, which is ca. 3.6 nm in
diameter. This structure is nearly twice as large as the attenuated fcc model found initially, however, the larger decahedral model
agrees well with TEM analysis showing a particle size of ca. 3 nm. The initially determined smaller size extracted from the PDF reflect
the coherently diffracting fcc unit present in the twinned structures, and not the physical size of the particles. This highlights the
importance of identifying the correct cluster core when extracting structural information from PDF. If one identifies large differences
between particle size (determined from e.g. SAXS and TEM) and coherent scattering size (PDF, PXRD), it is a clear indication of the
presence of nanostructure which should be included in a structure model.72

Modeling using a discrete structure can also be used for PDF analysis of highly disordered materials, where it allows identifying
structural motifs in the sample. For example, Du et al. have studied the structure of amorphous electrodeposited cobalt iron oxides
for photo- and electrocatalysis. EXAFS studies of a similar material had indicated a cubane type structure consisting of edge-sharing
[CoO6] octahedra,

73 but very little was known on the extent of structure order and the medium range structure. A range of different

Fig. 7 Experimental PDFs (blue) obtained from three different sizes of CdSe nanoclusters (A–C). Simulated PDFs from cluster models (shown
inserts) are shown in red and difference curves in black. Reproduced with permission from Beecher, A. N.; Yang, X.; Palmer, J. H.; LaGrassa, A. L.;
Juhas, P.; Billinge, S. J. L.; Owen, J. S. Atomic Structures and Gram Scale Synthesis of Three Tetrahedral Quantum Dots. J. Am. Chem. Soc. 2014,
136 (30), 10645–10653. Copyright 2014 American Chemical Society.
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cobalt oxide models were built with varying domain sizes, aspect ratios and atomic arrangements, and PDFs were calculated using
the Debye equation, which could then be compared to experimental PDFs. The model that gave the best fit to the data contained 13
Co atoms and was cut directly out of a LiCoO2 crystal structure. The agreement between data and model is seen in Fig. 11A, where it
is clear that all peaks are well described by the model and can be assigned to specific atomic distances. Small disagreements are seen
in the peaks labeled c and g, which originate from the Co-O pairs. Small adjustments of the atomic positions in the model limited
this misfit as seen in Fig. 11B. PDF analysis using the Debye scattering equation can thus provide an understanding of the structural
motifs present in even a highly disordered material.

Fig. 8 Fits to experimental PDFs obtained from Au144(SR)60 samples. (A) Fit of an icosahedral structure model to data obtained from a Au144(SC)60
sample. (B) Fit of an icosahedral structure model, (C) of an fcc/hcp model, (D) a 114 atom decahedral model and (E) a decahedral model with
“staples” to the PDF obtained from Au144(p-MBA)60. From Jensen, K. M. Ø.; Juhas, P.; Tofanelli, M. A.; Heinecke, C. L.; Vaughan, G.; Ackerson, C. J.;
Billinge, S. J. L. Polymorphism in Magic-Sized Au144(SR)60 Clusters. Nat. Comm. 2016, 7, 11859.
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The automated modeling approach described for metal nanoparticle cores above can also be extended for other material types,
for example disordered and amorphous oxides. In studies of amorphous molybdenum oxides supported on aluminum oxide nano-
particles, PDF analysis showed that their structure shared similarities to that of polyoxometalate (POM) ions, although none of the
known structures tested could fully describe the experimental PDF. Instead, thousands of models were automatically generated by
cutting out motifs from known POM structures, which could all be tested against the PDF. From this analysis, it was possible to
determine which kind of structure (average size, type of Mo coordination, etc.) best describe the data, although no unique structure
model could be identified.74

In the examples of discrete modeling mentioned above, a single model was used to describe an experimental PDF. In
many cases, this is not appropriate when describing heterogeneous, defective materials, or a sample of nanoparticles with
a broad size distribution. Here, ensemble methods, as can be implemented in e.g. the programs DISCUS and Debussy,
can be applied. While ensemble methods have been mostly applied for modeling of Q-space total scattering data, the
same methods can be used for PDF analysis. For example, Niederdraenk et al. used ensemble modeling to determine distri-
butions of stacking faults, sizes and morphologies of small CdSe, ZnS and ZnO nanoparticles using PXRD data.75,76 Instead
of using just one single cluster structure model, an ensemble of 50–100 model structures with varying stacking fault densi-
ties, lattice imperfection, particle sizes and shapes is used, making it possible to refine these parameters with a physically
sensible model.

Fig. 9 (A) Difference curves obtained from real-space Rietveld refinements when using an fcc model to experimental PDFs of different metallic
nanoparticles. (B) Fit (red) to an experimental PDF (black) from 3 nm Pd nanoparticles using a decahedrally twinned cluster model. The difference
curve (green) is compared to the difference curve obtained when using a simple fcc model (blue). Reprinted with permission from Banerjee, S.; Liu,
C.-H.; Lee, J. D.; Kovyakh, A.; Grasmik, V.; Prymak, O.; Koenigsmann, C.; Liu, H.; Wang, L.; Abeykoon, A. M. M.; Wong, S. S.; Epple, M.; Murray, C.
B.; Billinge, S. J. L. Improved Models for Metallic Nanoparticle Cores From Atomic Pair Distribution Function (PDF) Analysis. J. Phys. Chem. C 2018,
122 (51), 29498–29506. Copyright 2018 American Chemical Society.
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5.14.3.5 Reverse Monte Carlo methods

Reverse Monte Carlo (RMC) methods are widely used for analysis of PDF data from liquids and amorphous compounds, as well as
for characterizing local structure in crystalline materials.77,78 While less used for nanomaterials, RMC methods provide excellent
opportunities for identifying local atomic structure also in this type of materials. In the RMC approach, a “box” containing thou-
sands of atoms is used as starting model. The starting model can, for example, have a structure similar to the corresponding crys-
talline material. The atoms are then allowed to independently move to optimize the fit to the experimental data. A number of
constraints are usually implemented on the atom movement, concerning e.g., the shortest and longest bond distances allowed.
This methodology is often referred to as “big-box”modeling, as opposed to the “small-box-modeling” approach of real-space Riet-
veld refinement described above.

Vargas et al. used PDF with RMC modeling to characterize atomic structure in ultrathin Au nanowires. The nanowires were ca.
2 nm thick, but several micrometers long.79 The authors firstly compared the experimental PDFs to PDFs calculated from bulk
metallic structures (fcc and hcp), as well as structures previously observed in metallic nanowires (Boerdijk-Coxeter-Bernal helixes,
spirals and attached gold nanoparticles). However, models representing the metal packing in other metals, such as a-Mn, b-Mn and
b-W, were also used. The models were firstly optimized using molecular dynamics, and then fit to the data using the RMC method.
The model that best represented the experimental data had the same local structure as a-Mn which closely resembles a tetrahedrally
closed packed (tcp) structure. The nanowires are expected to form during assembly of nanoparticles in solutions, and the authors
suggested that the nanowires adopt a tcp structure to achieve close atomic packing while avoiding the strain related to the high
surface area of the nanowires.

RMC and other PDFmethods have also been applied for studies of geological nanostructured materials. Ferrihydrite is one of the
most important iron-containing minerals on Earth, and over the last decade, both neutron and X-ray PDF analysis have been
applied to characterize the structure of this highly disordered material. In a 2007 Science paper, Michel et al. firstly used X-ray
PDF and real-space Rietveld refinement to suggest a local structure model resembling a Baker-Figgis Keggin cluster

Fig. 10 Rw values obtained for a number of different cluster models, fitted to the experimental PDF of Pd nanoparticles using the cluster mining
approach. The Rw values are plotted as a function of the number of atoms in the structure. The circle labeled AC corresponds to the Rw obtained
from a fit using a simple fcc model. Symbols for the discrete nanoparticle models with different geometries can be seen in the bottom right of the
figure. From Banerjee, S.; Liu, C.-H.; Jensen, K. M. O.; Juhas, P.; Lee, J. D.; Tofanelli, M.; Ackerson, C. J.; Murray, C. B.; Billinge, S. J. L. Cluster-
Mining: An Approach for Determining Core Structures of Metallic Nanoparticles From Atomic Pair Distribution Function Data. Acta Cryst. A 2020, 76,
24–31.
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(Fig. 12D).80–82 However, much controversy followed concerning this model, and a multi-phase model, consisting of hematite,
a defect-free ferrihydrite model, and a defective ferrihydrite (Fig. 12A–C) was suggested to be a better description of the true nature
of the material.83

Recently, Funnell et al.84 used RMC-modeling to resolve this issue. Here, the strategy was to build a composite nanostructure
model that incorporates both nanocrystalline and amorphous domains, which are known to be present in ferrihydrite samples.

Fig. 11 Fits to experimental PDF from nanostructured and disordered cobalt oxide. (A) Fit of the PDF from structure model 1 (red) to the
experimental PDF (black). (B) Fit of the PDF from structure remodel 2 (red) and model 3 (green), compared to the experimental PDF in black.
Adapted with permission from Du, P.; Kokhan, O.; Chapman, K. W.; Chupas, P. J.; Tiede, D. M. Elucidating the Domain Structure of the Cobalt Oxide
Water Splitting Catalyst by X-Ray Pair Distribution Function Analysis. J. Am. Chem. Soc. 2012, 134 (27), 11096–11099. Copyright 2012 American
Chemical Society.
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The model was thus an ensemble of several nanoparticles, embedded in an amorphous matrix. The starting structures of the nano-
particles were taken from the literature, namely the Keggin-containing model (Fig. 12D), and a multi-phase model containing three
phases: hematite, a defect-free ferrihydrite model, and a defective ferrihydrite (Fig. 12A–C). For both models, large atomistic config-
urations were generated, and nanoparticles of appropriate dimensions were cut out. The nanoparticles were placed within a starting
model for the amorphous matrix, which was built as box of Fe and Owith appropriate density and structure. RMC refinements were
done using both starting models, and the atomic positions were allowed to change to optimize the fit quality. Both models gave
good fits to the data (Fig. 13), and it was initially not possible to determine if one model was a better than another at describing
the data. However, when inspecting the resulting refined structure models, the atomic structure of the particles in the multi-phase

Fig. 12 Structure models used in the RMC analysis of ferrihydrite. The multiphase model (A–C) consists of a mixture of defect-free and defective
ferrihydrite nanocrystals along with “ultra-dispersed” hematite. The single-phase model (D) is an akdalaite structure with Keggin motifs. From
Funnell, N. P.; Fulford, M. F.; Inoué, S.; Kletetschka, K.; Michel, F. M.; Goodwin, A. L. Nanocomposite Structure of Two-Line Ferrihydrite Powder
From Total Scattering. Commun. Chem. 2020, 3 (1), 22.

Fig. 13 RMC fits to the reduced structure function F(Q) (A) and PDF (B) using the multiphase (left) and single phase model (right). Both models
provide excellent fits to the data, but only the single phase fit results in a physically sensible refined structure. From Funnell, N. P.; Fulford, M. F.;
Inoué, S.; Kletetschka, K.; Michel, F. M.; Goodwin, A. L., Nanocomposite Structure of Two-Line Ferrihydrite Powder From Total Scattering. Commun.
Chem. 2020, 3 (1), 22.
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model had severely reorganized, with large Fe-Fe movements taking place in the RMC-model. The authors thus concluded that the
multi-phase model cannot account for the observed scattering data in a physical manner. The refined single-phase, Keggin-type
structure, on the other hand, appeared physical and accounted for both long and short-range features observed in PDF and
F(Q) functions. The model obtained furthermore agree very well with high resolution electron microscopy. Apart from further
establishing the akdalaite-type, Keggin-containing structure as the most appropriate for ferrihydrite, the study showed that RMC
methods can be applied for characterization of this type of highly disordered material, at least when good starting models are
available.

5.14.3.6 d-PDF studies

In many studies, the material of interest may only constitute a small part of the sample. This is, for example, the case for investi-
gations of many heterogeneous catalysts. In such systems, the active catalyst is often dispersed on a high-surface support such as
zeolites, g-Al2O3 or TiO2 nanoparticles to save active material and prevent aggregation. The supports are typically loaded with
1–15 wt% of the catalysts, and when collecting scattering data from such systems, the signal will be dominated by scattering
from the support material. It may therefore be difficult to resolve e.g. structural details in the supported material. To analyze the
structure of the material of interest, the “difference-PDF” (d-PDF) method can be applied.85,86 Here, scattering data from a “clean”
support are measured and subtracted (in either Q- or r-space) from the data obtained from a loaded support. This allows analysis of
the active material and possibly the interaction between the support and sample. This strategy was, for example, used to resolve the
structural changes taking place in Pt nanoparticles under oxidizing conditions, as discussed above and illustrated in Fig. 2. The Pt
nanoparticles were supported on g-Al2O3, and the PDFs from these were subtracted before analysis of the Pt nanoparticles. Gener-
ally, d-PDF analysis has allowed studies of many such effects in nanocatalysts.41,43,87–91

Similar d-PDF studies can also be used to deduce interactions between a material and the support. For example, d-PDF has been
applied for studies of heavy metal sorption in ferrihydrite,92–95 where the interactions and binding geometries between [AsO4],
[SbO6] and ferrihydrite have been studied.94 The d-PDFs from 3 ferrihydrite samples with different [AsO4] loading are illustrated
in Fig. 14, showing clear peaks arising from As-O and As-Fe correlations. Modeling of these PDFs showed that [AsO4] binds to the
ferrihydrite structure in a bidentate way. In contrast, d-PDF analysis of data from a sample containing antimony showed that [SbO6]
bind in both a bidentate mononuclear structure and a bidentate binuclear structure. The binding geometry of [SbO6] octahedra was
anticipated to be the same as [AsO4],

96 however the increased sorption capacity of Sb on ferrihydrite was hypothesized to be due to
the size and shape of [SbO6], which is close to [FeO6]. This allows [SbO6] to incorporate into the ferrihydrite structure.

5.14.4 Combination of characterization techniques and complex modeling

The examples described so far clearly illustrate the strength of PDF analysis for nanomaterial characterization. However, in many
cases, PDF alone is not enough to establish a robust structure model. As discussed in some of the examples above, high-resolution
TEM is highly complementary to PDF, and much information can also be obtained when combining different spectroscopic tech-
niques with PDF.97,98

Fig. 14 d-PDFs obtained for ferrihydrite samples exposed to different arsenate concentrations. The PDF from pure ferrihydrite has been subtracted
so that the d-PDF reflects arsenate and its interaction with ferrihydrite. Reproduced with permission from Harrington, R.; Hausner, D. B.; Bhandari,
N.; Strongin, D. R.; Chapman, K. W.; Chupas, P. J.; Middlemiss, D. S.; Grey, C. P.; Parise, J. B. Investigation of Surface Structures by Powder
Diffraction: A Differential Pair Distribution Function Study on Arsenate Sorption on Ferrihydrite. Inorg. Chem. 2010, 49 (1), 325–330. Copyright 2010
American Chemical Society.
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Here we highlight the combination of PDF and Small-Angle X-ray Scattering (SAXS), which has been shown to be very effective
for studies of nanomaterials. While PDF provides information on atomic scale structure, SAXS is often more sensitive to nanopar-
ticle size and shape, and the combination thus covers the relevant length scales for a robust characterization of nanomaterials. For
example, Hua et al. have used SAXS and PDF in a very detailed study of nanoparticles of the bronze phase of titanium oxide.99 The
aim was to characterize nanocrystal morphology and faceting, however aggregation made studies using TEM difficult. Instead, the
particle morphology was characterized using a combination of SAXS, PDF and PXRD. The SAXS data were initially fit using three
different models including spherical, prolate (one expanded axis) and oblate (one contracted axis), which had been chosen from
preliminary TEM analysis. All three models gave similar fit qualities to the SAXS data, and without further information on the size
distribution of the particles in the samples, the SAXS data alone did not allow distinguishing between the three particles shapes.
However, the SAXS modeling did provide an approximate particle size, which could be implemented in modeling of PDF and
PXRD data. A spherical particle model was initially tested in PDF modeling, however this did not describe the PDF peaks at
high r values, i.e., the spherical particle shape did not agree with the data. Similar conclusions were made when modeling the
PXRD data, where the peak broadening in the data was not described by the model. Instead, discrete particle models with spherical,
oblate and prolate shapes were built. The Debye equation was then used to calculate SAXS, PDFs and PXRD profiles, which showed
that the oblate shape agreed very well with the data. The study illustrates how a combination of different scattering techniques is
often needed to obtain a structural model that incorporates both the atomic and nanoscale structure.

Analysis of nanomaterial structure can be taken a step further in the “complex modeling” approach.100,101 Here, a single model is
constrained against several datasets from different probes, i.e. PDF and SAXS. For example, Farrow et al. used complex modeling of
combined SAXS and PDF data to establish a model for ultrasmall, monodisperse CdSe nanoparticles.102 When fitting the PDF sepa-
rately, it was not possible to establish the shape of the nanoparticles, as this had only little influence on the PDF fit. However, the
SAXS data were here highly sensitive to particle shape, and from the combined refinement, it was found that the particles were best
described with a spheroidal CdSe model containing stacking faults.

The combination of SAXS and PDF has also been applied in studies of bismuth oxido clusters in solution.103 These nanoclusters,
with the general formula [BixOy]

zþ can be synthesized in different sizes and shapes, and have applications as building blocks for
advanced materials and in medicine. The structural chemistry of bismuth oxido clusters have been studied in detail using single
crystal diffraction, but their chemistry in solution is not well understood. However, PDF and SAXS are very well suited for studies
of both their local atomic and nanoscale structure. Here, time-resolved X-ray scattering studies were used to follow the formation of
the [Bi38O45] cluster from a suspension of [Bi6O5(OH)3(NO3)5]$3H2O in dimethyl sulfoxide (DMSO). By subtracting the scattering
signal from DMSO before the Fourier transform, PDFs from the [BixOy]

zþ clusters could be obtained. Fig. 15A and B shows the PDF
and SAXS data from the end point of the reaction, fitted with the [Bi38O45] structure model, which is obtained from single crystal
experiments. The fit shows a good agreement between the model and both SAXS and PDF data, illustrating that the structure of the
cluster in solution is similar, if not identical, to that known from single crystal studies. Having established the end point of the reac-
tion, it was possible to investigate its formation mechanism. From analysis of the time resolved SAXS and PDF data, it was found
that a smaller cluster than the final [Bi38O45] structure formed immediately after dissolution of the crystalline precursor. The PDF
furthermore showed that the atomic structure of this intermediate is very similar to [Bi38O45], as also expected from known bismuth
oxido chemistry.104 To determine the structure of this intermediate, an automated modeling strategy was therefore developed,
where smaller cluster structures based on [Bi38O45] were constructed and fitted to the data. The method is sketched in Fig. 15C.
Starting from the [Bi38O45] structure, outer Bi and O atoms were iteratively removed from the structure, and the new, automatically
generated models were tested against the PDF and SAXS data. The structure providing the best fit was then used as a starting model
for the next frame in the data series. This method allowed identification of a [Bi22O26] intermediate structure present during the
formation of [Bi38O45]. The growth kinetics could then be analyzed through complex SAXS/PDF modeling using the [Bi22O26]
and [Bi38O45] structures.

103

5.14.5 Time- and position-resolved studies of nanoparticle chemistry

The examples discussed in the previous sections highlight how insights in the structure of nanomaterials can be obtained from PDF
analysis. The measurements needed for obtaining a PDF are furthermore fairly simple and fast when done at e.g. 3rd generation
synchrotron facilities. Combined, this makes PDF an outstanding tool for time- and position resolved studies of different chemical
reactions. We will not go into details concerning in situ studies here, as these types of experiments are covered in other chapters and
reviews,20,89,105,106 but just highlight that in situ PDF analysis can provide much new insight in nanomaterials chemistry.

We have already described how PDF can be applied for studies of e.g. heterogeneous catalysis through in situ studies in different
gas environments. In recent years, PDF has also been widely used for studies of battery cathode and anode reactions.20,71,107–114 For
example, Allen et al. used operando PDF to study the alloying process taking place when sodiating antinomy anodes in a high-
capacity Na-ion battery.115 Operando PDFs are shown in Fig. 16. Before sodiation, the Sb anode could be described by the well-
known hexagonal antimony structure. Few structural changes are seen as the first Na is introduced, but when the sodiation level
goes to 0.5 Na per Sb, the material loses its crystallinity and becomes highly disordered. Detailed PDF analysis revealed that at
this stage, the material can be described using nanocrystalline Sb, Na3Sb, and an amorphous phase with a local structure similar
to Na3Sb but with a significant amount of Na vacancies. Further analysis of both ex situ PDF, operando PDF, and operando NMR
studies revealed a second intermediate structure, namely a highly disordered Na1.7Sb structure. Careful analysis of the data thus
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allowed a structural description of the full sodiation process, giving unique insights into the electrochemical reactivity of different
sodium antimony structures. PDF is now widely used for this type of operando studies, and is used to reveal that disorder, and
possibly amorphous phases, can play a large role in battery chemistry.20,71,107–114 In situ Pair Distribution Function analysis has
also been extensively applied for studies of material formation. In situ PDF analysis gives the possibility for studying the atomic
structure of the species present before, during and after crystallization of nanoparticles, which gives unique insight in the chemical
processes.105,116,117

With the increased flux available at synchrotron sources around the world, fast, position resolved studies of high-resolution are
becoming possible. By combining computed tomography (ct) with PDF analysis in “ctPDF,” position resolved structural informa-
tion can be obtained from heterogeneous systems. So far, this has been demonstrated for catalysts118 and batteries.119 Jacques et al.
established this technique with a study of an industrial heterogeneous catalyst containing Pd/Al2O3. Pd is here the active catalyst,
which is deposited on a Al2O3 catalyst body, i.e. a mm-sized porous support. The aim of the study was to use ctPDF to map the
spatial effect of calcination and reduction on the catalysts. Calcination, i.e. heating in air, is known to lead to formation of PdO
nanoparticles, while reducing conditions recover metallic Pd nanoparticles. However, this process is not homogeneous throughout
the catalyst body, and the ctPDF studies allowed mapping the distribution of nanocrystalline phases at different stages during the
calcination/reduction process. Apart from identifying phases, detailed, quantitative information on the Pd/PdO nanoparticles could

Fig. 15 (A) Fit of the [Bi38O45] cluster structure (shown in insert) to PDF and SAXS data obtained at the end of the time resolved in situ
experiment. (B) Sketch of the automated modeling process. The last frame of the in situ dataset is modeled with the [Bi38O45] cluster structure
along with all structures where up to 8 Bi atoms from the outer shell is removed. The best fitting structure is used as a starting-point for the fitting
of the second-last frame. This process is repeated for all frames in the reaction. Reprinted with permission from Anker, A. S.; Christiansen, T. L.;
Weber, M.; Schmiele, M.; Brok, E.; Kjær, E. T. S.; Juhás, P.; Thomas, R.; Mehring, M.; Jensen, K. M. Ø. Structural Changes During the Growth of
Atomically Precise Metal Oxido Nanoclusters From Combined Pair Distribution Function and Small-Angle X-ray Scattering Analysis. Angew. Chem. Int.
Ed. 2021. https://doi.org/10.1002/anie.202103641.
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be extracted through PDF modeling. This is illustrated in Fig. 17, showing that smaller nanoparticles can be found in the center of
the catalysts body than on its surface, which can be linked to the catalytic properties and response to calcination/reduction. For such
heterogeneous systems containing nanoscale phases, ctPDF thus provides unique opportunities, and these types of studies are likely
to be used much more widely in the future.

5.14.6 Conclusion and outlook

Over the last decades, PDF analysis has become an important and established method for structure characterization of nanomate-
rials. As seen from the diverse examples covered in this chapter, PDF analysis can be used in characterization of a wide range of
material types, ranging from nanocrystalline materials to ionic clusters in solution. The high X-ray and neutron flux and efficient
detectors available at modern, large-scale facilities make it possible to collect total scattering data on a sub-second or second
time-scale. This makes time- and position resolved studies possible, and a range of chemical reactions can be followed using
PDF analysis. New applications constantly appear in the literature, and we expect this development to continue in the coming years.

The technique and data analysis methods also continue to evolve. Just as in other data driven fields, newmethods in data science
and machine learning may influence how PDF analysis is done in the near future.120 Machine learning methods have recently been
used for identifying components in PDFs121–125 and determining crystallographic space group.126,127 Several different groups are
currently working on integrating machine learning methods in their data analysis strategies, and this development may help maxi-
mizing the information that can be extracted from PDFs. Automated modeling strategies are also likely to become much more
widely used in the future.70,74,128 However, this progress is highly dependent on the development of user-friendly software and
tools for more advanced analysis, which should thus be a high priority within the PDF community.

We have in this chapter only covered a small fraction of the PDF literature, and new creative and groundbreaking PDF studies
continue to appear. The interest in nanomaterials, and increased focus on the properties of highly disordered materials will likely

Fig. 16 Left: Discharge–charge curves obtained for the Sb anode during the in situ PDF measurements. Right: Selected PDFs obtained during the
first discharge, first charge and second discharge cycles. Reprinted with permission from Allan, P. K.; Griffin, J. M.; Darwiche, A.; Borkiewicz, O. J.;
Wiaderek, K. M.; Chapman, K. W.; Morris, A. J.; Chupas, P. J.; Monconduit, L.; Grey, C. P., Tracking Sodium-Antimonide Phase Transformations in
Sodium-Ion Anodes: Insights From Operando Pair Distribution Function Analysis and Solid-State NMR Spectroscopy. J. Am. Chem. Soc. 2016, 138
(7), 2352–2365. Copyright 2016 American Chemical Society.
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mean that the use of PDFmethods will continue to grow. In the same was as Q-space Rietveld refinement revolutionized the way we
characterize and understand the structure of crystalline materials, PDF analysis is now making that change for nanostructured and
disordered materials.
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Abstract

The rapid industrial advances in portable electronics and electric vehicles are strongly influencing the development of
electrochemical energy sources, especially lithium-ion batteries. Research is being actively pursued to improve the perfor-
mance of lithium-ion batteries in areas relating to higher energy density and capacity, longer service life, increased safety, etc.
In order to address such issues a thorough understanding of the behavior of battery materials under realistic operating
conditions is required, which forms the base necessary for a targeted material engineering. Diffraction methods based on X-
ray, synchrotron and neutron radiation are powerful tools for studies of battery materials, allowing a deep understanding of
structural evolution, redox processes and transport properties under real operating conditions. The current review presents
and discusses X-ray, synchrotron and neutron diffraction techniques and their role in battery material research. In addition,
the types of in situ/in operando cell design and materials, the role and application of neutron scattering and imaging
techniques for battery research are briefly discussed, along with modern trends in diffraction-based methods for studies of
electrochemical energy systems.

5.15.1 Introduction

Lithium-ion batteries (LIBs) are currently the portable energy source technology that offers the best compromise between energy
density and power density. The principles of operation of Li-ion batteries are well known and this article (as part of this volume)
will not focus on the underlying electrochemistry nor on advantages and disadvantages of Li-ion batteries with respect to their key
performance indicators. Instead, it is much more rational to consider an electrochemical cell (like a lithium-ion battery) as a sealed
system, whose thermodynamic or chemical state responses immediately to any intervention. This brings the challenge of lithium-
ion battery research to a qualitatively different level beyond post mortem studies and limits the wide range of experimental and
analytical techniques to non-destructive characterization methods. In turn, non-destructive investigations eliminate the risks of
unintended side reactions like material oxidation, electrolyte evaporation, self-discharge, etc. Given that a greater depth of
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penetration and sensitivity to light atoms is required to reveal details from the interior of complete devices, the number of appli-
cable methods from the available experimental toolkit is very limited.

In metal-ion batteries the ion exchange is accompanied by a series of phase transformations or structural changes in the electrode
materials, where the reactions and associated structural changes are closely related to the battery characteristics. Understanding the
mechanisms and principles of electrochemical reactions, the evolution of the atomic structure and the dynamic-functional relation-
ships between the key performance as well as design parameters of lithium-ion batteries is essential for the development of electro-
chemical energy storage technologies. Most experimental techniques for studying lithium-ion batteries are based on ex situ
methods, and, accordingly, are unable to provide information about the electrodes in real time or during ongoing cell operation
(cycling), which is important for understanding battery performance and degradation mechanisms. This is the reason for the
increasing application of non-destructive analytical methods to monitor electrode states in batteries in real time under various oper-
ating conditions and the driving force for the progress of their capabilities over the last few years.

The structure of metal-ion battery components (electrode materials) is the main focus of research. Information on the crystal
structures, their phase transformation, the behavior of multiphase surfaces and interfaces and the location and distribution of
elements are revealed by in situ/in operando measurements. This allows researchers to understand the operation and failure mech-
anisms of electrodes and to optimize material structure and battery performance. Diffraction of electrons, X-rays or neutrons is the
primary method of investigating the structure of materials and is probably the most powerful in situ/in operando method in battery
research. Different kinds of diffraction experiments applying various experimental geometries are used in versatile aspects of metal
ion battery research. The excellent signal-to-noise ratio, relatively simple experimental setup, the possibility to perform investiga-
tions under non-ambient conditions - all these features make diffraction very popular in battery investigations. In addition, the
specific interaction potentials with the different probes, electrons, X-rays or neutrons, provide a variety of contrasts. Therefore,
by combining these complementary diffraction datasets allows targeted studies on missing structural fragments.

In this chapter, detailed analyses of underlying structures of electrode materials under real operation conditions are compiled
and compared. The main part of the review is devoted to structural in situ/in operando studies using diffraction techniques, but
for specific aspects imaging, pair-distribution function analysis and neutron-based small angle scattering, reflectivity and depth
profiling are also considered. The designs of different types of electrochemical cells for in situ/ in operando research are briefly dis-
cussed. Examples of data obtained both on lab-built electrochemical in situ/in operando cells and on batteries of industrial type
(cylindrical, prismatic, pouch cells etc.) are presented.

5.15.2 Cell designs for in situ/in operando characterization of electrode materials using X-ray, synchrotron or
neutron radiation

The key component for in situ/in operando experiments on electrochemical energy storage systems is the used electrochemical test
cell. Electrochemical cells supply the experimental conditions required for the reactions, they are often system and instrument-
specific and optimized for a certain technique or experimental setup providing good reproducibility of results, unbiased electro-
chemical performance and defining the parameters of the scattering experiment. In other words, the in situ cell usually adopts
a design in accordance with required specific experimental conditions, determined by the methodology and geometry of the exper-
iment (either diffraction, spectroscopy, transport etc.). For diffraction a variety of solutions have been proposed in the literature for
studies using X-ray, synchrotron and/or neutron radiation, which differ sometimes substantially in technical specification and
design.

5.15.2.1 In situ electrochemical cells for X-ray scattering

One of the most widely used methods to investigate the structural state of electrode materials for lithium-ion batteries is X-ray
diffraction (XRD). In operando XRD studies in reflection and transmission modes are commonly used to investigate changes in
the crystal structure and phase transitions of electrode materials during electrochemical cycling. A number of alternative designs
and approaches for in situyin operando electrochemical cells operating in Bragg-Brentano and Debye-Scherrer scattering geome-
tries are present in the literature: e.g.modified coin and pouch bag cells, Swagelok-type transmission cell,1 Argonne’s multipurpose
in situ X-ray (AMPIX)2 and radially accessible tubular in situ X-ray (RATIX)3 electrochemical cells, DRIX-type design,4 soft XAS cell,5

SNBL – type cell6 or capillary type cells,7 which are widely used for in situ/in operando experiments of different kinds.
When designing in situ/in operando electrochemical cells the concept has to ensure unbiased electrochemical functionality on

one hand and has to match with the geometry of the X-ray scattering instrument on the other, so that a number of basic require-
ments can be formulated. The electrochemical cell for an in situ/in operando experiment must be easy to operate and dis-/assemble,
which ensures its preparation and usage in the chemical lab at the synchrotron source. The cell needs to show a high reproducibility
of the electrochemical performance as well as an easily adaptability to the existing beamline geometry and a proper fit into the X-ray
optics. For example, in situ/in operando experiments in reflection geometry often require cells ensuring a high solid diffraction
angle opening, while cells working in transmission are more demanding to the cell body or radiation windowmaterials (if different
from the normal housing).

To ensure optimum scattering conditions for X-Ray diffraction experiments, in situ/in operando electrochemical cells (Fig. 1) are
typically characterized by one or two such “windows” depending on whether the cell is operating in reflection or transmission
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Fig. 1 Custom cell designs for in situ/in operando powder diffraction studies applying X-ray and synchrotron radiation. (A) coin-cell and (B) pouch-bag cell designs,8,9 (C) RATIX,3 (D) AMPIX2 and (E) DRIX-
type4 cells; (F) Swagelok,1 (G) capillary-based7 cells and cell with sapphire windows (H).6
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mode. Windows are usually made of materials transparent to X-rays, e.g. polymer films (Kapton, Mylar),1,10,11 berylliummetal,12–15

glass\quartz,4 sapphire,6 glassy carbon (Sigradur),2 aluminium foil16,17 etc.
The penetration capability of an X-ray beam is directly proportional to its energy far away from the element-specific absorption

edges. Therefore, windows can be avoided in experiments with very high-energetic synchrotron radiation, capable of penetrating
through the cell body material. In such an instance the diffraction signal from the cell body material needs to be considered,
but such an approach paves the way to studies of cell designs approaching commercially available LIBs. We will return to this subject
in more detail below. Ideally, the window material should be chemically and electrochemically stable during cell operation, imper-
meable to oxygen and moisture, rigid enough for uniform pressure distribution and correspondingly not influence the distribution
of electrochemical reactions.

In situ/in operando cell designs should avoid the usage of beryllium, even though it is one of the most optimal materials for X-
ray windows (see below). Probably the most commonly used windowmaterial in modern in situ/in operando electrochemical cells
is polyimide film (Kapton) primarily due to its versatility and relative ease of processing. However, the softness of Kapton films
becomes problematic in ensuring a uniform response in the window area along with the non-zero permeability (non-ideal airtight-
ness) of thin Kapton membranes.

Also, optimization and careful selection of electrochemical cell components is necessary, especially when operating in transmis-
sion mode, where the X-ray beam penetrates the whole cell. For example, a copper current collector, commonly used at the anode
side, causes significant attenuation of X-rays, resulting in a reduced signal - to - noise ratio thus limiting the quality of recorded X-ray
data. The potential use of titanium as a replacement for copper as current collector might result only in a partial improvement.
Besides the coherent diffraction signal, the X-rays scattering from different components of an electrochemical cell leads to a substan-
tial increase of background, which worsens the overall quality of the obtained data. In certain cases, a careful subtraction of the
background signal from the raw data is required, which can also become a non-trivial task. This holds especially true for pair distri-
bution function analysis, where the diffraction signal from the sample needs to be separated from the background signal coming
from other cell components such as window material, separator, current collector, electrolyte, etc. Such challenge can be potentially
addressed using careful analysis of signals from an empty cell or dummy configurations but involves a lot of optimization complex-
ities.18 This in turn points out the need of high cell reproducibility for in situ/in operando studies (identical materials for windows,
current collectors and separators, orientation and morphology, voltage, amount of used electrolyte). The authors from Advanced
Photon Source (Argonne National Lab, Lemont, USA) reported a cell design2 displaying reproducible electrochemical properties
and a potential capability of sorting out background signals from different cell components.

In situ/in operando characterisations using XRD undergo a rapid development of sample changing systems either based on
linear translations as proposed for the stack of AMPIC cells[2] or off-centred rotation setup suitable for coin-type cells.[19] Applica-
tion of changer setup facilitates the data collection process and enables simultaneous data collection for a series of cells. Another
important factor to consider in line with cell changing setup is the radiation dose. Due to the limited radiation stability of some
materials (e.g. polar solvents in the liquid electrolyte) it is necessary to control and minimize the radiation load, e.g. by reducing
the total exposure time, using attenuators, obtaining signal from different areas of the sample etc. For SAXS, reflectometry and XAS-
type in situ/in operando experiments the beryllium windows are favorable, where the advantage of beryllium windows is a superior
transparency of beryllium for X-rays. Unfortunately, beryllium has serious drawbacks as its high price and toxicity. Moreover, corro-
sion of beryllium at high voltages (>4.2 V) was reported in Ref. 15 so that it needs to be protected at higher voltages. In diffraction
experiments the Bragg reflections from Be windows typically needs to be included in the analysis. In such regardmuchmore suitable
and technologically advanced are Kapton, Mylar and aluminium, which, however, possess a significantly higher X-ray absorption or
some characteristic background from short-range order at very low diffraction angles. The high absorption is often compensated by
a small thickness of the window material. However, for in situ/in operando type experiments it may negatively affect the pressure
uniformity in the cell and, consequently, the current and charge distribution.20,21 In experimental configurations, where ultra-high
vacuum conditions were required, good results were obtained with very thin polyester films (Mylar) or silicon nitride films as
window materials.

For in situ/in operando X-ray diffraction experiments in Debye-Scherrer geometry or X-ray tomography measurements, where
a whole series of images is recorded at different angles, the sample is rotated along an axis perpendicular to the X-ray beam. In
tomography, the 3D object is then reconstructed from the set of images using different implementations of the Radon transform.
Therefore, the sample has to be either accessed from different directions or rotated over a wide angular range to obtain a series of 2D
images followed by the 3D reconstruction. In such a case cylindrical geometry proves to be optimal, where the cell body material is
best made of materials with low X-ray absorption to minimize the blocking of scattered X-ray photons (either diffracted or trans-
mitted). Especially interesting in this context are capillary–type electrochemical cells, displaying a high transmission and minimally
required secondary phases in either synchrotron-based scanning transmission X-ray microscopy (STXM)22 or diffraction7 experi-
mental modes.

X-ray tomography techniques using synchrotron X-ray sources have been successfully applied to studies of ion-transfer and
morphological changes caused by electrochemical reactions in battery applications. Electrode materials that act as lithium sources
due to conversion reactions or alloying reactions often suffer from volume differences during insertion and extraction of
lithium.23,24 The study of dynamic changes in a sample using 3D tomography under real operating conditions provides valuable
information for fundamentally understanding the storage mechanisms of lithium ions (or other alkaline ions or protons) in these
materials, which can also be used in materials engineering and design of next generation energy storage systems.

332 In situ/in operando diffraction studies of electrode materials in battery applications



5.15.2.2 In situ\in operando electrochemical cells for neutron scattering

Neutron scattering has a number of unique features that are highly complementary to X-ray and synchrotron radiation. Different
underlying physics of neutrons from X-ray scattering pose the requirements of electrochemical cells to be adapted for neutron scat-
tering applications. Due to the relatively high penetration of thermal neutrons, the problem of the window material is less relevant
in neutron scattering. On the other hand, larger amounts of active materials are needed compared to X-ray scattering due to weaker
interaction of neutrons with matter. On the other hand because of the large neutron scattering cross section for hydrogen, it is
advantageous to control the cell thickness and to use deuterated electrolytes along with fiber glass separators, which lead to a reduc-
tion of the non-correlated contribution (background) to scattering. Certain complexity of the experiments and data analysis
(massive neutron optics, large area detectors, weak interactions of neutrons with matter etc.), the temporal resolution between
measurements and severely longer exposure times have led to specific in situ/in operando neutron scattering techniques for battery
research.

5.15.2.2.1 Neutron diffraction
As far as we know the first cell for in situ neutron diffraction experiments was proposed by Bergstöm et al. in 199825 in the form of
a cylinder-type electrochemical cell. Note that cylindrical samples are commonly used in neutron powder diffraction. This cylin-
drical cell design yielded a good compromise between the desired scattering geometry and packing density of active material
and provided sufficient diffraction signal. Over the following years various designs of in situ electrochemical cells were developed
using different combinations of materials and resembling these in coin cells, pouch bags or cylinder-type Li-ion batteries (Fig. 2).
For instance, in Ref. 32 authors report a coin-cell type design based on polyetherketone polymer as cell body material and an
aluminum/titanium combination as current collectors at positive and negative electrodes. The experiment demonstrated the
viability of the cell concept, whose general design actually gained more success in time-of-flight back-scattering diffraction in trans-
mission geometry. For example, Biendicho et al.26 reported a novel neutron diffraction cell for in situ studies of electrode materials
and validated it for typical Ni–MH battery configuration at the instrument POLARIS (ISIS Neutron and Muon Source, Didcot, UK).
At the same time Vadlamani et al.28 proposed a flat single-layer cell design using a minimalistic configuration with single crystal Si
spacers and windows, which minimize peak overlap and reduce the background in the diffraction data. A conceptually similar
design to the one from Biendicho et al.,26 but adopting metallic lithium as anode instead, was proposed by Bobrikov et al.27 for
application in high-resolution Fourier neutron diffraction.

Note that signal-to-noise ratio and overlap of diffraction signals from different cell components are the crucial factors defining
the overall quality of diffraction data and, consequently, the accuracy of structural information deduced. Bianchini et al.30,33 imple-
mented a zero-scattering Ti-Zr alloy, which does not contribute to the coherent elastic neutron signal (Bragg reflections) from the
housing of an in situ/in operando electrochemical coin-type cell. With such a setup structure refinements were successfully per-
formed for several different cathode materials, based on data collected during real cell operation. The main limiting factor of
such type of cell is the rather low amount of active material in coin-cells, because thicker electrodes show poor electrochemical
performance and can only be used for very low charge and discharge currents. This certainly limits the use of this cell type for rapid
data acquisition and studies of fatigue at high cycle numbers.

Alternatively, the use of cylindrical cells and pouch bags are considered to be suitable design strategies to overcome the difficul-
ties with the amount of active material, which opens new capabilities toward high-resolution neutron powder diffraction studies
(see below). Cylinder-type cells or closely related geometries have been found especially successful for diffraction experiments
with monochromatic neutrons.34 For example, in Refs. 35,36 the original design of Bergström25 was modified toward quartz
(aluminum) housing along with Swagelok-type metal current collectors. Sharma et al.37 used a thin-wall vanadium tube as
a housing for such in situ/in operando electrochemical cell adopting positive electrode, liquid electrolyte, separator and lithium
foil inside. In Ref. 31 the chosen components and design of cylinder-type cell were carefully optimized for long term cycling stability
tests and low incoherent scattering contributions. Despite all these progresses, the individual preparation of cylindrical Li-ion cells
with rolled up electrode and separator layers is still very challenging. Numerous drawbacks limit the actual capabilities like insuf-
ficient reproducibility, contact losses during the bending of the electrodes or during operation, inhomogeneous distributions of
pressure, electrolyte and local current densities.

Prismatic or pouch-type cells are much easier to assemble and allow more choices for the used cell components in comparison
with cylindrical test cells.29,38 Taking into account that prismatic cells have advantages for packing density and thermal manage-
ment, they become more and more attractive for both high energy and high power density applications. The process is very similar
to the commercial route: the stack formed by cathode, separator and anode (with cathode and anode either single or double coated)
are located in the pouch cell case made of propylene-coated aluminum. By its design, pouch bag cells are similar to the above
mentioned flat cell designs implemented for time-of-flight neutron diffraction. Their preference to time-of-flight diffraction
mode is directly related to the cell geometry. From the scattering point of view, the typical shape of prismatic cells leads to highly
anisotropic attenuation paths in 3D. Successful application for full profile studies using monochromatic neutron diffraction
requires complex absorption corrections. This is commonly believed to be the reason for the limited number of reports on neutron
diffraction studies of prismatic and pouch-type cells. It also explains why high-resolution time-of-flight neutron diffraction with
dedicated detector banks yields better results with prismatic cells due to easier absorption optimization and control. However,
the quality of the obtained diffraction patterns can be improved by optimized data collection strategies.29,38 For example, it has
been shown recently39 that diffraction data collection upon permanent rotation of pouch bag or prismatic cells is an alternative
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Fig. 2 Selected cell designs for in situ/in operando neutron powder diffraction studies: (A–C) different designs of transmission cells,26–28 adapted (D) pouch bag,29 (E) coin-type30 and (F) cylinder-type31

cells.
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way to obtain high-quality diffraction data using monochromatic neutron powder diffraction, especially in high-resolution mode.
The use of a multidetector setup with an array of Soller collimators in front enables data collection for accurate structure analysis
upon the rotation of the cell with 0.03–0.1 Hz frequency. Permanent cell rotation has been found equivalent to the set of diffraction
data collected at different angles with respect to the incident neutron beam.39

Rietveld refinement yields reliable results on the structures of all involved materials, which are in good agreement to those based
on diffraction data from cylindrical cells. Slip ring contacts further enables in operando studies during charge and discharge of the
cell. Collected diffraction patterns at selected states of charge, their evolution vs. charge and discharge and the experimental setup are
shown in Fig. 3A–E along with results of electrochemical cycling. The diffuse stripes characteristic to low-lithiated graphites (previ-
ously reported from studies of cylinder-type cells40,41) were clearly resolved in the shown diffraction patterns, collected for a pris-
matic cell under in operando conditions and permanent cell rotation.

5.15.2.2.2 In situ/in operando small angle neutron scattering (SANS)
Similar to its X-ray counterpart, small-angle neutron scattering (SANS) is a powerful technique for investigating structures at larger
length scales, typically in the nm-to-mm range. SANS is typically used for studies of size and shape distributions in polydispersive
materials, but along with diffraction and imaging it is of practical relevance for lithium-ion battery research. Typical features of
a SANS experiment turn it into a powerful tool for probing of complex electrochemical processes, e.g. solid-electrolyte interphase
(SEI) formation, microstructure evolution, nanostructure and surface effects. Several cell designs have been developed to investigate
the behavior of batteries under real operating conditions using SANS. For example in Ref. 42 a special cell dedicated for in situ SANS
experiments was reported consisting of a stack of lithium anode, deuterated solid polymer electrolyte and composite cathode
(Fig. 4). Cell components with active area of 1 cm2 were sealed in a pouch bag under argon atmosphere. Studies were performed
at different temperatures. The researchers obtained several high-quality in operando SANS data and demonstrated the operation of
the cell with a single-ion diblock copolymer as electrolyte.42 In Ref. 43 Sacci et al. developed a coin-type cell for SANSmeasurements
enabling studies of a solid-electrolyte interface. A multi-cell mounting method (typically used nowadays for in operando studies
using synchrotron radiation2) has been proposed to investigate lithium batteries during charging and discharging.46 There are
also reports on SANS conducted on pouch bag-type cells with stacked electrodes and separators47 as well as other strategies to opti-
mize the quality of SANS data, e.g. TiZr windows, use of 7Li anode48 etc.

Selected examples for the application of SANS in battery research are dedicated studies of the formationmechanisms and address
the chemical nature, morphology and size evolution of the SEI in Li-ion batteries.43,46 Another detailed study investigates the
morphology of a Si-C anode by means of SANS.49 Chung et al.50 employed SANS in combination with transmission electron
microscopy and showed an anisotropic distribution of antisite defects on the surface of LiFePO4.

Fig. 3 Experimental setup39 used for the data collection from prismatic cells upon permanent rotation (A), Rietveld refinements for the case of
“long” diffraction datasets collected in fully charged (B) and discharged (C) states along with the evolution of diffraction signal (fast data collection)
(D) vs. applied charge/discharge current (E). Dashed lines illustrate diffuse diffraction signal.
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5.15.2.2.3 In situ/in operando neutron reflectometry
In addition to SANS, neutron reflectometry is another example of elastic neutron scattering, suitable for battery research. In contrast
to SANS the neutron reflectometry in non-grazing incidence configuration has been found an excellent probe of structure and
kinetics at the material’s interfaces and close to it. It fulfills certain constraints, so that neutron reflectometry is capable to deliver
the scattering from a certain depth beneath the samples surface in the form of scattering-length density profiles. This kind of exper-
iments can be performed on thin-film electrodes or thin-film cells and is primarily used to study the formation of SEI during battery
operation. As shown in Ref. 45 a multilayer carbon/titanium thin film on silicon with a thickness of 3 mm and an area of
30 � 30 mm2 is a suitable model system. The working electrode was prepared by magnetron sputtering and consisted of
a 20 nm titanium adhesion layer and a 70 nm carbon layer on a flat silicon wafer. In Ref. 51 a symmetric thin film battery model
(symmetric cell) for neutron reflectometry experiments was reported, in which lithium acted as both counter and reference elec-
trode. Copper deposed on a Ti adhesion layer was used as a working electrode instead of graphite with typically rough surfaces.
Also in Ref. 52 a modified design of an in operando cell for neutron reflectometry was reported, employing tungsten as the working
electrode in order to reduce the dominant effects of electrode-substrate contrast and to improve the sensitivity of neutron reflectom-
etry to SEI, lithium, etc. A three-electrode cell design for neutron reflectometry measurements has been reported in literature.44,53

For example, in Ref. 53 the authors assembled a closed three-electrode electrochemical setup consisting of a 40 nm thick layer of
amorphous silicon deposited on a 1 cm thick quartz substrate as the working electrode and lithium metal as the counter electrode
and reference electrode.

Application of in operando neutron reflectometry has been found highly informative for probing the SEI formation on silicon,54

carbon,55 LIPON56 and tungsten.52 Other important applications of neutron reflectivity are:

- kinetics of lithiation and de-lithiation of silicon, which is mostly inspired by the remarkable scattering contrast between silicon
and lithium53,57;

- lithium transport through nanosized amorphous silicon and probing the volume expansion during lithiation of thin amorphous
silicon electrodes.58

In general, neutron reflectometry, especially as in operando method, has contributed relevant information to different aspects of Li-
ion battery operation, such as lithium permeation,59,60 lithium storage53 and lithium transport.58

5.15.2.2.4 In situ/in operando neutron imaging
Similar to X-ray imaging the neutron computed tomography (CT) is a very important method for non-destructive analysis of Li-ion
batteries of various types. Neutron computed tomography and 3D volumetric imaging have been widely used in battery research.41

Fig. 4 (A) Sketch of the full battery SANS setup with the battery components, contacts, and heating unit.42 (B) Coin-cell type cell for SANS
studies,43 SS corresponds to stainless steel; (C) Design of an electrochemical cell for neutron reflectivity experiments with liquid electrolytes.
Working electrode (WE), counter electrode (CE) and reference electrode (RE)44; (D) Illustration of the electrochemical cell and cross-section of the
model battery system for in situ neutron reflectivity measurements.45
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A typical configuration of a neutron imaging experiment is displayed in Fig. 5A64: for volumetric reconstruction experiments, the
sample is mounted on a table enabling a rotation around 180 or 360 degrees in small steps, where radiographic projections are
collected for the different sample orientations in static conditions.

A series of neutron imaging experiments were performed on Li-ion cells or their stacks in different types, where most popular
type remain coin cells and pouch bags.65,66 Coin-type cells are not optimal for neutron radiography or tomography studies, as
the circular geometry of the object may complicate the data analysis. Also, stainless steel housing can affect neutron absorption
by introducing a scattering contribution.67 To overcome these problems, a special in operando cell was developed in Ref. 67
that had a rectangular active geometry and was made out of quasi neutron-transparent polytetrafluoroethylene.

Studies of either prismatic or pouch bag cells by neutron radiography methods are also known in the literature.66 However,
a substantial portion of neutron imaging studies was dedicated to the reconstruction of the interior of cylindrical Li-ion batteries,41

where the electrode layers can be unambiguously resolved and lithium contrast between cathode and anode can clearly be observed.
Commercial cylindrical cells have large diameters, which along with the relatively dense electrode packing (achieving high volu-
metric density) results in rather strong neutron attenuation. An absorption coefficient of m � 0.24 mm�1 was determined for
LCO|C based 18650-type cell for thermal neutrons.61 As shown in Ref.,41 typical absorption gradients occurring from inner to outer
part of the cell might be attributed not to the lithium distribution but to the polychromatic nature of the beam and correspondingly,
beam hardening. In Fig. 5B one can see the results from neutron tomography using polychromatic (cold) and monochromatic
(1.5482 Å) neutrons showing a different character of neutron attenuation distributions. Neutron imaging studies of even larger-
format Li-ion cells can potentially be performed using higher-energy neutrons. This along with potentially larger fields of view
will limit spatial resolution of such experiments, require longer exposure times and more complex data interpretation.

Similar to scanning transmission X-ray microscopy (STXM), the Bragg edge neutron imaging is becoming more popular for non-
destructive studies of LIBs. This technique offers promising contrast capabilities not accessible by conventional neutron imaging. In
Ref. 68,69 Bragg edge neutron imaging was applied to pouch bag LIBs, where very weak attenuation and absorption contrast were
noticed at the Bragg edge, corresponding to the formation of lithiated graphite particles. Strong incoherent scattering along with
a relatively large absorption cross section for lithium limit the capabilities of Bragg edge neutron imaging for battery research.
Note that this technique demands a high neutron flux, good beam quality and a very good overall signal-to-noise ratio. These

Fig. 5 (A) Typical setup of neutron imaging experiment; (B) 3D visualization of the commercial 18650 Li-ion cell (discharged state), reconstructed
from neutron radiography based on data acquired using a “white” neutron beam (left) and monochromatic neutrons (right)61; Schematic of the
experimental setup for in operando neutron depth profiling (NDP)62 (C) and adapted coin-cell setup63 (D).
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techniques will benefit considerably from the development of high-end neutron sources like the European Spallation Source, the
2nd Target Station at Spallation Neutron Source, the PIK reactor facility etc.

5.15.2.2.5 In situ/in operando neutron depth profiling (NDP)
Neutron Depth Profiling (NDP) is a non-destructive nuclear analytical technique that allows in operando monitoring of lithium
concentration during charging and discharging of Li-ion batteries across the electrode thickness with sub-mm spatial resolution.
When a lithium-containing sample is illuminated by a beam of cold neutrons, two types of charged particles with well-defined
initial energies, namely 4He2þ (alpha particle) and 3Hþ (triton particle), are produced in the scope of the following nuclear reaction
6Li(n,3H)4He. The 4He2þ and 3Hþ particles lose some of their energy as they pass through the material and by measuring their
energy distribution, the quantification of lithium concentration as a function of depth is possible.

Similar to neutron reflectometry, thin film batteries as model systems for in situ NDP are often fabricated and sealed by sputter-
ing and evaporation using electron beams.70,71 A typical in situ NDP experiment layout and battery configuration is shown in
Fig. 5C),62 where the prepared cell is placed inside a vacuum chamber of an NDP spectrometer connected to a potentiostat/galva-
nostat combination.72 A characteristic feature of in situ NDP is that, unlike to other neutron-based characterization methods, both
pouch bag73 or coin-type cells62 can be used for in operando NDP experiments. However, since NDP measurements are performed
under high vacuum conditions, they are not directly suitable for cells containing liquid electrolytes, but this limitation can partially
be overcome by using protective cell design. In the latter case, NDPmeasurements at reduced air pressure are quite promising, which
leads to additional, but insignificant energy losses of triton and their scattering with air molecules.73 In addition, different sample
environments to be used along with in situ NDP, e.g. temperature-controlled aluminum plate etc. are being considered.74 A prom-
ising concept of using Cu-sputtered capton and coating of graphite electrode on it has been recently reported,75 which opens inter-
esting opportunities for studies of real electrodes to reveal SEI formation and lithium concentrations. Furthermore, the use of
a recently reported adapted coin-cell design63 (Fig. 5D) enables the NDP studies using liquid electrolytes bringing it back close
toward real-life Li-ion batteries.

5.15.3 Characterization of electrode materials

The crystal structure of electrode materials is directly related to relevant battery cell properties like stability over an extended compo-
sition range and transport properties, both of ions and electrons. A better understanding of these relationships is an essential
precondition for a systematic optimization of electrochemically active materials in the electrodes. Particularly important is the study
of structural changes of electrode materials during electrochemical cycling including changes in lattice parameters, phase stabilities,
localization of atoms in the structure and the corresponding occupancy on all sites. In situ\in operando structural studies using
diffraction techniques are a very powerful way to provide information on the crystal structure and phase transformations of elec-
trode materials during cycling (insertion and lithium extraction).

In situ\in operando structural studies can be performed using diffraction of electrons, X-rays, synchrotron radiation or neutron
beams. The most appropriate choice depends on the specific aspect and the length scale of interest, i.e. the probed sample volume.
The different radiation types have different dependencies of the cross sections for elements, mainly proportional to the square of the
number of electrons for X-rays and electrons, or isotopes, determined by the scattering length, in the case of neutrons. The combi-
nation of data with different element- or even isotope-sensitive diffraction contrast in structure refinements simultaneously results
in much more reliable conclusions about the underlying structure. Furthermore, the different radiations have also characteristic
penetration depths and average microstructural details and disorder over different length scales from individual crystallites up to
complete devices and with different weighting schemes.

The X-ray diffraction method is widely used in battery research because of the availability of equipment and relatively simple
operating procedures. In contrast, neutron diffraction studies are less common because of the need to use elaborated and expensive
neutron sources, which, however, possess a number of unique features and advantages compared to XRD. Both X-ray and neutron
diffraction remain the most important methods to analyze and determine changes in the crystal phase structure of electrode mate-
rials,76–79 where phase transformations and crystal structure changes during cycling have been extensively investigated either using
X-ray diffractometry15,17,80 or neutron diffraction.81–85

Note that neutron-based and X-ray diffraction techniques are highly complementary. This can be nicely illustrated by the diffrac-
tion data obtained using neutron diffraction applying monochromatic neutrons and high-energy synchrotron radiation for the
example of a LiFePO4|C cylinder type cell.86 One can clearly see that in neutron scattering data the signal at coherent elastic channel
(diffraction) is dominated by the one from the negative electrode (graphite), whereas the Bragg reflections characteristic to the
cathode are usually stronger in X-ray and synchrotron diffraction data (Fig. 6).

This section is dedicated to the “characterization of electrode materials” using diffraction and imaging and is organized as follows:
the discussion is splitted into a neutron and an X-ray or synchrotron-related part. Different aspects of the structural behavior of elec-
trode materials or solid electrolytes are studied using dedicated electrochemical test cells or commercially available Li-ion batteries.
The results are considered on various length scales and discussed from different viewpoints.
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5.15.3.1 Neutron diffraction

5.15.3.1.1 In situ/in operando characterization of electrode materials with neutron diffraction
First attempts of performing in operando neutron powder diffraction were reported by Bergstöm et al.25 in 1998, six years after the
first in operando X-ray diffraction experiment.87 The structural behavior of LiMn2O4 was studied applying a cylinder-type cell design
based on a Li rod, Cellgard separator and a LiMn2O4 cathode attached to a gold-plated Pyrex tube serving as the positive current
collector. Clear structural changes were observed, and Rietveld refinement revealed differences in the site-specific lithium occupa-
tions in dependence on the state of charge. Significant advances in cell designs and neutron equipment provide now better insights
into structural details, higher sensitivity to changes and better temporal and spatial resolutions. To date, there are more than 1000
papers published on studies of electrode materials using neutron powder diffraction, which adequately reflects the importance of
neutron scattering in the development of high-performance batteries.

Neutron powder diffraction has been successfully used for studies of negative electrode compounds, such as graphite and its
lithiated compounds,88–90 Li4Ti5O12

82,83,91 and Li2TiO3.
92 A much broader range of different positive electrode compounds was

considered, from model systems like LiTiS2,
93,94 LiMoO2,

78 Li2MoO4,
95 LiCrMnO4,

96 Li2Mg2P3O9N
97 etc.) to commercially-used

rock-salt derivatives of the NaCrS2-type (like LiCoO2), phosphoolivines (like LiFePO4) or spinels (like LiMn2O4). For all the elec-
trode materials details of the crystal structures and their evolution with accurate information on the lithium distribution were ob-
tained and elucidated the active redox reaction mechanisms.

A list of in operando neutron diffraction studies was initially proposed in Ref. 29. Table 1 presents an updated version of studies,
where various self-made test cell designs (Fig. 2) were explored. Investigations on commercial-type cells under real operating condi-
tions are compiled separately in the next subsection.

For the case of spinel-type materials: in Ref. 121 a correlation between Ni/Mn disorder and formation of oxygen vacancies has
been established for LiNi0.5Mn1.5O4, where synthesis conditions define the details of transition metal order. In operando NPD
experiment117 dedicated to study the phase transition mechanisms of Li1þdMn2O4 (0 � d � 1) spinel upon cycling revealed the
evidence of metastable Li1þ xMn2O4 (cubic) and Li2–yMn2O4 (tetragonal) phase formation during cycling. In Ref. 115 a loss of
lithium inventory has been determined non-destructively using a self-designed electrochemical test cell based on
LiNi0.5Mn1.5O4|C chemistry after 100 cycles over the voltage range from 3.5 to 4.8 V. For layered cathode materials neutron powder
diffraction is often used for quantification of cation mixing, especially relevant for Ni-rich layered oxides. For example Li/Ni cation
mixing is often believed to tremendously hinder the cycle stability and rate capability of the electrode materials. In Refs. 122,123
authors systematically studied the effect of composition and preparation on the Li/Ni cation mixing in layered cathode materials. A
positive effect of halogen substitution on the electrochemical performance of the Ni-rich layered cathodes has been reported in
Ref. 124. It has been found that F-doping facilitates the neighboring Li and Ni atoms to exchange their sites in layered
Li(Ni0.85Co0.075Mn0.075)O2, which results in high cycling stability. In Ref. 33 Bianchini et al. reported in operando neutron
diffraction studies of spinel materials using an in house-developed thick electrode coin cell in a TiZr-housing with an averaged
coherent scattering length near by zero.30 The phase transition pathway in the phase diagram (Fig. 7) has been experimentally
probed for three compositions of Li1þ xMn2-xO4 –type spinels (x¼0, 0.05, 0.1), with special emphasis on lithium site occu-
pancy factors. The parent compound LiMn2O4 has been found to undergo two biphasic reactions (a/b/l) upon charge
with an inter-mediate phase close to Li1/2Mn2O4. The increase of lithium content to x ¼ 0.05 reduced the transformation
pathway to (a/l), while for x ¼ 0.1 Li1.10Mn1.90O4 reacts through a solid solution monophasic process during delithiation,
which has a positive impact on the electrochemical performance as cathode material. Very recently a successful structural char-
acterization of LiNi0.5Mn1.5O4 as a model system was reported in Ref. 125.

Olivine-type cathode materials (LiFePO4 and its derivatives) were also actively studied using neutron powder diffraction: in
Ref. 126 the structural characterization of a continuous solid solution was shown at 450�C, while two new metastable
phases, Li3/4FePO4 and Li1/2FePO4, were detected at room temperature, which are tightly-related to another intermediate
phase (Li2/3FePO4) occurring at lower temperatures.127 The superior rate capability of LiFePO4-based electrodes is to large
extent associated with this metastable phase, so that the details about transition mechanisms revealed by neutron

Fig. 6 Comparison of cathode and anode contribution in neutron (A) and synchrotron (B) diffraction data from LFP|C based cylinder-type Li-ion
battery.86
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Table 1 Summary of structural studies exploring in situ\in operando neutron powder diffraction using custom-built cells

Year Reference Material studied Type Cell design

1998 Bergstöm et al.25 LixMn2O4 Half Pyrex tube-like half-cell
2001 Berg et al.98 LixMn2O4 Half Pyrex tube-like half-cell
2004 Rodriguez et al.99 LiCoO2 and graphite Full Commercial 18650-type
2008 Rosciano et al.32 LiNiO2 Half Polyetheretherketone large coin-type half-cell
2010 Colin et al.100 Li4Ti5O12 Half Polyetheretherketone large coin-type half-cell
2011 Du et al.101 Li4Ti5O12 and TiO2 Half Roll-over cylindrical V
2011 Sharma et al.37 MoS2 Half Roll-over cylindrical V
2011 Sharma et al.102 Li(Co0.16Mn1.84)O4 Half Roll-over cylindrical V
2012 Sharma et al.103 LiFePO4 Half Roll-over cylindrical V
2012 Sharma and Peterson104 LiCoO2, LiMn2O4, LiFePO4, graphite, YFe(CN)6 and

FeFe(CN)6
Half Roll-over cylindrical V

2013 Bianchini et al.30 LiFePO4 and Li1.1Mn1.9O4 Half Ti–Zr alloy large coin-type half-cell
2013 Godbole et al.105 Li1.1(Ni1/3Mn1/3Co1/3)0.9O2, LiFePO4, Li4Ti5O12 and

graphite
Half Al–Ti alloy large coin-type half-cell

2013 Liu et al.38 xLi2MnO3 (1 - x)LiMO2 composite (x¼ 0, 0.5; M¼ Ni, Mn,
Co)

Full Single-stack pouch-type

2013 Roberts et al.36,36 LiFePO4 Half Roll-over cylindrical Swagelock-type
2013 Sharma et al.106 Li1þyMn2O4 Full Pouch-type
2014 Pang et al. 107,108 Li4Ti5O12 Full Pouch-type
2014 Pang et al.109 LiNi0.5Mn1.5O4 and Li4Ti5O12 Full Pouch-type
2014 Pang et al.107,108 Li4Ti5O12 Full Pouch-type
2014 Vadlamani et al.28 LiCoO2, LiMn2O4 and graphite Full Planar stacking-type with Si case
2014 Pang et al.110 Li(Ni1/3Mn1/3Fe1/3)O2 Full Pouch-type
2014 Brant et al.35 Li0.18Sr0.66Ti0.5Nb0.5O3 Half Roll-over cylindrical V
2015 Pang and Peterson29 LiNi0.5Mn1.5O4 and Li4Ti5O12 Full Pouch-type
2015 Bianchini et al.33 Li1þxMn2xO4 (x¼0 - 0.10) Half Ti–Zr alloy large coin-type half-cell
2016 Chen et al.111 Li2MnO3$LiMO2 (M ¼ Li, Ni, Co, Mn) Full Pouch-type
2016 Boulet-Roblin et al.112 LiNi0.5Mn1.5O4 and graphite Full Roll-over cylindrical
2016 Zhou et al.113 Graphite Half Pouch-type
2016 Brant et al.114 Li0.18Sr0.66Ti0.5Nb0.5O3 Half Roll-over cylindrical
2017 Boulet-Roblin et al.115 LiNi0.5Mn1.5O4 and graphite Full Roll-over cylindrical
2018 Bobrikov et al.27 LiNi0.8Co0.15Al0.05O2 Half Pouch-type
2018 Vitoux et al.31 LiNi0.6Co0.2Mn0.2O2 Half Roll-over cylindrical
2018 Liang et al.116 LiNi0.5Mn1.5O4 and Li4Ti5O12 (AlF3 coated) Full Pouch-type
2019 Song et al.117 Li1þdMn2O4 (0 � d � 1) Half Ti–Zr alloy large coin-type half-cell
2019 Goonetilleke et al.118 Li(NixMnyCoz)O2 Full Pouch-type
2020 Jena et al.119 LiCoO2 Full Pouch-type
2020 Hao et al.120 LiFePO4 and graphite (both Li and PF6 intercalated) Full Pouch-type

Fig. 7 Phase diagram and Bragg peak’s shift for the samples Li1þxMn2-xO4 (x¼ 0, 0.05, 0.10) obtained by in operando neutron powder diffraction
upon Li extraction.33
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diffraction helped to understand the behavior of this material. Analysis of the nuclear scattering densities by maximum
entropy method yielded a 1D lithium diffusion pathway in LiFePO4 cathodes.128 Besides these, the effects of a variety of
other aspects, including different preparation routes, iso- and aliovalent doping, composition and of particle size on the
concentration of antisite defects and the presence of protons were reported129,127,130,131 for LiFePO4-based electrodes. A
number of new and promising polyanion compounds were reported and characterized using neutron powder diffraction,
e.g. cobalt and manganese doped LiFePO4

132,133 and fluoride-phosphates (Li2MPO4F, M ¼ Fe, Mn, Co, Ni).134–136

Another large class of materials where neutron diffraction plays a crucial role is the class of lithium superionic conductors (or
lithium permeation membranes), where lithium diffusion pathways and energy barriers can be obtained. However, the topic of
solid-state lithium electrolytes is far beyond the scope of the current contribution and, therefore, are not considered here in
more detail.

5.15.3.1.2 In situ/in operando neutron diffraction studies on commercial cells
Besides in situ/in operando studies of lab-built electrochemical cells there is a large portion of research carried out on commercially
available LIBs of different types. One of the main reasons is a very low serial dispersion of cell quality, which enables systematic
studies on different cells at various states and conditions.

To our knowledge the first in operando neutron diffraction study of commercial Li-ion cells was reported in 2010.137 The authors
studied the evolution of the diffraction signal from an 18650-type LFP|C commercial cell at different voltages using time-of-flight
neutron diffraction in back-scattering geometry (150� banks). Diffraction data were extracted using principal component analysis
and thus the information about the cathode and anode lithiation was obtained. Few months later the first neutron diffraction study
with monochromatic neutrons performed on a commercial LiCoO2|C pouch-bag cell was published.138 Medium-resolution
neutron powder diffraction data were used to monitor the structural response of cathode and anode over 1.5 cycles, i.e. charge-
discharge-charge. Additionally, the first attempts to refine the underlying structure, based on the obtained diffraction patterns,
were made.

The diffraction pattern from a battery is composed from several contributions: cathode, anode, cell housing, aluminum and
copper current collectors as well as a few very weak reflections from PP/PE separator. In most state-of-the-art LIBs graphite is
used as negative electrode, which is slightly overbalanced for safety reasons to reduce the risk of Li-plating. Therefore, in the case
of properly engineered cells, the observed pattern from a fully charged cell is comprised of two contributions from lithiated graph-
ites, fully lithiated stage I and half-lithiated stage II. The phase fractions define the average degree of lithiation and also reflect the
amount of exchanged Li between anode and cathode within the applied voltage window. This is a very sensitive method to detect
losses of mobile Li and inhomogeneities in Li distribution by spatially resolved diffraction studies, see Section 5.15.3.1.3. In recent
years, the cell manufacturers mix a few wt% of nano Si to the graphite anodes, which cannot be quantified by classical powder
diffraction reliably. The positive electrode can either consist of a single-phase cathode material, a gradient or a blend of several
compounds. Combining different active materials in one electrode aims to improve the key performance indicators of the cell
by combining specific advantages of individual compounds in one electrode. Composites with coatings on the electrochemically
active particles are typically used to stabilize interfaces, but cannot be detected or at least not quantitatively analyzed by powder
diffraction due to very low weight fraction of the coatings compared to the total amount of cathode material, which itself is also
only one part of the whole battery. All components of the cell are characterized by specific structural features and contribute to
severe peak overlap. For example, when electrode materials are considered one has always to deal with different phases with weakly
distorted or even partially unknown structures (as in graphite anodes), cation disorder, partial superstructure ordering, inhomoge-
neity in the outer shell with rock salt-type structure (as in layered oxides), strong preferred orientation (current collectors). All this
requires the application of high-resolution neutron diffraction1, capable to resolve the superposition of diffraction signal and to
shed the light on the complex microstructures of the battery components. The first study of 18650-type LiCoO2|C commercial
battery using high-resolution neutron powder diffraction and monochromatic neutrons was reported in Ref. 41 for a fresh and
fatigued cell. A photo of the experimental setup and an exemplary diffraction pattern together with the corresponding comparison
between observed and calculated patterns after convergence in Rietveld refinement of the structure model is presented in Fig. 8.
Diffraction data were collected for different cell voltages for nominally fresh cell and one after 200 complete cycles2. Extensive
cycling resulted in a reduction of the cell capacity (nominal 2.6 Ah) from ca. 2.0 Ah in fresh state to ca. 1.3 Ah in the fatigued state.
A systematically higher amount of LiC12 in the mixtures of lithiated graphite compounds in the charged state was noticed in the
fatigued cell, which can be traced to a lower degree of lithiation of the graphite at the upper cut-off voltage.

A more systematic in operando study of Li concentrations in the cathode and anode of a similar cell type was reported in Ref.,139

where two cell batches were cycled under similar conditions at the constant temperatures of 25 �C and 50 �C, respectively. Non-
invasive quantification of lithium at both positive and negative electrodes revealed the loss of mobile lithium, which has been
found proportional to the irreversible capacity losses of the studied cells. A similar observation was made applying time-of-flight
neutron diffraction on a LiNi1/3 Mn1/3Co1/3O2|C cylinder-type cell.140 A systematic study of cycling effects on the fatigue was
recently reported for two brands of 18650-type cells.141 With the help of neutron powder diffraction the Li content in the electrodes
in the fully charged and fully discharged states was determined non-invasively. It has been concluded that the major capacity losses

1For sake of comparison one can consider Dd/d<0.005 as a high-resolution in neutron powder diffraction.
2CCCV-charging: 4.2 V, 0.5 C-rate (cut-off: ###); CCCV-discharging: 2.5 V, 1.0 C-rate (cut-off: ###).
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Fig. 8 (left) Photo of the experimental setup and a primitive scheme of the in operando neutron diffraction geometry as reported in Ref. 41. (middle, top) Graphical result of Rietveld refinement for NPD
dataset collected from a fresh 18650 LIB at U ¼ 4.05 V. Calculated positions of Bragg reflections are shown by vertical tick marks, where rows (1–6) correspond to cathode LixCoO2 (1), copper current
collector (2), steel housing, i.e. a-Fe (3), lithium intercalated graphite LiC12 (4) and LiC6 (5), aluminum current collector (6). (middle, bottom) Enlarged sections of obtained neutron diffraction patterns from
a commercial 18650 LIB (both “fresh” and “fatigued") upon different applied voltages. (right, top) Effect of battery fatigue on the Li site occupation in LixCoO2 (squares: data from the cell cycled at 25�C;
circles: data from the cell cycled at 50�C). (right, bottom) Evolution of LiC6 and LiC12 phase fractions (wt%), derived by Rietveld refinement against neutron diffraction data acquired for charged cells of
different fatigue level (filled shapes: data from the battery treated at 25�C; empty shapes: data from the battery treated at 50�C).
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stem from the loss of active lithium, while a trapping of lithium in the cathode and incomplete lithiation of the lithiated anode
phases, LiC12 and LiC6, were observed. Besides the active cycling, also storage degradation occurs in Li-ion cells. An effect of storage
degradation in 18650-type cells was studied with the help of neutron diffraction in Ref. 142. Capacity loss has been observed along
with losses of Li inventory and active materials, which have been dependent on the depth-of-discharge of the cell during storage.
Similar, Zhu et al.143,144 observed losses of active cathode material and losses of lithium inventory by studies of 18650-type cells
with a cathode blend of 42 (3) wt.% NMC and 58 (3) wt.% NCA and a graphite anode.

Similar to lab-built cells there is a large portion of publications dedicated to diffraction studies vs. state-of-charge. In the liter-
ature a variety of in operando studies are reported, which aimed for elucidation of structural details of lithium intercalation into
graphite88,90,145,146 and for non-destructive probing the Li/Ni cation mixing in NMC532.81–83 Typically, lithium intercalation
and extraction results in pronounced structural changes. An example of the collected diffraction signal from a 10 Ah LFP-based
pouch bag cell using time-of-flight Fourier diffraction is presented in Fig. 9. Neutron diffraction data (in contrast to X-rays) can
be collected from the interior of massive and large sample environments with only little absorption from shieldings and housings,
capable to embed Li-ion cells of different designs and supplementary infrastructure (charging wires, thermal sensors, insulation
etc.). A series of temperature-dependent diffraction studies of commercial cells were reported in the literature.147 In their majority
authors were aiming to identify lithium plating at low temperatures148–150 or to probe the changing kinetics at low or elevated
temperatures.130,151

For example, temperature-driven changes of electrode materials in 18650-type cells under in operando and ex situ conditions as
well as using harvested electrodes (extracted from the disassembled cylinder-type cell) are reported.152 A series of unexpected
features were observed including a distinct and anomalous thermal expansion, a different character of bond length evolution in
LiC12 and an unexpected drift of lithium concentration compared between in situ and ex situ results. In Ref. 153,154 a systematic
in operando study investigation of the role of temperature on the graphite lithiation was reported on the example of an 18650-type
LiCoO2|C battery. An experimental configuration with continuous diffraction data collection with cell charging at 300 K and dis-
charging at desired temperatures between 230 K and 320 K was realized. Monitoring the diffraction signal corresponding to the
negative electrode unambiguously yielded structural signatures of thermal instabilities for intermediate lithiated graphite phases.
Also at temperatures below 260 K weak additional reflections started to appear, which were assigned to frozen electrolyte compo-
nents. Neutron diffraction unambiguously revealed long-range crystalline order for the LP30 electrolyte (Fig. 10) at temperatures
below 260 K, which is in fair agreement with the appearance of additional reflections at low temperatures. Analysis of neutron
diffraction patterns collected for variously fatigued cells indicated a systematic variation of diffraction intensities (Fig. 10D), i.e.
a systematic decrease of the intensity ratio of the 001(LiC6)/002(LiC12) reflection couple was observed upon increasing cycle
number, which is characteristic of loss of mobile lithium in the studied cell. It was also supplemented by a reduction of the intensity
of the observed 002 reflection of the frozen electrolyte. Relative lithium concentrations in the graphite anode and electrolyte concen-
trations were estimated on the basis of diffraction intensities.155 A plot of x in LixC6 vs. the relative electrolyte concentration
(Fig. 10E) clearly revealed two regimes of the lithium vs. electrolyte dependence: in the first regime (points 1–2) the loss of movable
lithium has been found linearly proportional to the loss of electrolyte, while at further cycling no loss in the lithium concentration
in the anode is observed, while an obvious reduction of electrolyte can be observed (line 2–3). The quantification of the amount of
electrolyte is a big step toward the increasing of cell lifetime.

Another interesting aspect of structural studies on large format cells concerns their uniformity. Post mortem analysis of fatigued
cells yields pronounced inhomogeneities of lithium distribution, morphology and structural properties of electrode materials.156

Inhomogeneity becomes more pronounced with proceeding fatigue. In operando studies of above-mentioned inhomogeneities
attract a substantial interest and are of relevance for the prediction of cell life time, performance safety, and stability, also for
next generation Li-ion batteries.

Fig. 9 Evolution of diffraction patterns of a vanadium-doped LFP-based pouch bag cell battery vs. cycling at the rate of 0.1 C. Vertical top bars
correspond to the positions of diffraction peaks of the three major structural phases at the initial state.40
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5.15.3.1.3 In situ/in operando spatially-resolved neutron diffraction studies
Neutron diffraction is probably the most popular neutron scattering technique in battery research. The rather weak interaction
between neutrons and matter require rather large beam cross-sections for neutron diffraction, and the beam size limits the achiev-
able spatial resolution. Therefore, the aspect of inhomogeneities is hardly considered, in spite of their relevance for the resulting cell
performance, especially for large-format cells. Inhomogeneities are often hidden in spatially averaged data. For example, character-
istic reflections from 2032-type coin-cells have smaller half widths than their analogs from 18650-type cells. This indirectly points
out a possible inhomogeneity in larger format Li-ion cells.157 This can be associated with slightly different states-of-charge in large
Li-ion cells at different positions. A longer pathway of the electrons through the current collector will result in higher ohmic resis-
tance, a larger voltage drop and as a consequence a lower effective potential.158 Another source of inhomogeneities are peripheral
areas and tab regions, where counter electrodes or active materials are missing. To our best knowledge first structural studies of cell
homogeneity revealed an inhomogeneous deterioration at the edges of a pouch-bag cell after active cycling.159

In Ref. 61 the results of spatially resolved monochromatic neutron powder diffraction applied to commercial 18650-type LIBs
with LCO cathode along the radial axis were reported. The uniformity of the Li distribution in the cell volume was concluded along
the studied axis. However further experiments performed in other radial directions and various types of cells showed that this does
not always hold and requires a more systematic characterization. For this purpose, the lithium distribution in the anode was studied
using spatially resolved neutron diffraction. By translating and rotating the sample with respect to the fixed gauge volume,
a spatially-resolved diffraction response from different sections of the sample was obtained for the charged state of various different
cells. A photo and a sketch of the utilized experimental setup is shown in Figs. 11 (top, A–B), where the incoming, diffracted and
transmitted neutron beams defining the gauge volume3 are depicted along with the systematic distribution of the gauge volumes.
After data corrections for detector non-linearities, geometrical aberrations and curvature of diffraction rings, data were integrated
into common 1D diffraction patterns (intensity vs. 2q angle, like in Fig. 10C as representative).

The lithium concentrations in the graphite anode obtained by spatially-resolved neutron powder diffraction are depicted in
Fig. 11 (bottom) by a false-color representation for a series of 18650-type cells. All data were collected at medium height of the

Fig. 10 Temperature evolution of diffraction data for LP30 electrolyte (EC:DMC 1:1 þ 1M LiPF6) filled in vanadium container (A)153,154; diffraction
signal (l�1.6 Å) from 18650-type cell upon cooling (B) and corresponding sections of diffraction patterns at 300 and 150 K (C).155 High-resolution
neutron diffraction data (D) obtained on differently cycled 18650 cells at 150 K with the selected range in the inset, covering 001(LiC6), 002(LiC12)
and the most prominent reflection from the frozen electrolyte; relationship between lithium and electrolyte concentrations in variously cycled cells (E).

3Area contributing to the diffraction pattern.
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Fig. 11 Photo of experimental setup (A); scheme of neutron flight path of incoming, diffracted and transmitted beam in the spatially-resolved
diffraction experiment (B) along with the sketch of studied gauge volumes and the scanned area; exemplary diffraction pattern taken from one gauge
volume showing 001(LiC6) and 002(LiC12) reflections (C). (D) Lithium concentration in the graphite anode of different 18650-type cells. Data were
taken at medium height.85,86 Lithium concentrations are presented in false colors; color scheme and scales are chosen to be the same for all cells.
Negative and positive current tabs are presented by the black bars inside the concentration plots. Schematic representation of electrode connections
according to Schemes 1–4 is represented at the upper left.
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fully charged 18650-type cells. The positions of the anode and cathode current tabs were obtained from X-ray computer tomog-
raphy as depicted by black bars in the concentration plots and with blue and red marks for the negative and positive electrodes,
respectively, in the cell schematics. The obtained 2D distributions of lithiation levels have been found very different in shape
and magnitude. The studied cells are optimized for different applications. Therefore, different cell chemistries are used to match
with the specific compromise between energy and power density.

In Refs. 85,86,153,154 it was shown that there is a certain relationship between the cell capacity and the way how the current
collectors are connected. Four distinct designs (Fig. 11, bottom) are compared, utilizing either two or three tabs connected to the
current collectors. In cells with three tab connections (like in Scheme 3) two negative (“-”) current tabs to the anode were present
against one positive (“þ”) current tab at the cathode. In all studied cells at least one “-“ current tab was contacted at the outer end of
the anode stripe and to the cell housing. In cells adopting three tabs, another “-“ current tab was placed at the opposite end of the
anode stripe and the “þ” current tab was located at the middle of the electrode stripe (Scheme 3). In the two-tab schemes the “þ”

tab was observed either at the central pin connecting the cathode stripe at its opposite (inner) end (Scheme 1) or at themiddle of the
stripe (Scheme 2). In general, the 18650-type cells built on Scheme 1 are suited for low-power applications with capacities in the
range of 2000–3000 mAh; highest cell capacities are achieved applying Scheme 2; Schemes 3 and 4 are preferred for cells in high
power applications.

Each cell in Fig. 11 displays its unique lithium distribution with a specific degree of heterogeneity. Nevertheless, several system-
atic observations can be deduced:

(I) In regions, where current tabs are attached to electrodes a clearly reduced graphite lithiation is observed, which can be
attributed to a lack of electrode coatings at these positions. Similar regions occur at the beginning and the end of each
electrode stripe due to missing counter electrode coatings.160

(II) Cells with electrode connections according to Scheme 1 and 2 display the most uniform lithium distribution, characterized by
a clearly defined 2D plateau behavior.

(III) Lithium inhomogeneity at the center of the electrode stripes are observed for the cells with electrode connection Schemes 2
and 3, while the area of the observed non-uniformities was quite different.

Besides the design-dependent lithium distribution, other investigations reported on aging effects on Li distribution in cylinder-type
LIBs using spatially-resolved neutron diffraction, see e.g. Ref. 161. Analysis of Li uniformity in both “fresh” and “fatigued” cells indi-
cated a systematically lower mean lithium concentration (<x>¼0.61(5) in LixC6) in the graphite anode of the “fatigued” cell
compared to the fresh one (<x>¼0.85(4)). This is directly attributed to the loss of mobile lithium inventory. The amount of
lost active lithium correlates well with the reduction of the cell capacity, i.e. a mean lithium concentration of <x>¼0.85(4) cor-
responding to a capacity of 2600 mAh for the “fresh” cell compares well to a lithium amount of <x>¼0.61(5) in the “fatigued”
cell with ca. 2000 mAh residual capacity (72% for <x> vs. 77% for capacity).

Not only the overall amount, but also the specific lithium distribution inside the graphite anode have been found affected by
fatigue due to extended cell cycling. This is best reflected in deviations from the plateau-like behavior, where surface plots of lithium
concentrations with subtracted plateau values |x-xp| for both “fresh“ and “fatigued“ cells adopting a consistent color/isoline scheme
are shown in Fig. 12 (please refer to Ref. 161 for details). Besides regions close to the center pin and current lids, deviations from the
plateau-like behavior |x-xp| have been found not exceeding 0.05 frac. un. for the “fresh” cell. On the other hand, the “fatigued” one
(possessing a general lower lithiation grade) the deviations from the plateau-like behavior became more pronounced, i.e. at the
outer part of the cell a broad range with |x-xp|�0.15 has been observed. Similar observations were also obtained with time-of-flight
spatially resolved neutron powder diffraction collected for NCA|C cells.162 All these studies indicate the development of fatigue-
driven heterogeneous states.

Another recent example of spatially-resolved studies was dedicated toward the non-destructive determination of the electrolyte
distribution.155 As it was mentioned above, the diffraction intensities of the reflections 001(LiC6) and 002(LiC12) enable the
approximate determination of the lithiation state x in the anode LixC6 for 0.5 � x � 1, which is relevant for higher states of charge
(50% and higher). The spatial lithium distribution in the middle plane of the studied cell type was already previously reported at
ambient temperature,153,154 where an inhomogeneous lithium distribution was observed. At temperatures below 260 K freezing of

Fig. 12 Deviations from a homogeneous, plateau-like lithium distribution x-xp in the “fresh” (A) and the “fatigued” (B) Li-ion cell (LCO|C) of
18650-type.161 Height-dependent lithium (C) and electrolyte (D) concentrations in fresh and aged (600 cycles) NCA|C cells.155
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electrolyte occurs, which is reflected in the appearance of addiational reflections corresponding to long-range order from the frozen
crystalline electrolyte. Intensities of reflections from the frozen electrolyte permit its quantification as weight or molar fraction with
respect to the lithiated graphites.

The lithium concentration x in the lithiated graphite anode LixC6 was studied for a fresh and a cell cycled 600 times (see plot in
Fig. 12C and D). The fatigued cell displays sufficiently lower lithium concentrations, which can be attributed to the losses of the
movable lithium139 along with non-uniformities of its distribution. For example, systematically lower lithium concentrations at
the top and bottom of the fatigued cell were observed, which is in agreement with recent X-ray diffraction radiography studies
on harvested anode stripes.160 Among these factors, the electrolyte dynamics is the least studied one. It is a complex task since it
couples fluid dynamics and electrochemistry and will strongly depend on cell layout, chemistry, morphology etc. There were several
attempts to tackle this problem using imaging methods,163,160 which, however, have rather qualitative outcome. Therefore, the 2D
distributions of the frozen electrolyte concentration in a fully charged fresh and fatigued 18650-type cell were extracted from the
obtained diffraction data and are presented in Fig. 12D. Within the studied plane a non-uniform 2D behavior of the frozen elec-
trolyte concentration is observed, which is reflected in noticeably higher concentrations at the outer cell region. In contrast to radial
non-uniformities, the in-plane distributions determined for different heights of the fresh cell have been found very similar showing
that the electrolyte is quasi-uniformly distributed over the cell height. Introduced fatigue seriously affects the electrolyte distribu-
tion: similar to the lithium concentration in the negative electrode in charged state. A significant reduction of the electrolyte concen-
tration occurs with proceeding fatigue. Higher amounts of electrolyte are in radially outer areas, and a pronounced concentration
gradient exists from cell top to bottom with the majority of the electrolyte located at the cell bottom.

5.15.3.2 Diffraction of X-ray\synchrotron radiation

In contrast to neutron-based diffraction techniques, X-ray diffraction is easier accessible and available in all labs dedicated to mate-
rials science or chemistry. Furthermore, the number of diffraction instruments at synchrotron sources is significantly higher than at
neutron sources. Along with typically much shorter exposure times for synchrotron diffraction experiments, significantly more
diffraction data sets are recorded using X-ray or synchrotron radiation than with neutrons. Besides the instrumental accessibility
and very short exposure times, extremely high signal to noise ratios, excellent peak resolution, relatively simple design of the exper-
iment and availability of a huge variety of in situ/in operando cells make X-ray diffraction one of the most widely used techniques in
the field of battery research. It allows crystal structure studies and control of phase transformations of battery materials,164–166

monitoring of phase transformations and details of microstructure during cycling, with fatigue, during heating or cooling treat-
ments and provides information for synthesis optimization.12,167,168

5.15.3.2.1 In situ/in operando characterization of structural evolution for selected electrode materials
5.15.3.2.1.1 Structural behavior of NMC electrodes
Layered transition metal oxides are widely used as positive electrode materials for LIBs like LiCoO2 (LCO), LiNi1/3Mn1/3Co1/3O2

(NMC111) and NCA. LCO is mainly used in mobile electronics today, but less suitable for large-scale applications like in electric
vehicles, because of a rather high safety risk due to thermal runaway with an onset temperature already well below 200�C and the
limited resources of Co. Another disadvantage of LCO in comparison with LCO and NMC or NCA is that it volumes expands during
delithiation, i.e. charging.

Fig. 13 Comparison of lattice parameters dependence vs. cell capacity (left) and SOC (right) for LCO, NMC and NCA type-cathodes in 18650-type
cells.
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This volume expansion (Fig. 13) is a consequence from the low-spin state of Co3þ in LiCoO2 and causes serious challenges for
the cell design and thermal management, because like graphite both electrodes increase volume during charging and result in
serious pressure in the fully charged state. Replacing expensive and harmful Co with Ni in LiNi1-x-yMnxCoyO2-type compositions
with y<0.3 avoids this volume expansions and improves structural stability at high SOCs. Another promising class of materials
is represented by the Li-rich high-energy NMC (HE-NMC) materials (cLi2MnO3$ [1 - c] LiTMO2 [TM ¼ Ni, Co, Mn, etc.]), which
due to their specificity like superstructure formation and oxygen redox activity, we will not discuss in this paper and refer to another
review instead.169 All these subgroups of layered oxides share a common crystal structure prone to irreversible changes and degra-
dation under continuous lithium intercalation and extraction. The changes in the electronic and crystalline structure as well as elec-
trochemical properties and thermal stability are highly dependent on the specific composition of the cathode and its micro/
nanostructure.170 To some extent the Ni content can be seen as a critical parameter determining both thermal164 and structural
stability171,172,170 upon lithium extraction. The thermal stability of cathode materials plays a crucial role for battery safety, where
a high Ni content in NMC-type materials has been found correlated to the onset temperature of decomposition reactions involving
the spontaneous reduction of Ni4þ to Ni2þ upon heating, which is supplemented by the release of oxygen.164,170

In Ref. 164 the thermal stability of a series of LiNixMnyCozO2 cathodes
4 in charged state were examined by high-temperature X-

ray diffraction andmass spectroscopy. At ambient temperature, the layered LiNixMnyCozO2 adopts a rhombohedral structure (R-3m
space group) (Fig. 14). Monitoring the structural behavior of the selected cathode compositions shows that in charged state the
materials undergo first a sequence of phase transitions from layered to spinel and further from spinel to rock-salt structure upon
heating. The coexistence regions between layered and LiMn2O4-type spinel structure, LiMn2O4-type spinel and M3O4-type spinel
as well as M3O4-type spinel and rocksalt are clearly observed. In general, one can see that the Ni content plays a crucial role in
the thermal stability of NMC in charged state. Phase transitions occur at lower temperatures in low-nickel NMCs, which can be
attributed to a lower probability of the reduction from Ni4þ to Ni2þ.169 From Fig. 14E one can see that in terms of maintaining
good thermal stability with reasonable high capacity the NMC532 is already a good compromise. Nevertheless, higher Ni-
contents would offer higher energy densities, but additional modifications are needed to ensure sufficient lifetime and safety.

Besides the thermal drawbacks, the nature of the structural changes during cycling presents another serious issue that hampers
the practical usage of nickel-rich NMC cathodes. During lithium intercalation and extraction, the lattice parameters undergo marked
changes whose magnitude was found to depend on the x: y: z ratio and can be changed toward zero strain by modifying the NMC
content.173 In NMC cathodes with high nickel content, the aforementioned strain magnitude is very high. In general it is assumed
that crystallographic volume changes andmultiphase transformations contribute significantly to degradation, qualifying the magni-
tude of strain as a possible descriptor for fatigue.174

In situ/in operando XRD is well suited to analyze crystallographic changes, with synchrotron radiation even under dynamic
conditions. In Fig. 15A the results from Kondrakov et al.172 are presented, displaying a comparison of structural parameters of
low-Ni content NMC111 and high-Ni content NMC811. In both cases, the lattice parameters undergo a kind of non-monotonic
changes:

- The lattice parameter a in both NMC111 and NMC811 cathodes displays a gradual decrease upon lithium extraction; a higher
absolute change in the a-axis was observed for NMC811, which can be attributed to a higher specific capacity of 189 mAh g�1 for
NMC811 vs. 149 mAh g�1 for NMC111.

- The c-axis reflects the composition-dependent differences and correlates to changes of both TM-O and Li-O bond lengths. The c
lattice parameter in NMC111 increases upon lithium extraction displaying a maximum at the end of charge; the c lattice
parameter in NMC811 increases first, but dramatically decreases as soon as the Li content is below 0.5 per formula unit.

A similar trend in lattice parameters was seen for a variety of NMC cathode materials, with clear indications of a larger magnitude of
changes with increasing Ni content.171,175-177,170

The state-of-the-art interpretation of structural mechanisms in Ni-rich NMC is based on drawing analogies to the LiNiO2 model
system, which exhibits a number of phase transformations during charging. Four different phases are known from the
literature,178–180 namely the hexagonal H1, the monoclinic M, the hexagonal H2, and the hexagonal H3 phases. 5The H2–H3 trans-
formation in LiNiO2 is accompanied by a strong discontinuous shrinkage of the c lattice parameter. For the case of Ni-rich NMC the
evolution of the lattice parameters suggests a solid solution behavior, but the presence of amultistep phase transformationmechanism
(similar to that occurring in LiNiO2) cannot be entirely ruled out. This is reflected in the diffuse background underneath the Bragg
reflections for Ni-rich NMC and an increase of the full width at half-maximum of the 003 reflection (Fig. 15). The differential capacity
(dQ/dV) plots clearly reveal different phase regions.23,181,182 The dQ/dV for high-Ni (�80%) NMCs yields an additional plateau at
around 4.15 V (vs. Liþ/Li) (Fig. 15B). Further comparison of the dQ/dVwith voltage and lithium content derivatives of c lattice param-
eter [dc/dU and dc/dx(Li)] and unit cell volume established a series of clear correlations evidencing the H2–H3 transformation in
LiNi0.8Mn0.1Co0.1O2 and LiNi0.85Co0.1Mn0.05O2.

171,172 It is worth to note that while the c-axis of NCA also experiences considerable
shrinkage at high degrees of delithiation, the characteristic H2–H3 peak/plateau is not present at the dQ/dV for NCA (�85%Ni) indi-
cating no phase transition and thus a stabilizing role of aluminum in NCA-type cathodes.

4x:y:z ¼ 4:3:3, 5:3:2, 6:2:2, 8:1:1 and x þ y þ z ¼ 1.
5Note that hexagonal phases possess rhombohedral symmetry, but the hexagonal setting is used for the description.
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Fig. 14 Image plots of XRD patterns at the selected 2q-range for the charged (A) NMC433, (B) NMC532, (C) NMC622 and (D) NMC811. (E) Schematic illustration depicting the phase stability map of the
charged NMC cathode during heating.164
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5.15.3.2.1.2 In situ/in operando behavior of LiFePO4 olivine-type cathode
The olivine-type LiFePO4 cathode is an alternative positive electrode material for high-power Li-ion cells, which is characterized by
high rate capability, cycling and structural stability, increased safety and relatively low cost. LiFePO4 was subject of numerous
in situ/in operando studies using diffraction, e.g. Liu et al.183 investigated the structural response on fast lithiation of LiFePO4 elec-
trodes applying in situ/in operando XRD in an AMPIX cell and found a metastable intermediate phase (Fig. 16, left).

At relatively low charging rates up to 10 C, all reflections observed during in situ XRD for the initial 5 charging cycles can be
explained as the superposition of a Li-rich Li1-aFePO4-phase and a Li-poor LibFePO4-phase, where the lattice parameters for the
new phase are smaller than those for LiFePO4, but larger than then ones for FePO4. A comparison of the diffraction data obtained
at cycling rates of 5 C, 10 C and 20 C shows that the phase transformation in LiFePO4 at fast cycling is accompanied by a change in
structure, but not by a shift of the interface between LiFePO4 and FePO4, as in the case of slow cycling. It is worth to mention that
structural changes of this type avoid major structural rearrangements, i.e. when the lithium concentration changes rapidly, a kind of
moving reaction front forms in LiFePO4. Clarification of the structural behavior helps to explain the solid-solution type perfor-
mance of LiFePO4 at high current densities, despite the relatively poor miscibility between LiFePO4 and FePO4 at room temperature.
Using in situ/in operando XRD underlines once more the importance of research on non-equilibrium systems, because ex situ
measurements alone are not sufficient to elucidate the mechanism of the electrode operating at high rates. The LiFePO4 cathode

Fig. 15 Cell voltage, refined lattice parameters and cell volume, distances between transition metals and oxygen and Li and oxygen together with
the anisotropic microstrain parameter S202 versus time for cycling with constant current (A)172; (B) Charge/discharge curves (top) and the
corresponding differential capacity curves (bottom) of different low-, medium-, and high-Ni NMC cathodes; (C) Contour plots of in operando XRD
patterns in the 2q- range of the 003 reflection obtained on the different Ni content NMC-based cells during the charge cycle; (D) Relative changes in
lattice parameters a (upper) and c (lower figure) as a function of cell voltage during delithiation for the NMC materials with different Ni content.171
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displays a remarkable cycling and structural stability, i.e. in Fig. 16B the evolution of characteristic reflections for LiFePO4/FePO4 is
shown for a fresh and fatigued LiFePO4|C cell6. The highly fatigued cell was not susceptible to high currents above 5C anymore.
Applying a current of 0.4 A indicated ca. 10% capacity loss after ca. 80 cycles with high currents, which is slightly reflected in weak
changes of the relative Bragg intensities corresponding to the LiFePO4 and FePO4 phases.

Another important aspect, which gains relevance in the next years, are inhomogeneous electrochemical reactions occurring in
electrode materials. Such kind of reactions are usually observed under non-equilibrium conditions in thick electrodes. For example,
electrochemical reaction inhomogeneity was studied for LiFePO4 using a RATIX cell3 showing a definite relationship between the
heterogeneity of structural changes and the electrochemical performance of the cell. Parts of the electrodes close to the separator
displayed a systematically further proceeded response than parts of the electrode material close to the current collector, while
the electrochemical charge (discharge) state should be identical in equilibrium.

Further attempt to determine the lithium distribution across the LixFePO4 cathode thickness, extracted from a LixFePO4|C
commercial cell was reported in Ref. 85,86. Double-coated LFP cathode was harvested from the 18650-type cell and cleaned on
one side to obtain a single-coated layer, which was punched to a circular shape with 2 mm in diameter and mounted in a compact
in situ cell designed for high-energy X-ray diffraction (see Fig. 17A). The monochromatic high-energy photon beam with a wave-
length of lz 0.23 Å was focused to 3 � 6 mm2 (v � h) and the scan was performed in vertical direction. The lithium concentration
x in LixFePO4 is estimated from the relative diffraction intensities using the methodology reported in Ref. 85,86 and its evolution
over thickness and time is shown in Fig. 17B. At first glance, the lithiation front in LixFePO4 (represented as DoL(d, t)) perfectly

reflects the cell capacity. Splitting the DoL(d, t) into the thickness-averaged but time-dependent part DoL tð Þ and a fluctuation part
ODoL(d, t),

Fig. 16 In situ/in operando XRD pattern of LiFePO4 under different electrochemical cycling conditions (left).183 Images display the second
galvanostatic cycle at 5, 10, and 20 C rates, respectively. The dashed white lines indicate the peak positions of LiFePO4 and FePO4 at the end of the
second relaxation period, which are used to draw the boundaries of the miscibility gap, as determined from the 200 and 301 reflections.

6Nominal capacity: 1.1 Ah; voltage range: 2.0-3.7 V; cycling: CCCV-charging at 5 A with x cutoff, CC-discharging at 20A for 1000 cycles.
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DoL d; tð Þ ¼ DoL tð ÞþODoL d; tð Þ; (1)

reveals two different lithiation gradients separating the charged and discharged states (Fig. 17C). At a SOC below z20 % (cor-
responding to a highly-lithiated cathode) the lithium distribution across the electrode can be considered as uniform. Further cell
charging (from 20% to 50%) results in the development of weak non-uniformities in the Li-distribution, i.e. 60 mm of the LFP
electrode at the current collector side show increased lithium concentrations, whereas the first 20 mm at the separator side display
a slightly lower lithiation. The situation inverts at ca. 50% SOC, where the lithium distribution in the LFP cathode separates into
a lithium-depleted region (at the side of the current collector) and a lithium-rich region (at the side of the separator) with nearly
identical thicknesses existing over a broad capacity range. Inverting the current direction (charging to discharging) also reverses the
distribution to the initial state.

The observed heterogeneous cathode lithiation in the charged state agrees with the lithiation gradient observed in the XRD-CT
experiment85,86 (see below). The presence of the lithium-rich region in the cathode at the separator side in the charged state can be
attributed to the local current density distribution,232 representing the surface ion flux and reflecting the rates of electrochemical
reactions. Generally, the results are in fair agreement with the theoretical model reported in Ref. 184.

5.15.3.2.2 In situ pair distribution function (PDF)
Local order is another aspect of battery operational behavior, which is needed to be addressed explicitly. Although non-destructive
in situ/in operando diffraction techniques (subjected to Rietveld analysis or profile decomposition) can provide structural informa-
tion on crystalline materials, they can hardly be considered to be a reliable source of information on systems with limited long-range
or preferably short-range ordering, such as amorphous materials or nanomaterials.185 For example, studies of reaction mechanisms
in conversion-type electrodes using X-ray diffraction must take information beyond the intensities of Bragg reflections into account,
because of the nano-size and the high disorder of domains during cycling.

For this kind of studies, a widely used research technique is the analysis and evaluation of pair distribution functions. Whereas
the standard XRD only describes the Bragg scattering and consequently the long-range order information, PDF methods use total
and diffuse scattering, which contains near order information, such as the atomic pair distribution related to the chemical, structural
and morphological short-range transformations taking place during electrochemical reactions. The method capabilities can be
nicely illustrated by the example reported in Ref.,186 where mixed iron oxyfluoride (FeOF) - a material representing a typical conver-
sion electrode with both good rate capability and reversibility was studied. Electrochemical reaction mechanism of the FeOF elec-
trode was characterized using a combination of in operando PDF and Li NMR. An AMPIX cell was used in this PDF study and the
results are presented in Fig. 18A. Collected PDF data obtained during initial cell discharge display smooth modification of local
structure details and bond lengths indicating a transformation of FeOF into the metallic state of Fe. The Rietveld refinement results
show a transformation from FeOF to Fe through an intermediate phase with a rock salt structure. More interestingly, the structure of
the recharged electrode is completely different from the original single-phase electrode, although its recharging capacity is almost
completely reversible. The analysis of bond lengths, oxidation states, coordination numbers corresponding to couples Fe-Fe and Fe-
O/F can be attributed to the formation of a nano-sized composite of an oxygen-rich rock-salt-type phase and a fluorine-rich rutile-
type phase.

Fig. 17 Schematic drawing of the in situ cell (A) and lithium concentration (in terms of local DoL (degree of lithiation, see 85,86 for details)
presented by false colors) through the thickness of the LFP cathode vs. cycling (B) as obtained from depth-resolved XRD scans using a mm-sized
beam.85,86 Corresponding DoL fluctuations after subtraction of DoL tð Þ (C). Black lines represent instantaneous cell capacity. Shaded regions illustrate
edge effects associated with the electrode surfaces and corresponding roughness.
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Fig. 18 (A) The in situ/in operando PDF data of iron oxyfluoride FeII(1�x)FeIIIxOxF2-x (x ¼ 0.6) during the first discharge–charge cycle presented in false colors along with the evolution of phase composition in
FeII(1�x)FeIIIxOxF2-x (x ¼ 0.6) during cycling.186 (B) Stack of neutron PDF data collected for annealed (A48, A240) and non-annealed (FC, SC) LiNi0.5Mn1.5O4 spinels.187 Obtained PDFs display a similar character
at r < 5.0 Å (corresponding to distances up to the second nearest Ni/Mn neighbor). At r> 5.0 Å obvious differences can be observed at the PDF signal corresponding to third nearest Ni/Mn neighbors (�5.8
Å) and above. (C) Comparison of X-ray and neutron PDF collected for Na0.6[Li0.2Mn0.8]O2 in pristine and charged state (4.5 V). Vertical bars correspond to O-O, Mn-O, and Mn-Mn distances in first
coordination sphere, changes in the oxygen network are marked with arrows.188

In
situ/in

operand
o
diffraction

studies
of

electrode
m
aterials

in
battery

applications
353



Besides the conversion type of electrodes, PDF-based techniques have shown their relevance for studies of real electrode mate-
rials and their prototypic compounds. For example J. Bréger et al.189 studied an isotope substituted LiNi0.5Mn0.5O2 compound
using a combination of 6Li Magic Angle Spinning (MAS) NMR spectroscopy, X-ray and neutron diffraction, PDF analysis and reverse
Monte Carlo for modeling of PDF data. Correlated occupations in the 1st and 2nd coordination spheres with Ni and Mn have been
reported based on the PDF evaluation. Reverse Monte Carlo modeling revealed several hidden short-range order features reflected in
the ca. 10% Li/Ni cation mixing (antisite disorder). Within the transition metal layer, the Li cations “prefer” to be directly sur-
rounded by Mn cations rather than Ni. There is also a clear tendency of Ni cations to have more Mn cations in the 1st coordination,
while in the 2nd shell the neighborhood is characterized by an increased Ni/Li content. Such structural features cannot be derived by
the standard approach for structural analysis using coherent scattering and Rietveld refinement.

The Ni/Mn ordering in the real battery material LiNi0.5Mn1.5O4 spinel was considered in a neutron PDF study.187 It was
commonly accepted that the material can be prepared in either a disordered or an ordered form, which differs in the type of Ni/
Mn distribution, either randomly on one site or with different preferences on two distinct sites. X-ray diffraction can be used to
determine the phase type, because in the Ni/Mn ordered state weak superstructure reflections are observed and enable its quanti-
fication. The results from Liu et al.187 (Fig. 18B) unambiguously showed the persistence of a local Ni/Mn order in both disordered
and ordered phases, but not necessarily with long range order: two non-annealed samples – corresponding to the disordered state –
and two annealed samples – corresponding to Ni/Mn ordering – were studied. Experimentally observed PDF data for all four
samples have been found very similar at r � 5 Å corresponding to the typical distance between the second nearest Ni/Mn neighbors,
while at higher coordination distances (r � 5 Å) the clear distinction between ordered and disordered samples becomes visible. Liu
et al.187 attributed the observed effect to the identical cation arrangement in the 1st coordination sphere of both ordered and disor-
dered samples, where for the disordered phase an additional long-range Ni/Mn disorder occurs. This observation challenges the
commonly used interpretation of Ni/Mn ordering in LiNi0.5Mn1.5O4 and shows the need for considering the coherence length
of Ni/Mn order.

Another example188 concerns anion redox reaction mechanisms, which are considered to be a promising method of increasing
the energy density in battery materials. In this case, the O-O interatomic distance is believed to be a sensitive indicator for the partial
oxidation of oxide ions. Since oxygen is involved, neutron PDF might have a serious advantage over X-ray PDF. Nevertheless, a fully
reliable model needs validation using both techniques. In Fig. 18C the crystal structure of Na0.6[Li0.2Mn0.8]O2 is plotted along with
neutron and X-ray PDFs for pristine and charged states. The most obvious difference between the patterns of the pristine and
charged states is the new shoulder peak at 2.5 Å in neutron PDF of the charged sample, which is attributed to the appearance of
some shorter O-O distances within the (Mn/Li)O6 layers.

5.15.3.2.3 In situ X-ray diffraction radiography and tomography
Among numerous experimental techniques addressing the problem of ionic transfer in LIBs microscopy (X-ray, electron, scanning
probe, etc.) is the most straightforward,190 where the most remarkable examples are: colorimetry studies of lithiated graphite
anodes,191 formation of lithium dendrites,192 details of the lithiation of CuO particles,193 visualization of spinel oxide lithiation194 etc.

Radiography and computed tomography using either magnetic resonance, X-ray or neutron based sources are considered to be
more sophisticated imaging techniques in battery research compared to microscopy. Depending on the research problem, the
imaging experiments can be separated by the desired\target field of view and resolution. Nanotomography (i.e. nanometer-
resolved imaging experiment) is often used for probing the microstructure and morphology of agglomerates and particles in battery
electrodes.195 Micrometer-sized radiography and tomography is applied for a non-destructive view into small format (coin-type,
18650-type etc.) Li-ion cells upon operation,196 degradation197,198 or misuse conditions.199,200 X-ray based techniques are domi-
nating the high-resolution domain (e.g. nanotomography), while at voxel sizes above 30 mm neutron based radiography and
tomography start to complement X-ray CT.64,163,113 A significant gain in elemental sensitivity can be obtained by the application
of energy-resolved CT.201,202

Besides conventional absorption-based imaging, there are several extended techniques promising to give benefit to the area,
namely

- scattering tomography (either diffraction203 or pdf204), capable to visualize long- and short-range order phases inside the
material;

- 3D X-ray diffraction,205 capable to distinguish individual grains within the agglomerated particle and to probe their structure;
- coherent diffraction imaging (or lensless microscopy)206 – a technique potentially suitable for mapping the morphology of single

particles in battery materials.

In the current section a very brief overview of attenuation-based imaging techniques will be reviewed along with recent examples of
X-ray diffraction tomography.

5.15.3.2.3.1 Attenuation-based imaging
Imaging techniques are well-established as an excellent probe for direct non-destructive analysis of battery materials and their
components, especially microstructure, morphology and chemical composition. Studies can be performed in situ/in operando
creating a valuable link between cell organization and electrochemical state. Imaging methods are usually superior in terms of
data acquisition time. Using coherent light sources like synchrotrons, the typical exposure time of a single image can be completed
in just a few tens of milliseconds, while for lab X-ray sources207 or neutron sources the single exposures can be in the range of
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seconds or minutes, respectively. Such fast data collection is advantageous for all kinds of in situ/in operando studies and kinetic
experiments of various kinds. In imaging experiments absorption and phase contrast are themost frequently used effects in full-field
X-ray or neutron imaging.

Either alone or in combination with spectroscopic measurements, full-field X-ray imaging has been proven to be a powerful tool
for obtaining chemical information in addition to morphological and ex situ data. Numerous applications of full-field imaging of
the real-time behavior of battery materials have been reported in the literature. E.g. a series of chemical and morphological changes
in Li-rich Li2Ru0.5Mn0.5O3 cathode materials have been investigated at nanoscale by electrochemical cycling208; in Ref. 209 a segre-
gation of transition metal from the LiNi0.4Mn0.4Co0.2O2 (NMC442) cathode material was observed; the chemical composition,
oxidation state and morphology changes in a Li1.2Mn0.525Ni0.175Co0.1O2 sample after multiple cycling were investigated using
X-ray imaging in Ref202; the effect of particle morphology on the phase transformation process in an Sb/TiSb2 type electrode
was investigated210; Wang et al.22 visualized the 3D structural and chemical evolution of a tin anode material for a sodium-ion
battery, where the 3D chemical distribution andmorphological information inside a selected particle were studied. Crack formation
and growth, phase transformation and electrode deformation were clearly observed, resulting in poor battery performance.

In general, X-ray tomography enables studies of dynamic changes in real batteries and by this, pave a new way to rationally
design battery materials. X-ray tomography studies can be extended to lithium metal anodes although lithium is a difficult object
to characterize with X-ray techniques due to the weak interaction between lithium and X-rays. Very promising results using X-ray
tomography for investigating the morphology and structural changes of lithium metal anodes were reported in Ref. 211.

In contrast to the full-field scanning method, scanning imaging experiments are carried out using well-focused X-rays or synchro-
tron radiation, which are scanned in the focal plane raster. Different types of signals (e.g. absorption, fluorescence, diffraction etc.)
can be used in a given configuration and the availability of a complete data set enables\permits the reconstruction of a complete X-
ray image. The main disadvantage of the scanning imaging method is the relatively slow data acquisition rate, which however has
good prospects for improvement with the development of high brilliance synchrotron radiation sources. Scanning imaging

Fig. 19 STXM nano imaging study of LiFePO4; (A) Schematic of the in operando imaging platform using a liquid cell for soft X-ray STXM
measurement; (B, C) TEM characterization of primary LiFePO4 particles; (D) Fe L-edge spectra of LiFePO4 and FePO4; (E) electrochemical
performance of LiFePO4 in an in situ cell; (F) in operando Li composition frames of a single particle over multiple lithiation and delithiation cycles at
different rates.212

In situ/in operando diffraction studies of electrode materials in battery applications 355



techniques have recently212 improved considerably for studies of Li-ion batteries: one such example is the study of the space-time
evolution of Li composition and charge-discharge rate in LiFePO4 particles using STXM (Fig. 19). The principle of these studies is
based on the observation that the absorption edge of transitionmetal is highly sensitive to the valence of 3Dmetal ions. Lim et al.212

designed an in situ/in operando cell applying Si3N4 as X-ray windows, which can potentially be used in a vacuum chamber during
measurements. The dynamics of nano-sized space distribution of the valence of Fe directly related to the lithium content in Lix-
FePO4 was studied. The results indicate that nano-sized inhomogeneities in phase and composition affect the front and speed of
the electrochemical reaction. These kinds of reaction modularity and composition inhomogeneities can be investigated and are
well visualized by in situ/in operando X-ray imaging.

Most in situ/in operando experiments and especially X-ray imaging tend to focus on the first or few charge-discharge cycles only.
However, systematic studies of failure mechanisms of battery materials inevitably require the tracking of electrochemical and struc-
tural responses of the battery after prolonged cycling. Due to limited availability of beamtime at large scale facilities, the continuous
monitoring of the electrochemical reactions during long-term cycling at synchrotron facilities is quite challenging. To address this
issue, Xu et al.195 developed an experimental setup capable to track the same sample particle after removal and reassembly over
several charge-discharge cycles (Fig. 20). The advantage of using such particle tracking setup is manifold and results in

- minimization of radiation damage otherwise caused by prolonged X-ray exposure during cycling;
- electrochemical cycling outside the X-ray beam and transferring the setup to the instrument once a state of interest is reached.

As an example, the reaction heterogeneity in a LiCoO2 particle at sub mm-scale was reported, which underwent a series of charge-
discharge cycles. During long cycling, inactive domains and redistributions within the particle are clearly observed, which have been
directly assigned to the mechanic/morphological aspect of the degradation behavior in a LiCoO2 cathode.

X-ray CT is often used for studies of commercial LIBs. For Li-ion cells in standard designs, the information content of such studies
is often limited, i.e. main signal is obtained from steel/aluminum housing, Cu current collector, center pin and Co in the cathode
material. Therefore, in numerous studies85,86,213,153,154 X-ray CT is used as a non-destructive 3D probe of the cell layout, i.e. elec-
trode thickness and the location and sizes of current lids for further characterization. It is worth to be mentioned that X-ray CT in
battery research is a rapidly expanding field. New methods and strategies for contrast improvement in X-ray CT especially adapted
for battery research are under active development.214

On the other hand the X-ray CT is quite often used as a complementary technique to neutron CT (Fig. 21), due to its higher
resolution and improved signal-to-noise ratio. Neutron imaging undoubtedly displays an improved sensitivity to lithium and
hydrogen, when compared to X-ray CT. In situ/in operando neutron radiography is applied to self-designed and commercial cells
of various types with the main target to visualize lithium dynamics in the cathode.216,201,113 Besides this, neutron imaging was
implemented for the quantification of electrolyte distribution in larger format Li-ion cells, either as a consequence of cell fatigue161

or for the optimization of electrolyte filling process.217

The use of neutron tomography is mainly an extension of 2D radiography in 3D. Besides the above mentioned quantification of
lithium and electrolyte distribution, neutron CT is capable to visualize lithium dendrites under in situ/in operando conditions.218 A
systematic and thorough characterization of a Li-secondary cell using in situ/in operando neutron CT was reported by Ziesche
et al.,215 where an unrolling technique to resolve the planar lithium distribution of the originally rolled electrode stacks was applied
(Fig. 21).

5.15.3.2.3.2 X-ray diffraction tomography
Tomographic reconstructions are not only limited to the attenuation of X-rays and neutrons. X-ray diffraction tomography (XRD-
CT) is becoming increasingly popular in battery research. Several very successful examples of XRD-CT219 and coherent diffraction

Fig. 20 (left) Schematic drawing of the setup used for in situ spectro-microscopic study of LIBs (not to scale). The lower right inset shows
a detailed view of the developed battery pouch cell system that allowed the in situ study of LiCoO2 particle’s long-term cycling behavior. In situ
monitoring of the chemical heterogeneity in a single particle of LiCoO2 up to 20 cycles. (right) (A) chemical map of the particle at its pristine state;
(B) charged state (at 4.6 V); (C–E) chemical maps at discharged state (at 3 V) cycled with 1C, 10C, and 0.2C rates, respectively; (F) discharged state
after 20 cycles at 0.2C 195.
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imaging220,221 were reported along with synchrotron X-ray tomographic microscopy and scanning X-ray diffraction,222 indicating
a clear trend toward “imaging meets diffraction.”223 This trend is also observed for neutron scattering, which can be seen by the
rapid development of Bragg edge imaging, which was recently applied for studies of a 18650-type cell.224

The rapid development of high brilliance synchrotron sources enables the use of tomography analysis with X-ray scattering and
by this, acquisition of spatially resolved signals from the objects interior in situ/in operando. XRD-CT experiments are a classical
representation of scanning-type measurements and usually performed using a pencil-beam with dimensions in the range of mm
to mm, mapping a 2D cross section during translation of the sample orthogonal to the beam.[225] This process is repeated for

many different object rotations, where the number of rotations is typically a
ffiffiffi
2

p
multiple to the number of translations. This results

in a sinogram, which is reconstructed (back-projected) to a square pixel image where each pixel comprises either a full diffraction
pattern226 or a set of integrated diffraction intensities.227 This technique has been first time reported by Harding.228

Since then, the methodology of XRD-CT was significantly elaborated229–231 and a number of excellent studies opening new hori-
zons in the multiscale structural characterization were published in the field of energy materials,232–234 biological samples,203 cata-
lysts235,204,236,237,231 and fuel cells.238,237

One prominent example from battery research is the work of Daemi et al.,239 who probed the cell heterogeneity at different levels
by analyzing the spatially-resolved distribution of lattice parameters upon cycling. Taking advantage of XRD-CT’s ability to spatially
resolve structural features, Finegan et al.233 reported XRD-CT studies of chemical heterogeneities in a composite Si-C electrode with
a spatial resolution down to 1 mm. A cell design previously reported in Ref. 240 for in situ/in operando micro-CT studies of NMC
and Li-sulfur electrodes and their degradation was utilized. A high-speed data collection was performed at ID15 beamline (ESRF,
Grenoble, France).241 With this combination of cell and beamline, the authors were able to address the local charge-transfer mech-
anism on intra- and inter-particle level. Spatial lithiation heterogeneities were also observed on sub-particle level in both Si and
graphite. Beside this, utilizing the same approach the group reported spatially-resolved crystallographic heterogeneities within
and between particles throughout both fresh and degraded LixMn2O4 electrodes during cycling.232,234

There were also several attempts to perform XRD-CT studies on commercial cells, which were seriously limited by the extended
cell dimensions with typical diameters in a range of >10 mm.242 A first attempt was reported in Ref.,219 where the structural details
of the battery design were reported. Recently the arrangement and uniformity of the components in high-power LFP|C cells of
18650-type were reported in Ref. [86]. Integral diffraction intensities corresponding to the separator, LixFePO4 cathode, LixC6 anode
and their current collectors, center pin and cell housing were reconstructed and plotted as in Fig. 22. The resolution has been found
sufficient to resolve the double-coated electrodes, although a small overlap between the different materials at the edges of the elec-
trodes results. Lithium concentrations in the LixFePO4 cathode and the LixC6 anode were obtained.

Systematically lower lithium concentrations at the beginning and the end of the electrode stripes have been found in agreement
with spatially-resolved neutron diffraction. The lithium concentration along the electrode stripe has been found maximal at its
middle close to the position of the current lid, which is consistent with the proposed current distribution scheme.153,154 In selected
narrow regions close to the center pin and the cell housing no signal from LiC6 was observed. Analysis of the lithium distribution in
the graphite across the anode stripe revealed a systematically higher lithiation of the graphite electrode toward the separator side,
which was recently also reported for a single-layer cell.232 Examination of the LixFePO4 cathode lithiation generally yields a more
uniform lithium distribution over the entire electrode stripe. In Ref. 85,86 such difference was attributed to the potential differences

Fig. 21 (left, top) Non-destructive visualization of cell-interior (configuration of current lids in 18650 cells from different manufacturers153,154; (left,
bottom) Neutron CT reconstruction of cell interior with absorption levels in false colors41; (right) Organization of electrode unrolling (top, middle,
bottom) and analysis of the lithium distribution in an LixMnO2 electrode during discharging using neutron tomography data: (A) shows the pristine
neutron tomogram divided in the studied parts; (B) displays the unrolled and over the thickness averaged electrodes of the pristine (CR2-00), partly
discharged to �225 mAh (CR2-03) and partly discharged to �580 mAh (CR2-06) and their related line plots.215
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defining the lithiation of LiFePO4 along the electrode stripe, which in contrast to the lithiated graphite is characterized by a more
continuous behavior. Analogous to the anode, an increased lithium content at the separator side has been found, corresponding to
a heterogeneous lithiation across the electrode thickness. The observed heterogeneities of the lithium distribution over the electrode
thickness, i.e. at the side of the separator, are in agreement with theoretical predictions184 and experiment.232

5.15.3.3 Electron diffraction

In addition to X-ray and neutron diffraction methods, electron beam sensing techniques need to be mentioned more explicitly as
the electron microscopy is an indispensable tool in materials science. The unique features of electron emission enable a unique
knowledge and an enhanced understanding of the operation and degradation of LIBs at atomic resolution levels in both transmis-
sion electron microscopy (TEM) and scanning transmission electron microscopy (STEM). Very promising capabilities are offered by
the application of in situ (S)TEM for studies of electrochemical energy storage systems, especially Li-ion batteries. There , (S)TEM has
been proven as a suitable method to investigate structural changes and chemical evolution at different electrochemical states in real-
time.

Transmission electronmicroscopy generates a wide range of information stream which carries structural, electronic and chemical
information in both direct and reciprocal space. This information flow can be represented in the form of high-resolution images,
diffraction patterns, spectra, etc. Currently, modern microscopes equipped with a field emission gun, spherical aberration corrector
and a monochromator achieve a spatial resolution down to 0.5 Å, and an energy resolution approaching 10 meV.243,244 Exposure
times in the region of milliseconds enable data acquisition in real-time.

As mentioned above, most transmission electron microscopy techniques and methods can be classified into three main cate-
gories, namely imaging, diffraction and spectroscopy.245 When it comes to imaging, TEM is a direct and effective technique for
probing the morphology and microstructure of electrode materials, solid electrolytes and catholites in lithium-ion batteries. The
image can be acquired both in TEM and STEM modes. With the usage of (S)TEM it is possible to study the morphology of nano-
structured materials, the distribution of several phases and even the arrangement of atoms around structurally defect regions.

In contrast to imaging, usually dealing with real space, diffraction data allows structural information in reciprocal space. A
special feature of electron diffraction is the acquisition of diffraction signal in a selected region, which opens wide perspectives
for investigations of non-homogeneous samples or composites containing discrete phases. Taking into account that (S)TEM images
can be obtained from the same region-of-interest as for the diffraction signal in a chosen region, the structural information obtained
from the reciprocal space can be directly correlated with the results obtained in the direct space. Use of electron diffraction can be
sufficiently enhanced by the electron diffraction tomography – a relatively modern way of data collection and analysis sufficiently
increasing the power and capabilities of structural studies, especially for complex and aperiodic cases. The technique can also be
applied under in situ conditions,246 making it a powerful tool for studies of phase behavior.

Although spectroscopic research is not a subject of this paper, it should be noted that in case of imaging and diffraction the anal-
ysis is limited to the elastically scattered electrons carrying “phase” (or structural) information. Similarly to the scattering process of
X-ray photons or neutrons there is also an inelastic component, which contains a lot of chemical information. Inelastic scattering is

Fig. 22 Layout (A) of the studied 18650-type cell in central plane as deduced from XRD-CT experiments (different cell components: electrodes,
current collectors, separator and cell housing are marked by different colors); spatially-resolved lithium content (corresponding to depth of lithiation -
DoL distribution, see 85,86) in the anode (B) and cathode (C) of the studied 18650-type cell. For (B) and (C) a unified false color code is applied
(see legend).
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the basis of the electron energy loss spectrometry (EELS) method. Besides of this, the interaction of the sample under study with the
electron beam produces the characteristic X-rays used in X-ray energy dispersive spectrometry (XEDS). Both methods are used for
detailed studies of the elemental composition and valence state of certain types of atoms in materials, where spectrometry can detect
chemical changes near surfaces and at interfaces and even produce element and valence state distribution maps7.

A somewhat different aspect of electron scattering is electron backscatter diffraction (EBSD) - a promising and well-known tech-
nique for the determination of grain orientations and boundaries. The EBSD is capable to resolve spatially the distribution of iden-
tified grains and to quantify their orientations and details about their boundaries. EBSD was applied for NMC532 with the aim to
determine the intra-particle architecture, which may affect the tortuosity and performance of the electrode.247 Authors proposed
a method for separation and labelling of distinct grains and determined crystallographic orientation of grains in the electrode.

As an interim summary: the use of electron microscopy techniques is becoming more and more popular. Despite the exception-
ally high perception of microscopy- and imaging-based experimental tools, the popularity of TEM is limited by several factors. These
are laborious sample preparation and the need of dedicated environmental conditions to ensure stability in the electron beam. For
example, radiation damage of different beam components due to high electron dose rates can be potentially minimized by using
cryo-electron microscopy.248,249

Nevertheless, a large number of studies have been published in the literature investigating the effects of electrode formation,
operation and degradation, formation of interfaces and solid electrolyte surfaces, passivation of electrodes, etc. Several review arti-
cles have also been published on this topic.250,251,245,252–254 In our Compendium there is a detailed review devoted to the study of
electronic materials by electron microscopy methods.255 For this reason we will limit ourselves to a detailed review of experimental
methods using X-ray, synchrotron and neutron diffraction.

5.15.4 Perspectives

The rapid development of electrochemical energy storage systems benefits strongly from in situ/in operando scattering character-
ization methods. To a certain extent, the progress depends on dedicated electrochemical cells enabling the investigation of complex
electrochemical systems under real operating conditions or at least close to them. A variety of diffraction, imaging or spectroscopic
techniques can be used with either X-rays, synchrotron or complementary neutron radiation as non-destructive probes; all these
techniques can be combined so that a more complete picture of the relationship between its electrochemical functionality and
its underlying structure can be provided.

Neutron scattering techniques are less frequently used in battery research than synchrotron or X-ray based method, but have
a number of unique features of high relevance for battery research. Besides neutron diffraction and nPDF, which provide accurate
structural information of battery components on different length-scales, SANS and neutron reflectometry are also powerful tools for
probing the structure, chemical content and morphology of surface- and near-surface layers, especially the SEI between electrode
and electrolyte. Requirement for atomically flat surfaces of large area is the main factor limiting the broad use of neutron reflectom-
etry in battery research. Neutron imaging is another powerful method of non-destructive characterization yielding a unique contrast
especially relevant for battery systems. Neutron depth profiling with spatial resolution down to the nanometer range has proven its
high sensitivity to lithium concentrations and its in-depth distribution in the battery materials. Note that a combination of different
neutron scattering techniques delivers information about the cell interior on different length scales ranging from Ångström to the
full cell size. Furthermore, the right combination of neutron techniques yields a solid base for a deeper understanding of the under-
lying working, degradation and aging mechanisms in electrochemical storage systems of various kinds. Therefore, the development
of advanced neutron characterization techniques with improved temporal, spatial and qualitative resolution and increased
measurement efficiency will lead to new breakthroughs in lithium-ion battery research and the development of high-
performance prototypes.

Despite its almost 110 years history, diffraction remains a highly dynamic and permanently evolving experimental technique.
Diffraction studies, which were considered as very complex in the past, became routine processes today. For example, it becomes
possible to monitor subtle structural changes at the interface of primary particles and to probe redox reactions occurring within one
single crystallite. The combination of different diffraction techniques combined with CT, Raman, XAS, imaging or microscopy
allows simultaneous studies at multi-length scales and achieves the most comprehensive knowledge about the optimized design
and the behavior of electrochemical energy storage systems on different length scales. The approach, where several types of exper-
iments are conducted sequentially or simultaneously reduce the risk of contaminations from air or moisture, require only one
unique alignment and use previously established knowledge iteratively.

Another aspect concerns disordered systems. The restricted view on the crystalline state of battery materials only is sometimes
a too crude approximation, and more complex features are overlooked by “classical” XRD studies, especially for heavily disordered
materials. The use of high-energy synchrotron radiation and pair distribution function analyses can overcome this limitation. The
development of an in situ/in operando experimental tool box with additional PDF-CT, originally developed for studies of catalytic
systems,204 now adopted to batteries will become indispensable to probe the battery components interactions also in the short
range regime. Its successful application may require more intense sources for synchrotron and neutron radiations, which would

7At present, the spatial resolution of spectrometric analyses can regularly reach z1 nm.
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provide better spatial and temporal resolution, high-performant X-ray and neutron optics, high efficiency\throughput detectors and
in total a better signal-to-noise ratio than accessible today. Such progress will also enable studies of non-equilibrium states and the
coexistence of stable and metastable phases and elucidate their role on battery performance and aging. This will pave the way to
faster charging and dynamic response of the battery management to avoid serious failure modes. All such experiments will produce
large amount of data, and their handling and analysis is already a limiting factor at the present synchrotron sources. Modern data
collection and storage technologies need to become capable to acquire and save large experimental data sets in short time. Machine
learning and data mining algorithms are the keys to advanced and rapid analysis of huge and complex data from the next gener-
ations of large-scale facilities.
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