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PREFACE

Comprehensive Inorganic Chemistry III is a new multi-reference work covering the broad area of Inorganic
Chemistry. The work is available both in print and in electronic format. The 10 Volumes review significant
advances and examines topics of relevance to today’s inorganic chemists with a focus on topics and results after
2012.

The work is focusing on new developments, including interdisciplinary and high-impact areas. Compre-
hensive Inorganic Chemistry III, specifically focuses on main group chemistry, biological inorganic chemistry,
solid state and materials chemistry, catalysis and new developments in electrochemistry and photochemistry, as
well as on NMR methods and diffractions methods to study inorganic compounds.

The work continues our 2013 work Comprehensive Inorganic Chemistry II, but at the same time adds new
volumes on emerging research areas and techniques used to study inorganic compounds. The new work is also
highly complementary to other recent Elsevier works in Coordination Chemistry and Organometallic Chem-
istry thereby forming a trio of works covering the whole of modern inorganic chemistry, most recently COMC-4
and CCC-3. The rapid pace of developments in recent years in all areas of chemistry, particularly inorganic
chemistry, has again created many challenges to provide a contemporary up-to-date series.

As is typically the challenge for Multireference Works (MRWs), the chapters are designed to provide a valu-
able long-standing scientific resource for both advanced students new to an area as well as researchers who need
further background or answers to a particular problem on the elements, their compounds, or applications.
Chapters are written by teams of leading experts, under the guidance of the Volume Editors and the Editors-in-
Chief. The articles are written at a level that allows undergraduate students to understand the material, while
providing active researchers with a ready reference resource for information in the field. The chapters are not
intended to provide basic data on the elements, which are available from many sources including the original
CIC-I, over 50-years-old by now, but instead concentrate on applications of the elements and their compounds
and on high-level techniques to study inorganic compounds.

Vol. 1: Synthesis, Structure, and Bonding in Inorganic Molecular Systems; Risto S. Laitinen

In this Volume the editor presents an historic overview of Inorganic Chemistry starting with the birth of
inorganic chemistry after Berzelius, and a focus on the 20th century including an overview of “inorganic”Nobel
Prizes and major discoveries, like inert gas compounds. The most important trends in the field are discussed in
an historic context. The bulk of the Volume consists of 3 parts, i.e., (1) Structure, bonding, and reactivity in
inorganic molecular systems; (2) Intermolecular interactions, and (3) Inorganic Chains, rings, and cages. The
volume contains 23 chapters.

Part 1 contains chapters dealing with compounds in which the heavy p-block atom acts as a central atom.
Some chapters deal with the rich synthetic and structural chemistry of noble gas compounds, low-coordinate
p-block elements, biradicals, iron-only hydrogenase mimics, and macrocyclic selenoethers. Finally, the chem-
istry and application of weakly coordinating anions, the synthesis, structures, and reactivity of carbenes con-
taining non-innocent ligands, frustrated Lewis pairs in metal-free catalysis are discussed. Part 2 discusses
secondary bonding interactions that play an important role in the properties of bulk materials. It includes
a chapter on the general theoretical considerations of secondary bonding interactions, including halogen and
chalcogen bonding. This section is concluded by the update of the host-guest chemistry of the molecules of
p-block elements and by a comprehensive review of closed-shell metallophilic interactions. The third part of the
Volume is dedicated to chain, ring and cage (or cluster) compounds in molecular inorganic chemistry. Separate
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chapters describe the recent chemistry of boron clusters, as well as the chain, ring, and cage compounds of
Group13 and 15, and 16 elements. Also, aromatic compounds bearing heavy Group 14 atoms, polyhalogenide
anions and Zintl-clusters are presented.

Vol. 2: Bioinorganic Chemistry and Homogeneous Biomimetic Inorganic Catalysis; Vincent L. Pecoraro and
Zijian Guo

In this Volume, the editors have brought together 26 chapters providing a broad coverage of many of the
important areas involving metal compounds in biology and medicine. Readers interested in fundamental
biochemistry that is assisted by metal ion catalysis, or in uncovering the latest developments in diagnostics or
therapeutics using metal-based probes or agents, will find high-level contributions from top scientists. In the
first part of the Volume topics dealing with metals interacting with proteins and nucleic acids are presented (e.g.,
siderophores, metallophores, homeostasis, biomineralization, metal-DNA and metal-RNA interactions, but
also with zinc and cobalt enzymes). Topics dealing with iron-sulfur clusters and heme-containing proteins,
enzymes dealing with dinitrogen fixation, dihydrogen and dioxygen production by photosynthesis will also be
discussed, including bioinspired model systems.

In the second part of the Volume the focus is on applications of inorganic chemistry in the field of medicine:
e.g., clinical diagnosis, curing diseases and drug targeting. Platinum, gold and other metal compounds and their
mechanism of action will be discussed in several chapters. Supramolecular coordination compounds, metal
organic frameworks and targeted modifications of higher molecular weight will also be shown to be important
for current and future therapy and diagnosis.

Vol. 3: Theory and Bonding of Inorganic Non-molecular Systems; Daniel C. Fredrickson

This volume consists of 15 chapters that build on symmetry-based expressions for the wavefunctions of
extended structures toward models for bonding in solid state materials and their surfaces, algorithms for the
prediction of crystal structures, tools for the analysis of bonding, and theories for the unique properties and
phenomena that arise in these systems. The volume is divided into four parts along these lines, based on major
themes in each of the chapters. These are: Part 1: Models for extended inorganic structures, Part 2: Tools for
electronic structure analysis, Part 3: Predictive exploration of new structures, and Part 4: Properties and
phenomena.

Vol. 4: Solid State Inorganic Chemistry; P. Shiv Halasyamani and Patrick M. Woodward

In a broad sense the field of inorganic chemistry can be broken down into substances that are based on
molecules and those that are based on extended arrays linked by metallic, covalent, polar covalent, or ionic
bonds (i.e., extended solids). The field of solid-state inorganic chemistry is largely concerned with elements and
compounds that fall into the latter group. This volume contains nineteen chapters covering a wide variety of
solid-state inorganic materials. These chapters largely focus on materials with properties that underpin modern
technology. Smart phones, solid state lighting, batteries, computers, and many other devices that we take for
granted would not be possible without these materials. Improvements in the performance of these and many
other technologies are closely tied to the discovery of newmaterials or advances in our ability to synthesize high
quality samples. The organization of most chapters is purposefully designed to emphasize how the exceptional
physical properties of modern materials arise from the interplay of composition, structure, and bonding. Not
surprisingly this volume has considerable overlap with both Volume 3 (Theory and Bonding of Inorganic Non-
Molecular Systems) and Volume 5 (Inorganic Materials Chemistry). We anticipate that readers who are inter-
ested in this volume will find much of interest in those volumes and vice versa

Vol. 5: Inorganic Materials Chemistry; Ram Seshadri and Serena Cussen

This volume has adopted the broad title of Inorganic Materials Chemistry, but as readers would note, the title
could readily befit articles in other volumes as well. In order to distinguish contributions in this volume from
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those in other volumes, the editors have chosen to use as the organizing principle, the role of synthesis in
developing materials, reflected by several of the contributions carrying the terms “synthesis” or “preparation” in
the title. It should also be noted that the subset of inorganic materials that are the focus of this volume are what
are generally referred to as functional materials, i.e., materials that carry out a function usually through the way
they respond to an external stimulus such as light, or thermal gradients, or a magnetic field.

Vol. 6: Heterogeneous Inorganic Catalysis; Rutger A. van Santen and Emiel J. M. Hensen

This Volume starts with an introductory chapter providing an excellent discussion of single sites in metal
catalysis. This chapter is followed by 18 chapters covering a large part of the field. These chapters have
been written with a focus on the synthesis and characterization of catalytic complexity and its relationship
with the molecular chemistry of the catalytic reaction. In the 1950s with the growth of molecular inorganic
chemistry, coordination chemistry and organometallic chemistry started to influence the development of
heterogeneous catalysis. A host of new reactions and processes originate from that time. In this Volume
chapters on major topics, like promoted Fischer-Tropsch catalysts, structure sensitivity of well-defined alloy
surfaces in the context of oxidation catalysis and electrocatalytic reactions, illustrate the broadness of the
field. Molecular heterogeneous catalysts rapidly grew after high-surface synthetic of zeolites were intro-
duced; so, synthesis, structure and nanopore chemistry in zeolites is presented in a number of chapters.
Also, topics like nanocluster activation of zeolites and supported zeolites are discussed. Mechanistically
important chapters deal with imaging of single atom catalysts. An important development is the use of
reducible supports, such as CeO2 or Fe2O3 where the interaction between the metal and support is playing
a crucial role.

Vol. 7: Inorganic Electrochemistry; Keith J. Stevenson, Evgeny V. Antipov and Artem M. Abakumov

This volume bridges several fields across chemistry, physics and material science. Perhaps this topic is best
associated with the book “Inorganic Electrochemistry: Theory, Practice and Applications” by Piero Zanello that
was intended to introduce inorganic chemists to electrochemical methods for study of primarily molecular
systems, including metallocenes, organometallic and coordination complexes, metal complexes of redox active
ligands, metal-carbonyl clusters, and proteins. The emphasis in this Volume of CIC III is on the impact of
inorganic chemistry on the field of material science, which has opened the gateway for inorganic chemists to use
more applied methods to the broad areas of electrochemical energy storage and conversion, electrocatalysis,
electroanalysis, and electrosynthesis. In recognition of this decisive impact, the Nobel Prize in Chemistry of
2019 was awarded to John B. Goodenough, M. Stanley Whittingham, and Akira Yoshino for the development of
the lithium-ion battery.

Vol. 8: Inorganic Photochemistry; Vivian W. W. Yam

In this Volume the editor has compiled 19 chapters discussing recent developments in a variety of developments
in the field. The introductory chapter overviews the several topics, including photoactivation and imaging
reagents. The first chapters include a discussion of using luminescent coordination and organometallic
compounds for organic light-emitting diodes (OLEDs) and applications to highlight the importance of
developing future highly efficient luminescent transition metal compounds. The use of metal compounds in
photo-induced bond activation and catalysis is highlighted by non-sacrificial photocatalysis and redox pho-
tocatalysis, which is another fundamental area of immense research interest and development. This work
facilitates applications like biological probes, drug delivery and imaging reagents. Photochemical CO2 reduc-
tion and water oxidation catalysis has been addressed in several chapters. Use of such inorganic compounds in
solar fuels and photocatalysis remains crucial for a sustainable environment. Finally, the photophysics and
photochemistry of lanthanoid compounds is discussed, with their potential use of doped lanthanoids in
luminescence imaging reagents.
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Vol. 9: NMR of Inorganic Nuclei; David L. Bryce

Nuclear magnetic resonance (NMR) spectroscopy has long been established as one of the most important
analytical tools at the disposal of the experimental chemist. The isotope-specific nature of the technique can
provide unparalleled insights into local structure and dynamics. As seen in the various contributions to this
Volume, applications of NMR spectroscopy to inorganic systems span the gas phase, liquid phase, and solid
state. The nature of the systems discussed covers a very wide range, including glasses, single-molecule magnets,
energy storage materials, bioinorganic systems, nanoparticles, catalysts, and more. The focus is largely on
isotopes other than 1H and 13C, although there are clearly many applications of NMR of these nuclides to the
study of inorganic compounds and materials. The value of solid-state NMR in studying the large percentage of
nuclides which are quadrupolar (spin I > ½) is apparent in the various contributions. This is perhaps to be
expected given that rapid quadrupolar relaxation can often obfuscate the observation of these resonances in
solution.

Vol. 10: X-ray, Neutron and Electron Scattering Methods in Inorganic Chemistry; Angus P. Wilkinson and
Paul R. Raithby

In this Volume the editors start with an introduction on the recent history and improvements of the instru-
mentation, source technology and user accessibility of synchrotron and neutron facilities worldwide, and they
explain how these techniques work. The modern facilities now allow inorganic chemists to carry out a wide
variety of complex experiments, almost on a day-to-day basis, that were not possible in the recent past. Past
editions of Comprehensive Inorganic Chemistry have included many examples of successful synchrotron or
neutron studies, but the increased importance of such experiments to inorganic chemists motivated us to
produce a separate volume in CIC III dedicated to the methodology developed and the results obtained.

The introduction chapter is followed by 15 chapters describing the developments in the field. Several
chapters are presented covering recent examples of state-of-the-art experiments and refer to some of the pio-
neering work leading to the current state of the science in this exciting area. The editors have recognized the
importance of complementary techniques by including chapters on electron crystallography and synchrotron
radiation sources. Chapters are present on applications of the techniques in e.g., spin-crossover materials and
catalytic materials, and in the use of time-resolved studies on molecular materials. A chapter on the worldwide
frequently used structure visualization of crystal structures, using PLATON/PLUTON, is also included. Finally,
some more specialized studies, like Panoramic (in beam) studies of materials synthesis and high-pressure
synthesis are present. Direct observation of transient species and chemical reactions in a pore observed by
synchrotron radiation and X-ray transient absorption spectroscopies in the study of excited state structures, and
ab initio structure solution using synchrotron powder diffraction, as well as local structure determination using
total scattering data, are impossible and unthinkable without these modern diffraction techniques.

Jan Reedijk, Leiden, The Netherlands
Kenneth R. Poeppelmeier, Illinois, United States

March 2023
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4.01 Introduction: Solid state inorganic chemistry
P. Shiv Halasyamania and Patrick M. Woodwardb, a Department of Chemistry, University of Houston, Houston, TX, United States;
and b Department of Chemistry and Biochemistry, The Ohio State University, Columbus, OH, United States

© 2023 Elsevier Ltd. All rights reserved.

Abstract

In a broad sense the field of inorganic chemistry can be broken down into substances based on molecules and those that are
based on extended arrays linked by metallic, covalent, polar covalent, or ionic bonds. The field of solid state inorganic
chemistry is largely concerned with elements and compounds that fall into the latter group. As a general rule, the electrical,
optical, magnetic and structural properties of extended solids differ in important aspects from those of molecular solids. The
extended nature of the bonding is much more amenable to achieving electronic properties such as metallic conductivity or
superconductivity that are essential for many modern and not so modern applications. Long range magnetic ordering can be
sustained to temperatures that enable practical applications. The direction and orientation of electric dipole moments can be
organized so as to enable technologically important properties like piezoelectricity and ferroelectricity. That’s not to say that
examples of superconductivity, magnetism, or ferroelectricity cannot be achieved in molecular solids, but it is fair to say that
it to do so is to take the hard road. This volume contains 19 chapters that provide an in depth look at the synthesis, crystal
structures, properties and applications of a wide variety of solid state inorganic materials.

In a broad sense the field of inorganic chemistry can be broken down into substances based on molecules and those that are based
on extended arrays linked by metallic, covalent, polar covalent, or ionic bonds. The field of solid state inorganic chemistry is largely
concerned with elements and compounds that fall into the latter group. As a general rule, the electrical, optical, magnetic and struc-
tural properties of extended solids differ in important aspects from those of molecular solids. The extended nature of the bonding is
much more amenable to achieving electronic properties such as metallic conductivity or superconductivity that are essential for
manymodern and not somodern applications. Long range magnetic ordering can be sustained to temperatures that enable practical
applications. The direction and orientation of electric dipole moments can be organized so as to enable technologically important
properties like piezoelectricity and ferroelectricity. That’s not to say that examples of superconductivity, magnetism, or ferroelec-
tricity cannot be achieved in molecular solids, but it is fair to say that it to do so is to take the hard road.

This volume contains 19 chapters on wide variety of solid state inorganic materials. The list of chapters was largely chosen to
focus on the properties that underpin modern technology. Smart phones, solid state lighting, batteries, computers, and many other
modern conveniences that we take for granted would not be possible without these materials. Improvements in the performance of
these and many other technologies are closely tied to the discovery of new materials or advances in our ability to synthesize higher
quality samples. The organization of most chapters is purposefully designed to emphasize how the exceptional physical properties
of modern materials arise from the interplay of composition, structure, and bonding. Not surprisingly this volume has considerable
overlap with both Volume 3 (Theory and Bonding of Inorganic Non-Molecular Systems) and Volume 5 (Inorganic Materials Chem-
istry). We anticipate that readers who are interested in this volume will find much of interest in those volumes and vice versa.

The search for new materials that can facilitate more efficient ways to generate, convert, and store energy is a critical component
of the broader scientific effort to meet the societal challenges associated with climate change. Recognizing the importance of this
effort this volume contains four chapters devoted to energy materials. See and co-workers provide a comprehensive overview of
battery materials. Their Chapter 4.10 describes battery types that range from lead-acid batteries, to lithium-ion batteries, to conver-
sion batteries based on oxygen or sulfur. In each section, the historical development, crystal structure, and electrochemical proper-
ties of important materials are discussed. The Chapter 4.10 concludes with a discussion of batteries based on cations other than
lithium, including Naþ, Kþ, Mg2þ, Zn2þ and Ca2þ. Continuing the exploration of battery materials, the Chapter 4.19 by Thanga-
durai and co-workers provides a systematic overview of solid-state electrolytes for all-solid-state Li-ion batteries. This Chapter 4.19
contains a detailed look at promising Li-ion conductors as well as a critical look at lab-based examples of all-solid-state Li-ion
batteries. Thermoelectric materials are covered in a Chapter 4.03 by Kovnir and co-workers. Following an introduction to thermo-
electric devices and applications this Chapter 4.03 examines strategies to optimize the thermal and optical properties of such mate-
rials. The latter half of the Chapter 4.03 provides an in-depth look at important classes of thermoelectric materials. The final Chapter
4.17 on energy materials, a contribution by Maggard and co-workers, turns a spotlight on photocatalysts – materials that directly
convert solar energy into chemical fuels. The Chapter 4.17 focuses on foundational structure-property relationships of selected
oxide and nitride semiconductors and their photoelectrochemical performance.

Electronic, magnetic, and quantum materials are discussed in the contributions from Zou, Xie, Shatruk, and McQueen. Zou and
co-workers (see Chapter 4.05) describe piezoelectric and ferroelectric materials. Starting with the history of both phenomena, they
quickly move to the characteristic properties, basic theory, and classification. From there, specific classes of materials are discussed
including lead and non-lead based compounds, in both ceramic and single crystal form. A summary and perspective are given at the
end of the chapter. Another technologically important property, superconductivity, is discussed by Xie and co-workers. They
describe a subset of superconducting materials, the intermetallic superconductors. Their Chapter 4.07 focuses on families of
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superconductors and provides correlations between their crystal structures and chemical bonding. Empirical chemical-based
approaches to new superconducting materials are described through structural connections and electron counting rules. The
Chapter 4.07 finishes with strategies for discovery of new superconducting materials. Shatruk and co-worker (see Chapter 4.08)
discuss the magnetism of solids, including various types of magnetic materials (non-molecular). They focus on principles and equa-
tions that are most relevant to everyday research carried out by solid-state materials chemists. Their treatment includes both conven-
tional and unconventional types of magnetic materials, as well as an overview of current and emerging applications of magnetic
materials. The last Chapter 4.11 in this grouping is an overview of quantum materials from a chemist’s perspective. In this Chapter
4.11, McQueen describes the history of the field and makes connections between chemistry and quantum materials. The conver-
gence of synthesis, characterization, and theory with data science and quantum information makes for an interesting read. The treat-
ment is aimed at a broad audience interested in chemical aspects of quantum materials.

Optical materials are described in three excellent chapters by professors Pan, Brgoch, and Subramanian. Pan and co-workers
describe inorganic nonlinear optical (NLO) materials that generate coherent radiation ranging from the infrared to the deep-
ultraviolet. Topics that are addressed include crystal structures, linear and nonlinear optical properties, single crystal growth, and
applications. The Chapter 4.02 finishes with a look at the criteria required for discovery and development of the next generation
of NLO materials. Brgoch and co-worker discuss luminescence in the solid-state. Their Chapter 4.09 describes the origin of lumi-
nescence in the solid state, as well as essential materials for phosphors, scintillators, semiconductors, and quantum dots. Finally,
combinatorial, computational, and data-driven chemistry for discovering new luminescent materials are discussed. Subramanian
and co-workers discuss solid state inorganic color pigments in their Chapter 4.16. The historical importance of inorganic pigments,
as well as the origin of color in solids are described. Finally, structure-property relationships are developed to better understand
pigments in inorganic materials.

Several chapters are organized around various classes of materials – chalcogenide clusters, intermetallics, mixed-anion, and two-
dimensional materials. In each case the properties can vary considerably, and a variety of applications are possible. Dehnen and co-
worker describe non-oxide (semi)metallic chalcogenide clusters, i.e. those containing S, Se, or Te. In addition to a summary of
different cage and cluster architectures, they discuss a variety of chemical and physical properties (see Chapter 4.04). Janka describes
intermetallic materials. This Chapter 4.06 covers a selection of intermetallic materials and focuses on their different structures and
compositions. Selected examples that find widespread application in daily life are explored in more detail. Kageyama and co-
workers describe ionic and polar-covalent solids that contain multiple anions, so-called mixed-anion materials. They begin by out-
lining how the combination of different anions provides the possibility for improved properties, as well as new functionalities. The
Chapter 4.13 covers the synthesis, crystal structures and properties of oxynitrides, oxyhydrides, oxyfluorides, oxychalcogenides, and
oxypnictides. The Chapter 4.13 serves as an entry point into a class of materials that is relatively underexplored. Finally, Goldberger
and co-worker discuss two-dimensional (2D) van der Waals materials. Their Chapter 4.14 surveys the range of 2D van der Waals
materials. Synthetic methods are discussed, as are structure, properties, and applications. The Chapter 4.14 concludes by describing
emerging families of 2D van der Waals materials.

The development of novel synthetic methods is essential to the continued growth of solid state materials chemistry. Specialized
approaches to synthesis are described in the chapters by Häussermann, Kolis, and Azuma. Häussermann and co-workers discuss
high pressure chemistry (see Chapter 4.12). Devices for high pressure chemistry are described, along with inorganic materials
that may be synthesized through high pressure routes. Materials that are discussed include intermetallics, hydrides, carbides,
nitrides, oxides, mixed-anion systems, and open framework compounds. Kolis and co-workers also describe high pressure synthesis
but from a high temperature hydrothermal perspective. Here reactions are performed above the supercritical temperature of water
(between 400 �C–750 �C). The final crystalline product is emphasized, as intermediates and reaction mechanisms are generally
unknown. Both oxides and non-oxides are discussed, and the Chapter 4.18 concludes with a description of opportunities for future
work. The Chapter 4.20 by Azuma and co-workers also covers high pressure chemistry, but with a focus on transition metal oxides.
Given the dense packing of ions, materials with the perovskite structure feature prominently in their treatment. A comprehensive
discussion of synthetic methods, crystal structures, and physical properties allows them to highlight important structure-property
relationships.
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4.02 Inorganic nonlinear optical materials
Chunmei Huanga,b, Fangfang Zhanga,b, and Shilie Pana,b, a CAS Key Laboratory of Functional Materials and Devices for Special
Environments, Xinjiang Technical Institute of Physics & Chemistry, CAS, Xinjiang Key Laboratory of Electronic Information Materials
and Devices, Urumqi, China; and b Center of Materials Science and Optoelectronics Engineering, University of Chinese Academy of
Sciences, Beijing, China
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Abbreviations
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HPVT High pressure vapor transport
IR Infrared
Nd: YLF Nd-doped yttrium orthoaluminate
Nd:YAG Nd-doped yttrium aluminum garnet
NLO Nonlinear optical
OPG Optical parametric generation
OPO Optical parametric oscillation
OR Optical rectification
PP Periodically poled
QPM Quasi-phase-matching
SFG Sum-frequency generation
SHG Second-harmonic generation
THG Third-harmonic generation
TSSG Top-seeded solution growth
UV Ultraviolet

Abstract

Inorganic nonlinear optical material is one of the key branches of materials science which has attracted much attention as
important nonlinear media. In this chapter, the most widely used and newly developed inorganic nonlinear optical materials
in infrared, near-infrared to visible, ultraviolet and deep-ultraviolet spectral ranges are described, including their structures,
linear and nonlinear optical properties, single-crystal growth and applications in the laser systems according to their
development history. This chapter provides a comprehensive perspective on the present development and necessary
improvement in the future of inorganic nonlinear optical materials.

4.02.1 Introduction

The laser is often grouped with the nuclear energy, transistor and the computer as four landmark inventions of the 20th century.1–3

Laser has promoted the rapid development of modern science and technology due to its excellent properties such as highly direc-
tional luminescence, high brightness and high energy density, etc. Remarkably, the frequency of laser can be converted to new
coherent and tunable laser sources by nonlinear optical (NLO) materials, which significantly extend the wavelength range and
rapidly promote the application of laser in more fields.4–6

The beginning of the field of nonlinear optics is often taken to be the discovery of second-harmonic generation (SHG) in quartz
crystal by Franken et al. (1961),7 shortly after the demonstration of the first working laser by Maiman in 1960.8,9 While 10�8

photon conversion efficiency was achieved in this first SHG experiment (1961), which corresponds to 3 � 10�10%$W�1, at present
the improvement using engineered nonlinear devices is by more than 12 orders of magnitude. In 1962, Giordmaine andMaker et al.
proposed an ingenious method of birefringent-phase-matching (BPM) between fundamental and SHG wave, which greatly
improved the efficiency of laser frequency conversion and was widely used in applied NLO territory during next decades.10,11 In
the same year, Armstrong et al. proposed another method of phase-matching, so-called quasi-phase-matching (QPM).12 Three
decades later, the emergence of an electric-field poling technique allowed the periodical reversing of ferroelectric domain polarity,
which led to the practical implementation of the QPM approach.13–15 At present, the periodically poled crystals PP-BaTiO3,
PP-LiTaO3, PP-KTiOPO4, and PP-GaAs are used widely.16–19 Therefore, NLO materials have attracted much attention and devel-
oped into one of the key branches of materials science.

When a single beam of strong monochromatic light impinges on an appropriate NLO material, its frequency, phase, polariza-
tion, etc., change, which cause changes in refractive index, light absorption, light scattering and other states of incident light.20,21

Accordingly, NLOmaterials can be used for frequency conversion and signal processing, such as, using the frequency-mixing process
to amplify the weak light signal and using the nonlinear response to achieve optical recording and computing functions. Obviously,
NLO materials have important application value in the fields of laser, communication, electronic instruments and medical equip-
ment, etc.22–25

Soon afterwards the theory of the general optical parametric interactions was developed,26,27 and experiments of many
frequency-mixing processes were carried out,28–33 such as, sum-frequency generation (SFG), difference-frequency generation
(DFG), and especially optical parametric oscillation (OPO) which is the nonlinear effect that allows us to obtain continuously
tunable coherent light source and was first demonstrated in 1965 by Giordmaine et al. at Bell Telephone Laboratories OPO based
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on LiNbO3 (LN).34 Here, only three-photon nonlinear process is considered, i.e., second-order nonlinear, which is the most effec-
tive method applied to frequency conversion technology so far.

Second-order nonlinear optical effects20:

1) sum-frequency generation (SFG)
2) second-harmonic generation (SHG)
3) difference-frequency generation (DFG)
4) optical parametric amplification (OPA)
5) optical parametric oscillation (OPO)
6) optical parametric generation (OPG)
7) high-harmonic generation (including third-, fourth-, fifth-, sixth-harmonic generation, etc.)
8) linear electro-optical effect
9) optical rectification (OR)

With SHG technique, the 1064 nm output from Nd:YAG lasers or the 800 nm output from Ti:sapphire lasers can be converted to
visible light, with wavelengths of 532 nm (green) or 400 nm (violet), respectively. Practically, frequency doubling is carried out by
placing a nonlinear medium in a laser beam. While there are many types of nonlinear media, one of the most common media are
inorganic crystal materials. At present, commonly used NLO crystals are b-barium borate (b-BaB2O4), lithium triborate (LiB3O5),
potassium dihydrogen phosphate (KH2PO4), potassium titanyl phosphate (KTiOPO4), and lithium niobate (LiNbO3), silver thi-
ogallate (AgGaS2), silver gallium selenide (AgGaSe2) and zinc germanium phosphide (ZnGeP2). These crystals have the necessary
properties of being suitable birefringence (necessary to obtain phase-matching, see below), having a specific crystal symmetry, being
transparent for both impinging laser light and the frequency-doubled wavelength, and having high damage thresholds, which
makes them resistant against the high-intensity laser light.

This chapter contains information on the most widely used and newly developed inorganic NLO crystals with promising appli-
cations, which is classified and discussed according to the optical transparency windows (Fig. 1). And we will start with the IR NLO
crystals materials.

4.02.2 Mid- and far-infrared nonlinear optical materials

There is nounique definition ofmid- and far-IR spectral range. in this chapter, we divide it begin from0.8 mm. The applications of coherent
mid- and far-IR light sources includedetectionandquantificationofmolecular trace gases,military applications,medical applications, evap-
oration and thin-film deposition of polymers, spectroscopy and other scientific applications like high resolution and time resolved.35–37

Based on different laser generation mechanisms, a variety of mid-IR light sources have appeared, such as ion-doped solid laser,
CO2 gas laser, semiconductor quantum cascade laser, free-electron laser, chemical laser, etc. Attractively, NLO frequency conversion
devices using BPM techniques or periodic structure of QPM optical technology of IR NLO crystal materials can realize optical
frequency transformation, which has unique advantages in producing mid-IR laser with wide tunable range and can cover inacces-
sible wavelength ranges. Especially, it can promote the development of all-solid miniature lasers, and can achieve high power,
narrow linewidth IR laser output.35,38 The main progresses of the mid- and far-IR solid-state lasers technology in the last two
decades did follow the advancement of the NLO materials.

IR NLOmaterials are the key components of NLO frequency conversion devices, which mainly use parametric down-conversion
processes (such as DFG, OPG, OPA, OPO, etc.) to generate mid-IR laser radiation.35 In terms of physical properties, the IR NLO
crystal is required to have large second-order NLO coefficients, wide transparency spectral range, low residual losses, high thermal
conductivity, high laser damage threshold, relatively wide bandgap, good machining performance, and the possibility for realizing
PM. Since the performance of oxide-based crystals is affected by multi-phonon absorption starting from about 4 mm, they are
partially transparent in the mid-IR. Thus, non-oxide materials have been commonly used, such as pnictide, chalcogenides, halides,
etc. Some of these inorganic crystals transmit up to 20–30 mmbefore multi-phonon absorption occurs as an intrinsic limit. The large
size single non-oxide single crystals can only be grown by the complex Bridgman Stockbarger growth technique in sealed (high
atmosphere) ampoules due to the volatile and chemically reactive starting components, which hampered their development. All
the special post-growth treatments are needed to restore stoichiometry and improve their optical quality. We will start with the

Fig. 1 Spectral range divided in this chapter.
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most commonly used commercial mid-IR materials, and the crystal structures, optical properties, and crystal growth are briefly
introduced.

4.02.2.1 Main mid- and far-infrared nonlinear optical materials

4.02.2.1.1 Silver thiogallate AgGaS2 (AGS)
AGS crystal belongs to the �42 m point group with unit cell parameters of a ¼ 5.75722 Å, c ¼ 10.3036 Å and Z ¼ 4.39 In its structure,
both Ag and Ga atoms are coordinated with four S atoms forming the tetrahedral AgS4 and GaS4 building units, respectively, which
are further linked via corner-sharing to form the final chalcopyrite-type framework (Fig. 2). AGS is a representative member of
AIBIIICVI

2 family in the field of NLOmaterial since it has a high NLO coefficient (d36 ¼ 13.7 pm$V�1 at 2.53 mm), and the relatively
large birefringence enables it to achieve phase matching within most of its transparency regions (�0.5–12.9 mm).40–43 Besides, AGS
has low-absorption and scattering, high-coupling coefficient, and good mechanical properties, which provide the basis for visible,
and near-IR pumped OPO and SFG/DFG for producing tunable laser radiation from approximately 0.5–12 mm.44–47 The tunable
lasers have wavelengths particularly well-suited for use with AGS. Potential applications fields of AGS include spectroscopy, medi-
cine, materials processing, nonlinear optics, sodium guide star generation, and remote sensing, etc. Notably, the low laser damage
threshold of AGS crystal shortens the lifetime of devices and limits its applications in high-power lasers.

The development of devices requires suitable high quality crystals. Moving the promising NLOmaterials into production will be
a long and storied process that could last for decades. This slow progress reflects the inherent difficulties of single-crystal growth,
especially those involving multicomponent systems. Up to now, a great deal of research work has been devoted to the growth of
large and crack-free bulk AGS crystals with high optical quality for device application.44,48–51 And the growth of AGS crystal is
mainly by Bridgman-Stockbarger method. Recently, the AGS crystal with size of F8 mm � 45 mm was grown by Karunagaran
et al., which has the following distinct steps51:

The single-phase polycrystalline AGS was synthesized by mixing elements Ag, Ga and S in the molar ratio of 1:1:2 and an excess
of 5% S into a quartz ampoule. Quartz ampoule can be continuously rotated with suitable mechanical arrangement in horizontal
furnace, which combined with a temperature oscillation allow the materials to react adequately. Then, using the synthesized single-
phase polycrystalline AGS to grow the single crystal in a well-designed two-region Bridgman furnace. TG-DSC analysis shows that
the melting temperature of the AGS polycrystalline material was about 1010 �C. Therefore, the temperature at the upper zone was
set to above 1010 �C, and the temperature at the lower zone was below 900 �C. By constantly adjusting the temperature in the
upper/lower zones, the temperature gradient between melting and solidification in the ampoule is suitable for the growth of single
crystals with high optical quality. Notably, the declining rate of the annealing is also the key factor for single crystal growth.

4.02.2.1.2 Silver gallium selenide AgGaSe2 (AGSe)
Single crystal AGSe is known as one of the widest spread materials for nonlinear convertors of coherent radiation operating in the
mid-IR. AGSe crystal is isostructural with AGS and also possesses the chalcopyrite-type structure. (Fig. 3). AGSe crystallizes in the
tetragonal space group I�42d (No. 122) with unit cell parameters of a ¼ 5.9220 Å, c ¼ 10.8803 Å and Z ¼ 4, which is a negative
uniaxial crystal with no > ne and appears dark gray at room temperature.52 Owing to wide range of transparency (0.7–19 mm)
and large second order NLO coefficient (d36 ¼ 41.4 � 2 pm$V�1 at 9.27 mm) of AGSe, it is possible to generate continuously
tunable mid-IR coherent radiation from 2.5 mm to 18 mm with frequency-mixing processes or OPO technology.53–56 In addition,
being a semiconductor with a band gap of about 1.8 eV, AGSe has also a fair potential for some other applications: such as a single
crystal in detectors of photons or ionizing particles, as well as a thin film in solar cells.57–59

Fig. 2 The unit cell structure of AGS (A), the structural arrangement in ac plane (B), the AgS4 tetrahedron (C) and GaS4 tetrahedron (D).
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The melting point (860 �C) of AGSe is low enough to permit convenient growth from the melt by the vertical Bridgman method
in fused-silica ampoules.60–62 However, since the thermal expansion coefficient of AGSe parallel to the c-axis is found to be negative,
the single crystals usually become cracked during cooling. Coupled with the fact that Se is volatile, it is easy to cause the chemical
ratio deviation of the crystal during raw material synthesis and crystal growth, so it is extremely difficult to obtain a crack-free single
crystal with high optical mass.60 The polycrystalline ingots crack, originating from grain boundaries, because of differences between
the thermal expansion coefficients in different crystallographic directions. These differences occur because AGSe has the tetragonal
chalcopyrite structure, which is derived from the cubic zincblende structure by the ordered distribution of Ag and Ga atoms among
the cation sites to produce a doubling of the c-axis.

Since the 1990s, great progress has been made in the growth of single crystal AGSe, mainly due to overcoming the cracking
during cooling and the thermal annealing technology to eliminate the low-temperature phase precipitation. However, in order
to grow high quality and large size single crystal industrially, it is necessary to further improve the synthetic purity of AGSe poly-
crystalline samples and optimize crystal growth methods.

At present, it is more convenient and widely used to directly synthesize the AGSe polycrystalline samples with high-purity
elements as raw material. However, owing to the low melting point of Ga, high vapor pressure of Se and high mobility of Ag, it
is difficult to control the chemical ratio of compounds during melt growth. Therefore, a new method was developed with binary
compounds Ag2Se and Ga2Se3 as rawmaterials for synthesizingmore uniform polycrystalline samples. For the crystal growth, repro-
ducible growth of large, crack-free single crystals can be achieved by seeded vertical Bridgman method with the seeds oriented
parallel to the c-axis. Besides, the traditional Bridgman method is improved in the process of exploring the growth of perfect crystal.
The reaction ampoule of special conic shape is coated with a layer of pyrolytic carbon by cracking acetone gas at 1100 �C, and the
carbon plating ampoule is baked by oxyhydrogen flame in the air for eliminating the carbon particles attached to the carbon film
and making the carbon film uniform and smooth.

4.02.2.1.3 ZnGeP2, zinc germanium phosphide (ZGP)
The ternary compound ZGP is a representative member of AIIBIVCV

2 family in the field of NLO material in the IR region.63 ZGP
belongs to the �42 m point group symmetry with unit cell parameters of a ¼ 5.46 Å, c ¼ 10.71 Å and Z ¼ 4, and is a semiconducting
material with the chalcopyrite structure (Fig. 4).64 It has a wide transparency range (�0.7–12 mm), large nonlinear coefficient

Fig. 3 The unit cell structure of AGSe (A) and the structural arrangement in ac plane (B), the AgSe4 tetrahedron (C) and GaSe4 tetrahedron (D).

Fig. 4 The unit cell structure of ZGP (A) and the structural arrangement in ac plane (B), the ZnP4 tetrahedron (C) and GeP4 tetrahedron (D).
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(d36 ¼ 75 � 8 pm$V�1, 9.6 mm), high laser damage threshold (0.003 GW$cm�2 at 1.064 mm, sp ¼ 10 ns), high thermal conduc-
tivity (0.35 W$(cm$K)�1 at 293 K) and suitable birefringence (0.040–0.042).63,65–69 ZGP-OPOs can generate tunable mid-IR
coherent light from 2.5 mm to 10 mm. At the same time, the ZGP crystal has good chemical stability, good mechanical properties
and is not easy to be deliquesced.70 It has the highest conversion efficiency and output power in 3–5 mm, which is of great impor-
tance for many applications, such as IR countermeasure, spectra, chemical monitoring, medical apparatus, and remote sensing.71–73

However, ZGP crystals can only be pumped with 2 mmor longer wavelengths due to the serious optical absorption of ZGP crystals in
the range less than 2 mm. Besides, since the volatilization of phosphorus and the strong thermal expansion anisotropy of ZGP
crystal, it is difficult to grow large size and high quality single crystals.74–76 Thus, many crystal growth methods have been studied,
such as Bridgman method, vertical gradient freezing method, horizontal gradient freezing method, a liquid encapsulated Czochral-
ski method and high pressure vapor transport (HPVT) method.75,77–81

The crystals growth takes place in two steps, including synthesis of the single-phase polycrystalline ZGP and single-crystal
growth81,82: High purity and single-phase ZGP polycrystalline materials can be synthesized by a two-temperature zone method.
According to the stoichiometry of ZGP with excess of 0.1–0.5% phosphorus, zinc and germanium were loaded into hot zone
and red phosphorus was placed in cold zone of horizontal furnace, respectively (Fig. 5). During the process of reaction, red phos-
phorus was vaporized and transported into the hot zone, in which ZGP polycrystalline material was synthesized. Then, ZGP single
crystals were grown by vertical Bridgman technique by using the ZGP polycrystalline charge (Fig. 6). Notably, excess red phosphorus
was added for the maintenance of the dissociation pressure above the ZGP melt to avoid the deviation from stoichiometry during
crystal growth.

4.02.2.2 Newly developed mid- and far-infrared nonlinear optical materials

In recent years, with the rapid development of NLO frequency transformation technology, more and more mid- and far-IR NLO
materials have been studied and reported. At present, mid- and far-IR NLO materials widely studied and applied are mainly phos-
phides, chalcogenides, as well as QPM crystals in the non-oxygen system. According to the above classifications, a series of new
infrared materials developed in recent years are introduced.

4.02.2.2.1 Pnictides
The NLO crystal CdSiP2 (CSP) belongs to the tetragonal point group �42 m, with lattice constants a ¼ 5.68 Å, c ¼ 10.431 Å, and
Z ¼ 4 (Fig. 7).83 CSP is optically negative uniaxial chalcopyrite so the non-critical type-I (o þ o-e) phase-matching is possible in
contrast to the positive ZGP which is the only commercially available II-IV-V2 type chalcopyrite.84 The birefringence of �0.05 is
large enough for phase matching within its transparency range yet small enough to prevent significant walk-off.85,86 Its high thermal
conductivity (13.6 W$mK�1), along with a relatively high hardness (930 kg$mm�3) and melting point (1133 �C) make it attrac-
tive for high average power applications and facilitates cutting, polishing, and coating of optical components.84,87 However, it was
grown in the past in small sizes that did not allow measurement of essential physical properties due to some significant crystal
growth challenges compared to the more widely used II-IV-V2 chalcopyrite analog ZGP. In 2008, high optical quality crystals of
CSP with sizes reaching 70 � 25 � 8 mm3 were grown successfully by Schunemann et al. from the melt using high purity starting
materials via the horizontal gradient freeze technique (Fig. 8).88 Besides, other efforts are continuous to grow larger crystals with
better optical quality to meet market demand.89–93

CdGeAs2 (CGA) is optically positive uniaxial chalcopyrite belonging to tetragonal point group �42 m, with lattice constants a ¼ 5.
9432 Å, c ¼ 11.2163 Å, and Z ¼ 4 (Fig. 9).94 CGA has attracted researchers’ interests for many years with its enormous
nonlinear coefficient (d36 ¼ 236 pm$V�1 at 10.6 mm), broad transparency regions (2.4–18 mm), as well as moderate birefringence
(�0.09 at 10 mm) to realize BQM, but severe cracking due to anisotropic thermal expansion precluded the growth of device-quality
crystals.95–97 Seeded crystal growth in low-gradient, horizontal transparent furnaces made possible reproducible growth of

Fig. 5 Schematic of furnace for ZGP synthesis and temperature profiles.
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Fig. 6 Photograph of ZGP crystal grown in PBN crucible in a six-section furnace (A) and a ZGP-OPO sample.

Fig. 7 The unit cell structure of CSP (A) and the structural arrangement in ac plane (B), the CdP4 tetrahedron (C) and SiP4 tetrahedron (D).

Fig. 8 Photograph of oriented, polished CSP single crystal samples grown by horizontal gradient freeze technique.
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crack-free single crystals, which can reduce mid-IR absorption losses.95,98,99 For long-wavelength (8–12 mm) OPO applications,
however, the short-wavelength cutoff edge of CGA (�2.4 mm)makes it incompatible with most practical solid state pump lasers.100

4.02.2.2.2 Chalcogenides
LiInS2 (LIS), LiInSe2 (LISe), LiGaS2 (LGS) and LiGaSe2 (LGSe) crystallize in the orthorhombic point group mm2 with wurtzite type
structures. Fig. 10 shows the structure of LIS and crystal samples of LIS, LISe, LGS and LGSe. Generally speaking, Li-compounds
exhibit improved properties than their Ag-analogs (AGS, AGSe, etc.), such as wider band-gap and better thermo-mechanical, which
are beneficial for damage resistences.38,101–107 However, the NLO coefficient of the Li-compounds is lower than those of their Ag-
analogs, comparable to some oxide NLO materials. Nevertheless, LGS, LIS, and LGSe are the rare known non-oxide materials that
can be pumped by femtosecond Ti:sapphire laser systems operating near 800 nm without two-photon absorption. Recently, their
growth technology was improved to such an extent that it was possible to perform extensive characterization and even realized some
application, especially exhibiting the great potential serving as NLO materials in the range of 8–12 mm.35

BaGa4S7 and BaGa4Se7 were first reported as NLO materials by Lin et al.108 and Yao et al.,109 and then Badikov et al. tracked the
growth and properties of the two crystals.110,111 They crystallize in the orthorhombic and monoclinic space groups, i.e., Pmn21 (No.
31) and Pc (No. 7) for BaGa4S7 and BaGa4Se7, respectively. They feature the different 3D frameworks which are mainly attributed by
the different coordination number of Ba, i.e., eight-coordinated with S atoms and six-coordinated with Se atoms, respectively
(Fig. 11). BaGa4S7 and BaGa4Se7 can be both grown via the Bridgman-Stockbarger method.112,113 They have high laser
damage threshold (235 MW$cm�2 at 1 e�2 beam diameter and 9.58 nm for BaGa4S7, 557 MW$cm�2 at 1.064 mm, 5 ns, 1 Hz
for BaGa4Se7), wide transparency range (�0.35–13.7 for BaGa4S7, �0.45–20 mm for BaGa4Se7) and large nonlinear coefficient
(d32 ¼ 5.7 pm$V�1 at 2.3 mm for BaGa4S7, d11 ¼ 24.3 pm$V�1 and d13 ¼ 20.4 pm$V�1 at 1.064 mm for BaGa4Se7), they can theo-
retically achieve the wide tuning range from medium-wavelength to long-wavelength IR.109,112–115 Owing to their good optical
transparency and phase matching conditions at 1 mm, both BaGa4S7 and BaGa4Se7 can be used in 1 or 2 mm-pumped laser systems.
At present, one of the most urgent task is to grow large-size single crystal with good optical quality to promote their practical
application.

Fig. 9 The unit cell structure of CGA (A) and the structural arrangement in ac plane (B), theCdAs4 tetrahedron (C) and GeAs4 tetrahedron (D).

Fig. 10 The structure of LIS viewed along the a-axis (A), the LiS4 tetrahedron (B) and InS4 tetrahedron (C), the crystal samples of LIS, LISe, LGS
and LGSe (D).
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CdSe: It is a kind of II-VI semiconductor material with excellent performance of straight backward transition. CdSe crystals
exhibit two structure types, namely wurtzite and sphalerite structure types. Herein, wurtzite-type CdSe crystal (P63mc, No. 186)
has excellent photoelectric properties and great potential in the application of mid and far-IR laser due to the wide transparency
range of 0.7–24.0 mm, low optical absorption (<0.01 cm�1, 1–10 mm), without two-photon absorption in the range of 8–
15 mm, as well as good mechanical properties, etc.116–121 At present, the crystal growth methods for wurtzite-type CdSe include:
high-pressure vertical Bridgman, high-pressure vertical zone melting, physical vapor transport, etc. However, owing to the high
melting point (�1264 �C) and vapor pressure (>1 MPa), it is still a challenge to grow large-size and high-quality CdSe single
crystal, which greatly restricts its application.

GaSe: It crystallizes in the hexagonal system with space group of P�6m2 (No. 189). GaSe crystal possesses excellent NLO properties,
including large NLO coefficient (d22 ¼ 54 pm$V�1), wide transparency range (0.6–20 mm) and high thermal conductivity
(16.2 W$(m k)�1), etc.122–128 However, the layer structure of the GaSe crystal (Fig. 12) has poor mechanical property and it cannot
beprocessed in accordancewith the designedphase-matching angles,which severely limits it to apply innonlinear frequency conversion
devices. Interestingly, researchers have found that doping elements into the crystal, including S, In, Te and other elements with the same
valence state, can effectively improve its physical properties.129,130 At present, S-doping GaSe crystal exhibits the best effect owing to the
high ratio of doping (0.413) and the small temperature dispersion coefficient, which can be used in high-power and high-energy laser
frequency conversiondevice.However, there are few studies on theperformanceofdopedGaSe crystals,mainlybecause the growth tech-
nology is not mature, and large-size single crystals with stable performance and high quality cannot be obtained.

In addition to element doping, the formation of new crystals by compound blending is one of the development trends for NLO
crystal materials. The new ternary or quaternary compound crystals formed by the mixing of two parent phases can change the
crystal structure of the parent phase, which further change the bandgap, birefringence or mechanical properties of the parent phase.
AgGaGeS4, AgGaGe3S8 and AgGaGe5Se12 are representatives of the mixed-crystals.131–135 Compared with AGS and AGSe, their
anisotropy of thermal expansion is significantly reduced and the laser damage resistance is greatly increased. Moreover, AgGaG-
e5Se12 has a larger bandgap and birefringence than AGSe that can achieve phase matching at 1064 nm.

4.02.2.2.3 Quasi-phase-matched (QPM) semiconductors
The advent of the first practical QPM materialdperiodically poled lithium niobate (PPLN)drepresented a new paradigm in NLO
materials development.35,38,136 Comparing with birefringence phase matching, using QPM technology to realize laser frequency

Fig. 11 The structure of BaGa4S7 viewed along the b-axis (A), the coordination environment of Ba atom (B) and GaS4 tetrahedron (C); The structure
of BaGa4Se7 viewed along the a-axis (D), the coordination environment of Ba atom (E) and GaSe4 tetrahedron (F).
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conversion has the following advantages: (1) The fundamental and the harmonic waves are in the same polarization state so that the
maximum second-order nonlinear coefficient of the crystal can be used; (2) Long interaction length can be realized without walk-off
effect; (3) It is the most important that QPMmethod has a large degree of freedom in design. Through the design of the structure, it
can realize the phase-matching in any wavelength within the transparency range of crystal.

Orientation-patterned GaAs (OP-GaAs) was the first realization of a practical and efficient QPM semiconductor.137,138 GaAs is
a cubic zinc blende semiconductor crystal possessing a very large second-order nonlinear susceptibility (d14 ¼ 104 pm$V�1), high
thermal conductivity (0.46 W$(cm K)�1), and low absorption losses over most of its transparency range (0.9–18 mm).98 OP-GaAs
can be grown by hydride vapor phase epitaxy, and has been commercialized. The all-epitaxial processing has harvested bulk OP-
GaAs devices both for internal use and external sale by BAE Systems.98,139,140

OP-GaP exhibits the excellent properties including large second-order nonlinear susceptibility (d14 ¼ 70.6 pm$V�1) and high
thermal conductivity (110 W$(cm K)�1). Besides, it has been successfully applied in 1 mm-pumped laser systems, owing to the
lower two-photon absorption than OP-GaAs.141–143

4.02.3 Near-infrared and visible nonlinear optical materials

The solid-state near-IR and visible lasers have stable performance, compact structure and integrability, which makes them have
a good application prospect in optical storage, optical communication and laser medical instrument, etc.144–148 At present, the
output of laser radiations in the spectra range of 400–3500 nm needs the help of frequency conversion of NLO crystal materials.
From visible to near-infrared spectral range, many NLO crystals have been studied, and now there are quite a few inorganic NLO
candidates, including phosphate, iodate and niobate, etc., which exhibit excellent properties and can almost meet the current
market demands.

4.02.3.1 Representative near-infrared and visible nonlinear optical materials

4.02.3.1.1 Potassium dihydrogen phosphate KH2PO4 (KDP)
KDP crystallizes in tetragonal system with non-centrosymmetric space group I2d, and its unit cell dimensions is a ¼ 7.453 Å,
c ¼ 6.973 Å, Z ¼ 4.149 The crystal structure along the a-axis is mainly constructed by the H2PO4 groups through the strong hydrogen
bonds (Fig. 13). The constituent K atoms locate at the interspaces of the anionic groups and interconnect the adjacent anionic
networks via KeO bonds. In the structure, the K atom is eight-coordinated with O atoms to form the KO8 polyhedron, and

Fig. 12 The layer structure of GaSe viewed along the a-axis (A) and the single layer stretching in ab plane (B).

Fig. 13 The structure of KDP viewed along the c-axis (A) and the coordinated environment of K atom (B).
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each KO8 polyhedron is linked with six PO4 groups. KDP crystal is a very classical NLO material and commonly used as optical
frequency converters owing to the applicable NLO coefficient (d36 ¼ 0.39 pm$V�1 at 1064 nm), high laser damage threshold
(7 J cm�2, 5.5 nm pulse width at 355 nm base on 1-on-1 test mode), high transmittance from near-IR to UV, as well as easy to
grow.150–153

KDP crystals have been widely applied since the first experiments made in the 1960s in fields of SHG, OPO, Q-switch, and
electro-optic modulators.154–156 Especially, with the development of high-power laser technology and inertial-confinement fusion,
damage-resistant and wide-aperture SHG and THG crystals are needed.157,158 For these purposes, the rapid crystals growth of KDP
with larger-size and higher optical-quality are needed.

KDP crystal is usually grown from saturated aqueous solution in which the driving force of growth is the supersaturation of the
solution.159–162 The most obvious advantage of this method is that it is easy to grow large size of single crystal with high optical
quality. It is important that the solution in contact with the crystal growth surface should be strictly controlled to be stable and retain
a suitable supersaturation.

KDP crystals are primarily grown using conventional methods or rapid techniques. The disadvantages of conventional method
are slow rate of growth (1–2 mm d�1) and long periods (months or more than 1 year). Therefore, rapid growth techniques with
shorter periods (�3 months) have been drawn considerable attention. Comparing with the conventional method, the rapid growth
of KDP crystals has a higher growth rate but the quality and uniformity are reduced. Therefore, in order to rapidly grow large-size
KDP crystals with high-quality, it is necessary to study the relationship between status, properties and stability of the solution and
growth rate, and to strengthen the fluid effect of the solution and increase the supersaturation of the solution while keeping the
solution stable.163,164

4.02.3.1.2 Potassium titanyl phosphate KTiOPO4 (KTP)
KTP crystallize in tetragonal system with the space group of Pna21 (33) and the unit cell dimensions of a ¼ 12.814 Å, b ¼ 10.616 Å,
c ¼ 6.404 Å, and Z ¼ 8.165 KTP exhibits a 3D 3[TiOPO4]N anionic framework built by alternating bridged PO4 tetrahedra and
[TiO6]N chains, and the K atoms are located in cavities (Fig. 14). The open nature of this framework allows atoms to diffuse easily
along the c direction, which allows ion exchange to take place. Alternating long and short TieO bonds occurs along the [TiO6]N
chains with TieO bond distance varied by as much as 0.38 Å and results in a net c-directed polarization, which makes the major
contribution to the large NLO coefficient (d31 ¼ 6.5, d32 ¼ 5.0, d33 ¼ 13.7, d24 ¼ 7.6 and d15 ¼ 6.1 pm$V�1 near 1 mm).165

In addition, owing to its wide transparency range from 0.35 mm to 4.5 mm,166,167 high optical damage threshold (>2–
3 GW cm�2, 10 ns, 10 Hz, 1064 nm),168 good thermal stability and PM properties, KTP crystal is widely used as NLO materials.
Typical application domains include SHG of Nd-doped laser systems for green or red light output, parametric sources (OPG,
OPA and OPO) for 600–4500 nm tunable output, E-O modulators, optical switches, directional couplers, optical waveguides
for integrated NLO and E-O devices, etc.169–172 One disadvantage of KTP is its susceptibility to photochromic damage, known
as gray- or gray-tracking, which occurs under green pulsed or CW laser irradiation most commonly presented at 532 or
514.5 nm irradiation.173 In addition to the photochromic effect, photorefractive damage also presents in KTP.174

In 1971, Masse and Grenier firstly grew the KTP crystals from flux,175 which often introduced impurities (such as Fe and other
transition metals) into the crystal during the growth process so that leading to a lower laser damage threshold and lower ability to
anti-gray track.176,177 Later, more methods were explored to grow the KTP crystals including hydrothermal method and high
temperature solution method. KTP decomposes at �1150 �C, and the process of crystal growth by high temperature solution
method is KTP crystallizing out of a molten KTP and flux composition when cooled.165 Generally, phosphate system is chosen
as the flux,178,179 which has the advantage of strong solubility to KTP and KTP is the only stable phase in the range of 760–
1000 �C that avoids the introduction of impurities. Besides, the melting point of phosphate system is low and the decomposition

Fig. 14 The [TiO6]N chains arranged in the ab plane (A) and the structure of KTP viewed along the c-axis (B).
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temperature is high. However, its disadvantage is that the viscosity increases of the solution, which increases the difficulty of crystal
growth. Up to now, TSSG and spontaneous nucleation technique is widely used to grow KTP crystals from flux.

For the hydrothermal method, the bulk KTP crystals free of macroscopic defects (the inset of Fig. 15) can be grown using crushed
flux KTP crystals as nutrients in solution composed of 2.0 mol L�1 K2HPO4 þ 0.1 mol$L�1 K2HPO4 þ 1 wt% H2O2. There is an
obvious disadvantage in the KTP crystal grown by the hydrothermal method, that is an absorption peek near 2750 nm wavelength,
which is caused by the vibration of OH� (Fig. 15), while there is no that absorption peak of KTP crystal grown by the high temper-
ature solution method.180 Therefore, the single crystals of KTP are mostly grown by the high temperature solution method and this
is the most popular method.181–183

4.02.3.1.3 Lithium niobate LiNbO3 (LN)
LN crystallizes in an asymmetric space group R3c (No. 161) with unit cell parameters of a ¼ 5.14829 Å, c ¼ 13.8631 Å, and
Z ¼ 6.184 LN crystal exhibits perovskite-type structure, which is built by LiO6 and NbO6 octahedra. A LiO6 (NbO6) octahedron
can link with six surrounding LiO6 (NbO6) octahedra via corner-sharing O atoms forming the 3D-networks [LiO3]N
([NbO3]N). Then, the [LiO3]N and [NbO3]N networks are joint together to form the whole structure (Fig. 16).

LN crystal possesses large NLO coefficient (d22 ¼ 2.46, d22 ¼ �4.64, d33 ¼ �41.7 pm V�1 at 1058 nm),185 moderate birefrin-
gence (0.08 at 633 nm),186 wide transparency range from UV to mid-IR spectra (0.45–5.5 mm),186 stabilized physical and chemical
properties, and easy to grow large-size optical crystals, etc.187 In addition, owing to the lattice structure and rich defect structures in
the LN crystal whose properties are highly adjustable, many optical properties of LN can be substantially adjusted by crystal compo-
nents adjusting, element doping, valence control and so on. Moreover, LN crystal has excellent photoelectric effects including piezo-
electric effect, electro-optic effect, NLO effect, photorefractive effect, photovoltaic effect, photoelastic effect, acousto-optic effect and
so on. Therefore, LN crystal is one of the most frequently used insulator crystals that can be processed into surface acoustic filters,
optical modulators, phase modulators, optical isolators, electro-optic Q switches and other photoelectric devices, which are widely
applied in the fields of electronic technology, optical communication technology, laser technology and so on.188–193 Recently, with
the breakthrough of the 5th generation wireless communication (SG), micro-nano photonics, integrated photonics and quantum
optics and other application fields, LN crystal has once again attracted extensive attention.194

According to the phase diagram of the Li2O-Nb2O5 binary system, stoichiometric LN crystal melts incongruently, while it
melts congruently in a non-stoichiometric composition of 48.6 mol% Li2O and 51.4 mol% Nb2O5.

195–199 Up to now, the
non-stoichiometric high-quality single crystals of LN are easier to be grown from the melt by the Czochralski method.200,201

Thus the non-stoichiometric congruent LN (CLN) crystal has been widely applied. However, owing to the Liþ cations deficiency
in the CLN crystal, a large number of lattice defects have been generated, which on the one hand affect the optical properties (e.g.,
the values of NLO coefficient and linear electo-optic coefficient are low and coercive field is high in defect CLN crystal) of the
crystal, on the other hand that the lattice defects provide vacancies for ions doping.202–206 Fig. 17 shows the CLN and Mg-
doped crystals grown through Czochralski method by Riscob et al.187,201

Near-stoichiometric LN (NSLN) crystal also shows many excellent photoelectric properties (i.e., short UV cutoff edge, the nar-
rowing of several spectral lines, and easier to produce periodically polarized structures for QPM), which are expected to show

Fig. 15 Transparency curve of KTP crystal grown by the hydrothermal method, Insert: KTP crystal grown by the hydrothermal method.
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improved performance for some applications.207–209 During the last two decades significant innovations in growth techniques have
directed the research and development towards the growth of NSLN crystals. The main growth methods contain the high temper-
ature solution method, vapor transport equilibration method in a Li-rich ambience, as well as lithium-rich melting method.209–212

4.02.3.1.4 Potassium niobate KNbO3 (KN)
KN crystal belongs to mm2 point group with the unit cell parameters of a ¼ 5.6896 Å, b ¼ 3.9692 Å, c ¼ 5.7256 Å, and Z ¼ 2.213 It
features a CaTiO3-type perovskite structure which is built by distorted NbO6 octahedra and K atoms. Each distorted NbO6 octahe-
dron links with the surrounding six ones via corner-sharing to form the 3D 3[NbO3]N framework which exhibits quadrilateral holes
stacked in the ab plane in which the K atoms located in the holes (Fig. 18). With decreasing from high temperature to 425, 225
and �10 �C, KN undergoes a series of structural phase transitions, which hangs from the cubic (centrosymmetric Pm3m) to tetrag-
onal (non-centrosymmetric P4mm), orthorhombic (non-centrosymmetric Amm2), and rhombohedral (non-centrosymmetric R3m)
phases, respectively.214

KN possesses large nonlinear optical coefficients (d31 ¼ 11.9, d32 ¼ 13.7, d33 ¼ 20.6 pm V�1 at 1064 nm), wide transparency
range (0.4–5 mm) and favorable electro-optic quality factor, photorefractive quality factor, piezoelectric property, as well as good
chemical stability and fast crystal growth rate.215–219 As an NLO material, KN crystal is mainly used for low power, especially
the milli-watt frequency conversion based on the semiconductor laser, in which, it has the highest conversion efficiency compared
with other commonly used NLO materials, such as KTP and LN crystal, etc. KN can be used for OPO when pumped by Nd:YAG
lasers at either the fundamental or the SHG wavelength, producing tunable radiation in the near-IR spectral region between

Fig. 16 The [LiO3]N (top) and [NbO3]N (bottom) networks extending in the ac plane (A) and the structure of LN in the ac plane (B).

Fig. 17 Photographs of undoped CLN (A) and Mg (2, 4 and 6 mol% from left to right) doped CLN crystal (B).

Fig. 18 The structure of KN viewed along the b-axis (A) and the NbO6 octahedron linked with the surrounding six via corner-sharing O atoms (B).
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0.7 mm and 3 mm.220–222 Besides, KN crystals have been developed as a bulk acoustic wave and surface acoustic wave devices with
a high coupling and zero-temperature coefficient of delay.223 However, there are also some disadvantages: The refractive index of
KN crystal changes largely with temperature, which make its phase matching change and results in unstable laser output.224 Low
laser damage threshold of KN crystal limits the application in high-power laser system.225,226 In addition, two structural phase tran-
sitions have been happened in the process of KN crystal growth, which results in multi-domain crystal, and in which the complex
domain-wall stress causes the crystal easy to crack that makes it difficult to obtain large-size single-domain crystal with complete
structure.227

According to the phase equilibrium diagram of the K2O-Nb2O5 binary system, a stoichiometric KN could not be grown from the
melt by the Czochralski method.227–229 While, KN single crystal can be successfully grown from a solution with potassium enriched
under the condition of shallow temperature gradient using the Kyropoulos or TSSG techniques. However, the crystal obtained usually
contained many cracks presumably due to the thermal stress generated in the process of the phase transition. After many years of
systematic research, it shows that those cracking can be prevented by controlling a low temperature gradient in solid-liquid contact
surface during the crystal growth, and going through a long time cooling. In addition, poling treatment is also an effective way.

4.02.3.1.5 Lithium iodate a-LiIO3
a-LiIO3 crystallizes in an asymmetric space group P63 (No. 173) with unit cell parameters of a ¼ 5.4815 Å, c ¼ 5.1709 Å, and
Z ¼ 2.230 In the structure, each I atom is coordinated with three O atoms forming the isolated umbrella-type IO3 unit, which is
parallel to each other, and the Li atoms can link with the surrounding six IO3 unit via LieO bonds (Fig. 19). Its SHG coefficient
(d15 ¼ �5.53 pm V�1 at 1064 nm) is one order of magnitude larger than that of KDP, and its crystal has good optical uniformity
and wide transparency range (0.28–6.0 mm), and it is easy to grow large-size single crystal with high optical quality from aqueous
solution, which shows that it is a kind of practical crystal.231–236 However, the application of a-LiIO3 crystal as NLO materials is
seriously limited due to its hygroscopic, low laser damage threshold, as well as low conversion efficiency since it cannot achieve
the optimal phase matching.237 In addition to the NLO effects, a-LiIO3 has optical rotation, pyroelectric and electro-optical effects,
while does not have ferroelectric effects.238–241

4.02.3.2 Newly developed near-infrared and visible nonlinear optical materials

4.02.3.2.1 Phosphates
KDP family: Ammonium dihydrogen phosphate NH4H2PO4 (ADP) is an important member of the KDP family, which shows the
similar structure with KDP (Fig. 20). In 1938, Bush et al. studied the crystal growth habits of ADP. In the 1940s, they found that ADP
had piezoelectric properties, and subsequently, ADP was used in sonar equipment that was devoted to the war. In the 1960s, after
the advent of the laser technology, it was found that ADP crystal has good NLO properties and can realize the SHG, THG and FHG
based on 1064 nm pumped laser.242,243 At TC ¼ 122.7 K, KDP becomes ferroelectric while ADP becomes antiferroelectric at
TN ¼ 148.2 K. The transparency spectral range (50% transmission level for 0.2-cm-long crystal) of ADP crystal is from 184 nm
to more than 1500 nm, and it has a considerable SHG coefficient (d36 ¼ 0.47 pm$V�1), thus it is widely employed as electro-
optic devices.244,245 The ADP crystal is usually grown from saturated aqueous solution by slowly cooling.246

Deuterated potassium dihydrogen phosphate KD2PO4 (DKDP) is isotopic crystal of KDP, and it has two phases, tetragonal and
monoclinic,247,248 in which, the phase DKDP crystallized in the tetragonal system is widely used as an NLO material. DKDP crystal
has higher transmittance in the IR range and comparable SHG responses to KDP, which is currently used as the SHGmaterial of the
high-energy loaded in high-power laser fusion devices.249–252 The DKDP crystals can be grown by the slow evaporation method.

KTP family: ATiOAsO4 (A ¼ NH4, K, Rb, Tl) and ATiOPO4 (A ¼ NH4, Tl) have been obtained through the monovalent substi-
tution of A cations in ATiOAsO4 and ATiOPO4. They are isostructural with KTP and crystallize in the space group of Pna21 (No. 33),
which preserve the structure features and excellent properties of KTP. ATiOAsO4 (A ¼ NH4, K, Rb, Tl) and ATiOPO4 (A ¼ NH4, Tl)
exhibit the 3D 3[TiOAsO4]N and 3[TiOPO4]N anionic frameworks, respectively, and the A cations are located in cavities
(Fig. 21).253–258 They exhibit large SHG efficient and wide transparency ranges, which are comparable or slightly superior to
KTP crystal. They can be grown from high temperature flux.

Fig. 19 The isolated umbrella-type IO3 units and Li atoms arranged in the bc plane (A) and the coordinated environment of Li atom (B).
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4.02.3.2.2 Iodates
BiO(IO3): BiO(IO3) was obtained using a hydrothermal method by Halasyamani et al. in 2011. It crystallizes in the orthorhombic
system (Pca21, No. 29)259 and structurally features a 1[Bi2O2]N chain along the b-axis with the iodate groups hanging on both sides
of the chains (Fig. 22). The local dipole moment of the IO3 polyhedra is additive and results in a macroscopic polarization along the
c-axis. BiO(IO3) exhibits strong SHG response of about 12.5 � KDP based on the 1064 nm radiation and its measured band gap is
about 3.3 eV.260,261

BaNbO(IO3)5: BaNbO(IO3)5 was synthesized by the hydrothermal reaction by Mao group in 2009.262 It crystallizes in the acen-
tric space group Cc (No. 9), and its structure features isolated NbO(IO3)4(IO4) group which is built up of a Nb atom and
surrounding four IO3 units, a IO4 unit and a terminal O atom. The NbO(IO3)4(IO4) groups are further linked via BaeO bonds
forming the whole 3D structure framework (Fig. 23). By the combination of the Nb5þ cation which has a d0 electronic configuration
and the lone-pair-containing iodate anion, BaNbO(IO3)5 exhibits a large SHG response (�14 � KDP based on the powder SHG

Fig. 20 The structure of ADP viewed along the c-axis (A) and the coordinated environment of the NH4 group (B).

Fig. 21 The 3D 3[TiOAsO4]N anionic framework in KTiOAsO4 (A) and 3[TiOPO4]N anionic framework in TlTiOPO4 (B).

Fig. 22 The structure of BiO(IO3).
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measurement). The optical diffuse reflectance spectrum indicates an optical band gap of 3.64 eV. More optical properties are waiting
for evaluation based on large-size crystals.

4.02.3.2.3 Borates
a- and d-BiB3O6: a-BiB3O6 and d-BiB3O6 were discovered first in 1962 by Levin et al. and in 2006 by Huppertz et al., respec-
tively.263,264 They crystallize in the space group of C2 (No. 5) and Pca21 (No. 29), respectively. a-BiB3O6 features the 2D
2[B3O6]N layers that are made up by B3O8 FBBs (Fig. 24A and B). In 1998, Hellwig et al. reported that a-BiB3O6 crystal can be
considered as an NLO material owing to large SHG coefficient (deff ¼ 3.2 pm$V�1), wide transparency ranges covering the visible
and near-infrared regions and high transmittance (�80%).265,266 Moreover, it possesses large birefringence and has realized SHG
output within the type-I BPM technology under continuous and pulsed wave pump at 1064 nm. Besides, the SHG of the signal wave
of a quasi-continuous OPO (777–1036 nm, 10 kHz, 50 ns) was performed in a-BiB3O6; as a result, the tuning in the UV range from
450 nm to 494 nm was achieved with maximum blue output of 1.3 W at 470 nm. a-BiB3O6 melts congruently with the melting
point of 826 �C, which was conventionally grown by TSSG technique. For the d-BiB3O6 crystal, its structure is exclusively built
up of BO4 tetrahedra which share common oxygen to form 3D 3[B3O6]N framework, and Bi atoms are located in voids
(Fig. 24C). The large NLO coefficient (deff ¼ 1.2 pm$V�1), moderate birefringence (0.0756 at 1014 nm), and wide the transmission
range (from 315 nm tomore than 3500 nm, 50% transmission level) indicate that d-BiB3O6 crystal is suitable for doubling the laser
with a wavelength 1.32 mm, especially as the concentrated SFD laser crystal for this wavelength.267

Pb2BO3X (X]Cl, Br, I): Pb2BO3Cl was reported earliest by Ok et al. in 2016.268 Subsequently, Pb2BO3Br and Pb2BO3I were
reported by Ye et al. and Halasyamani et al. in 2018, respectively.269,270 They crystallize in the trigonal space group of P321

Fig. 23 The structure of BaNbO(IO3)5 (A) and the NbO(IO3)4(IO4) group (B).

Fig. 24 The structure of a-BiB3O6 viewed along the c-axis (A), a 2D 2[B3O6]N layers of a-BiB3O6 stretching in the ab plane (B), and the structure of
d-BiB3O6 viewed along the c-axis (C).
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(No. 150) and their structures feature the 2[Pb2BO3]N layers which are linked by Pb-X (X]Cl, Br, I) bonds to form the final 3D
frameworks (Fig. 25). The uniform arrangement of the isolated BO3 units and PbO3 trigonal pyramids in the structure leads to
the maximum superposition of SHG effect (�9, 9.5 and 10 � KDP for Cl, Br and I analogs based on the powder SHG
measurements). In addition, they have wide transparency windows from the UV to the mid-IR region,268,270,425 thus the Pb2BO3X
(X]Cl, Br, I) family is considered as NLO materials candidates.

4.02.4 Ultraviolet nonlinear optical materials

UV NLO crystal materials are the key components for multi-stage frequency conversion of UV lasers, especially solid-state laser,
which mainly use parametric up-conversion processes (such as SHG, SFG, THG, etc.) and OPO technology to generate UV laser
radiation.271–273 Obviously, the primary requirement for the optical properties of UV NLO materials is that they have high trans-
parency in the UV spectral rang. Besides, it is also necessary to possess a large second-order NLO coefficient (dij > 0.39 pm$V�1),
a suitable birefringence (0.05–0.10 at 1064 nm) to achieve the phase-matching conditions in the UV spectral range, a large laser
damage threshold, favorable chemical stability, easy growth of large-sized single crystals, as well as other good physical and chem-
ical properties.82,274 Over the past several decades, many efforts have been devoted to search UV NLO materials with excellent
comprehensive properties. A series of UV NLO materials have been reported, such as b-BBO, LBO, and CBO, etc., which have
been widely used.82,275–278 Remarkably, inorganic borates have the shortest wavelength boundary of the natural absorption of radi-
ation (150–200 nm), which is a significant advantage over other inorganic materials (niobates, titanates, iodates) used in UV
lasers.279,280 Besides, most nitrates dissolve easily in water and would not be suitable for industrial applications. And for the carbon-
ates, it is difficult to grow due to the decomposition easily of the carbonates at high temperature. Therefore, borate is the most
research inorganic NLO material system in UV and DUV spectra.

4.02.4.1 Representative ultraviolet nonlinear optical materials

4.02.4.1.1 b-barium borate b-BaB2O4 (b-BBO)
b-BBO was discovered in 1985 by Chen et al., and it quickly became the most popular crystal for visible and UV spectra applications
owing to its excellent overall performance.276 In the last few decades, the crystal structure, phase transition behavior, crystal growth,
comprehensive optical properties and microscopic mechanism of b-BBO were systematically studied.

b-BBO crystallizes in an asymmetric space group R3 (No. 146) with a ¼ 12.532 Å, c ¼ 12.717 Å and Z ¼ 6. In the structure, three
BO3 units connect with each other by corner-sharing O atoms to form the isolated six-membered B3O6 ring, which stacks along the
c-axis, and the Ba2þ cations balance the charge in the cavity (Fig. 26). The structure-performance analysis shows that the approxi-
mately parallel B3O6 groups are beneficial for large birefringence (0.11 at 1064 nm) and SHG coefficient (deff ¼ 6 � KDP).276 The
alkaline-earth metal Ba atoms without d-d and f-f electron transition are beneficial for the b-BBO crystal to display a wide transpar-
ency range (0.189–3.5 mm). It is a negative uniaxial crystal with the shortest phase-matching wavelength of 205 nm, the high laser
damage threshold (23 GW cm�2 for 14 ns pulses at 1064 nm), favorable mechanical properties and good chemical stability. These
excellent properties make it virtually irreplaceable in certain applications.281–284 At present, b-BBO crystals are widely used in the
processes of the SHG, THG, FHG of Nd: YAG and Nd: YLF leaser. Also, b-BBO crystal has been extensively applied in the other lasers
with SHG, SFG, OPO, OPA technologies.285–289

b-BBO has a melting point of 1095 �C and a transition temperature of around 925 �C.276 Therefore, b-BBO crystals are generally
grown by high temperature solution method with TSSG, in which, a variety of oxides or fluorides including, B2O3, Na2O, K2O, NaF,
LiF, LiF-Li2O, Na2O-B2O3, Na2O-BaO, etc., as well as K2B2O4, Na2B2O4 can be selected as the fluxes.291–295 Herein, three typical
phase diagrams are briefly summarized.

Fig. 25 The 2[Pb2BO3]N layer stretching in the ab plane (A) and the structure of Pb2BO3X (X]Cl, Br, I) vied along the a-axis (B).
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1) The binary BBO-Na2O system: The phase equilibrium relation of BBO-Na2O is shown in Fig. 27, which was determined by
Huang and Liang.290 It is clearly seen that the crystallization temperature of b-BBO crystal can be extended from �920 to
�755 �C when the solvent concentration is from 22% to 30% in molar ratio.

2) The binary BBO-NaF system: The BBO-NaF pseudo-binary diagram was investigated first by Roth and Perlov and later refined by
Bekker et al. (Fig. 28).295,296 The ternary BaO-B2O3-NaF system was found to be suitable for growing b-BBO crystal due to the
reduced viscosity and wide temperature range of crystallization. The diagram of phase equilibrium shows that b-BBO can be
crystallized in the range of 925–805 �C and the quantity of NaF varies in the range of 31–47% in molar ratio.

3) Phase equilibrium in b-BBO-LiF system: The BaO-B2O3-LiF system was studied by Bykov et al., in 1994 which noted the narrow
growth temperature range.297 In 2015, the phase equilibrium in b-BBO-LiF system was analyzed by Simonova et al.298 The
concentration changes from 67.5% to 60% b-BBO corresponding to the primary crystallization regions of b-BBO, and
the liquidus curve bends at the point defined by the concentration of 50% b-BBO corresponding to a temperature of 860 �C. The
study reveals that the b-BBO-LiF system can be considered applicable for growing b-BBO crystals owing to the decreased viscosity
of solution and the high yield.

According to the phase diagram, the ratio of raw materials and the temperature range of growth can be roughly determined. Two
methods can be used for the preparation of crystallization of raw materials, one is to mix the components (Ba-contained

Fig. 26 The structure of b-BBO (A) and isolated six-membered B3O6 ring (B).

Fig. 27 The BBO-Na2O pseudo-binary diagram determined by Huang and Liang.290
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compound, B2O3/H3BO3, and solvents) directly, the other is to synthesize polycrystalline single-phase samples of b-BBO as raw
materials, and then add the solvent according to the ratio.299,300

4.02.4.1.2 Lithium triborate LiB3O5 (LBO)
The LBO crystal is another NLO material discovered by Chen and coworkers with excellent NLO properties in the UV spectral
range.277 It crystallizes in the orthorhombic space group Pna21 (No. 33) with unit cell a ¼ 8.46 Å, b ¼ 7.38 Å, c ¼ 5.13 Å,
Z ¼ 4.301 The crystal structure is built up of the fundamental building unit B3O7 groups consisting of two BO3 triangles and one
BO4 tetrahedron. Each B3O7 group is connected to the surrounding four groups mutually via corner-sharing O atoms to form
the final 3D framework with channels, where the Li atoms are located (Fig. 29).

According to the study of the relationship between the microstructure and properties by Chen et al.,280 the B3O7 group is the
main contributor to the large SHG coefficient (d31 ¼ 0.67, d32 ¼ 0.85, d33 ¼ 0.04 pm$V�1) of LBO.302 Besides, since the exo-ring
O atoms are shared by two B3O7 groups, the dangling bonds of the group are removed which results in a short UV cutoff edge
(155 nm). Besides, the high laser damage threshold (18.9 GW cm�2 for 1.3 ns pulses at 1053 nm), wide receiving angle and discrete
angle, large effective SHG coefficient (�3 � KDP), as well as good physical and chemical properties make it be widely used in
frequency conversion which concentrates around SHG and THG of high-power lasers.303–307 However, Its major shortcoming as
a UV NLO crystal is that the unfavorable birefringence (0.043 at 532 nm) limits the PM wavelength (lshortest, BPM ¼ 277 nm).308

LBO was first considered a congruent compound by Mazzeti and Carli,309 but was proved to melt incongruently by Rollet and
Bouaziz in 1955.310 After these, Sastry and Hummel studied the relationships of Li2O-B2O3 system by the quenching method using
20 compositions giving a pseudo-binary phase diagram in 1958.311 It indicates that LBO crystal can be grown at the B-rich region.
However, the high viscosity and the difficulty of the mass transportation of the solution made the growth rate of LBO crystal too

Fig. 28 The BBO-NaF pseudo-binary diagram. Adapted with permission from Ref. Bekker, T. B.; Fedorov, P. P.; Kokh, A. E. The Ternary Reciprocal
System Na, Ba/BO2, F. Cryst. Growth Des. 2012, 12(1), 129–134. Copyright © 2012, American Chemical Society.

Fig. 29 The structure of LBO viewed along the c-axis (A), the coordination environment of the Li atom (B) and the B3O7 group (C).
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low, and the solution tended to super cool. Many efforts were made to find suitable flux to reduce the solution viscosity.312–314

Parfeniuk et al. found that introducing MoO3 into the solution can reduce the viscosity of the solution, which was suitable for
growing LBO crystal. After, the Li2O-B2O3-MoO3 system was investigated in detail and new growth techniques for LBO crystals
were also developed.315 In 2010, on the basis of combining the accelerated crucible rotation technique and TSSG methods, Hu’s
group successfully grew LBO crystals along the near-phase-matching angle direction in the LBO-MoO3 solutions, with the LBO
crystal weight of 1.988 kg (Fig. 30).316 In 2014, high-quality single crystal without visible inclusions were grown by Martirosyan
et al. in the Li2O-B2O3-MoO3 system.273,317 In their report, crystals were grown by the Kyropoulos method in a two-zone heating
furnace with vertically positioned heating elements around the muffle. Highly pure Li2P,C2P3, andNpP3 compounds and synthe-
sized LBO powder were used as initial agents, and a concentration of 30 wt% was used to grow LBO crystals.

4.02.4.1.3 Cesium triborate CsB3O5 (CBO)
In 1958, cesium triborate (CBO) was first reported by Krogh-Moe,318 and then the crystal structure of CBO was refined in 1974. It
belongs to 222 point group and crystallizes in the orthorhombic space group P212121 (No. 18) with cell dimensions a ¼ 6.213,
b ¼ 8.521, c ¼ 9.170 Å, Z ¼ 4.319 The unit cell of CBO is shown in Fig. 31. The structure of CBO is very similar to that of LBO which
can be described as an infinite 3D network with spiral chains formed by B3O7 groups. Each of the four exo-ring oxygen atoms is
shared by the surrounding four B3O7 groups with Cs atoms located in the interstices.

In 1989, Chen et al. estimated the SHG coefficients of CBO crystal by the DFT calculation.278 In 1993, Wu et al. grew the
centimeter-scale CBO crystals from the melt and evaluated the SHG coefficients. Meanwhile, the linear and NLO properties of
CBO crystal were also studied.320 The CBO crystals possess high SHG coefficients (d14 ¼ 1.08 pm$V�1, l ¼ 1064 nm),
moderate birefringence (0.0597 at 1064 nm), wide transparency range (0.17–3.0 mm), large laser-induced damage threshold
(26 GW cm�2 for 1 ns pulses at 1053 nm) etc. excellent optical properties, which indicate that CBO is a promising NLO crystal
for NLO frequency conversion in the UV spectral region.278,321–326 However, the severe deliquescence limits its application to
some extent.

Phase equilibrium in the Cs2O-B2O3 system was first reported by Krogh-Moe in 1958,318 then Penin et al. presented a Cs2O-
B2O3 phase diagram in 2003.327 In the view of the phase diagram (Fig. 32), CBO is a congruent compound with the melt point of
835 �C, and has a broad crystallization composition ranging from 67 to 81 mol% B2O3, which indicates that many growth tech-
niques (such as Kyropoulos, Czochralski and TSSG method) could be used to grow CBO single crystals. For example, Kyropoulos
technique using a two-zone resistance-heated furnace was employed to grow the CBO crystal.323,328–330 Platinum crucible with
polycrystalline powder samples of CBO was heated to �900 �C to make the solid completely melt, and then cooled to
837 �C and the seed was introduced to start crystal growth. CBO crystals grown in different seed orientation (a- or c-axis) exhibit
similar morphology. When CBO crystal was grown by Czochralski or TSSG method, appropriate excessive of Cs2O components
can not only reduce the solution viscosity but also make up the volatilization of Cs2O at high temperature.331,332 The grown CBO
crystals often contain a high density of optical scattering centers, which are responsible for the optical loss and reduction in the
harmonic generation efficiency.333 Thus, many efforts are needed for obtaining high-quality CBO crystal. Recently, single crystals
without scattering centers have been successfully grown from the Cs2O-B2O3-MoO3 ternary system by the TSSG method by Liu
et al. (Fig. 33).334

4.02.4.1.4 Cesium lithium borate CsLiB6O10 (CLBO)
CLBO was reported first as NLOmaterials by More et al. in 1995.335 It crystallizes in a tetragonal space group of I�42d (No. 122) with
a ¼ 10.494 Å, c ¼ 8.939 Å, and Z ¼ 4.335 In the structure, two kinds of crystallographically independent B atoms are surrounded by
three and four O atoms forming the BO3 triangle and BO4 tetrahedra, respectively, which further connect via corner-sharing O
atoms to form the fundamental building block B3O7. Furthermore, B3O7 groups are linked with each other to form the final

Fig. 30 LBO crystals grown by Hu’s group with the size of 160 � 150 � 77 mm3 and weight of 1988 g.
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Fig. 31 The structure of CBO viewed along the a-axis (A), the B3O7 groups linked with neighboring four (B) and the coordinated environment of Cs
atom (C).

Fig. 32 The Cs2O-B2O3 phase diagram.

Fig. 33 CBO crystal grown from solution by the seed-submerged growth method. Adapted from Ref. Liu, S.; Zhang, G.; Li, X.; Yang, F.; Bo, Y.; Fu,
P.; Wu, Y. Growth and Characterization of CsB3O5 Crystals Without Scattering Centers. CrystEngComm 2012, 14(14), 4738–4744, with permission
from The Royal Society of Chemistry.
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reticular framework (Fig. 34). The Li and Cs atoms are four and eight-coordinated with O atoms in the CLBO crystal, respectively,
which make them strongly bound in vacant space. Topologically, when the B3O7 groups are considered as 4-connected nodes,
a simplified anionic framework can be described as a point Schläfli symbol of {4̂ 2. 8̂ 4} (Fig. 34).

CLBO is a negative uniaxial crystal exhibiting outstanding NLO properties as a frequency converter including short UV cutoff
edge (180 nm), relatively large SHG coefficient (d36 ¼ 0.95 pm V�1 at 1064 nm), large angular and temperature bandwidths, small
walk-off angles, large laser-induced surface damage threshold (24–26 GW cm�2 for 1.1 ns pulses at 1064 nm), etc.336–339 CLBO
crystal has been used for second-, third-, fourth-, and- even fifth-harmonic generations of the laser frequency conversion.340–344

Unfortunately, CLBO crystals are extremely hygroscopic to make it have a tendency to crack in air at room temperature, which
has greatly limited their application of devices.345,346 During the last few years, some techniques has been put out to promote
the progress in the practical application of CLBO.347,348 For example, the earlier studies show that water impurity of CLBO crystal
can be effectively eliminated by long time heat treatment at 150–160 �C and subsequently in dry atmosphere. Recent studies reveal
that surface degradation due to the invasion of water can be significantly suppressed by Al-doped (Fig. 35).349,350 However, it is
difficult to grow Al-doped CLBO crystals with high-quality.

CLBO is a congruent melting compound with the melting point of 848 �C and the TSSG method has been commonly used to
grow CLBO crystals.350–352 Traditional TSSG is to stir the solution by rotating a seed crystal. However, Sasaki et al. developed an
effective solution stirring technique that add crucible rotation equipment to stir the solution with the high viscosity.353,354 The
improved TSSG technology, defined as solution-stirring TSSG, increases the convection of solution and keeps the solution fully
uniform. In addition, Nishioka et al. found that high quality starting materials could be efficiently prepared from a mixture of
raw materials (Cs2CO3 (99.99%), Li2CO3 (99.99%) and B2O3 (99.999%) in a ratio of 1:1:5.5) and aqueous solution.355,356 The
crystals grown by using this starting material possess an approximately twofold higher LIDT than those grown by the conventional
method.

4.02.4.2 Newly developed ultraviolet nonlinear optical materials

4.02.4.2.1 SBBO family
Sr2Be2B2O7 (SBBO): SBBO was the earliest attempt to overcome the layering tendency of KBBF crystals (described in next section).
Structurally, SBBO belongs to the space group of P�62c (No. 190) and features 2[Be2B2O7]N double layers, in which all the BO3 units
are NLO-active and aligned optimally; the BeO4 units eliminate the dangling bonds of the BO3 units (Fig. 36). SBBO crystal was
considered as an NLO material owing to the large SHG response (about 3.8 � KDP at 1064 nm), short DUV cutoff edge (155 nm),
a moderate birefringence (about 0.062 at 589 nm based on the DFT calculation), as well as a short phase matching wavelength
(about 200 nm).357 Unfortunately, the cohesion forces between the 2[Be2B2O7]N layers make the structure of SBBO instable and
limit its further application.358

K2Al2B2O7 (KABO): In 1998, KABO was reported by Chinese and Japanese scientists as a new NLOmaterial.359,360 It crystallizes
in the trigonal space group P321 (No. 150) with a ¼ 8.5657(9) Å, c ¼ 8.463(2) Å, and Z ¼ 3.361 The structure of KABO contains K
atoms, BO3 groups, and AlO4 groups. All the BO3 groups are approximately parallel to the c-axis which connect with AlO4 tetra-
hedra via corner-sharing O atoms to form [Al2(B2O7)2O]N sheets in the ab plane. The [Al2(B2O7)2O]N sheets are bonded to
each other through O atoms in the AlO4 tetrahedra forming a 3D 3[Al2(B2O7)2O]N framework which exhibits large
11-membered rings along the c-axis where the K atoms are located (Fig. 37).

Fig. 34 The structure of CLBO viewed along the b-axis (A), the topological structure viewed along the c-axis (B) and viewed along the b-axis (C).
The B3O7 groups considered as 4-connected nodes.
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The KABO crystal is transparent far into the DUV region (180–3600 nm). It has a moderate birefringence (0.070 at 1064 nm)
which makes it be phase-matching to 232.5 nm.362 The values of NLO coefficient and laser damage threshold are measured to be
d11 ¼ 0.45 pm V�1 and 15 GW cm�2 under 10 ns pulses at 1064 nm, respectively.362 Besides, KABO has the merits of easy growth
and good radiation resistance to UV light. Single crystal has been grown by the TSSGmethod with NaF as a flux.363 KABO crystal can
be used for the generation of 266 nm laser by FHG and 193 nm laser by SFG of Nd-based laser systems.364 For a long time, KABO
crystal is shown to exhibit abnormal UV absorption around 230 nm, which is proved to be caused by Fe impurities and thus reduce
the conversion efficiency from 532 nm to 266 nm. Faced with this, large and high optical quality KABO crystals were grown in

Fig. 35 Photograph of as-grown crystals in the Cs2O-Li2O-B2O3-MoO3 system: (A) undoped CLBO; (B) 2.5% Al-doped CLBO; (C) 5% Al-doped
CLBO.

Fig. 36 The structure of SBBO viewed along the a-axis (A), the single-layer 2[BeBO4]N (B) and the double-layer 2[Be2B2O7]N stretching in the ab
plane with the Sr atoms located in the voids (C).

Fig. 37 The structure of KABO viewed along the a-axis (A), the [Al2(B2O7)2O]N sheets in the ab plane with the K atoms located in the voids (B).
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a non-oxygen atmosphere by Chen et al. in 2011 for the first time, which effectively eliminated the abnormal absorption in the UV
region.365 A 280 mW average output power was obtained by using a 8.85-mm-thick KABO crystal through fourth-harmonic gener-
ation of Nd: YAG laser with 10 kHz, 10 ns pulse.

K3Ba3Li2Al4B6O20F, K3Sr3Li2Al4B6O20F and Rb3Ba3Li2Al4B6O20F: In 2016, Luo et al. reported K3Ba3Li2Al4B6O20F with a frame-
work structure that exhibits the structural merits of SBBO double-layer configuration.366 It crystallizes in the hexagonal P�62c (No.
190) space group with 0D isolated BO3 units. The BO3 units are linked by the AlO4 and LiO3F tetrahedra forming 2[LiAl2B3O10F]N
sheets stretching in the ab plane, which are further linked along the c-axis by AleO and LieF bonds to form the 2[Li2Al4B6O20F]N
double layers. The 2[Li2Al4B6O20F]N double layers are linked by the Ba cations, while the K cations are located in the interlayers
(Fig. 38). The K3Ba3Li2Al4B6O20F crystal preserves the excellent NLO properties, including a DUV absorption edge of 190 nm,
a sufficiently large SHG response of 1.5 � KDP and a suitable birefringence (�0.068 at 852.1 nm), which make it have the potential
to generate the 266 nm coherent light by a direct SHG process.367 In 2018, Luo et al. reported that the single crystal with sizes up to
18 � 13 � 8 mm3 has been grown by the TSSG method.367

In 2017, two more new members in this family, K3Sr3Li2Al4B6O20F and Rb3Ba3Li2Al4B6O20F, were reported nearly simulta-
neously by Luo et al.368 and Halasyamani et al.369,370 Their structures both feature the similar [Li2Al4B6O20F]N double layers
with K3Ba3Li2Al4B6O20F, while they crystallize in different space groups of P�62c (No. 190) and R32 (No. 155), respectively.
Both crystals exhibit absorption edges below 200 nm, satisfactory SHG responses (1.7 and 1.5 � KDP), moderate birefringence
(0.0637 and 0.057 at 1064 nm for K3Sr3Li2Al4B6O20F and Rb3Ba3Li2Al4B6O20F), and shortest type I SHG wavelengths below
266 nm (224 and 243 nm).368–371 Thus, together with K3Ba3Li2Al4B6O20F analog, they are all potential candidates to generate
266 nm radiation by direct SHG method. The centimeter-size K3Sr3Li2Al4B6O20F and Rb3Ba3Li2Al4B6O20F crystals can be grown
by the TSSG with a Li2O-SrF2/BaF2-B2O3 flux.

369–371

4.02.4.2.2 Other materials
Li4Sr(BO3)2: The Li4Sr(BO3)2 crystal was obtained first by Luo et al. in 2014 with the low symmetry of Cc (No. 9).372 The structure is
built up of isolated BO3 units and Li and Sr cations (Fig. 39). Li4Sr(BO3)2 crystals without layering tendency were initially grown by
the TSSGmethod from the self-flux system.372 It shows a UV absorption cutoff edge of 186 nmmeasured based on powders. Owing
to the optically aligned NLO-active anionic groups in the structure of Li4Sr(BO3)2, the powder SHG responses of Li4Sr(BO3)2 are
detected to be �2 � KDP under incident laser at 1064 nm.372 The theoretical birefringence of 0.056 at 532 nm for Li4Sr(BO3)2 is
sufficient for the phase-matching in the SHG process of 1064 and 532 nm incident lasers. However, attributable to the lack of large
single crystals, the SHG coefficients, laser damage threshold and birefringence have not yet been experimentally measured.

Ba3(ZnB5O10)PO4 (BZBP): BZBP was synthesized by Halasyamani et al. in 2015.373 The BZBP crystals with sizes up to
9 � 7 � 3 mm3 were grown from H3BO3-ZnO flux by TSSG method. BZBP crystallizes in the noncentrosymmetric orthorhombic
polar space group Pmn21 (No. 31). In the structure, BO3 and BO4 units are linked by corner-sharing O atoms to form the
2[B5O10]N layers stretching in the ac plane with the large channels, where the isolated PO4 units are located. The

2[B5O10]N layers
connect with ZnO4 tetrahedra to create a 3[ZnB5O10]N framework, and the Ba atoms and isolated PO4 tetrahedra are located in the
voids (Fig. 40). BZBP crystal exhibits a DUV absorption edge (180 nm), large SHG responses (�4 � KDP based on the powder SHG
measurement at 1064 nm), while it has a small birefringence (�0.04 at 532 nm).373,374 Besides, the crystal is stable in both air and
water and melts congruently, enabling the facile growth of large single crystals.

Fig. 38 The structure of K3Ba3Li2Al4B6O20F viewed along the a-axis (A), the 2[LiAl2B3O10F]N sheets (B), and the 2[Li2Al4B6O20F]N double layers
stretching in the ab plane.
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M2(OH)3NO3 (M]Ba, Sr): M2(OH)3NO3 (M]Ba, Sr) were synthesized first by Simone et al. in 2007,375 and Huang and Dong
et al.376 reported their NLO properties in 2015 and 2018, respectively. Sr2(OH)3NO3 and Ba2(OH)3NO3 crystal are isostructural
and belong to the hexagonal space group P�62m (No. 189). Their structures are built by M cations, OH and plane NO3 units
(Fig. 41). They exhibit large NLO effects (3.6 and 4 � KDP for Sr2(OH)3NO3 and Ba2(OH)3NO3) and moderate birefringence
of 0.08 at 589.6 nm for Ba2(OH)3NO3 owing to the alignment of the NO3 units (the birefringence for Sr2(OH)3NO3 has not
been reported due to the lack of suitable crystal). Moreover, thermal studies have shown that Sr2(OH)3NO3 and Ba2(OH)3NO3

can be stable up to 450 �C and 320 �C, respectively. Both of them have UV absorption edges shorter than 200 nm, and
Ba2(OH)3NO3 crystal exhibits good physicochemical stabilities.

4.02.5 Deep-ultraviolet nonlinear optical materials

Deep-Ultraviolet (DUV) light sources with wavelength ranges shorter than 200 nm play an important role in photoemission spec-
troscopy, laser processing, precise micromachining, chemical reaction dynamics, surface physics, semiconductor materials and other
scientific and industrial frontier fields.377–379 Several approaches, including synchrotron radiation, gas discharge lamps (He and Xe),
excimer lasers (193 nm ArF and 157 nm F2 pulsed lasers), free electron lasers, and nonlinear frequency conversion can generate the
DUV light.380–383 Remarkably, nonlinear frequency conversion has a great application prospecting producing DUV coherent light
based on cascaded SHG with a diode-pumped solid-state laser as the fundamental pump.378,379,384–387 So far, SHG with a KBe2-
BO3F2 (KBBF) NLO crystal is the best way, which is both precise and practical.388,389 However, the layering growth habit in the
KBBF crystal brings significant challenge of single-crystal growth. In last decades, in addition to improve the growth techniques
of KBBF, some crystals with potential application as DUV NLO materials have been explored which are introduced in this chapter.

Fig. 39 The structure of Li4Sr(BO3)2 viewed along the a-axis (A), the pseud layer viewed along the c-axis built by isolated BO3 units and Li and Sr
atoms (B) and the pseudo layer viewed along the c-axis built by isolated BO3 units and Li atoms (C).

Fig. 40 The structure of BZBP viewed along the c-axis (A) and the 2[B5O10]N layers stretching in the ac plane (B).
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4.02.5.1 Representative deep-ultraviolet nonlinear optical materials

4.02.5.1.1 Potassium aluminum borate KBe2BO3F2 (KBBF)
KBBF compound was first synthesized in the KBF4-BeO system by former Soviet Union scientists in 1968.390 In 1990s, Chen’s group
successfully grew KBBF single crystal with the size of about 10 � 10 � 0.3 mm3 by using the top-seeded high temperature flux
method and they reported that KBBF was a promising DUV NLO material and might achieve sixth-harmonic generation of Nd-
based lasers.391,392

KBBF crystal was finally determined to crystallize in the trigonal system with the space group of R32 (No. 155). Its unit cell
dimensions are a ¼ 4.427 Å, c ¼ 18.774 Å, and Z ¼ 3. In the structure of KBBF, the BO3 and BeO3F units are linked by corner-
sharing O atoms forming the 2D infinite planar 2[Be2BO3F2]N layer optimally aligned in the ab-plane (Fig. 42). The 2[Be2BO3F2]N
layers are connected by the KeF ionic bond. Thus, the weak interactions between the layers make it difficult to grow along the direc-
tion of [001].

KBBF has excellent optical properties and is the sole NLO material that can successfully applied in DUV laser through the SHG
method. The UV cutoff edge of KBBF is 147 nm which blueshifts 42 nm compared to that of the BBO crystal. According to the anion
group theory reported by Chen et al. terminal O atoms of the BO3 units are linked with BeO3F units in KBBF crystal to eliminate the
dangling bonds, which are beneficial to increase the band gap.393–395 And the moderate birefringence (0.77 at 1064 nm) makes it
have wide phase-matching wavelength range (shortest phase-matching wavelength <200 nm).396,397 Maker fringes measurement
shows that the d11 coefficient of KBBF is 0.47 pm V�1 whichmatches well with the calculated value of 0.351 pm V�1.398 Preliminary
measurements show that the damage threshold of KBBF is as high as 900 GW cm�2 and 72 J cm�2 to the following laser parameters
of 1064 nm, 80 ps, 1 Hz, and 60 GW cm�2 at 390 nm with a 200 fs pulse width and 1 kHz repetition rate laser.399 With the opti-
cally contacted KBBF-prism-coupled device, the sixth harmonic of Nd-based lasers and fourth harmonic of Ti:sapphire lasers have
been successfully generated.378,400,401 In 2016, the shortest solid-state laser wavelength generated is 164.9 nm which was demon-
strated by the eighth harmonic generation based on a 1319 nm Nd:YAG laser.402

KBBF crystals can be grown by the flux method and the hydrothermal method.397,403,404 Unfortunately, it is found that KBBF
crystals grown by the hydrothermal method have intrinsic structural problems, which results in the very weak SHG responses,
and the conversion efficiency is 1–2 orders of magnitude lower than that of flux-grown crystals, which makes it difficult to be
used practically.405,406 So far, the practically used crystals have been grown by the flux method. Polycrystalline KBBF prepared
by a traditional solid reaction with the stoichiometric amounts of BeO, KBF4, and B2O3 were put into platinum crucible and sealed.
The crucible was heated above to 700 �C and hold at this temperature for about 50 h. Notably, all the operations must be performed
in a ventilated system to protect the operators from BeO toxicity. Using the flux method, the crystal is grown in a high-temperature
solution growth process, in which KBBF crystallizes out of a molten KBBF and self-flux composition (KF þ B2O3). Up to now, many
attempts to grow KBBF crystal by seeded technique were unsuccessful, so its crystal growth was performed by spontaneous nucle-
ation.407 The crystal can be obtained after the residues in the crucible are dissolved by dilute acid.

Fig. 42 The whole structure of KBBF viewed along the a-axis (A) and the planar 2[Be2BO3F2]N layer optimally aligned in the ab plane (B).

Fig. 41 The structure of Ba2(OH)3NO3 viewed along the c-axis (A) and the coordinated environment of Ba cations (B).
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Different from seeded growth technique, the spontaneous nucleation growth technique always forms many small crystals. Chen
et al. developed the “localized spontaneous nucleation technique”, which can control or restrict nucleation over one spot or
a narrow region where the crystal starts to grow, and which can combine with the temperature oscillation in the early stages of
growth to further select relatively one single nucleus for growth. Fig. 43 shows the temperature-oscillation process and the as-
grown KBBF crystal grown by Chen et al.407

4.02.5.2 Newly developed deep-ultraviolet nonlinear optical materials

4.02.5.2.1 KBBF family
RbBe2BO3F2 (RBBF): RBBF crystal was synthesized first by former Soviet Union scientists in 1975, which determined that its struc-
ture belongs to the monoclinic system with the space group C2 (No. 5).408 Later, Chen et al. collected and integrated the single-
crystal X-ray diffraction data based on the grown single crystal and refined the structure and proved that it belongs to the uniaxial
and hexagonal system R32 (No. 155) with unit cell dimensions a ¼ 4.434 Å, c ¼ 19.758 Å, and Z ¼ 3.409 The crystal structure of
RBBF is similar to that of KBBF. Its structure is made up of an infinite lattice network of 2[Be2BO3F2]N extended in the ab-plane
with the Rb atoms located between the layers (Fig. 44). The distance between neighboring layer is about 6.3 Å and the weak
RbeF interactions connect the layers to grow thicker crystals difficultly, like KBBF.

RBBF and KBBF have similar crystal growth habit and similar optical properties. Its NLO effect values of 1.15 � KDP at 1064 nm,
and it possesses moderate birefringence (0.073 at 1064 nm) and a short phase-matching cutoff edge (170 nm) that can be used to
direct SHGmethod to generate DUV laser. At present, RBBF has been experimentally shown to produce DUV coherent laser through
direct SHG.410 However, compared with KBBF, the layered behavior of RBBF is not improved, which still limits the device
application.

NH4Be2BO3F2: In 2015, Ye and Lin et al. predicted NH4Be2BO3F2 (ABBF) first by optimizing the KBBF structure by replacing
monovalent Kþ with NH4

þ.411 Subsequently, centimeter-level ABBF was successfully synthesized by the hydrothermal method
in 2018.412 ABBF exhibits a similar structure with KBBF. It crystallizes in R32 (No. 155) space group with the unit cell parameters
a ¼ 4.441, c ¼ 19.909 Å, Z ¼ 3. The NH4

þ groups occupy the sites of Kþ cations and are located between the 2[Be2BO3F2]N layers in
which the NeH/F hydrogen bonding interactions form the final architecture (Fig. 45). The distance of the HeF bond (1.993 Å) in
ABBF is shorter than that of KeF (2.765 Å) in KBBF, indicating the stronger interlayer binding force in ABBF, which effectively
improve the layered behavior. In addition, ABBF also preserves the NLO-favorable features, such as a suitable SHG response
(1.2 � KDP at 1064 nm), moderate calculated birefringence (0.057 at 400 nm), and wide transparency range (153–2000 nm),
but the more physicochemical properties need further evaluation by growing larger-size single crystals.

NaBe2BO3F2 (NBBF): The NBBF compound was first reported by Batdtna, and it was first considered to be promising DUV NLO
material by Mei et al. in 1993.413 NBBF crystal is the member of KBBF family, but in contrast with other crystal of KBBF-family,
including KBBF, it crystallizes in the monoclinic system with the unit cell parameters a ¼ 12.643 Å, b ¼ 8.729 Å, c ¼ 7.591 Å,

Fig. 43 The temperature-oscillation illustration in the phase diagram (A), as-grown crystal (B) and device of KBBF (C), scheme of a special prism-
coupling equipment with KBBF crystal (D).
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b ¼ 113.6�. Its structure is built by the 2D 2[Be2BO3F2]N layers and 1D 1[NaF]N chains, and they are connected by NaeF ionic
bonding (Fig. 46). The unequal NaeF bonds form distorted polyhedron breaking the threefold rotation symmetry in R32 (No.
155) and therefore, the crystal adopts the lower space group C2 (No. 5). However, NBBF retains the excellent optical properties
confirmed by some experimental results: short-wavelength absorption edge (lcutoff ¼ 155 nm), a comparative SHG coefficient
(1.1 � KBBF) and a moderate birefringence (0.091 at 200 nm).414 Recently, the NBBF crystal with dimensions of
20 � 20 � 1.5 mm3 has been grown from the NaBF4-NaF-B2O3 flux system.414

g-Be2BO3F (g-BBF): g-BBF was synthesized through high-pressure solid state reaction in a sealed platinum tube by Lin
et al.412 It crystallizes in R32 (No. 155) space group with the cell dimensions of a ¼ 4.4398 Å, c ¼ 12.4697 Å, Z ¼ 3. g-BBF
exhibits a similar structure with KBBF and also preserves the NLO-favorable properties. Notably, The BeeF ionic bond
(1.568 Å) in g-BBF exhibits super strong bond ability between the adjacent 2[Be2BO3F2]N layers (Fig. 47), and the inter-
layer spacing has been greatly shortened to 4.157 Å, which is much shorter than that in KBBF (6.25 Å). However, there are
still no large enough crystals for further physical and chemical properties evaluation, thus, more efforts on crystal growth
are needed.

Fig. 44 The whole structure of RBBF viewed along the a-axis (A), the 2[Be2BO3F2]N extended in the ab plane (B) and the 2[RbF]N layer (C).

Fig. 45 The structure of ABBF viewed along the a-axis.
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4.02.5.2.2 Fluorooxoborates
In recent years, fluorooxoborates containing both BeO and BeF covalent bonds are widely researched due to its exciting optical
properties, especially in the DUV spectral range. It has been recognized that the partial O/F substitutions in the BO4 tetrahedra form-
ing the BOXF4-X units reduce the symmetry, which is beneficial to obtain the non-centrosymmetric structures. The non-bridge O
atoms are replaced by F atoms in the borate can eliminate the dangling bonds and lead to a wide UV transmission region; Compared
to BO4 in borates, the BOXF4-X units in fluorooxoborates possess comparable or even superior properties in terms of polarizability
anisotropy, hyperpolarizability, and band gap.415–417 Therefore, a series of fluorooxoborates with excellent optical properties and
potential applications of DUV NLO materials have been synthesized and reported, such as Li2B6O9F2, NH4B4O6F (ABF), CsB4O6F
(CBF), CaB5O7F3, and SrB5O7F3, etc.

4.02.5.2.2.1 ABF family
NH4B4O6F (ABF): ABF crystallizes in an orthorhombic crystal system and polar space group Pna21 (No. 33) with the cell dimen-
sions of a ¼ 7.5457 (14) Å, b ¼ 11.177 (2) Å, c ¼ 6.5805 (13) Å, Z ¼ 3, which was refined based on the X-ray diffraction dada at
140 K.418 Its structure features 2[B4O6F]N layered configurations with NH4

þ cations located between the individual layers, and the
hydrogen bonds connect the layers to construct the final 3D framework. As shown in Fig. 48A, the structure of ABF exhibits similar
structural features of KBBF. The BO3 units align almost in the same direction and the dangling bonds of terminal O atoms are elim-
inated by the BO3F groups, which are beneficial for a short UV cutoff edge. The layer spacing in ABF is reduced from 6.25 Å in KBBF
to �3.8 Å, resulting in improved interlayer interactions. In addition, the wide transparency range, large SHG effect (�2.3 KBBF),
short PM SHG wavelength (down to 158 nm) indicate that ABF crystal is a promising DUV NLO candidate material.418

Subsequently, a series of new fluorooxoborates, CsB4O6F (CBF), NaB4O6F (NBF), RbB4O6F (RBF), CsKB8O12F2 (CKBF) and
CsRbB8O12F2 (CRBF), etc., were synthesized.419–421 Although their structure exhibits similar 2D 2[B4O6F]N layered features of
ABF, the FBBs of BO3 and BO3F have different connection style (Fig. 48). The FBBs of NBF and RBF are composed of near-
planar rings B3O6 and tetrahedral BO3F units, while others are made up of non-planar rings B3O6F and trigonal BO3 units
(Fig. 48). According to the experimental and theoretical results, they exhibit sufficiently large powder SHG efficiencies (0.9–
1.9 � KDP at 1064 nm), short DUV absorption edges (all lower than 180 nm), as well as the short DUV SHG phase-matching wave-
lengths (experimental values of CBF is 172 nm, calculated values of other four crystals are from 166 nm to171 nm). These results
suggest that they have great potential to generate DUV light once they are grown to sizable crystals.

CsAlB3O6F (CABF): CABF crystallizes in the orthorhombic polar space group Pna21 (No. 33).422 The crystal structure shows
some similarities to that of CBF (Fig. 48G), in which the BO3F unit is replaced by AlO3F tetrahedron to build the 2D 2[AlB3O6F]N

Fig. 46 The structure of NBBF viewed along the c-axis (A) and 1D [NaF]N chains viewed along the a-axis (B).

Fig. 47 The structure of BBF viewed along the a-axis (A) and viewed along the c-axis (B).
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Fig. 48 The structure of ABF (A), NBF (B), RBF (C), CBF (D), CKBF (E), CRBF (F) and CABF (G).
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layers and the Csþ cations reside in the interlayer space. CABF exhibits a high optical transmittance with absorption edge shorter
than 190 nm, large powder SHG intensities (2.0 � KDP), and suitable birefringence (calculated value of 0.091 at 1064 nm) for
phase-matching under 200 nm, so that CABF crystal is considered as the candidate for DUV NLO materials. However, the large-
size crystals need to be grown for further evaluation.

4.02.5.2.2.2 Other fluorooxoborates
Li2B6O9F2 and MB5O7F3 (M]Ca or Sr): They are studied as DUV NLO materials.415,423–426 A branched 3D framework is built by
B6O11F2 FBBs in the structures of L2B6O9F2 (Fig. 49). And the 2D zigzag 2[B5O7F3]N single layers composed of B5O9F3 FBBs in the
structures of MB5O7F3 (M]Ca or Sr) are shown in Fig. 50. Both L2B6O9F2 and MB5O7F3 (M]Ca or Sr) have short UV absorption
wavelength (<190 nm), moderate birefringence (�0.07 at 1064 nm), suitable powder SHG efficiencies (0.9–2.3 � KDP at
1064 nm), as well as short deep-UV SHG phase-matching wavelengths (calculated values from 171 nm to 192 nm). Notably,
the experimental evaluation for these fluorooxoborates phase-matching in the DUV spectra range is lacked, which determines
whether they can be practically applied as DUV NLO crystals.

4.02.5.2.3 Other materials
Fluorophosphates: NaNH4PO3F$H2O is the first example among all the available phosphates and fluorophosphates that could be
phase-matchable in the DUV spectral region. It structure features unique 2[NaPO3F$H2O]N layer bonded by the NeH/O bonds
(Fig. 51). The polar PeF bonds of the PO3F units lead to the strong anisotropy of unoccupied states around the P atom, which
results in the larger birefringence (0.046 and at 1064 nm) than most of other phosphates and moderate powder SHG responds
(1.1 � KDP). Owing to such a large birefringence, the shortest PM wavelength of NaNH4PO3F$H2O is blue-shifted to 194 nm,
which is much shorter than that of KDP (258 nm).427 The laser induced damage threshold is measured to be 118.1 MW cm�2.
The SHG processes from 800, 670, and 630 to their second harmonic 400, 335, and 315 nm were obtained based on the [010]
wafers of NaNH4PO3F$H2O. Besides, it had been grown to the size of 14 � 9 � 2.3 mm3 by dissolving the starting materials in
water and precipitating the product using acetone, which shows feasible growth of large crystals. Thus, in contrast to known phos-
phates, fluorophosphates with improved optical properties might also be suitable for DUV applications.

AEB8O15H4 (AE]Sr, Ca): Recently, Lin group screened from the inorganic structure database and found that two hydroxybo-
rates AEB8O15H4 (AE]Ca, Sr, abbreviated CBOH and SBOH) exhibited excellent NLO properties.428 They crystallize in the space
group of P21 (No. 4), and the BO3, BO2(OH) and BO4 basic units connect via corner-sharing O atoms to form the B8O17H4 FBBs.
The B8O17H4 FBBs are further linked to form the branched 2[B8O15H4]N layer stacking along the a-axis, and each adjacent layers are
bonded mainly by the SreO bonds (Fig. 52). Theoretical and experimental results demonstrate that they can realize large bandgaps
(Eg ¼ 7.43 and 7.02 eV), strong SHG effects (2 � KDP and 1.8 � KDP) and sufficient birefringence (�0.093 and 0.087), respec-
tively. First-principles analyses show that the balanced properties are closely related to the introduction of H. In addition,
CBOH and SBOH have the shortest phase-matching wavelength reaching to 174 and 185 nm, respectively, according to the first-
principles calculations, which indicate that they have potential applications in the DUV region. At present, the single crystals of
submillimeter-level CBOH and polycrystalline powders of SBOH can be synthesized by the hydrothermal method. However, the
large-size crystals should be grown for more performance evaluations in DUV lasers applications.

Carbonates: The carbonate fluorides ABCO3F (A]K, Rb, Cs; B]Ca, Sr) (abbreviated as ABCO3F family) were synthesized by
spontaneous crystallization with molten fluxes by Zou and Ye et al.429 ASrCO3F (A]K, Rb) and KCaCO3F are isostructural and
crystallize into a hexagonal crystal system with an acentric space group of Pm2 (No. 187), and RbCaCO3F and CsCaCO3F are iso-
structural and also crystallize in the space group of Pm2. In their crystal structure, the CO3 basic units have a coplanar arrangement

Fig. 49 The structure of L2B6O9F2 viewed along the a-axis (A), the B6O11F2 FBB (B) and the coordination environment of Li atoms (C).
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Fig. 50 The structure of SrB5O7F3 viewed along the a-axis (A), the single layer with large channels stretching in ac plane (B), the B5O9F3 FBB
(C) and the coordination environment of Sr atom (D).

Fig. 51 The structure of NaNH4PO3F$H2O viewed along the a-axis (A), the [NaPO3F$H2O] layer viewed along the b-axis (B) and the coordinated
environment of Na atom (C).

Fig. 52 The structure of SrB8O15H4 viewed along the a-axis (A), a branched 2[B8O15H4]N layer stretching in the ab plane (B) and the coordination
environment of Sr atom (C).
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in the ab plane, giving the contribution to a large birefringence and macroscopic SHG effect. However, the different orientations of
CO3 units in ABCO3F family directed mainly by the different coordination behaviors of the B-site cations result in a different
nonlinearity for these carbonates. For ASrCO3F (A]K, Rb) and KCaCO3F, the B-site cations are in eight-coordinate [BO6F2] hexag-
onal bipyramids (Fig. 53), which makes all the CO3 units align parallelly in the ab plane and give the maximum contribution to the
large macroscopic SHG effects (3.33–3.61 � KDP at 1064 nm). While in the structure of RbCaCO3F and CsCaCO3F crystal, the B-
site cations are in seven-coordinate pentagonal bipyramids[BO5F2], which make one-third of the CO3 units align antiparallelly to
the others, weakening the SHG coefficients to 1.11 � KDP at 1064 nm. And they have been evaluated and shown the potential
applications as DUV crystals due to the short-wavelength absorption edges (<200 resulted from the UV-vis diffuse reflectance spec-
troscopy studies) and the sufficient birefringences (calculated values from 0.102–0.116 at 1064 nm by Lin group) enable phase-
matching to the DUV spectra.430

4.02.6 Conclusion

This chapter briefly summarized the developments of primary inorganic nonlinear optical materials, including their structures,
linear and nonlinear optical properties, single-crystal growth and applications in the laser system. Through the analysis of the rela-
tionship between the structures and the properties, some ideas of material design were put forward which have served as a guide to
create excellent and exciting nonlinear optical materials. Since the laser was invented, the better part of the past six decades has wit-
nessed the thriving of inorganic nonlinear optical materials. However, commercial inorganic nonlinear materials are still few and
cannot meet social needs. The growth of single crystal with large size and high optical quality is one of the problems that need to be
solved urgently at present.
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the coordination environment of Rb (D) and Sr (E) atoms; The whole structure of RbCaCO3F viewed along the a-axis (F), the 2[RbF]N layer (I) and
the 2[CaCO3]N layer (J) stretching in the bc plane, the coordination environment of Rb (K) and Ca (L) atoms.
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Abstract

In this chapter, the chemistry of the thermoelectric materials is discussed. First a basic introduction to the thermoelectrics
phenomena, fundamental materials parameters, and potential device applications is provided. Then, basic approaches to
optimize thermoelectric properties are discussed by relating phonon and electronic structure to heat and charge transport
properties, respectively, in both single-phase materials and multi-phase composites. The next four sections cover selected
examples from different families of materials to emphasize the chemical and structural diversity of thermoelectrics, to
provide examples of state-of-the-art thermoelectric materials, and to illustrate the aforementioned optimization strategies.
The described materials include: classic thermoelectric materials, such as Bi2Te3 and Si-Ge alloys; tetrel monochalcogenides
with record-high thermoelectric performance at elevated temperatures; earth-abundant, inexpensive, and environmentally-
benign Mg-containing thermoelectrics; as well as compounds with complex crystal structures that exhibit atomic disorder
and rattling species that aid in decoupling electron-phonon interactions.

*All authors equally contributed to this work.
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4.03.1 Introduction to thermoelectrics

Modern society is highly reliant on energy. Besides all the issues associated with energy generation, the utilization of energy is
a process where significant losses occur. Lawrence Livermore National Laboratory monitors the annual generation and consumption
of energy in the US (Fig. 1).1 This flowchart shows that more than 2/3 of the energy generated in 2020 was wasted. Converting even
2% of the rejected energy into a useful form would be comparable to all the energy generated by photovoltaics. When reading this
chapter, you are emitting �100 W (J,s) which is comparable to the emission of incandescent light bulb. A gasoline combustion
car’s efficiency is 30–35% and majority of the wasted energy is in the form of heat. The majority of industrial processes, such as
fossil fuel power plants or steelmaking, involve heating and the emission of heat. In this chapter, we discuss thermoelectric (TE)
materials which are used in solid state devices and capable of direct conversion of heat into electrical energy, and vice versa, to
aid in waste heat reduction and recovery.

An attractive idea of utilizing a thermal gradient to generate useful energy was recognized a while ago and popularized in science
fiction. Back in 1870, thermoelectric power generation was proposed in the classic novel “Twenty Thousand Leagues under the Sea”
by Jules Verne. He proposed that the submarine of the main hero, Captain Nemo, was powered by a thermoelectric generator: “.by
establishing a circuit between two wires immersed to different depths, I’d be able to obtain electricity through the diverging temperatures they
experience.” 2 Another attractive idea originating in science fiction is using nuclear fuel to replace fossil fuels, such as for driving
a car or navigating a ship. For a large ship or submarine, it is feasible to have the complex assembly of a nuclear reactor on board
with all the associated safety concerns. For small cars, the only promise for this technology is to convert heat from radioisotope
decay directly into electrical energy using a thermoelectric device. This concept has long been realized in practice by the National
Aeronautics and Space Administration (NASA) who pioneered the use of TE power generators. Missions to explore deep space, outer
planets, or extraterrestrial surfaces cannot rely on solar energy and must have an autonomous, reliable, and long-lasting power
source. For example, Voyager 1, the farthest human-made object from Earth in February 2022, is powered by a thermoelectric radio-
isotope power generator (RTG). In RTGs, the radioactive decay of a 238Pu source produces heat which is converted to electrical
power by a thermoelectric generator. As of January 2022, 44 years since its launch, the RTG in Voyager 1 still provides power for

Fig. 1 The Estimated US energy consumption in 2020 created by Lawrence Livermore National Laboratory under auspices of the US Department of
Energy. A quad is a unit of energy equal to 1015 BTU, or 1.055 � 1018 J. The British thermal unit (BTU) is the amount of heat required to raise the
temperature of one pound of water by one degree Fahrenheit. 1 BTU ¼ 1055 J. Source: LLNL March, 2021. Data is based on DOE/EIA HER (2020). If
this information or a reproduction of it is used, credit must be given to the Lawrence Livermore National Laboratory and the Department of Energy,
under whose auspices the work was performed. Distributed electricity represents only retail electricity sales and does not include self-generation. EIA
reports consumption of renewable resources (i.e., hydro, wind, geothermal and solar) for electricity in BTU-equivalent values by assuming a typical
fossil fuel plant heat rate. The efficiency of electricity production is calculated as the total retail electricity delivered divided by the primary energy
input into electricity generation. End use efficiency is estimated as 65% for the residential sector, 65% for the commercial sector, 21% for the
transportation sector and 49% for the industrial sector, which was updated in 2017 to reflect DOE’s analysis of manufacturing. Totals may not equal
sum of components due to independent rounding. LLNL-MI-410527.
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the mission.3 In addition to other NASA missions for deep space exploration (New Horizons, Cassini-Huygens, etc.), two recent
Mars exploration rovers are also powered by RTGs: Curiosity and Perseverance (Fig. 2).4

The thermoelectric phenomena were discovered in the beginning of the 19th century. The Seebeck effect is named after the
discoverer, Thomas Seebeck. He observed that heating one of two junctions of wires of two different metals deflected a compass
magnet; moreover, the deviation of the compass increased with increasing temperature difference of the two junctions.5 In the
current interpretation, placing a material in a temperature gradient creates a potential because charge carriers excited by the temper-
ature gradient diffuse toward the colder, lower energy boundary. When two materials with opposite charge carrier typesdi.e.,
a p-type semiconductor (holes are the majority carriers) and an n-type semiconductor (electrons are the majority carriers)dare con-
nected in series and placed in a temperature gradient, an electrical current is generated (Fig. 3A). This is the basis for a thermoelectric
generator. The opposite effect, known as the Peltier effect, was discovered several years later by Jean Charles Athanase Peltier during an
experiment where he passed an electric current through a circuit composed of two wires of different metals. Peltierwas able to obtain
either heating or cooling of the junction depending on the direction of the current.6 In the Peltier process, the application of
a voltage bias causes cooling of the working junction due to the removal of charge carriers. Considering a TE device composed
of two materials, the application of a current induces a temperature gradient, as in the Seebeck effect (Fig. 3B). The term, thermo-
electric, was introduced by Hans Christian Ørsted upon realization of the first thermoelectric device.7 A more detailed history of the
thermoelectric effect discovery is provided in Beretta et al.8

The basic advantages of thermoelectrics are due to the solid-state nature of the devicesdthey are small in size, have no moving
parts, no vibrations, and thus have very long lifetimes. The Voyager RTG, which was manufactured using 1970s technology, is still
operational today after 44 years. After the discovery and misinterpretation of the basic physics behind the Peltier and Seebeck
effects, thermoelectrics found no application for almost a century. However, in the mid-20th century, research studying semicon-
ductors as thermoelectrics was performed by Abram Fedorovich Ioffe and inspired a burgeoning interest in thermoelectric applica-
tions.9 Several traditional thermoelectric materials used today are based on Bi2Te3, PbTe, and SiGe.10–12

Nowadays, TE materials are used for both cooling and waste heat conversion purposes. Peltier coolers are implemented in appli-
cations where reliability and precise temperature control are required, such as in CCD (charge-coupled device) detectors or in the
heat sinks of microprocessors. Passenger-selective TE cooling in automobiles is an attractive, energy efficient, and actively-
developing replacement to convection air-conditioning. The absence of vibrations is crucial for wine coolers which therefore often
rely on thermoelectric-based cooling. However, the lower conversion efficacy of TE coolers prevents them from being competitive
with modern compressor-based refrigerators. Heat conversion applications range from converting different sources of heat from the
human body to power portable electronics and medical sensors, to modules in the exhaust pipe of the combustion engine vehicles.
However, for these technologies to come to commercial fruition, the energy conversion efficiencies of these generators must be
enhanced.13

Fig. 2 NASA’s Perseverance Mars rover took a selfie. This image was taken by the WASTON camera on the rover’s robotic arm on April 6, 2021,
the 46th Martian day, or sol, of the mission. Credits: NASA/JPL-Caltech/MSSS. RTG radiator is pointed out in the back.

Thermoelectric materials 47



4.03.1.1 Basic thermoelectric parameters related to efficiency

The efficiency of the thermoelectric generator describes its ability to convert thermal energy into useful electrical energy. For TE
coolers it is oppositedthe ability to convert applied electrical energy into cooling power. Formally, a thermoelectric generator’s effi-
ciency, h, is defined as the ratio of the energy provided at the electrical load to the heat energy absorbed at the hot junction. Accord-
ing to the basic principles of thermodynamics, the Carnot theorem postulates that for any heat engine operating between a cold

temperature, TC, and a hot temperature, TH, themaximum efficiency is hCarnot ¼ TH�TC
TH

. This idealized efficiency cannot be practically

obtained, and any engine will have lower than Carnot efficiency. For the thermoelectric generator, efficiency hTM depends on the
intrinsic properties of the specific materials used:

hTM ¼ TH � TC
TH

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Z�T

p
� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ Z�T
p

þ TC
TH

(1)

where �T ¼ THþTC
2 .14 Individual p- and n-type materials can be described by the parameter z which summarizes a material’s intrinsic

transport properties. The thermoelectric figure-of-merit, zT, is a product of z and temperature; this value is preferred to describe
a material’s thermoelectric efficiency because zT is dimensionless.

zT ¼ S2s
k

T (2)

In Eq. (2), S is the thermopower (mVK�1), also called Seebeck coefficient; T is the absolute temperature (K); s is the electrical
conductivity (U�1 m�1); and k is the thermal conductivity (Wm�1 K�1).14 A positive value for thermopower indicates that holes
are the primary charge carrier (p-type), while negative Seebeck corresponds to electrons as the main carrier (n-type).

For a material to be an efficient thermoelectric, it should conduct electricity well (high s) to pass current through and conduct
heat poorly (low k) to maintain the thermal gradient. In addition, a high induced voltage response to the temperature gradient (high
S) is required. The optimization of TE properties is challenging because of the interdependent nature of intrinsic transport properties
(Eq. 3 and 4). Electrical conductivity is proportional to charge carrier concentration (n), mobility (m), and charge of the carrier (e).
Thermopower is proportional to effective mass (m*) and inversely related to carrier concentration, indicating that a simple adjust-
ment of charge carrier concentration might not be sufficient to optimize materials’ thermoelectric performance.

s ¼ nem (3)

S ¼ 8p2k2B
3eh2

m�T
� p

3n

�2=3
(4)

In fact, materials with high carrier concentration (metals) exhibit high electrical conductivities but low thermopowers, while
insulators suffer from low electrical conductivities despite having high thermopowers (Fig. 4).

Total thermal conductivity is also dependent on amaterial’s carrier concentration. It can be represented as a sum of the electronic
and lattice contributions, kelectronic and klattice, respectively. The lattice contribution comes from phonon interactions in a solid and is
independent of the charge carrier concentration (Fig. 5A). klattice is determined by the crystal structure and type and strength of
chemical bonds in the compound. The electronic contribution, kelectronic, can be approximated by the Wiedemann-Franz law, where
L is the Lorenz number (Fig. 5A).14,15

kelectronic ¼ LTs ¼ LTnem (5)

Fig. 3 Schematics of (A) a Seebeck power generation TE device and (B) a Peltier cooler.
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Fig. 4 Schematic of the dependencies of Seebeck coefficient, S (red), electrical conductivity s (blue), and thermoelectric figure-of-merit zT (black)
as a function of charge carrier concentration.

Fig. 5 (A) Schematic of the dependence of the lattice and electronic contributions to total thermal conductivity on the material’s resistivity; (B)
Dependence of zT on resistivity for selected values of the thermopower. In all cases, the lattice thermal conductivity is assumed to be 1 Wm�1 K�1

and temperature T ¼ 300 K. Not all shown combinations of S and r can be realized practically due to their interdependence. The yellow area
highlights practically relevant values of zT. Note the double-log scale in both graphs.
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As seen from Fig. 4, the materials best suited for TE applications are heavily doped semiconductors with a charge carrier concen-
tration ranging from 1019 to 1021 cm�3, depending on the particular system, i.e., the mobility and effective mass of the carrier.
When measurable thermoelectric properties are considered, practically relevant values of zT may be achieved only for specific
combinations of transport properties (yellow area in Fig. 5B). For example, if the material’s thermopower is 10 mVK�1 (red curve
in Fig. 5B), the material cannot achieve practically relevant values of zT > 0.1 for any combination of other properties. Similarly, if
a material’s electrical resistivity is higher than 0.001 Um, high values of zT are not attainable for any practical values of the thermo-
power. Fig. 5A also illustrates that the optimum resistivity for a thermoelectric material is around 10�5 U m (�1 mU cm). A further
decrease in resistivity results in a substantial electronic contribution to thermal conductivity, which causes a plateau of zT values in
the left part of the Fig. 5B. Given that resistivity and Seebeck coefficient are related, high Seebeck coefficients are impossible for good
metals with resistivities of 10�8

–10�7 U m; however, in heavily doped semiconductors with resistivities of 10�4
–10�6 Um,

reasonably high values of the thermopower can be obtained.
In addition to the interrelation of the transport properties for a material at a fixed temperature, all thermoelectric parameters vary

with temperature (Fig. 6). Generally, at higher temperatures zT is higher for an obvious reasondzT has a multiplier of temper-
aturedas well as the following reasons. First, the electrical resistivity of a semiconductor decreases with temperature due to activa-
tion of the charge carriers over the bandgap into the conduction band. Thermal conductivity first increases with temperature due to
the population of additional phonon levels but eventually, at quite low temperatures of �100 K, lattice thermal conductivity starts
to decrease with temperature due to Umklapp phonon-phonon scattering. The absolute value of the Seebeck coefficient increases
with temperature up to amaximum value. At this temperature the activation of the minority charge carriers over the bandgap occurs,
resulting in the decrease of magnitude of the thermopower. The latter process is one of the factors which limits the maximum appli-
cation temperature for a given thermoelectric material. Another more important reason for this limitation is the stability of the
compound. Obviously, melting or decomposition temperature is a limiting factor. Even at temperatures lower than the melting/
decomposition point, a thermoelectric material may develop substantial vapor pressure of the constituent elements, such as S,
Se, Te, P, As, Sb, Bi, or react with the metallic leads; both processes will deteriorate the device.

In research papers, zT is reported at specified temperatures and, sometimes, the main achievement is perceived as producing as
high zT as possible. Currently, values of zT � 3 have been experimentally reported for bulk materials at elevated temperatures.
However, from the point of view of practical application, the maximum zT is less crucial and the real property which defines the
energy efficacy of TE generator or cooler is the average zT over the desired operating temperature range.16

4.03.2 Common approaches to thermoelectric materials development and optimization

The ideal thermoelectric material will have high electrical conductivity, poor thermal conductivity, and high voltage response across
a temperature gradient. It should also be thermally and chemically stable for the desired application temperature, composed of
earth-abundant elements, and inexpensive so the material can be practical for commercial applications. So far, no such perfect mate-
rial exists. So how do we approach developing promising thermoelectrics? The discovery of novel thermoelectrics with outstanding prop-
erties is still serendipitous; examples of ab initio prediction of novel types of thermoelectrics are extremely rare. On the other hand,
there are several guiding principles and pathways to designing a newmaterial or improving the performance of a specific material or
composite for thermoelectric applications. Depending on the transport properties of the prototype material, modifications target
either charge or heat transport (Fig. 7).

Knowledge of composition-structure-property relationships are crucial to developing functional thermoelectrics. From a compo-
sition perspective, heavy elements such as Pb, Bi, and Te have been used to promote low thermal conductivity and good electronic
properties in materials. However, the common use of these materials is inhibited by the scarcity of these heavy elements and the
potential health and environmental issues associated with them. Several good thermoelectric materials are known with light

Fig. 6 Temperature dependence of electrical resistivity, r, (blue), total thermal conductivity, k, (green), and thermopower, S, (red) for
a semiconductor.
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elements like Mg or Si. These elements are cheaper and more mechanically robust, making them good candidates for practical use.
An ongoing challenge is addressing the high thermal conductivity in materials containing such elements.

Complexity, both in a material’s composition and crystal structure, is another way of modifying thermoelectric properties. It can
be introduced by increasing the number of components (i.e., elements or phases) in a material, forming large unit cells, introducing
crystallographic disorder, and combining various types of bonding. As a result, complex materials often exhibit inherently low
thermal conductivities. Zintl phases are a popular choice for exploration of thermoelectrics because they offer a good balance of
electrical conductivity and Seebeck coefficient.17 These complex intermetallics exhibit crystal structures that combine ionic, cova-
lent, andmetal-metal bonding. The Zintl-Klemm approach is applied for counting valence electrons to determine whether amaterial
is charge-balanced (semiconducting or semimetallic in nature) or imbalanced (metallic). This concept of electron-counting can be
quite powerful in designing materials for thermoelectrics by (i) tuning an imbalanced (electron-poor or electron-rich) composition
toward a charge-balanced one, or (ii) taking an existing electron-balanced composition and substituting elements of different
valence to carefully modify carrier concentration (Fig. 8). Additional examples of complex structures will be described later in
this chapter.

Anisotropic crystal structures offer avenues for exploration of direction-dependent charge and heat transport. In layered mate-
rials, covalent bonding within the layers allows for efficient charge carrier conduction and good transfer of phonons. Meanwhile, the
van der Waals gaps between layers inhibit the conduction of heat and charge. In materials with high thermopower, promising ther-
moelectric properties can be achieved in certain orientations. Incorporating structural complexity into these materials can reduce
lattice thermal conductivity further to enhance the thermoelectric figure-of-merit. Aliovalent substitution, or aliovalent doping,
is another technique that can be used to tune thermal and electronic character to maximize thermoelectric performance. Doping
aims at optimizing charge carrier concentration, mobility, and effective mass as well as altering the electronic density of states
(DOS) curvature near the Fermi level (EF) to enhance thermopower. Such approaches include convergence of electronic band
valleys, hybridization gaps, Kondo levels, or resonant levels in DOS.18–21 Alloying can have similar effects on the electronic structure
as well as reducing the lattice thermal conductivity. For example, pristine Bi2Te3 has low thermal conductivity as well as a substantial
thermoelectric quality factor, a parameter which describes the maximum feasible zT in doped semiconductor alloys.22 This factor is
dependent on a material’s crystal and electronic structure and rationalizes how a material’s power factor (S2s) can be tuned by
doping and alloying. The superior quality factor for Bi2Te3 has been one motivating factor in studying its alloys and conducting
related properties optimization over the last few decades.

While the electronic contribution to thermal conductivity is defined by charge transport, lattice thermal conductivity can be
significantly reduced either within a single material or by making composites. Anharmonicity in thermal conductivity can be real-
ized in a single crystal by size mismatches of neighboring atoms, the presence of heavy atoms with anharmonic vibrations, or the
mixing of different types of bonding i.e., ionic vs. covalent vs. van der Waals. When combined with overall complexity of the crystal
structure, this can yield a complex phonon structure with multiple crossings of acoustic and optical phonon branches. Defect

Fig. 7 Strategies for optimizing thermoelectric performance are graphically illustrated showing two major categories: optimization of charge
transport (left), and optimization of heat transport (right).
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engineering manipulates electron-phonon interactions in solids through controlling the number, size, and distribution of crystal-
lographic defects (vacancies, interstitial sites, atomic mixing), intrinsic strain, Kondo interactions, spin-state transitions, etc.23 In
bulk polycrystalline materials, the shortening of the mean free path for phonons can be achieved by increasing the number of grain
boundaries and structural defects. Point defects in solid solutions and the rattling of guest atoms in some materials can also affect
the mean free path of phonons with minimal influence on electrical properties. Nanostructuring is another promising method to
enhance thermoelectric performance by drastic reduction in lattice thermal conductivity.24,25 Nanoinclusions scatter phonons more
effectively by shortening their mean free path. In the case of composite materials, the formation of point defects or nano- or

Fig. 8 Comparison of the band structure of a metal, semiconductor, and semimetal. The blue region represents bands occupied by electrons while
the white region is composed of empty bands. The Fermi level is given by the dashed line labeled Ef. In metals, the Fermi level is found inside one or
more bands leading to partial filling of the conduction (CB) or valence (VB) band. However, in semiconductors the VB is filled, and a bandgap (Eg)
separates the VB and CB; the Fermi level may fall at the top of the VB (p-type), bottom of the CB (n-type), or in between the two bands (intrinsic). In
semimetals, one or more bands touch or cross at the Fermi level leading to small overlap between the bottom of the CB and top of the VB; there is
no bandgap and a negligible number of states at the Fermi level.

Fig. 9 Band structure (left) and density-of-states (right) for a hypothetical semiconductor. Grey bands and shaded regions correspond to
conduction band orbitals, while colored ones correspond to Pz (orange) or Px, Py orbitals (blue), respectively. The Fermi level is given by the dashed
line. (A) Bands corresponding to p-orbitals in the valence band are diverged with energy difference, DE, between the maxima of the Pz and
degenerate Px, Py orbitals. (B) With band engineering, the positions of bands can be tuned such that DE ¼ 0 due to convergence of all three p-orbital
bands. (C and D) The corresponding density-of-states (DOS) shows that this modification of the band structure leads to a higher number of total
states just below the Fermi level, which can lead to improvement in a material’s electronic properties.
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mesoscale precipitates will also affect the phonon mean free path. In nanocomposites of SiGe, the random distribution of nano-
structures promotes a significant reduction in thermal conductivity and can even enhance the power factor.26

Computational methods allow for prediction of electron-phonon interactions and transport in materials.21,27–29 Band engi-
neering allows for tuning of the band structure by modification of composition, such as alloying or doping. By inducing band
convergence and increasing the degeneracy of states at the top of the valence band or bottom of the conduction band, power factor
can be enhanced (Fig. 9). As mentioned previously, shortening the mean free path of phonons can reduce thermal conductivity in
materials. Calculating accurate phonon band structures and exploring the effects of defects on the acoustic and phonon branches is
an active area of current research. Apart from calculating the electronic and phonon structures of single materials, high-throughput
studies across various chemical and structural phase spaces can arouse interest in new classes of thermoelectrics. Further tailoring of
the composition and crystal structure of these predicted compounds allows for the rational design of materials with desired trans-
port properties.

The popularization of ‘predictive power’ has prompted the use of chemical heuristics, data mining, and machine learning to aid
in materials discovery. Extrapolation of chemical trends from the classification of known thermoelectric materials can provide
predictions of novel or unexplored high-performance materials for future investigation.30–32 Visualizing thousands of data points
from experimental studies provides insight to phase spaces for continued exploration of thermoelectric materials with favorable
transport properties, while also considered scarcity and supply rick for commercialization purposes.33 Combining machine learning
with high-throughput calculations can guide synthetic efforts to discover new members in known classes of materials such as full-
Heuslers, which are attractive for thermoelectric applications.34 While the goal of these predictive methods is to minimize the time
and cost of materials discovery, the success of this method is dependent on obtaining large amounts of high-quality experimental
data that can be used as training sets for predictions. The subsequent need for experimental validation creates a crucial feedback
loop between experimental and data-driven efforts, further emphasizing the importance of collaboration within the field of
thermoelectrics.

The remainder of this chapter is divided into four sections corresponding to different classes of thermoelectric materials. The first
section addresses “classic” thermoelectrics that were discovered nearly 200 years ago, but still dominate thermoelectric applications
today. The following section describes chalcogenide materials that exhibit unique changes in their structure and properties at low vs.
high temperature. The third section discusses the dual role of Mg in thermoelectric materials and highlights some promising
compounds for continued research. The final class of materials discussed in this chpater exhibit varying degrees of structural
complexity which drastically lowers the materials’ lattice thermal conductivities. While there are several other interesting composi-
tional and structural phase spaces to discuss in the field of thermoelectrics, the selected materials provide an idea of the history and
current stage of research for well-known compounds in the community. The reader is referred to additional sources to get deeper
understanding of fundamental concepts and recent advances in thermoelectrics.8,28,29,35–38

4.03.3 Classic thermoelectric materials

Like other functional materials, studies of thermoelectrics can be perceived as falling into three general stages: (i) materials
discovery, (ii) characterization, and (iii) properties optimization. Given the long history of thermoelectrics, one may conceive
that most modern research efforts are concentrated on the last stage. However, even today, novel materials are synthesized and iden-
tified as potential candidates for clean energy conversion. Studying structure-property relationships among known materials
provides chemists with guidelines for what characteristics are desired or should be avoided in potential thermoelectrics. Often
many of the developed optimization techniques are first tested on so-called “classic” thermoelectric materials which were initially
investigated over 200 years ago.

Early studies of thermoelectric properties were qualitative and limited to elements, alloys, or simple compounds observed in
naturally occurring minerals. In the early 1800s, Johann Seebeck studied materials such as Bi, PbS (galena), and CoAs3 (skutterudite),
then developed a qualitative ordering of their relative Seebeck values.39 Investigations in the following century adopted a quantita-
tive approach to compare materials’ Seebeck coefficients and electrical conductivities, while simultaneously moving into more
complex materials such as metal alloys, zinc antimonides, and tetradymites.40 High Seebeck coefficients and overall promising ther-
moelectric properties were observed in variety of materials, notably binary tellurides and silicon-containing materials.

In the mid-20th century, Abram Fedorovich Ioffe’s investigations into the thermoelectric properties of semiconducting materials
revealed that heavily doped semiconductors composed of tellurium (such as Bi2Te3, PbTe, and Sb2Te3) were the most promising
candidates for thermoelectric conversion.9 With minimal optimization, these heavy metal-containing materials already exhibited
favorable properties and came to the forefront as prime candidates for implementation into thermoelectric devices. These “classic”
thermoelectric materials have relatively simple crystal structures and have served as a platform for studying the modification of
carrier concentration through doping or the reduction of thermal conductivity by alloying.

The following section discusses the merits of two well-studied thermoelectric materials: Bi2Te3 and SiGe. For over half a century,
Bi2Te3 and its alloys have dominated the low temperature regime for thermoelectric cooling (with TH ¼ 300 K) with peak efficiency
near room temperature. On the other hand, SiGe alloys have long been studied for their thermal stability and promising properties
at high temperatures for waste heat conversion. Both materials have been adopted into modern technologies such as refrigerators
and RTGs, respectively, to aid in thermoelectric conversion. But, even today, a significant portion of research in thermoelectrics is
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dedicated to understanding the origin of superior properties in these classic thermoelectrics and exploring pathways to further
improve the efficiency of these materials.

4.03.3.1 Bi2Te3

Bismuth chalcogenides in naturally occurring minerals such as such as pilsenite (Bi4Te3) and bismuth glance (Bi2S3) were originally
investigated by Johann Seebeck in the early 1800s. Investigations into the Bi-Te phase space led to the discovery of tellurobismuthite,
the mineral form of Bi2Te3, in 1815. Initial characterization studies conducted by Werner Haken revealed that Bi2Te3 possessed
a large Seebeck coefficient and could be prepared as a p-type or n-type material depending on whether the composition was Bi
or Te-rich, respectively.40 Today, bismuth telluride is considered a state-of-the-art thermoelectric material for low temperature appli-
cations, such as refrigerators or CCD coolers.41 Commercial Peltier coolers with bismuth telluride exhibit maximum temperature
differences of 65–75 K with the hot end maintained at 300 K.42

The large zT of bismuth telluride and its alloys is ultimately a result of the materials’ crystal and electronic structures. Bi2Te3 crys-
tallizes in the tetradymite structure type in the rhombohedral space group R�3m (No.166). The structure can be considered a deriv-
ative of the NaCl rock-salt structure with tilted Bi@Te6 octahedra (Fig. 10). However, every third Bi layer is absent allowing for
charge balance between the Bi3þ and Te2� ions. The resulting layered crystal structure has 2 inequivalent crystallographic sites
for tellurium: Te(1) and Te(2). 2D Slabs of Bi2Te3 stack along the c-axis with a [Te(1)-Bi-Te(2)-Bi-Te(1)] ordering where each Bi
atom is connected to 3 Te(1) and 3 Te(2) atoms in a facial coordination. The interlayer distance between the Te(1) planes is
�2.6 Å. It is uncertain whether the Te(1)-Te(1) interactions between layers are exclusively van der Waals bonding or if there is
a degree of weak covalent bonding.43 The combination of weak interlayer interactions and heavy element atoms in Bi2Te3 manifests
as low lattice thermal conductivity on the order of 1.5 Wm�1 K�1.10 The anisotropic structure of Bi2Te3 makes it an excellent candi-
date for studying directional thermoelectric properties, i.e., within the plane of Bi2Te3 slabs or across the interlayer spacing. From
oriented single crystals, it was found that the zT of Bi2Te3 is nearly doubled in the ab-plane in comparison to along the c-stacking
axis.44 This difference in zT originates from differences in thermal conductivity (lower when measured perpendicular to the plane of
the layers) and electrical conductivity (higher when measured parallel to the plane of the layers).

Bi2Te3 exhibits great thermoelectric efficiency due to its electronic structure. Pristine Bi2Te3 is a narrow bandgap semiconductor
with �0.15 eV bandgap. Depending on the synthetic technique employed, Bi2Te3 can be made p-type (Bi-rich composition) or
n-type (Te-rich composition). Both p- and n-type Bi2Te3 exhibit similar magnitudes of Seebeck coefficient because the isotropic
nature of the density-of-states.22 As a result, both types of Bi2Te3 can be used as platforms for the optimization of thermoelectric
properties. Bi2Te3 has high band degeneracy, low effective mass, and high carrier mobility. Combined with low thermal conduc-
tivity, this gives bismuth telluride a substantial thermoelectric quality factor, meaning the electronic and thermal properties of
Bi2Te3 can be tuned effectively through the doping of its alloys.22

Changes in carrier type can be induced in Bi2Te3 by alloying with other tetradymites such as Sb2Te3 and Bi2Se3 or tellurides like
PbTe. The large band degeneracy at the Fermi level in the density-of-states can be increased with minor alloying to improve the
Seebeck coefficient.28 Alloying with isostructural Sb2Te3 or Bi2Se3 further increases the bandgap and improves the thermoelectric
performance of these materials above room temperature. The resultant band convergence reduces lattice thermal conductivity to

Fig. 10 (A) Layered crystal structure of Bi2Te3 highlighting the connectivity of Bi and Te atoms. The absence of every third Bi atom results in two
inequivalent chalcogen sites: Te(1) and Te(2). (B) Polyhedral view of Bi2Te3 emphasizing the stacking of [Bi2Te3] slabs along the c-axis. (C) Facial
coordination of Te(1) and Te(2) atoms around Bi in tilted Bi@Te6 octahedra.
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enhance thermoelectric efficiency as well. Today, commercial thermoelectric cooling relies on alloys of Bi2Te3 with p-type
Bi2-xSbxTe3 boasting a zT of �1 at 300 K, while n-type Bi2Te3-xSex has a slightly lower efficiency of zT ¼ 0.8 at 300 K.45

Band engineering, defect engineering, and nanostructuring are growing research areas that strive to enhance the thermoelectric
performance of materials.28,29 The desire to study bismuth telluride as a topological insulator (TI) has led to more accurate predic-
tions of the bulk band structure which have also been useful to those studying the material for thermoelectrics.22,46,47 Band engi-
neering studies can help enhance the power factor of a material by increasing the band degeneracy. Grain boundary engineering has
been shown to be an effective method to dissipate phonons and reduce thermal conductivity in Bi2Te3. Nanostructuring is an alter-
nate approach that can be applied as the difference in the mean free paths between electrons and phonons allows for effective scat-
tering of phonons with limited detriment to the electrical conductivity.41 Further control of microstructure and defects can be
achieved through various synthetic techniques and offer an alternate method to enhance the thermoelectric efficiency of Bi2Te3.

36

From its discovery nearly two centuries ago, Bi2Te3 has a long history within the thermoelectrics community and is still
employed in cooling devices. Studies have spanned the previously discussed three stages of materials research with optimization
efforts ranging from simple doping/alloying via crystal structure engineering to more recent works on employing band, defect,
and nanostructure engineering to enhance performance (Fig. 11). Research on Bi2Te3 is still a hot topic today and continues to
advance our understanding on key factors when designing novel materials for thermoelectric applications. One important consid-
eration for the future of Bi2Te3 will be accounting for the cost-effectiveness and toxicity of tellurium, which was featured on the
2022 United States Geological Survey list of critical minerals.53 With the push for implementation of predictive tools such as
machine learning, future studies on Bi2Te3 may focus on compiling the numerous experimental data points reported in literature
over the last few decades to obtain valuable trends and insights. Combining this research with advancing computational methods
could provide guidance for experimentalists to prepare more efficient materials for implementation in thermoelectric devices.

Fig. 11 Summary of peak zT values for selected Bi2Te3 alloys. The orange bars indicate p-type materials, while blue bars correspond to n-type
materials. The peak zT temperature is given above each bar.48–52
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4.03.3.2 SiGe

Amorphous silicon was discovered in the early 19th century by Jöns Jacob Berzelius and later prepared in its crystalline form by Henri
Sainte-Claire Deville.54,55 Si crystallizes in the Fd�3m space group (No. 227) in the diamond-type structure. In the crystal structure, Si
atoms are tetrahedrally-coordinated resulting in Si@Si4 tetrahedra that share corners to generate a three-dimensional structure
(Fig. 12). An alternative description is a cubic close packing of Si atoms with ½ of all the tetrahedral holes filled with Si atoms.
Silicon has been well-studied for its uses in the semiconductor industry for optoelectronics and circuitry, as well as for high temper-
ature thermoelectric applications. Compared to other classic thermoelectric materials like Bi2Te3, silicon is thermally stable at much
higher temperatures (melting point >1400 �C) and has a larger bandgap (�1.1 eV) making it a great potential high-temperature
thermoelectric. As the second most abundant element in the earth’s crust (primarily found in mineral silicates), Si is significantly
easier to obtain and cheaper for commercialization than other elements associated with classic thermoelectrics. High mechanical
strength and non-toxicity are additional benefits posed by silicon-based thermoelectrics as opposed to their tellurium counterparts.

Despite the numerous merits of silicon, it has one significant drawback when considered for thermoelectric applicationsdits
thermal conductivity. Crystalline silicon is an excellent conductor of heat with lattice thermal conductivity of �150 Wm�1 K�1

at 300 K which inhibits its thermoelectric efficiency (zT � 0.01 at 300 K).8,56 In the mid-20th century, Si1-xGex alloys were studied
as an alternative to elemental Si. Germanium is isostructural to silicon and has a narrower bandgap of �0.7 eV. On its own, Ge
exhibits thermal conductivity of �60 Wm�1 K�1 but alloying with Si reduces this value significantly. Nanostructured SiGe alloys
can exhibit thermal conductivities of 2–5 Wm�1 K�1 with zT values exceeding 1 at elevated temperatures.57

The ability to form the full solid solution of Si1-xGex allowed for methodical studies of the thermoelectric properties of SiGe. In
general, SiGe alloys have high electrical conductivity which leads to an enhanced power factor.58 The best balance of properties is
observed for Si-rich alloys with Si0.8Ge0.2 and Si0.7Ge0.3 compositions. These compositions have been the focus of subsequent
studies including large crystal growth and properties optimization. While Ge is miscible in Si for the full range of the solid solution,
it is challenging to pull large homogenous crystals of alloys due to segregation of the solidus and liquidus curves in the Si-Ge phase
diagram.59 Despite these challenges, even initial studies of SiGe alloys showed promising efficiency.Dismukes et al. first reported the
thermoelectric properties of Si0.7Ge0.3 alloys doped with triels (such as B) or pnictogens (such as P or As). At �1100 K, these mate-
rials had zT values of �0.7 and �1.0 for p- and n-type, respectively.12

Si1-xGex alloys have been applied for high temperature thermoelectric applications with a maximum operating temperature of
1200–1300 K. Both p- and n-type materials have been implemented into GPHS (general purpose heat source) RTGs for deep space
exploration since the 1970s for missions such as Voyagers 1 and 2 as well as New Horizons. In the late 1900s, PbTe and related
materials came into the limelight for use in MM (multi-mission) RTGs and have dominated the application for the first part of
the 21st century. However, today, NASA is once again considering SiGe unicouples for implementation in the Next-Generation
RTG.60 Compared to other candidate materials for RTGs, SiGe alloys have longer lifetimes, are less sensitive to radiation damage,
and are more attractive for multi-year deep space exploration missions. By combining modern fabrication methods with decades-
old knowledge of SiGe alloys, current researchers aim to design a long-term high performance RTG that could be used on future
missions such as the Interstellar Probe.60

Most studies on bulk samples of SiGe were conducted in the late 1900s. This was followed by several decades of stalemate in
terms of enhancement of the thermoelectric performance of these alloys. With emerging technologies in thin films and

Fig. 12 (A) Diamond-type crystal structure of Si, Ge, and Si1-xGex alloys. (B) Body-diagonal perspective of alloy emphasizing tetrahedral
coordination about tetrel atoms. Tetrahedra share corners resulting in a 3D crystal structure.
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nanostructures, significant advances in the research of SiGe alloys have been made. The thermal conductivity of Si is substantially
reduced by alloying with Ge such that room temperature k is�9 Wm�1 K�1 for Si0.8Ge0.2; this value, however, is still quite high for
thermoelectrics.61 Thermal conductivity can be lowered further via nanostructuring and nanoinclusions. Compared to the bulk SiGe
alloy found in RTGs, hot-pressed mechanically alloyed SiGe nanopowders showed much improved zT. The presence of randomly
oriented polycrystals of varying sizes allowed for increased dissipation of phonons at the grain boundaries while retaining the pris-
tine alloy’s notoriously strong electrical conductivity and high power factor at elevated temperatures.62 n-type phosphorus-doped
Si0.8Ge0.2 with SiC nanoinclusions was found to exhibit a high zT � 1.7 at 1173 K, a significant improvement over the SiGe alloys
previously employed in space exploration (Fig. 13).63 Future research in SiGe alloys will likely be approached by a combination of
multi-element doping, formation of composite materials, and microstructure manipulation.

Classic thermoelectric materials have clearly spanned the three general stages of researchdmaterials discovery, characterization,
and properties optimization. For several decades, Bi2Te3 and SiGe have dominated low and high-temperature thermoelectric appli-
cations, respectively. These compounds exhibit simple crystal structures, are relatively easy to synthesize, and can be manipulated in
their bulk, micro-, and nanostructure forms. While they are “well-studied” by the thermoelectrics community, interest in these
classic materials is still strong and attempts to enhance their performance are continuously explored. Our understanding of the
fundamental relationships between composition, crystal structure, electron and phonon structure, defects, microstructure, and
chemical bonding in these well-knownmaterials can guide the exploration of novel thermoelectrics and allude to new optimization
strategies.

4.03.4 Equimolar tetrel chalcogenides

Equimolar tetrel chalcogenides, TQ (T: tetrel elements Si, Ge, Sn, or Pb; Q: chalcogen elements S, Se, or Te) are one of the most
widely studied materials in the field of thermoelectricity. The fascinating and complex chemistry is the reason for the high thermo-
electric performance observed in these materials. They crystallize in different crystal structures which are dictated by the stereochem-
istry of the electron lone pair and electronegativity of the chalcogen. Rock-salt structures with octahedral T@Q6 building blocks are
formed when more electropositive chalcogens are combined with lead or tin with suppressed stereoactivity of the electron lone pair

Fig. 13 Summary of zT values for selected SiGe alloys at 1173 K. The orange bars indicate p-type materials, while blue bars correspond to n-type
materials. The general notation “SiGe: X þ Y” conveys that the SiGe alloy is doped with X and has nanoinclusions of Y.63–66
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Fig. 14 An overview of the tetrel-centered building blocks in the crystal structures of tetrel monochalcogenides. Regular octahedral environment is
achieved only in the cases of the suppressed stereoactivity of the electron lone pair, while distorted local coordination environments are observed for
other compositions. Note that, GeO and SiQ monochalcogenides have not been reported, unlike compounds with 4þ oxidation states, such as GeO2
or SiSe2.

Fig. 15 An increase in the band gap between the valence band and the conduction band is observed with increasing temperature due to the
decrease in band dispersion.
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due to the relativistic effects and the poor shielding by 4f/5d (Pb) or 4d (Sn) electrons. When the electronegativity of chalcogen
increases, different structures can form with reduced coordination number for the tetrel (Fig. 14).

Unlike most semiconductors, tetrel chalcogenides demonstrate an increase in their bandgap and decrease in their symmetry with
increasing temperature. From the perspective of high-temperature thermoelectric applications, lower symmetry decreases band
dispersion in these materials which leads to an increased gap between the valence and conduction bands (Fig. 15). This phenom-
enon can be explained by the existence of the ‘inert lone pair’ because of relativistic effects and the ineffective shielding by core d/f
electrons for heavy elements such as Pb and Sn.67 Two types of environments are possible in octahedral TQ6 coordination: (i) the
lone pair being ‘quenched’, resulting in a perfect octahedral environment, or (ii) the lone pair being stereo-active and expressed,
violating the overall octahedral symmetry and sometimes leading to much lower coordination numbers (Fig. 16). Valence s orbitals
of the tetrel contribute near the Fermi level, and changing the coordination environment in the structure can have significant
impacts on the bandgap.

The thermoelectric performance of equimolar tetrel chalcogenides is enhanced with temperature in several ways. As band gap
increases with increasing temperature, bipolar conduction reduces and band convergence takes place which enhances the Seebeck
coefficient. For cubic NaCl-type structures, states originating from the suppressed valence s2-lone pair shift the valence band to the L
point in the Brillouin zone, with predominantly s-like characteristics. The resulting direct band gap at the L-point, which has high
valley degeneracy (Nv), improves the thermoelectric quality factor, and the Seebeck coefficient. Lead chalcogenides (PbQ) exhibit
high Nv in the valence band, which can drastically improve the properties for doped p-type materials. Band convergence with
increasing temperatures can further increase the effective Nv resulting in an enhanced zT. Doping with more ionic elements can
increase the band gap and band convergence, such as in Sr- or Mg-doped PbTe.28,36,68–71 Besides the above-mentioned factors,
thermal conductivity also has a significant contribution to the overall thermoelectric performance of these TQ materials. Heavier
elements and the structural distortion due to the s2-lone pair result in substantial reduction of lattice thermal conductivity.28

Fig. 16 A few common crystal structure types of equimolar tetrel chalcogenides (A) cubic Fm�3m rock-salt type which is the most common
structure type for TQ materials; (B) rhombohedral R3m structure type, on the example of GeTe; (C) room temperature orthorhombic Pnma structure
of a-SnSe; (D) high temperature orthorhombic Cmcm structure of b-SnSe.
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For the sake of simplicity, the following discussion will begin with the tetrel chalcogenides with the simplest structures and build
to more complex ones.

4.03.4.1 PbTe

PbTe is the top performing thermoelectric material for this class of compounds in the elevated temperature range of 500–900 K. It
crystallizes in NaCl structure-type, in cubic Fm�3m space group and is an n-type semiconductor. As discussed above, the presence of
the heavy ligand Te and the strong relativistic effect of Pb help quench the 6s2-lone pair, making the structure highly symmetric with
each atom coordinated in a regular octahedral manner. As a result of band convergence at elevated temperatures, the thermoelectric
performance of PbTe-based materials improves at higher temperatures. For example, the energy difference between the two VB’s at
L- and S-points are in the range of 0.15–0.20 eV at 300 K. Due to such close lying VB’s, band engineering via doping has been
explored to enhance the degeneracy. In PbTe1-xSex alloys, doping leads to the convergence of at least 12 valleys and results in
a high zT of 1.8 at 850 K.20

Complex nanostructuring in PbTe has led to both band convergence and the introduction of point defects which can simulta-
neously increase thermopower and decrease lattice thermal conductivity, respectively. Co-doping of PbTe with SrTe and Na intro-
duces nanostructural inclusions (SrTe) and point defects (Na). Thematerial PbTe-(4 mol% SrTe)-(2 mol%Na) exhibits low klattice of
0.5 Wm�1 K�1 at 850 K and an ultra-high zT of 2.2 at 913 K. Although the thermodynamic solubility limit of SrTe in PbTe
is <1 mol%, non-equilibrium processes were explored to help extend SrTe solubility. As a result, hole-doped PbTe-(8% SrTe)
demonstrated a widened band gap and band convergence, resulting in an improved power factor (S2s) of 30 mWcm�1 K�2 at
500 K. Endotaxial SrTe nanostructures helped lower klatticeto 0.5 Wm�1 K�1 at 950 K. A maximum zT of 2.5 at 923 K was observed
for hole-doped PbTe-8% SrTe.72 Another example of a co-doped PbTe-basedmaterial is Na0.03Eu0.03Sn0.02Pb0.92Te in which a signif-
icant reduction of klatticewas observed without any reduction in carrier mobility. The introduction of stable lattice dislocations led to
a low klattice of 0.5 Wm�1 K�1 at 850 K and a high zT of 2.57 at 850 K.73

4.03.4.2 PbSe

PbSe is a less popular candidate for thermoelectric studies in this group of materials, generally due to its low valley degeneracy. PbSe
crystallizes in cubic Fm�3m space group and is a low-cost n-type material to synthesize. Resonant level engineering has been reported
for Al-doped PbSe, where an ultra-high power factor of 2030 mWcm�1 K�2 was reported with 2% Al-doping and a high zT of 1.3 at
850 K was reported with 1% Al-doping.74 Increased band effective mass was obtained in 1% Mo-doped PbSe, with a peak power
factor of 3300 mWcm�1 K�2 and a peak zT of 0.5 at 673 K.75 In the composite PbSe-SiO2, boundary scattering resulted in a low
klattice of 0.6 Wm�1 K�1 at 600 K.76 One of the most interesting examples of PbSe-based materials with ultra-low klattice is
Pb0.95(Sb0.033, 0.017)Se1-yTey, where a combination of vacancy-driven dense dislocations, point defects, nanoprecipitates of
different sizes, and mass fluctuations are considered to be the reasons for the ultra-low lattice thermal conductivity of
0.4 Wm�1 K�1.77

4.03.4.3 GeTe

At low temperatures, pristine GeTe crystallizes in a rhombohedral R3m space group with a distorted rock-salt structure (Fig. 16).
Rhombohedral GeTe converts to the more symmetric cubic rock-salt structure at �700 K. Cubic GeTe (c-GeTe) exhibits better ther-
moelectric behavior than its rhombohedral (r-GeTe) counterpart.

GeTe as a p-type material usually has a very high carrier concentration �1021 cm�3 which inhibits achieving superior thermo-
electric properties. But high band degeneracy and strong band anisotropy result in a high hole effective mass which helps achieve
a high power factor. c-GeTe has a higher band degeneracy than r-GeTe due to the lower energy gap, DE, between multiple valence
band maxima in the cubic phase. The cubic phase is a direct gap semiconductor while the rhombohedral phase is an indirect gap
semiconductor. The large bandgap in the cubic phase reduces the bipolar conduction which adversely affects thermopower at high
temperatures. On the other hand, strong anharmonicity and large acoustic-optical phonon scattering lend to low lattice thermal
conductivity in GeTe, especially for the cubic phase.

Despite the above-mentioned properties, pristine GeTe has a peak thermoelectric figure of merit of less than 1. To achieve
a higher zT in robust, stable GeTe-based materials, recent research has focused on bringing the structural transition temperature
down, reducing carrier concentration, introducing phonon scattering, and increasing band degeneracy by means of doping and
alloying.78 Doping of GeTe can result in significant improvements in the properties compared to the pristine material. Doping
with elements that lack an s2-lone pair at the cationic site can decrease the energy difference between multiple VBmaxima. However,
a group 15 dopant (pnictogens) on the cationic site can decrease the carrier concentration as well. Two such materials, Ge1-xSb2x/3Te
and Ge1-x-yBixCuyTe, have been found so far with significantly reduced carrier concentrations; the latter having the lowest observed
carrier concentration (5.8 � 1019 cm�3) reported so far for any GeTe-based material.79,80

Band engineering has been attempted on GeTe in various ways. Doping with Zn or Cd improves the thermopower due to band
convergence. As stated before, DE decreases with using dopants that are devoid of valence s2-lone pair. Some examples of such mate-
rials are Ge1-xCdxTe, Ge1-x-ySbxZnyTe, and Ge1-x-yCdxBiyTe. DOS distortion has been reported by resonant level doping, such as in
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Ge63InTe64 and Ge1-xSbxInyTe, which improves the overall thermopower. Reduction of symmetry can also induce a higher band
degeneracy.81

In addition to the above-mentioned techniques, the common practice of enhancing phonon scattering has been studied in GeTe
materials. Alloying GeTe with Sb can reduce phonon group velocity and lower lattice thermal conductivity. GeTe can also have
vacancies that enhance phonon scattering. Introducing planar vacancies can scatter mid-frequency phonons while Ge-vacancies
and alloy scattering can perturb high-frequency phonons. Ge0.9Sb0.1Te0.86Se0.14 has a low klattice of 0.5 Wm�1 K�1 because of point
defect scattering induced by Sb and Se-alloying.82 Formation of sub-microfeatures and interfaces in Ge0.87Pb0.13Te cause yields
a low lattice contribution to thermal conductivity of 0.4 Wm�1 K�1 at 423 K, while the emergence of dense planar vacancies in
GeCd0.05Bi0.05Te can lead to a klattice of 0.4 Wm�1 K�1 at 650 K.83,84 The lowest recorded klattice for any GeTe-based material is
0.2 Wm�1 K�1 at 800 K for Ge0.86Mn0.1Sb0.04Te.

85 A combination of regular and twin grain boundaries, point defects created
by Ge-vacancies and Sb/Mn-doping, low phonon group velocity, and the emergence of dislocations is believed to be the reason
for the ultra-low thermal conductivity. Scanning electron microscopy (SEM) can be used to detect further reasons for phonon scat-
tering. The appearance of nanoprecipitates, multigrain features and high-density stripes were detected on Ge0.89Sb0.1In0.01Te pellets,
causing a reduction in klattice. Transmission electron microscopy (TEM) studies carried out on Ge1-x-yCdxBiyTe pellets have also estab-
lished the presence of an array of planar vacancies.84

Besides having a high average zT, thermoelectric materials must be stable and robust for practical applications, like GeTe. Some
GeTe-based materials have been reported to achieve promising efficiencies for potential practical usage. Thermoelectric generators
with Ge0.87Pb0.13Te as a p-type material exhibited a 14% conversion at 723 K. p-type Ge0.9Sb0.1Te and n-type
(Pb0.95Sn0.05Te)0.92(PbS)0.08 can be coupled and reach 12% conversion at 700 K. p-type Ge0.87Pb0.13Te can be coupled with
PbTe-based n-type sides to reach an efficiency of 11.5% at 773 K.78

4.03.4.4 SnSe

In SnSe the stereoactivity of the 5s2 electron lone pair is present. Unique structural transitions have been noted for SnSe. At low
temperatures, it crystallizes in the orthorhombic Pnma space group where Sn is essentially three coordinated (Fig. 16C). This
form, termed as a-SnSe, converts to orthorhombic Cmcm b-SnSe around 600 K. In the latter structure, Se atoms form square
pyramid around Sn atoms (Fig. 16D). This phase transition has been confirmed by diffraction and electron microscopy studies
for both single crystalline and polycrystalline doped and undoped SnSe samples. For polycrystalline Sn0.98Se samples, the phase
transition is continuous from 573 K to 843 K, with a peak zT of 1.4 being observed at 823 K. a-SnSe (0.92 eV) has a larger band
gap than b-SnSe (0.28 eV). The enhanced power factor in SnSe materials can be attributed to the presence of multi-valley valence
bands. As a result, a peak zT of 1.37 for pristine polycrystalline SnSe was recorded at 823 K. Thus, recent thermoelectric research has
focused on employing band convergence in SnSe to increase carrier mobility while retaining high thermopower.68

Another unique intrinsic feature of the SnSe structure is the presence of strong anharmonic bonding which leads to unbalanced
phonon transmission and increased phonon-phonon scattering which contributes to the ultra-low lattice thermal conductivity. This
intrinsically low lattice thermal conductivity has led to exceptional zT values in single crystalline SnSe. Direction-dependent trans-
port properties on single crystals reveal outstanding zT values of 2.6 � 0.3 along the b-axis and 2.3 � 0.3 along the c-axis, while only
a moderate zT of 0.8 � 0.2 was obtained along the a-axis.86

Further studies were focused on the polycrystalline samples. Lower formation energy of tin vacancies (VSn) than that of selenium
vacancies (VSe) explains the p-type behavior in SnSe. Since vacancies can influence the band gap of a material, zT can be engineered
by manipulating the carrier concentration which can consequently change the formation energies of Sn and Se vacancies. In
Sn0.948Cd0.023Se, Cd-doping results in 2.9% cation vacancies; this reduces the formation energy of VSn enabling a peak zT of 1.7
with a hole concentration of 2.6 � 1019 cm�3. On the other hand, the high VSe of 2.0% in SnSe0.96Sb0.02 leads to a carrier concen-
tration of 3.9 � 1019 cm�3 and a peak zT of 1.1 at 773 K. In Sn0.95Se (with 5% VSn), a combination of higher hole carriers, enhanced
power factor, and reduced lattice thermal conductivity by lattice distortions leads to a zT of 2.1 at 873 K. Doping with heteroatoms
such as Na can move the Fermi level closer to the valence band, turning SnSe into a p-type degenerate semiconductor. This also
flattens the VBmaximum and thus provides extra holes which increases electrical conductivity. In Sn0.985Na0.015Se, interstitial atoms
help scatter phonons which, combined with a high power factor of 15 mW cm�1 K�2

, can lead to a zT of 2.0 at 773 K. Lattice distor-
tions due to the presence of heteroatoms such as 2% Te-alloying in Sn0.98Na0.02Se leads to a high zT > 2 at 723 K, due to enhanced
S2s and reduced klattice.

87–89

In SnSe0.9Br0.1, the introduction of edge-dislocations reduces klattice and helps achieve a zT of 1.3 at 773 K.90 The introduction of
heterojunctions as phase boundaries at the interfaces of dominant and secondary phases can scatter phonons and lower lattice
thermal conductivity. This has been observed in the SnSe-Ag8SnSe6 alloy with high-resolution TEM in which the presence of distor-
tions, dislocations, and stacking faults lowered klattice and helped increase zT to 1.33 at 773 K.91 Nano-inclusions in the form of
nano-precipitates and nano-pores can reduce klattice to enhance zT. For example, the introduction of SnSe2 microdomains in
SnSe nanoparticles lowered the total thermal conductivity to 0.54 Wm�1 K�1 and yielded an ultra-high zT of 2.2 at 773 K.92

The introduction of nanopores can work in a similar way although it may hamper the power factor such as in bulk polycrystalline
SnSe-1.0 wt% LaCl3, where k is reduced to 0.3 Wm�1 K�1 and the highest zT achieved is 0.55 at 750 K.93

The synthesis of nanocrystals of SnSe in solution has been explored heavily in recent years, where quantum confinement can lead
to an enlargement of the band gap (up to�2.8 eV) and nanostructures can lead to more grain boundaries than in bulk SnSe, which
helps lower lattice thermal conductivity. Heavily Cu-doped nanobelts of SnSe achieved a high S2s of 5.57 mWcm�1 K�2, low k of
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0.32Wm�1 K�1, and zT of 1.41 at 823 K.94 Nanosheets are also suitable for fabrication of 2D flexible thermoelectric materials. SnSe
nanosheets/PEDOT:PSS hybrid films incorporating 20% SnSe can reach a peak zT of 0.32 at room temperature.95

One of the biggest drawbacks in polycrystalline SnSe is the occurrence of fast surface oxidation, resulting in moderate zT values,
in contrast to the single crystals of SnSe discussed before. Surface oxidation leads to both higher resistivity and thermal conductivity.
Recently, hole-doped polycrystalline SnSe reduced under a hydrogen atmosphere exhibited an extraordinary peak zT of 3.1 at 783 K,
overtaking the previous record held by single crystalline SnSe.96

While tin monoselenide (SnSe) is popular material in current thermoelectrics research, it is also important to mention layered
SnSe2, which can be synthesized in the solution phase, and is also a decent thermoelectric material. An in-plane zT of 0.63 at 673 K
can be achieved in pellets of 1.5% Cu-doped SnSe1.95 nanoplates.

97 Overall, SnSe materials are one of the most promising materials
in the field of thermoelectrics and have been subject to numerous optimizations in recent years.

4.03.4.5 SnTe

Like SnSe, SnTe is also a promising material in the field of thermoelectrics and has been explored a lot in recent years. SnTe has three
different polymorphs: (i) rhombohedral R3m a-SnTe which is a very low-temperature phase that exists below 100 K, (ii) cubic
Fm�3m b-SnTe which is the most stable form and exists above 100 K, and (iii) orthorhombic Pnma g-SnTe which is formed by
applying >18 kbar pressure to b-SnTe. As b-SnTe is the most stable form under ambient pressure and in a wide temperature range,
it is the most studied phase for thermoelectric properties. b-SnTe is a direct gap semiconductor with a band gap of 0.18 eV at the L-
point in the Brillouin zone.70

Like SnSe, the abundance of VSn makes pristine SnTe a p-type material with a high carrier concentration of 1020–1021 cm�3

which leads to high s but low S at room temperature. Thus, one of the main focuses in SnTe research has been optimizing its carrier
concentration. In iodine doped SnTe0.985I0.015, a peak zT of 0.6 (twice that of pristine SnTe) was obtained due to the lower carrier
concentration of 4 � 1019 cm�3.98

Several attempts at band engineering have been carried out on SnTe to enhance electronic behavior. Mg-doping in
Sn0.95Mg0.08Te increases the carrier effective mass and increased thermopower to 200 mVK�1, compared to 10 mVK�1 for
Sn1.03Te at 856 K.99 Valence band convergence and increasing the carrier effective mass were carried out by doping SnTe with
Mn to form Sn0.93Mn0.04Te; the Seebeck in this material reaches 270 mVK�1 at 873 K. The energy difference between VB maxima
drops to as low as 0.13 eV due to Mn-doping.100 Resonance energy level engineering was reported in In0.0025Sn0.9975Te where
In-doping resulted in an increase in DOS near the Fermi level. This enabled a peak S2s of 20.3 mWcm�1 K�2 and peak zT of 1.1
at 873 K. The synergistic effect combines resonance energy level doping and VB maxima convergence. Applying this to In/Cd co-
doped SnTe yielded a peak S of 200 mVK�1 and a peak zT of 1.4 at 823 K. In/Mg co-doping have a similar effect achieving
a peak power factor of 42 mWcm�1 K�2 and a peak zT of 1.5 at 840 K.100,101

Reduction of lattice thermal conductivity by various means have also been reported for SnTe. Point defect scattering has been
observed in SnTe-Cu2Te alloys; an ultra-low klattice of 0.5 Wm�1 K�1 andmaximum zT of>1 at 850 K were found in Sn0.94Cu0.12Te.
Formation of nanoprecipitates of 5% SrTe in Sn0.97Bi0.03Te can help achieve low klattice values of 0.7 Wm�1 K�1 at 823 K, while 3%
SrTe nanoprecipitates in Sn0.97Bi0.03Te improve the zT to 1.2 at 823 K.102,103

In conclusion, SnTe has been a moderately popular candidate among tetrel chalcogenides for thermoelectric applications. One
of the best SnTe-based candidates is Ca/In co-doped SnTe with 5%Cu2Te alloying that has been reported to have a high zT of 1.85 at
823 K. This high performance is achieved as a result of the presence of grain boundaries, dense dislocations, and the synergistic
effect.104

4.03.4.6 GeSe

Like PbSe, GeSe has been explored to a lesser extent due to its moderate thermoelectric performance. Under ambient conditions,
GeSe crystallizes in orthorhombic Pnma which is isostructural to a-SnSe. However, owing to a large band gap and strong covalent
bonding, pristine GeSe has a low zT of 0.2.105 GeSe can also exist in the rhombohedral R3m space group. With the application of
temperature and pressure, the rhombohedral phase can be transformed into the cubic Fm�3m polymorph. The different polymorphs
of GeSe exhibit drastically different solubility of the dopants. The rhombohedral phase is more intriguing in terms of thermoelectric
properties due to much smaller band gap . The best performing GeSe-based thermoelectric material is p-type (GeSe)0.9(AgBiTe2)0.1
with a reported zT of 1.35 at 627 K. Band convergence in this material results in an elevated power factor of 12.8 mWcm�1 K�2. The
presence of soft optical phonons results in an ultra-low klattice of 0.38 Wm�1 K�1 at 578 K.106

4.03.4.7 Complex tetrel chalcogenide thermoelectric materials

In addition to having a high thermoelectric figure-of-merit, a material needs to have long durability, high elastic modulus, and low
toxicity for practical applications. Most high-performing thermoelectric materials are restricted by the drawbacks arising from one or
more of these parameters. Thus, it has been extremely important in this research area to select prospective candidates for commercial
applications based on practicality as well as thermoelectric performance.
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One of the most widely used thermoelectric materials has been the (GeTe)x(AgSbTe2)100-x solid solution, which is commonly
referred to as TAGS-x (abbreviating TelluriumdAntimonydGermaniumdSilver with x being the percentage of GeTe in the alloy).
TAGS-x is used as the p-type leg in MMRTGs for deep space missions.107 In these alloys, the band structure of GeTe is manipulated by
doping with AgSbTe2, where the concentration of AgSbTe2 results in varying degrees of band engineering, while simultaneously
introducing a microstructure that reduces lattice thermal conductivity to realize high thermopower and zT. AgSbTe2 exhibits the
rock-salt type Fm�3m structure at room temperature, while GeTe exhibits the rhombohedral R3m structure and undergoes a phase
transition to cubic Fm�3m above 700 K, as mentioned in Section 4.03.4.3. TAGS alloys retain the rhombohedral structure of
GeTe at room temperature and TAGS-x alloys with x �80 show phase transition behavior like GeTe at high temperatures. The cubic
and rhombohedral phases of TAGS alloys are isostructural to the ones depicted in Fig. 16A and B.

One of the most explored TAGS alloys is TAGS-85 which has been reported to show a peak zT of 1.5 at 720 K.108 Self-doping by
optimizing the Ag:Sb ratio in TAGS-80 can optimize the carrier concentration. A peak zT of 1.8 at 700 K has been reported for
(Ge0.97Sb0.03Te)0.8[(Ag2Te)0.4(Sb2Te3)0.6]0.2 where the Ag:Sb ratio was modified to 2:3.107 The introduction of rare-earth elements
with localized magnetic moments site can introduce resonant states around Fermi level. Such an example is 1% Yb doped TAGS-85
where an increase in Seebeck coefficient raises the peak zT up to 1.8 at 730 K.109 Thermoelectric devices with PbTe as the n-type leg
and TAGS as the p-type leg have been used in MMRTGs for power generation on the Mars Perseverance Rover by NASA in 2020
(Fig. 2). While this PbTe/TAGS thermoelectric couple has been reliably employed in MMRTGs for several NASA missions, at the
same time a continuous search for higher performance materials is underway.

Tetrel chalcogenides have been one of the most promising groups of materials in thermoelectric research, possessing high figure-
of-merits at elevated temperatures. The widespread focus on band engineering, phonon scattering, doping, optimization of carrier
concentration, and tuning effective mass has led to ever-improving zT values for materials based on this class of compounds. Fig. 17
shows the peak zT values of selected materials based on PbTe, GeTe, SnSe, and SnTe in recent years. Due to simplicity of equimolar
tetrel chalcogenide crystal structures and the presence of only two elements in the parent phase, the effects of dopants on the elec-
tronic structure can be relatively well-estimated using a combination of experimental and computational methods. The differing
chemical nature of the dopants (such as Na, Sr, Sb, Cu, and Ag) as compared to the tetrel or chalcogen is expected to alter the local
bonding in the crystal structure or lead to phase segregation and the formation of nanoprecipitates. While the latter case can be
probed with electron microscopy, small perturbations of the local structure are often ignored, and optimal dopants are found seren-
dipitously. Local probes, such as HRTEM, extended X-ray absorption fine structure (EXAFS) spectroscopy, and total scattering

Fig. 17 Peak zT values for TQ thermoelectric materials based on (A) PbTe, (B) GeTe, (C) SnSe, and (D) SnTe.
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methods are crucial to understand the local structure around dopant elements and perform composition optimization in the more
rational way.

4.03.5 Mg-containing thermoelectric materials

The first question encountered upon designing new thermoelectric materials is “which elements should I start with?” The elements
commonly used in the thermoelectric community are presented in Fig. 18.

Thermoelectric materials should simultaneously demonstrate low thermal conductivity and high electrical conductivity. To
suppress thermal conductivity, heavy elements located in the right bottom corner of the periodic table are preferred, such as tellu-
rium, antimony, lead, bismuth, etc. Low thermal conductivity is not enough, as a “simple and tunable electronic structure” is
another criterion that must meet. This requirement is crucial since most thermoelectric materials require various strategies to achieve
a good balance between thermal and charge transport properties.14,29,35,38,110 Translating these criteria into chemistry language
would mean selecting an element or a combination of elements. Magnesium is a dual-role element able to serve as cation or as
covalent metal which forms directed bonds with extremely flexible coordination environments.111 Such Janus-like properties makes
Mg a good choice for designing thermoelectric materials from the point-of-view of the “simple and tunable electronic structure”
requirement. In this part, selected Mg-containing thermoelectric materials are discussed, including Mg2Si, Mg3Sb2, a-MgAgSb,
and Yb14MgSb11. The thermoelectric properties of these Mg-containing thermoelectrics and their structure-property relationships
are summarized. The highest reported zT of Mg-containing thermoelectric materials are summarized in Fig. 19.

4.03.5.1 Mg2Si

Mg2Si was selected as the first example due to its simple crystal structure (Fig. 20A). Mg2Si crystallizes in the anti-CaF2-structure,
where Si atoms construct a FCC (face-centered cubic) lattice with all tetrahedral voids filled by Mg atoms. Mg and Si atoms occupy
8c (¼;¼;¼) and 4a (0;0;0) sites, respectively, with 100% occupancy. Each Si is surrounded by cube made of eight Mg atoms. The
coordination number of fully occupied Mg is four, which constructs a tetrahedron. There is an additional interstitial site 4b
(½;½;½) which is partially occupied by Mg atoms with an occupancy of �10%, as shown in Fig. 20B. The interstitial Mg atoms
are in the center of a Si6 octahedron. These interstitial Mg atoms play a dominant role in controlling the major carrier type in
Mg2Si and affects the thermoelectric properties.118

Fig. 18 A summary of commonly used elements in the thermoelectric community, excluding dopant elements which are present in thermoelectrics
in small quantities. The orange color indicates the cationic role of the element, while the blue color indicates the anionic role of the element. Mg is
the only element located on the left side of the periodic table which plays a dual role.
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One reason that Mg2Si attracts the attention of the thermoelectric community is its cost-effectiveness and non-toxic constituent
elements. When abundant terrestrial applications are considered, the cost of the constituent elements and processing becomes
a dominant factor for industry to decide on the type of thermoelectric material to use. Moreover, Mg2Si exhibits excellent transport
properties which combine a high Seebeck coefficient and good electrical conductivity. A disadvantage comes from the high thermal
conductivity, which is expected for a simple crystal structure composed of the light elements, Mg and Si. Hence many efforts have
been focused on substituting Si with heavier Ge or Sn to reduce thermal conductivity.119–121 Due to the presence of interstitial Mg
atoms, Mg2Si can be tuned to be an n-type material. As shown in Fig. 19, the zT of n-type Cr- and Bi-doped and Sn-substituted Mg2Si
[Mg1.98Cr0.02(Si0.3Sn0.7)0.98Bi0.02] is 1.7 at 680 K.114 This is about two times higher than the highest values achieved for p-type
Mg2Si (Mg1.98Li0.02Si0.4Sn0.6, zT ¼ 0.7 at 780 K).115 Other effective dopants are heavier Sb and Bi, which would play a dual-role
of reducing lattice thermal conductivity and enhancing the electron concentration given the additional valence electron compared
to that of Si.122,123 A few examples such as Mg2.08Si0.364Sn0.6Sb0.036

120 and Mg2.08Si0.37Sn0.6Bi0.03,
119 have demonstrated zT values

of 1.55 at 773 K and 1.5 at 716 K, respectively. For n-type Mg2Si, the substitution of Mg by other elements is not as common as the

Fig. 19 The highest reported zT values of selected Mg-containing thermoelectric materials. Mg3Sb1.8Bi0.2,112 Mg3.15Mn0.05Sb1.5Bi0.49Te0.01,113

Mg1.98Cr0.02(Si0.3Sn0.7)0.98Bi0.02,114 Mg1.98Li0.02Si0.4Sn0.6,115 Mg0.97Zn0.03Ag0.9Sb0.95,116 Yb14MgSb11.117

Fig. 20 (A) Idealized crystal structure of Mg2Si without interstitial Mg atoms viewed along [001] direction. (B) Crystal structure of Mg2Si viewed
along [001] direction with the interstitial Mg atoms shown. Mg: orange, Sb: blue.
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replacement of Si atoms. p-type Mg2Si-based thermoelectric materials are heavily underdeveloped. To shift the major carrier type of
Mg2Si from electrons to holes, monovalent metals should be selected to substitute divalent Mg. The ionic size of Mg2þ is 0.72 Å,
which is comparable to Liþ of 0.76 Å.124,125 A few Li-doped compounds including Mg1.98Li0.02Si0.4Sn0.6

126 andMg2Li0.025Si0.4Sn0.6
115 have been reported so far. The former compound exhibits promising performance with zT ¼ 0.55 at 700 K. Future research on
Mg2Si will mainly focus on the enhancement of properties of p-type Mg2Si and improving the stability andmechanical properties of
these materials.

4.03.5.2 Mg3Sb2

Mg3Sb2 is another system composed of non-toxic and cheap constituent elements. Both, n-type and p-type materials based on
Mg3Sb2 can be produced, making it attractive for practical applications.112,127 The same material used for both legs of a thermoelec-
tric device eliminates issues associated with the different thermal expansion coefficients of the p- and n-type legs. Mg3Sb2 belongs to
the AM2X2 family, where Mg atoms occupy both the A and M atomic positions (Fig. 21). Hence, the chemical formula of Mg3Sb2
can be presented as MgIMgII2Sb2. Mg3Sb2 crystallizes in the hexagonal system in the space group P3m1in the La2O3 crystal structure
type.111 There are three distinct atomic sites, MgI (0;0;0), MgII (1/3;

2/3;0.6339), and Sb1 (1/3;
2/3;0.2283) in the asymmetric unit cell.

Mg3Sb2 features anionic [Mg2Sb2] slabs which are built by [MgIISb4] tetrahedra sharing edges with MgIIeSb bond distances of 2.82–
2.86 Å. The anionic [Mg2Sb2] slabs are sandwiched by layers of MgI atoms, where MgI are surrounded by six Sb atoms in a regular
octahedron with MgIeSb distances of 3.12 Å. Analysis of the chemical bonding in Mg3Sb2 shows that a significant degree of cova-
lent interactions are still present in [MgISb6] octahedra.

111,128,129

Similar to magnesium silicide, n-type Mg3Sb2 shows much better performance than p-type Mg3Sb2 (Fig. 19). n-type Mg3Sb2 can
be realized via incorporating excess amounts of Mg atoms, which makes the chemical formula of Mg3 þ xSb2 (x > 0). The small
percentage of additional Mg atoms reside at the interstitial atomic positions within Mg3Sb2. Mg atoms play an important role in
contributing to the electrical properties by forming a highly degenerate conduction band structure.111,128,129 The six-coordinated
MgI has a major contribution to the bottom of the conduction band coupled with a significant contributions from four-
coordinated MgII and Sb atoms. In contrast to conventional Zintl compounds, which exhibit coexistence of ionic and covalent
bonds within one crystal structure, all MgeSb interactions in Mg3Sb2 exhibit strong covalent character.111,128,129 The complex
bonding picture of Mg3Sb2 may account for its promising electrical properties and low thermal conductivity. In addition to the
interstitial Mg atoms, aliovalent substitutions, such as trivalent metals to replace divalent Mg atoms, were proved to be an efficient
way to control the carrier concentration.130,131 For Mg3Sb2, most doping activities happen at Sb atomic sites. Replacement of the Sb
with the heavier Bi atoms suppresses the lattice thermal conductivity.132–138 Aliovalent Sb/Te substitution is another efficient way to
tune the carrier concentration as well as lowering the thermal conductivity.132,134,137 Future research efforts will be mainly focused
on enhancing the properties of p-type Mg3Sb2, perhaps with Li as potential dopant, as in the case of Mg2Si. Another applicable opti-
mization method would bemicrostructure management, which can further suppress thermal conductivity and improve thermoelec-
tric performance.

4.03.5.3 MgAgSb

a-MgAgSb has sparked growing research interests with promising thermoelectric performance around room temperature. A recent
study demonstrated that an Mg3Sb2/MgAgSb module can achieve �7.3% thermoelectric efficiency for low-temperature energy har-
vesting.139 a-MgAgSb crystallizes in the non-centrosymmetric tetragonal space group I�4c2. The structure of a-MgAgSb is built by

Fig. 21 The crystal structure of Mg3Sb2 viewed along the [110] direction. MgI: red, MgII: pink, Sb; black. [MgISb6] octahedra and [MgIISb4]
tetrahedra are presented in cyan and blue colors, respectively.
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interconnected edge-sharing [AgSb4] tetrahedra forming a three-dimensional framework (Fig. 22A) in which voids are filled with
highly distorted [MgSb6] octahedra (Fig. 22B). In the asymmetric unit of a-MgAgSb, there are five fully occupied independent
atomic positions, one for Mg, one for Sb, and three for Ag atoms. Despite the simple equimolar formula, the crystal structure of
a-MgAgSb is complex and contains 24 atoms within a unit cell.

The complex crystal structure of a-MgAgSb accounts for its low thermal conductivity. Two structural features can be considered
the origin of low thermal conductivity of a-MgAgSb. One is the unique three-centered MgeAgeSb bonds.140 Another is the rattling-
like behavior of Ag atoms in Ag@Sb4 tetrahedra.

141–145 Ag defects play a dominant role in controlling the thermoelectric properties
of a-MgAgSb. There are three crystallographic Ag positions. Both theoretical and experimental findings verify the presence of
intrinsic Ag defects in a-MgAgSb, which may explain why the major carriers are holes. Intrinsic Ag imperfections were applied to
suppress the lattice thermal conductivity and tune the electrical properties of a-MgAgSb simultaneously.142,146 Various dopants,
such as Li, Ca, and Yb replacing Mg atoms or As, Sn, Bi, and Pb substituting Sb atoms, have been incorporated to enhance the ther-
moelectric properties of a-MgAgSb.142,146 Like Mg2Si, the major theme of the future research on a-MgAgSb will be pursuing high-
purity samples free from secondary admixtures and investigating proper dopants.

4.03.5.4 Yb14MgSb11

As discussed in the Sections 4.03.2 and 4.03.6, Zintl phases with complex crystal structures are promising thermoelectrics due to
their intrinsically low thermal conductivity. Yb14MnSb11, the first example of a high-temperature thermoelectric material in the
A14MX11 family, was reported in 2006.147 The “14-1-11” structure type demonstrates amazing flexibility and many compounds
have been synthesized with overall composition of A14MX11 (A ¼ Ca, Sr, Ba, Yb, Eu; M ¼ Al, Zn, Cd, Mn, Mg; X ¼ As, Sb,
Bi).148,149 9 years later Mn was replaced with isovalent Mg, resulting in the formation of Yb14MgSb11.

117 The crystal structure of
Yb14MgSb11 can be represented as a combination of an anionic sublattice of [MgSb4]

9� tetrahedra, linear [Sb3]
7� trimers, and iso-

lated Sb3� anions surrounded by the Yb2þ cations (Fig. 23A), or as a three-dimensional network of Sb-centered [Yb7] or [Yb6Mg]
polyhedra, hosting [Sb3] trimers (Fig. 23B).

Fig. 22 (A) Ball-and-stick and (B) polyhedral representations of the crystal structure of a-MgAgSb viewed along [001] direction. Mg: orange, Ag:
green, Sb; blue.

Fig. 23 The crystal structure of Yb14MgSb11. (A) A view emphasizing MgSb4 tetrahedra and Sb3 trimers. (B) An alternative view showing polyhedra
around isolated Sb atomsdeither Sb@Yb7 or Sb@Yb6Mg1. Yb: yellow, Mg: orange, Sb: blue.
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In A14MX11, different di- and trivalent cations M may be realized: M ¼ Al, Zn, Cd, Mn, and Mg. The latter three elements all
exhibit formalþ2 oxidation state with identical valence electron counts. Nevertheless, Yb14MgSb11 is the record holder of zTwithin
the A14MX11 family when stoichiometric, unsubstituted, or undoped compositions are considered. Chemical bonding analysis veri-
fied the covalent nature of MgeSb interactions. A recent study revealed the complex crystal structure nature of Yb14MgSb11 with Mg
atoms partially occupying the Yb positions.150 The coexistence of covalent and ionic bonding types in one compound are important
for both charge and heat transport properties. With high performance of the unoptimized material, there are multiple ways to
improve the thermoelectric performance of Yb14MgSb11 such as carefully controlling the hole concentration, alloy engineering
to further reduce lattice thermal conductivity, and microstructure management.

In summary, the element magnesiumdwhich is cheap, abundant, and nontoxicdplays an important role in the field of ther-
moelectrics. The flexible chemical characteristics such as the ability to form ionic or covalent bonds (sometimes within the same
compound) and variable coordination environments enable high zT values by forming complex crystal structures and contributing
to the electronic structure. During synthesis, a precise control of the stoichiometry of Mg is challenging due to the high vapor pres-
sure of Mg, which needs careful attention. Isovalent replacement of Mg by Mn, Zn, or Cd is possible due to their comparable ionic
sizes.124,125 Aliovalent substitution of Mg is more difficult due to the small ionic size of Mg2þ (0.72 Å), leaving Liþ (0.76 Å) and Y3þ

(1.01 Å) as potential candidates. For practical applications, the mechanical properties (brittleness) of Mg-containing materials also
need to be improved.

4.03.6 Complex crystal structures for thermoelectric materials

4.03.6.1 Crystal structuredPhonon structuredThermal conductivity relationship

As discussed previously, optimization of the thermoelectric figure-of-merit depends on many interdependent material properties.
For many traditional thermoelectric materials discussed in the previous sections, the electrical resistivity and Seebeck effect are
preeminent while the thermal conductivity leaves something to be desired. Many attempts to lower the thermal conductivity result
in negative impacts on the resistivity and Seebeck. While the charge carrier contribution to electronic thermal conductivity cannot be
avoided, lattice thermal conductivity can be reduced somewhat independently. Therefore, the disentanglement of the thermal
conductivity and electronic properties is highly attractive. From the point-of-view of the phonon structure, acoustic phonons trans-
fer heat while optical phonons, upon crossing with the acoustic ones, are responsible for the heat dissipation. In materials with
simple cubic structures, like diamond or boron arsenide, there is an optical gap between acoustic and thermal phonons which leads
to extremely high lattice thermal conductivities of >1000 Wm�1 K�1 (Fig. 24A).151–154 For complex crystal structures with many
atoms in the unit cell, multiple crossings of the optical and acoustic phonons lead to an overall decrease in the thermal conductivity
(Fig. 24B). An even higher degree of the disentanglement can be achieved if the structure has weakly-bound atoms, or “rattlers.” This
was first proposed by G.A. Slack who coined the “phonon-glass-electron-crystal” concept.14 In the proposed hypothetical material,
phonons are efficiently scattered just as they are in a glass-like compound which lacks any long-range order. Meanwhile, the charges
(electrons or holes) move as they do in a crystalline lattice. The presence of rattling atoms introduces low-energy flat optical modes
which suppress acoustic modes due to avoided crossings (Fig. 24C).

A complex crystal structure with many atoms and some weakly-bound atoms is preferable for low lattice thermal conductivity.
But what does it mean for a crystal structure to be complex? Several factors can contribute to the complexity of a given crystal structure
such as unit cell volume, atomic disorder, vacancies, mixed occupied sites, and the presence of different types of bonding (covalent,
ionic, etc.). Increasing structural complexity generally decreases lattice thermal conductivity making complex crystal structures an

Fig. 24 Schematic representation of the phonon structure of different hypothetical materials. (A) A simple crystal structure with an optical gap
between the acoustic and optical phonons. (B) A complex crystal structure with multiple acoustic-optical phonons overlapping. (C) A structure with
rattling atoms and corresponding flat optical modes which suppress the acoustic phonon branches.
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enticing characteristic for developing highly efficient thermoelectric materials. To better explain the intricacy of complex crystal
structures, contrasting a simple crystal structure is helpful. Silicon has a very simple face-centered cubic crystal structure with
a unit cell volume of only 160 Å3. The crystal structure contains no vacancies or partially occupied sites, and only one type of bonds
can be found (i.e., SieSi covalent bonds). As a result of its simple structure, the thermal conductivity of elemental silicon is above
100 Wm�1 K�1 at 300 K. Increasing the complexity of the crystal structure can lead to a significant decrease in thermal conductivity,
as seen in SiGe alloys (Section 4.03.3.2), and crystalline materials with very complex structures are known to have thermal conduc-
tivities below 1 Wm�1 K�1 at 300 K (Fig. 25). Of course, the need for favorable electronic conduction and high Seebeck coefficient
further limits the selection of promising materials for thermoelectric applications. In this section, several promising thermoelectric
materials will be discusseddall of which possess low lattice thermal conductivities due to their complex crystal structures.

4.03.6.2 Large unit cells in 14-1-11 compounds

One example of materials with very large unit cell volumes are the A14BX11 compounds briefly discussed in Section 4.03.5.4. The
unit cell of Yb14MgSb11 does not contain substantial atomic disorder or significant vacancies, but the unit cell volume is over
6100 Å3 and the structure contains a variety of bonding types. The MgeSb bonds can be considered covalent as well as the SbeSb
bonds in Sb3 trimer, while the interactions between Yb and isolated Sb atoms are ionic. The Mg atoms are tetrahedrally coordinated
by 4 Sb atomsmaking the [MgSb4]

10� unit. Another structural unit is the Sb trimer [Sb3]
7�. These trimers feature linear bonding due

to the hypervalent nature of the central Sb atom. These tetrahedral and trimer motifs combine with 12 Yb2þ cations and 4 Sb3�

anions to make up the Yb14MgSb11 crystal structure. The multiple types of bonding and large unit cell constitute a complex crystal
structure with a thermal conductivity of �0.8 Wm�1 K�1 at 300 K.117

This structure type has been thoroughly studied and it has been found that the electronic properties of these materials can be
adjusted while maintaining or even further lowering the thermal conductivity. Yb14MnSb11 and Yb14MgSb11 have high zT values
of �1 approaching 1000 K, making them a very attractive platform for high-temperature thermoelectric applications.117,147

Many approaches have been taken to further increase the efficiency of these materials. The Mn site can be fully alloyed with Mg,
Zn, and Al. The Sb site can be replaced with Bi or partially replaced with Sn. Yb can be partially replaced with La or fully replaced
with Ca, Sr, and Eu. This resulting vast phase space generates an enormous number of possibilities to tune the electronic and
thermal transport in this family of materials.

An interesting aspect of complex crystal structures is that they are complex because of the elements that have been combined and,
therefore, a structure with similar composition has a potential to exhibit similar complexity. Such is the case for Yb21Mn4Sb18.

155

Fig. 25 A comparison of the room temperature thermal conductivities of relatively simple (left) and complex (right) structures composed of similar
elements.
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Yb21Mn4Sb18 combines large unit cell volume with another form of structural complexity: positional atomic disorder. The increase
in the concentration of Mn compared to Yb14MnSb11 is realized through the condensation of the [MnSb4]

9� unit into the tetramer
[Mn4Sb10]

22�. However, within the voids filled by Yb2þ, one of the Yb sites becomes disordered, presumably as the void becomes
larger, and the Yb atom’s electron density is partially distributed over two crystallographic sites. Often atomic disorder creates
a cascade of partially distributed sites; accordingly, the crystal structure of Yb21Mn4Sb18 has Yb, Sb, and Mn positional disorder.
The complexity of the unit cell again manifests as ultra-low thermal conductivity of 0.4 Wm�1 K�1 at 300 K.

4.03.6.3 Atomic disorder in zinc antimonides

As mentioned previously, atomic disorder is another way of introducing structural complexity and lowering the thermal conduc-
tivity. Vacancies or partially occupied sites are a type of atomic disorder in which the presence of an atom in the unit cell is statistical.
For example, if a particular atom site has a 20% occupancy, then one in five unit cells in the material will contain that atom in that
crystallographic site.

b-Zn4Sb3 is an example of a good thermoelectric material with zT > 1 that exhibits atomic disorder.156 b-Zn4Sb3 crystallizes in
the R�3c space group and has a unit cell volume of �1600 Å3. The antimony atoms form both isolated Sb3� ions as well as [Sb2]

4�

dimers. The Zn 36f site is partially occupied at�90% resulting in an actual composition of Zn13Sb10. This means that the Zn atom is
missing in one out of 10 unit cells. This description of the unit cell has not been depicted consistently in the literature. Originally
Mayer et al. reported that Zn partially occupied an Sb site so that the stoichiometry was in agreement with the nominal composi-
tion.157 Later, reinvestigation found that the composition was Zn deficient and there were several very closely related phases with
varying Zn content.158 Even more detailed structural studies were performed with synchrotron radiation and revealed that addi-
tional partially occupied Zn sites were present in the crystal structure.159,160 These interstitial Zn atoms effectively lower thermal
conductivity by introducing disorder into the lattice.

ZnSb is another binary of Zn and Sb with room temperature thermal conductivity of �3.5 Wm�1 K�1, while b-Zn4Sb3 has
a thermal conductivity of 0.8 Wm�1 K�1.159,161 From electronic structure calculations, the modulation of interstitial Zn atoms
should have a large effect on electronic properties. This is consistent with the variability of thermoelectric property data for this
phase. In a systematic manipulation of the Zn content for single phase b-Zn4Sb3, the Seebeck coefficient changed by as much as
20%.159 Other binary Zn antimonides have been reported to have similar disorder of Zn sites and low lattice thermal conductivities,
such as b-Zn8Sb7 and Zn9Sb7.

162,163

4.03.6.4 Skutterudites and clathrates: Rattling atoms and superstructures

Skutterudites are compounds with the CoAs3-type structure, crystallizing in the cubic Im�3 space group. The structure contains 8
corner-sharing tilted Co@As6 octahedral units per unit cell. The octahedral units are connected in such a way that there is a large
icosahedral void in the crystal structure (Fig. 26). While skutterudites can be composed of metals Co, Rh, and Ir and pnictogens (P,
As, and Sb), the Sb-based materials are of interest for thermoelectrics due to their favorable electrical resistivities and Seebeck coef-
ficients. CoSb3 has a reasonable power factor of 30 mWcm�1 K�2; however, the thermal conductivity is too high at
8.9 Wm�1 K�1.164 Lowering the thermal conductivity is an active challenge for this class of materials and adding complexity to
the crystal structure is a potential solution. An effective way to achieve this is by introducing a rattling atom in the void of the crystal
structure.

Upon occupation of the interstitial spacedthat is the two icosahedral voids in the structuredwith a rattling atom,(Fig. 26), the
compound is referred to as a filled skutterudite with composition A1–dT4Z12. These are some of the most promising thermoelectric
materials in the skutterudite family. Many elements have been incorporated into the Co (T) and As (Z) sites of the filled skutterudite
(T ¼ Fe, Co, Ni, Ru, Rh, Os, Ir, Pt, Au; Z ¼ Si, P, Ge, As, Sn, Sb).165 Cations A such as alkali (Li, Na, K, Rb) and alkaline-earth metals
(Ca, Sr, Ba), triels (In, Tl), early transition metals (Y, Hf), lanthanides (La, Ce, Pr, Nd, Sm, Eu, Yb), and actinides (Th, U, Np) can be
partially or fully inserted into the large void between the tilted octahedra. Even the smallest inclusion of cations into the void can
moderately lower the thermal conductivity such as in K0.22Co4Sb12 with klattice of 6.7 Wm�1 K�1 at 300 K.36 However, the

Fig. 26 Polyhedral view of cages with rattling cations inside shown for the skutterudite (left) and clathrate-I (right) structure types.
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interstitial atom also affects the charge carrier concentration which effectively modulates the electrical resistivity and Seebeck coef-
ficient. Adding interstitial atoms reduces thermal conductivity which improves overall zT, but it also adds additional electrons
making all subsequent materials n-type. For the Co4Sb12 framework, there is a limit to incorporating interstitial atoms before
the excess electrons destabilize the structure. However, higher occupancies of the interstitial site can be accommodated when the
Co site is alloyed with Fe. In La0.7Fe3CoSb12, the thermal conductivity was reduced to 1.6 Wm�1 K�1. This low thermal conductivity
combined with the electrical transport properties brought the overall zT to approach 1 at 800 K.166

Clathrates are a large family of cage-like compounds. (Figs. 25 and 26). The cages in clathrates are formed by tetrahedrally- coor-
dinated “framework atoms” and the atoms that occupy the space in these cages are referred to as “guest atoms”. Guest atoms may
have either positive charge (serving a cationic role, the more common case), or negative charge (anions, which are present in so-
called inverted clathrates).167,168 Similar to skutterudites, these guest atoms are rattlers and play a role in lowering the thermal
conductivity of these materials. Out of the 11 structure-types of clathrates reported, type I clathrates are the most common with
over 200 compounds reported.169 Type I clathrates crystallize in the space group Pm�3n and have the composition of A8X46 where
A represents the guest atoms and X denotes the framework atoms. The unit cell consists of 2 pentagonal dodecahedra and 6 tetra-
kaidecahedra (Fig. 26).

Because all the framework atoms are tetrahedral in coordination, tetrel elements (Si, Ge, and Sn) compose many of the reported
clathrate frameworks. As discussed earlier, unit cell volume has a great influence on the thermal conductivity, and type I clathrates
have a unit cell volume on the order of �1000 Å3. This sufficiently large unit cell is only one of the factors that reduces thermal
conductivity. The guest atoms in the clathrates also reduce lattice thermal conductivity as they are loosely bound to the cages
and often have large anisotropic atomic displacement parameters. Sometimes, the guest atoms are even best described as being posi-
tionally disordered in the large cages. Calculation of phonon modes help us understand the addition of certain complexity. Just like
Si, a-Ge has high thermal conductivity (Fig. 25) due to its small unit cell and lack of complexity. A study comparing the phonon
modes of crystalline a-Ge, Ge46 (clathrate-I structure without guest atoms), and Sr6Ge46 (clathrate-I with Sr guest atoms) found that
the larger unit cell of Ge46, even without occupancy of the guest atom positions, exhibited much lower thermal conductivity than
a-Ge.170 Upon addition of Sr guest atoms, additional phonon modes were observed that dramatically impact the scattering of heat-
carrying phonons which lowers the thermal conductivity even further. Just like the other structures discussed in this section, the low
thermal conductivity of clathrates provides a suitable starting point for potential thermoelectric materials. Exceptionally low
thermal conductivities for Ba8Au16P30 (0.6 Wm�1 K�1 at 300 K) and Ba8Ga15.9Sn30.1 (0.71 Wm�1 K�1 at 300 K) have been re-
ported. However, optimal efficiency can only be reached if the clathrate’s electrical properties are exceptional. Optimization of
the electrical properties in clathrates can be achieved by substitution of the framework atoms. A few clathrates have surpassed
a peak zT of >1 including Ba8Sb2Ga14Ge30, Ba8Ga5.23Al10.52Sn30.26, and Ba8Ga15.8Cu0.033Sn30.17.

169

Type-I clathrates can exhibit a range of electrical properties from metallic to semiconducting with a straightforward design prin-
ciple guided by electron counting. For a semiconducting type-I clathrate, the 46 framework atoms need 4 valence electrons per atom
(184 total). The guest atoms donate their valence electrons (v.e.) to the framework in accordance with the Zintl concept. One of the
best performing clathrates, Ba8Ga16Ge30, satisfies this criteria with 8 � 2 v.e. from Ba, 16 � 3 v.e. from Ga, and 30 � 4 v.e. from Ge.
In total this yields 184 v.e. and Ba8Ga16Ge30 exhibits intrinsic semiconducting behavior. Advantageously, the 184-electron rule is
not a rigid rule and there is some tolerancedalthough the extent of this boundary is not necessarily well-defined. For instance,
Na8Si46 has an electron count of 192 v.e. and accordingly shows n-type metallic behavior.171 This clathrate framework made
from Si can accept 8 excess electrons, but the Ge framework is less accepting. Ba8Ge46 does not exist presumably because the total
electron count would be too high at 200 v.e. Instead of inducing vacancy formation in the guest atom sites, the clathrate framework
starts to form vacancies. Ba8Ge43 forms a clathrate-I type structure with three framework vacancies per formula unit to bring the v.e.
count to 188.

Another interesting discovery in Ba8Ge43 is the formation of a superstructure.172 A superstructure is formed when there is
a change in the crystal structure (like vacancies or mixed occupancies in one site). To accommodate this change in the ordered struc-
ture, there is a need to break original translational symmetry via either decreasing the symmetry or increasing the volume of the
primitive part of the unit cell or both. In Ba8Ge43, the translation of the primitive unit cell is broken when the framework vacancies
become ordered. Because it is still a crystalline material, a unit cell is larger, or less symmetric, or both. In Ba8Ge43, the new unit cell
is defined as 2 � 2 � 2 superstructure of the archetypal clathrate-I cell.

Type I clathrate frameworks are typically composed of tetrel elements, but the discovery of Ba8Cu16P30 realized clathrate frame-
works devoid of Si, Ge, or Sn.173 This growing subset of clathrates, termed “unconventional clathrates,” 174 is especially prone to
forming superstructures. Because Cu and P have different bonding preferences and electronegativity values, they segregate over
different Wyckoff sites and create a superstructure. As a result, Ba8Cu16P30 crystallizes in Pbcn with a unit cell four times the size
of the primitive cubic clathrate. Enlargement of the unit cell helps reduce the thermal conductivity thus making superstructure
formation an important mechanism to understand so that it may be used as a strategy for thermoelectric optimization.174–178

4.03.6.5 Complex Intermetallics of the R117Fe52Ge112 structure-type

An extreme case of structure complexity can be achieved in intermetallic compounds with giant unit cells. Simple compositions, like
Mg2Al3 or NaCd2, may correspond to a complex unit cell with volumes over 22,000 Å3.179–181 Ternary structures exhibit even more
complicated structures such as in AleCueTa intermetallics with unit cell volumes of 93,000–365,000 Å3.182,183 As stated above,
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ternary systems with a combination of ionic and covalent bonding are preferred for thermoelectric applications, such as materials
with the R117Fe52Ge112 (R ¼ rare earth) structure type. This complex structure type is an intergrowth of various nested polyhedra with
the Ge-containing compounds having unit cell volumes of 23,000–24,000 Å3, while the Sn-based analogues have larger volumes
of 27,000–29,000 Å3.184,185 Lattice thermal conductivity of these compounds is, as expected, very low owing to the structural
complexity of these compounds. A klattice value of 0.28 Wm�1 K�1 was reported for Gd117Co56Sn112.

186 The main drawback of
such complex intermetallics is the low Seebeck coefficient which prevents their utilization as effective thermoelectric materials.
However, recent developments in the method of analysis of chemical bonding in complex intermetallic structures187 and the
discovery of semiconducting intermetallics such as TaIrGe188–190 leave hope for complex intermetallics to find future applications
in the thermoelectrics field.

Complex unit cells are one way of ensuring low thermal conductivity for a given material. However, certain challenges in the
characterization and understanding of the materials arise from this complexity. For instance, b-Zn4Sb3 is a misnomer because its
composition is much closer to Zn3.9Sb3 ¼ Zn13Sb10. This mistake originates from the difficulty in determining the partial site
occupancy of the disordered Zn atom. Originally the structure was also thought to have Zn/Sb site mixing, and this was later shown to
be an incorrect interpretation of X-ray diffraction data. The incorrect composition and/or crystal structure description can distort the
fundamental understanding of the experimental properties and prevent rational ‘materials’ optimization. Another challenge in studying
mixed or partially occupied crystallographic sites is the difficulty in performing computations on these materials. Calculating accurate
band structures and predicting optimal carrier concentrations for a given material provides an invaluable feedback loop for
experimentalists that can greatly reduce laboratory efforts when designing efficient thermoelectric materials. The efficiency of such
approach was demonstrated for tetrel monochalcogenides as discussed in Section 4.03.4. However, large unit cells of complex
thermoelectrics increase computational costs and disorder or mixed occupied sites cannot be easily accounted for in computations. As
computational efficiency is improving, and high-quality instrumentation is becoming more available, complex materials are becoming
more routine to fully characterize. This sector of thermoelectrics remains an active and exciting research area for both experimental and
theoretical chemists.

4.03.7 Outlook

Thermoelectric materials are important for the solid-state interconversion of heat and electrical energy. There are multiple potential
applications for thermoelectrics in both refrigeration (food, vehicle air-conditioning, CCDmatrices, microelectronics, and light sources)
and energy generation (wearable technology for body heat conversion, waste heat from combustion engine operations and
manufacturing, and RTGs for space exploration). These applications dictate the operating temperature regimes and basic requirements
for performance, cost, toxicity, and compatibility of the component materials. Development of novel thermoelectric materials with
improved performance is a dynamic field located on the intersection of solid-state chemistry, condensed matter physics, and materials
science. Optimization of the charge and heat transport in thermoelectric materials requires an understanding of the relationship between
composition, real long-range and short-range crystal structures, interstitial and substitutional defects, microstructure and phase
boundaries, electronic and phonon structures, and chemical bonding. In this chapter, several examples of different families of
thermoelectric materials were discussed to illustrate the diversity of these chemical systems and various optimization approaches. Clearly,
there is no single recipe for how to produce a superior thermoelectric material, and new exciting discoveries from both well-studied
“classic” and completely new systems are yet to come.

4.03.8 Appendix A: Summary of zT values for materials discussed in this chapter.

For more extensive lists of the thermoelectric properties in inorganic materials, the reader is referred to the recent topical review by
Freer et al.36

Composition Temperature (K) zT

Bi2-xSbxTe3 300 1
Bi2Te3-xSex 300 0.8
BixSb2-xTe3 373 1.4
Bi0.5Sb1.5Te3 350 1.24
Bi2Te2.7Se0.3 398 1.04
Bi2Te2S 573 0.8
K0.06Bi2Te3.18 350 1.1
Si 300 0.01
Si0.7Ge0.3: B 1100 0.7
Si0.7Ge0.3: P 1100 1
Si0.8Ge0.2: B 1173 1.22
Si0.8Ge0.2: B þ WSi2 1173 0.66

(Continued)
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Composition Temperature (K) zT

Si0.8Ge0.2: P 1173 1.3
Si0.8Ge0.2: P þ WSi2 1173 1.16
Si0.8Ge0.2: Pþ SiC 1173 1.72
PbTe1-xSex 850 1.8
PbTed(4 mol% SrTe)d(2 mol% Na) 913 2.2
PbTed8% SrTe 923 2.5
Na0.03Eu0.03Sn0.02Pb0.92Te 850 2.57
PbSed1% Al 850 1.3
PbSed1% Mo 673 0.5
Sn0.98Se 823 1.4
SnSe 823 1.37
SnSe (single crystal; along b-axis) 923 2.6
SnSe (single crystal; along a-axis) 923 0.8
Sn0.948Cd0.023Se 823 1.7
SnSe0.96Sb0.02 773 1.1
Sn0.95Se 873 2.1
Sn0.985Na0.015Se 773 2.0
Sn0.98Na0.02Sed2% Te 723 >2
SnSe0.9Br0.1 773 1.3
SnSedAg8SnSe6 773 1.33
(SnSe)1-x(SnSe2)x 773 2.2
SnSed1.0 wt% LaCl3 750 0.55
SnSe: Cu 823 1.41
SnSe nanosheets/PEDOT:PSS hybrid films incorporating
20% SnSe

300 0.32

Reduced hole-doped polycrystalline SnSe 783 3.1
SnSe1.95–1.5% Cu 673 0.63
SnTe0.985I0.015 700 0.6
In0.0025Sn0.9975Te 873 1.1
SnTe: In/Cd 823 1.4
SnTe: In/Mg 840 1.5
Sn0.94Cu0.12Te 850 >1
Sn0.97Bi0.03Te þ SrTe 823 1.2
SnTe: Ca/In þ5% Cu2Te 823 1.85
Ge0.79Ag0.01Sn0.2Se 700 0.2
(GeSe)0.9(AgBiTe2)0.1 627 1.35
(GeTe)0.85(AgSbTe2)0.15 720 1.5
(Ge0.97Sb0.03Te)0.8[(Ag2Te)0.4(Sb2Te3)0.6]0.2 700 1.8
(GeTe)0.85(AgSbTe2)0.15–1% Yb 730 1.8
Mg1.98Cr0.02(Si0.3Sn0.7)0.98Bi0.02 680 1.7
Mg1.98Li0.02Si0.4Sn0.6 780 0.7
Mg2.08Si0.364Sn0.6Sb0.036 773 1.55
Mg2.08Si0.37Sn0.6Bi0.03 716 1.5
Mg3Sb1.8Bi0.2 773 0.94
Mg3.15Mn0.05Sb1.5Bi0.49Te0.01 720 1.85
Mg0.97Zn0.03Ag0.9Sb0.95 423 1.4
Yb14MgSb11 1075 1.02
Yb14MnSb11 1223 1
b-Zn4Sb3 550 0.8
La0.7Fe3CoSb12 800 1
Ba8Sb2Ga14Ge30 980 1.1
Ba8Ga5.23Al10.52Sn30.26 480 1.2
Ba8Ga15.8Cu0.033Sn30.17 550 1.38
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Abstract

Non-oxide (semi)metal chalcogenide clusters bear a large variety of structural motifs, mainly due to the large atomic size of
the S, Se, and Te atoms, as compared to an O atom, connecting the (semi)metal atoms. This way, not only the bridging
modes are more flexible, easily reaching a m4- or m5-type situations, but also a larger distance of the positively charged (semi)
metal atoms that are connected by larger atoms enable an increase of the variety of possible connection patterns. In this
survey, we present the variety of non-oxide chalcogenide clusters of p-block (semi)metals. Besides a summary of the broad
spectrum of different cage and cluster architectures, we also refer to other chemical or physical properties of such compounds,
which point towards their meaningfulness beyond purely fundamental synthetic or analytic work. However, we would like to
emphasize that the basic research that allowed for to the discovery of this multitude of cluster types was key to all subsequent
findings.

4.04.1 Introduction

(Semi)metal chalcogenide clusters have been in the focus of many research groups over the past decades, as they exhibit a large
variety of interesting structural, chemical, and physical properties as a consequence of different synthetic approaches as well as
difference elemental combinations.1–4 While the structures inform about possible formation processes and trends as well as restric-
tions during the generation of such species, the elemental combinations enable to fine-tune not only the structures but also the
opto-electronic properties; the latter affects both the physical properties of the cluster compounds and their reactivity in homoge-
neous and heterogeneous environments.5–7

In this review chapter, we summarize known cage and cluster compounds, in which p-block (semi)metal atoms of group 13
(triels, Tr; Al, Ga, In, Tl), group 14 (tetrels. Tt; Si, Ge, Sn, Pb), or group 15 (pnictogens, Pn; Sb, Bi) are combined with group 16
atoms (chalcogens, E; S, Se, Te) as ligands. We exclude oxide clusters, which would probably double the contents, and concentrate
the collection on heavier homologues, mostly because these allow for narrower band gaps and an even broader structural variety.
The latter can be put down to the general possibility to expand the bridging mode of the chalcogenide ligand, and to allow for virtu-
ally all possible modes of connections of subunits given the larger atomic sizes. We intend to introduce all kinds of structural motifs
and the compounds based on them, and shed light on additional physical and chemical properties of the compounds.

In the sections to follow, we will present molecular compounds of group 13, 14, or 15 atoms, ordered by S, Se, or Te atoms as
bridging ligands. We will use common cluster structures with increasing size as another classification criterion. We explicitly exclude
all kinds of extended structures in this overview.
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4.04.2 Group 13 chalcogenide clusters

Chalcogenide clusters of group 13 (semi)metals are often discussed with respect to the semiconducting properties of the underlying
binary phases, as the molecules may be used as precursors for controlled single-source phase-formation, and for the preparation of
corresponding quantum dots or other model systems. Dominating cluster archetypes found for the corresponding elemental combi-
nations are heterocubane-type cages and different types of supertetrahedral architectures. Both will be detailed below.

4.04.2.1 Heterocubane-type and related cluster cores

The most common structural archetype in group 13 chalcogenide cluster chemistry is the ligand-stabilized heterocubane [RTrE]4
(Tr ¼ Al, Ga, In; E ¼ S, Se, Te). In the following paragraphs, we will summarize general synthesis methods, besides reactivity
and applications of such compounds.

4.04.2.1.1 General synthesis methods of group 13 chalcogenide clusters
The first successful synthesis and structural characterizations were carried out in 1991, simultaneously by two groups. In one of the
reports, this cluster family was observed during an investigation of the reactivity of tBu3Ga towards an excess of H2S.

8 The resulting
dimeric complex [tBu2Ga(m-SH)]2 eliminates tBu units above 45 �C to form the air-insensitive and temperature-stable [tBuGaS]4 (1,
Fig. 1), which is based on a heterocubane-type cage. The other author team obtained the same compound and its heavier congeners
by using elemental chalcogenides instead of H2E,

9 a synthesis method which was also explored in a follow up paper.10 [tBuGaS]4
(1) can be obtained via the usage of S8 at higher temperatures, while an analogue reaction using red Se can already transform tBu3Ga
to [tBuGaSe]4 (2) at room temperature. Gray selenium as well as tellurium only yield the chalcogenolate-bridged dimers [(tBu)2-
Ga(m-Et,Bu)]2 (E ¼ Se, Te). To generate the desired heterocubane-type clusters-type clusters 2 or [tBuGaTe]4 (3), either those chal-
cogenolate dimers or tBu3Ga need to be treated with an excess of the corresponding chalcogen at higher temperatures. The work
reported in ref. 9 additionally covered analogous reactions of tBu3Al to form [tBuAlE]4 (E ¼ S: 4; E ¼ Se: 5; E ¼ Te: 6), which mirror
those of their Ga homologues.9

Another synthesis method for obtaining Al-containing heterocubane-type chalcogenide clusters is the treatment of the tetrahe-
dral Al(I) compound [Cp*Al]4 (Cp* ¼ h5-C5Me5) with elemental Se or Te at room temperature to quantitatively form the
compounds [Cp*AlE]4 (E ¼ Se: 7; E ¼ Te: 8, Fig. 1).11 The reactivity in this case can be attributed to the formation of a (favored)
Al(III) product. The utilization of H2E (E ¼ S, Se) as a chalcogenide source in reactions with (Me2EtC)3Al can lead to [Me2EtCAlE]4
(E ¼ S: 9; E ¼ Se: 10), similarly to reactions with Ga congeners described above, while the heaviest homologue, [Me2EtCAlTe]4 (11),
remains accessible through the use of elemental Te only.12

Similar to one of the Al-based examples described above, the first In congeners stabilized by organic ligands could be obtained
by reacting tetrahedral [RIn]4 compounds with elemental chalcogens, although elevated temperatures are needed for the reactions
to take place. This way, the cages [{(SiMe3)3C}InE]4 (E ¼ S: 12, E ¼ Se: 13, E ¼ Te: 14, Fig. 1) can be isolated from [In
{C(SiMe3)3}]4.

13,14 It was shown later that R3In can also be used as In source to form compounds like [(Me2EtC)InSe]4 (15) or
[(Me2EtC)InTe]4 (16).

15,16

Apart from elemental and hydrogenated chalcogen sources, a third valuable alternative are silylated compounds E(SiMe3)2,
which can be used to generate heterocubane-type clusters upon addition to RTrCl2. This was shown first for a reaction of Cp*GaCl3
with Te(SiMe3)2 resulting in the synthesis of [Cp*GaTe]4 (17).

17

While other routes starting out from dimeric intermediates exist, similar to the first ones described for Ga compounds, these can
most often be skipped by using an excess of the chalcogen source and/or higher temperatures. Thus, the three predominant
synthesis methods for heterocubane-type cages can be summarized in Scheme 1.

There are a few different and more exotic methods of cluster preparation. It was reported, for instance, that tmp2GaCl
(tmp ¼ 2,2,6,6-tetramethylpiperidin) forms [tmpGaS]4 (18) upon treatment with KSCN as the sulfide source and a Kþ-sequestering
reagent (18-crown-6).18

Fig. 1 Three examples of simple group 13/16 heterocubane-type clusters with different elemental compositions and ligands. [tBuGaS]4 (1),
[Cp*AlTe]4 (8), and [{(SiMe3)3C}InSe]4 (14).
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In a variation to method C, the addition of H2S to (Me3Si)3CAlMe2 resulted in a dimeric solvent-coordinated intermediate, [(thf)
{(Me3Si)3C}Al(m-SH)]2 which upon heating yields a mixture of [(Me3Si)3CAlS]4 (19) and the unsymmetrically substituted cluster
[{(Me3Si)3CAl}3MeAlS4] (20), in which one organic ligand is replaced by a Me group stemming from the decomposition of the
(Me3Si)3C ligand (Fig. 2).19

Although in this survey, we intend to concentrate on cages that do not contain transition metal atoms, it needs to be noted that
In and Ga heterocubane-type clusters that are prepared via route C can also be stabilized by {(Cp)(CO2)2M}moieties (M ¼ Fe, Mo)
instead of an organic ligand. In this way, [{(Cp)(CO2)2Fe}InE]4 (E ¼ S: 21; E ¼ Se: 22), [{(Cp)(CO2)2Mo}InE]4 (E ¼ S: 23; E ¼ Te:
24), and [{(Cp)(CO2)2Fe}InE]4 (E ¼ S: 25; E ¼ Se: 26; E ¼ Te: 27) were obtained.20,21

The solvothermal reaction of InCl3 with the tridentate chelating ligand 1,10-phenanthroline (phen) and elemental S or Se in
aqueous solution leads to the formation of heterocubane-type clusters [phenInClE]4 (28: E ¼ S; 29: E ¼ Se, Fig. 3), stabilized by
the coordinative attachment of a neutral ligand.22 To compensate for the resulting positive charges, each In atom additionally carries
a Cl ligand, thereby expanding the coordination sphere to an octahedron. The experiments could also be reproduced using 2,20-
bipyridine (bipy) instead of phen, leading to the isostructural molecules [2,20-bipyInClE]4 (E ¼ S: 30; E ¼ Se: 31).23 The absorption
behavior of these compounds is of interest, owing to the cluster-ligand charge transfer, which affects the electronic properties of the
compounds.

Going one step further, a cationic cage with exclusively neutral ligands, [(dmtf)3InS]4(ClO4)4 (32, Fig. 3), was realized in 2011 by
reaction of indium perchlorate withN,N-dimethylthioformamid (DMTF). The cluster exhibits an octahedral coordination sphere at
the In atoms.24

Notably, a stable Tl congener could not be obtained yet. When using an unconventional synthesis method by reacting the ditriels
[R2Tr]2 (R ¼ SitBu3) with elemental selenium the presence of [(SitBu3)TlSe]4 (33) is suggested by 77Se NMR, while the Al and In
congeners could be isolated using this approach.25

4.04.2.1.2 Reactivity and application
While most heterocubane-type clusters can be sublimated without decomposition, repeated vaporization and recrystallization of
[tBuGaS]4 (1) at atmospheric pressure leads to the formation of an octameric cluster [tBuGaS]8 (34). Most likely, it consists of
two {Ga4S4} eight-membered rings that are arranged in an octagonal-prismatic fashion.10 This rearrangement was expanded in
a subsequent study, where it was shown that prolonged refluxing in n-hexane or a solid state thermolysis caused the formation
of a heptamer, [tBuGaS]7 (35), the crystal structure of which could be determined. According to it, a condensation of two defect-
heterocubane subunits, [(tBuGa)4S3] and [(tBuGa)3S4], obviously took place at their deficient position. Dissolving 1, or any of
the aforementioned oligomers, in pyridine yields compounds based on a trimeric unit, [tBuGa(py)S]3, that can be further pyrolysed
to form hexagonal crystals of the hexagonal prismatic hexamer [tBuGaS]6 (36, Fig. 4). Here, two parallel, six-membered rings are

Fig. 2 Compound [{(Me3Si)3CAl}3MeAlS4] (20) with an unsymmetrical substitution pattern.
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Scheme 1 Three possible synthesis routes towards heterocubane-type clusters: (A) using H2E and R3Tr, (B) starting from an elemental chalcogen
and R3Tr or [RTr]4 and (C) utilizing a condensation reaction of E(SiM3)2 with RTrCl2.
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slightly distorted towards a chair conformation.26 A hexameric unit with a different structural motif, [(tBuGa)6(m3-S)4(m-
S)2(

nPrNH2)2] (37, Fig. 4) is obtained by the addition of nPrNH2 to 1 and subsequent heating in toluene.27 The inorganic core
comprises two Ga3S3 six-membered rings adopting a boat conformation. These are connected via four in-plane Ga and S atom
by four GaeS bonds between the rings to result in a heterocubane-type motif. Each of the Ga atoms carries a tBu ligand, with
the two out-of-plane Ga atoms being additionally coordinated by an nPrNH2 unit each. This ligand interacts with the out-of-plane
m-S ligand of an adjacent cluster via hydrogen bridging. Heating at 110 �C in vacuum leads to the elimination of nPrNH2 and subse-
quent formation of 36 by returning the out-off-plane Ga and S atoms to an in-plane position.

For compounds with sterically highly demanding ligands, like [{(SiMe3)3C}GaS]4 (38), the dissociation of the heterocubane
into two dimeric molecules [{(SiMe3)3C}GaS]2 was shown in benzene, with the coordinatively unsaturated product being stabi-
lized by its shielding ligands. This effect does not occur in the Se and Te congeners, which is attributed to the higher strain on the
cage in 38.28

The stability and relative ease of sublimation of the heterocubane-type clusters, which was observed in studies on their forma-
tion, and later more deeply explored in a study about the volatility of [RGaE]4 (R ¼ MexEtx�3C; E ¼ S, Se, Te),29 render them inter-
esting single source precursors for the generation of TrE semiconductor layers or nanoparticles by metal organic chemical vapor
deposition (MOCVD). [tBuGaS]4 (1) can be evaporated at 225 �C and deposited on various substrates at 400 �C to form a previ-
ously unknown metastable cubic modification of GaS with a NaCl-type crystal structure (Scheme 2 and Fig. 5).30

Fig. 3 Cluster compounds with neutral organic ligands [phenInClSe]4 (29, phen ¼ 1,10-phenanthroline) and [(dmtf)3InS]4(ClO4)4 (32, dmtf ¼ N,N-
dimethylthioformamid).

Fig. 4 Hexameric clusters [tBuGaS]4 (36) and [(tBuGa)6(m3-S)4(m-S)2(nPrNH2)2] (37) formed from [tBuGaS]4 (1).
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Scheme 2 Vapor-phase deposition leading to a cubic GaS phase under retention of structural features of [tBuGaS]4 (1).
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Below a temperature of 380 �C, or above 400 �C, a deposition leads to amorphous layers instead, with the high temperature
deposition showing an additional sulfur-rich polycrystalline, yet unidentified, phase down-flow of a sulfur deficient amorphous
phase.31 As neither the heptameric [tBuGaS]7 (35) nor a dimeric compound [(tBu)2GaS]2 can be used to deposit the novel cubic
GaS-phase, it was concluded that the arrangement of the inorganic cores plays a major role during MOCVD; presumably, the reten-
tion of the cubic structure in 1 can lead to a crystal packing, while the topology of 35 does not allow for it, hence logically yielding
amorphous materials. Similarly, if the cluster core were to decompose before deposition, as was shown through photolysis during
photo-assisted CVD, the thermodynamically stable hexagonal GaS would be favored.32

In order to create a liquid alternative to 1 that does not rearrange to a heptamer, and at the same time can be synthesized more
easily in large scale, two derivatives with asymmetric ligands were synthesized, [(Me2EtC)GaS]4 (39) and [(MeEt2C)GaS]4 (40).

33

Both compounds show an excellent stability in the solid state as well as in the gas phase and, while vaporizing at higher temper-
atures when compared to 1, melt before doing so. In addition, they do not exhibit any rearrangement of the cluster core under
thermal treatment. Compound 39, vaporizing at lower temperatures (221 �C) was also shown to produce the same cubic GaS layer
as was observed for 1.

To investigate the deposition of heterocubanes-type compounds with a different elemental buildup, [tBuGaSe]4 (2) and
[(Me2EtC)InSe]4 (15) were vaporized (which required vacuum conditions for 15) and deposited, and the resulting films were
analyzed.15 These were shown to consist of nanoparticular spheres of hexagonal GaSe and InSe (Fig. 6). The fact that no cubic

Fig. 6 TEM images of polycrystalline spheres of InS (left) obtained from [Me2EtCInS]4 (15), and strings of beads of GaSe (right) obtained from
[tBuGaSe]4 (2).15

Fig. 5 Bright-field image of polycrystalline cubic GaS generated by gas-phase deposition of [tBuGaS]4 (1).30

84 Non-oxide p-block (semi-)metal chalcogenide cage compounds

mailto:Image of Fig. 6|tif
mailto:Image of Fig. 5|tif


structure related to the cluster cores was found was put down to the weaker bonds in the (semi)metal selenide cluster cores; their
much quicker decomposition thus leads to similar results as in the photo-assisted CVD studies discussed before.

The telluride compound [tBuGaTe]4 (3) as well as its derivatives [(Me2EtC)GaTe]4 (41) and [(MeEt2C)Te]4 (42) could only be
successfully volatilized in vacuum.34 The layers resulting fromMOCVD consist of a hexagonal GaTe modification analogous to that
obtained from GaSe heterocubane-type clusters, albeit metastable in this case. This also sheds light on the decomposition mecha-
nism of the heterocubane-type clusters in the gas phase. An indiscriminate decomposition would lead to the thermodynamically
most stable modifications, or an amorphous layer being formed, but the consistent formation of hexagonal phases suggests
a more controlled deconstruction of the cluster compounds to [RTrE]3 (E ¼ Se, Te) trimers, which can also be found in mass spectra
of such compounds.

The notable influence of the organic ligand on the buildup of deposited layers was made obvious in a study about CVD exper-
iments using [Cp*GaS]4 (43) and [Cp*GaSe]4 (44).

35 While these compounds can be sublimed without decomposition at 185 �C
and 205 �C, respectively, depositions on substrates at a temperature of 310 �C and 290 �C does lead to Ga-deficient uniform and
amorphous layers with an elemental composition of Ga2E3 (E ¼ S, Se). Thus, unlike for the previously discussed Se and Te
compounds, these cluster cores seem to decompose more heavily, or in a more uncontrolled fashion. This effect was also reported
for [tBuInSe]4 (45), a compound more similar to the previously discussed [(Me2EtC)InSe]4 (46). MOCVD of 45 leads to smooth In
metal layers, while hexagonal crystalline material could not be observed at any temperature or substrate such as for 15.36

One study on the reactivity of a heterocubane-type cluster with a transition metal complex has been reported.37 Addition of
[Cp2ZrMe2] to [tBuAlS]4 (4) in a 1:1 ratio leads to the fragmentation of the initial cluster under formation of the intermediate prod-
ucts [Cp2Zr(m-S)(m-Me)Al(tBu)Me] and [Cp2Zr(m3-S)3Al3(

tBu)3Me2], both of which decompose over time to form the dimeric
compound [Cp2Zrm-S]2. The same reaction, yet starting from [tBuGaS]4 (1), only yielded the analogous cage compound
[Cp2Zr(m3-S)3Ga3(

tBu)3Me2]. Those cages can be understood as a [tBuTrS]3 trimer with a Dewar benzene like buildup comple-
mented by Cp2Zr. When changing the reactant ratio of 1 versus Cp2ZrMe2 to 4:1, only the dimeric complex [Cp2Zr{m-SGa(Me2)
tBu}] is obtained.

4.04.2.2 Supertetrahedral clusters

Another prominent structural motif for many chalcogenide clusters across the periodic table is the supertetrahedron in its diverse
modes of appearance. The construction of larger tetrahedral molecules by (formally) condensing tetrahedral {TrE4} units via
corner-sharing is summarized in the Tn nomenclature. This is based upon the number of {TrE4} units along one edge of the large
tetrahedron (see Fig. 7). A T1 cluster thus denominates a simple {TrE4} unit, while an adamantane-like topology corresponds to
a T2 cluster, and so on. Another series of supertetrahedra are constructed by additionally considering inverted tetrahedral units,
{EM4} (with M being a (semi) metal in general), thus leading to another construction principle and the so-called pentatetrahedral
Pn family. There exist also defect-variants of the respective clusters or mixed forms, which are not detailed herein. As there are many
different synthetic approaches, we mention them in the context of the respective compounds.

In this chapter, all known compounds of such clusters will be discussed, starting from adamantane-type units and proceeding to
the larger T3-type compounds.

Fig. 7 Examples for the first four family members of Tn-type supertetrahedral clusters beyond the simple tetrahedron T1.3
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The first examples of adamantane-type group 13 chalcogenide compounds were obtained by reactions of Ga2S3 or In2S3 with
K2S, or In2Se3 with K2Se. In all cases, the products were reacted in aqueous solutions at 90 �C to yield air-sensitive potassium salts
of the anions [Tr4E10]

8� (Tr ¼ Ga, E ¼ S: 47; Tr ¼ In, E ¼ S: 48; Tr ¼ In, E ¼ Se: 49; Fig. 8).38

The charge of the anion in {(C3H7)2N}4[In4S6(SH)4] (50) was reduced by protonation of the terminal sulfide ligands.39 It was
obtained as a side product during the formation of a salt with a layered anionic substructure of the sum formula {[In6S11H]3�}N in
a reaction of the elements and dipropylamine. 50 was found to crystallize only after the layered compound crystallized from the
mother liquor.

The only other example of a [Tr4E10] T2-type compound was observed much later in reactions of elemental Ga and S with NiS
and the reagent tetraethylenepentamine (tepa) under solvothermal conditions. The resulting compound, {[Ni(tepa)]2SO4}[Ni(te-
pa)(Ga4S6(SH)4)] (51, Fig. 9), comprises [Ga4S6(SH)6]

4� units, which coordinate to one [Ni(tepa)]2þ fragment via one of their m-
S2� ligands to form the [Ni(tepa)(Ga4S6(SH)4)]

2� anion.40

In neutral adamantane-like compounds of groups 13 and 14, the terminal chalcogenide ligands are exchanged with lower-charge
alternatives, and/or the m-E atoms are replaced with chalcogenolate groups. For Ga and Al, this is achieved by reacting Me2S2 and
Ga2I4 (for the Ga species) or AlGaI4 (for the Al species) in boiling Me2S2. Crystals of [(ITr)4(m-S)2(SMe)4] (Tr ¼ Al: 52; Tr ¼ Ga: 53;
Fig. 10) form at cooling, all with significant distortion in their adamantane-type buildup.41,42

Fig. 8 Anionic adamantane-type clusters [Ga4S10]8� (47), [In4S10]8� (48) and [In4S10]8� (49) as simple examples for T2 clusters.

Fig. 9 Anionic adamantane-type cluster [Ga4S6(SH)4]4� and its coordination to a [Ni(tepa)]2þ (tepa ¼ tetraethylenepentamine) complex fragment in
compound 51.

Fig. 10 Neutral adamantane-type clusters [(IGa)4(m-S)2(SMe)4] (53) and [(Me3NAl)4S6] (54).
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Another example of the exchange of the terminal chalcogenide ligand is given by [(Me3NAl)4S6] (54, Fig. 10), in which a neutral
ligands causes a neutral cluster to form. 54 is obtained by a stoichiometric reaction of 4 equivalents of [Me3NAlH3] with 6 equiv-
alents of S(SiMe3)2.

43 In a similar reaction, (dmap)dichlorogallane (dmap ¼ 4-dimethylamino-pyridine) is treated with S(SiMe3)2
to yield an unknown intermediate product, which is converted by an excess of dmap in a second step to yield the desired
adamantane-like cluster [{(dmap)Ga}4S6] (55).

44

Clusters based on the larger T3-type core are the biggest representatives of group 13 chalcogenide supertetrahedra, as a further
increase in size would lead to an overabundance of bond valence at the core sulfur sites.3 Due to the high formal charge of
[Tr10E20]

10�, these clusters tend to form networks unless stabilized by ligands to remain molecular (and exhibit lower charges).
This was first achieved by a solvothermal reaction of Ga and S in 3,5–3,50-dimethylpyridine (3,5-dmep) for 16 days.45 The cluster
formed in this reaction was obtained in an ionic compound (H3,5-dmep)2[Ga10S16(3,5-dmep)4] (56, Fig. 11); the four terminal
sulfur atoms were replaced by pyridine ligands, as compared to the naked T3-type cluster. This followed the same principle
described for some ligands in T2-based compounds above.

Upon addition of bidentate ligands to the reaction mixture, crystals comprising linked T3-type cluster anions are obtained.46 By
using 1,2-di-4-pyridylethylene (dpe), crystals of (H3,5-dmep)6[(Ga10S16(3,5-dmep)2SH)2dpe] (57, Fig. 12) form, in which two T3
clusters with one terminal SH and two terminal 3,5-dmep moieties each are linked by a DPE spacer at their remaining terminal
position. A similar result was obtained by using 4,40-bipyridine instead. However, in the crystals of the resulting compound
(H3,5-dmep)6[(Ga10S16(3,5-dmep)(4,40-bipy)3)][(Ga10S16(4-mep)2NH3)24,40-bipy] (58, mep ¼methylpyridin, Fig. 12), not only
SH groups are replaced by NH3, as compared to 57: in addition, a monomeric T3-type cluster forms, [(Ga10S16(3,5-dmep)(4,40-
bipy)3]

2�, being terminated by three non-bridging 4,40-bipy molecules and one 3,5-dmp ligand.
Inspired by the successful utilization of pyridine derivatives, more strongly coordinating organic superbases were used to better

stabilize highly chargedmolecules and obtain larger supertetrahedra.47 This approach was successful in creating discrete T4-type and
T5-type anions, yet only with transition metal ions included in the cluster cores. Nevertheless, when screening reactivities of
different organic ligands, two new Ga chalcogenide T3-type cluster and one corresponding In compound were synthesized,
(H3,5-dmp)3[Ga10S16(3,5-dmp)3SH] (59) [Ga10S16(3,4-dmp)3SH]3� (60, cations could not be determined) and
(Hdbn)2[In10S16(dbn)4]$MeCN$2.5(2-amino-1-butanol)$H2O (61, dpn ¼ 1,5-diazabicyclo[4.3.0]non-5-ene).

The synthesis of a series of indium sulfide cluster anions of the formula [In10S20Hn]
(10�n)� provided virtually “naked” indium

sulfide T3-type anions.48 Although the hydrogen atoms in those anions could not be observed directly from the crystallographic
data, a combination of elemental analysis, IR, IneS bond lengths analysis, and charge balance considerations resulted in sum
formulas (Hdma)2[Ni(phen)3]3[In10S20H2]$7H2O (62, dma ¼ dimethylamine, Fig. 13) and [Ni(phen)3]3[In10S20H4]$14.5H2O
(63), with dma stemming from the decomposition of the solvent DMF. Again, the clusters were generated by solvothermal reactions
from the elemental metals and the phen ligand over multiple days, with the sulfur sources being L-cystine for 62 and Na2S for 63.
The phen complex in 62 and 63 is needed for two reasons: First, it stabilizes the anions by steric hindrance as well as providing an
aromatic system in close contact to it, as can be concluded from the strong C-S interactions. Second, it leads to an intense charge
transfer between the anion and cation in the absorption spectra.

A compound with the same anion as in 60 was obtained later on with a different Ni complex ligand, [Ni(2,20-
bipy)3]3[In10S20H4]$2,20-bipy$2EG$6H2O (64; EG ¼ ethylene glycol). It formed from a solvothermal reaction with elemental sulfur
in an aqueous EG solution.49

Finally, reactions in ionic liquids can substitute traditional solvothermal approaches for synthesizing supertetrahedral cluster
compounds. However, for the 13/16 elemental compositions, only one publication exists to date.50 During the reactions of indium

Fig. 11 Anion with a ligand-substituted T3 buildup in (H3,5-dmep)2[Ga10S16(3,5-dmep)4] (53, dmep ¼ dimethylpyridine).
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with elemental chalcogens in 1-butyl-2,3-dimethylimidazolium chloride, (C4C1C1Im)Cl, in the presence of an aqueous solution of
methylamine as a viscosity-lowering auxiliary solvent, the ionic liquid partially decomposes to form 1-butyl-2-methylimidazole
(bim), which then coordinates the products (C4C1C1Im)5[In10E16Cl3bim] (E16 [ S: 65; E16 [ S7.12Se8.88: 66; E16 [ Se16: 67;
E16 [ Se13.80Te2.20: 68, Fig. 14). Even though the chalcogens were used in a near 1:1 ratio at the formation of both 66 and 68,
Te was barely incorporated into the anion in 68, as was determined by EDX analysis and from crystal structure refinement.

4.04.2.3 Clusters based on other architectures

While a reaction using stoichiometric amounts of the reactants [Me3NAlH3] and (SiMe3)2S leads to the formation of compound 54,
a change of the ratio from 4:6 to 4:5 yields a different cluster compound, [(Me3N)4H2Al4S5] (69, Fig. 15) with a borax-like
buildup.43 Two six-membered Al3S3 rings in boat conformation are condensed together, creating two different Al positions. The
two bridgehead Al atoms are bonded to three sulfur atoms and one Me3N ligands, while the metal atoms at the other position
are bonded to two sulfur atoms, one Me3N ligand, and a hydrogen. The transformation of 69 to 54 by addition of (SiMe3)2S
has only been successful in low yields, as an unidentified side product occurs when trying to re-dissolve compound 69. The

Fig. 12 Linked T3-type clusters in (H3,5-dmep)6[Ga10S16(3,5-dmep)2SH)2dpe] (57; dmep ¼ dimethylpyridine; dpe ¼ 1,2-di-4-pyridylethylene, top)
and (H3,5-dmep)6[Ga10S16(3,5-dmep)(4,40-bipy)3][Ga10S16(3,5-dmep)2NH3)24,40-bipy] (58; bipy ¼ bipyridine, bottom).

Fig. 13 T3-type anion [In10S20H2]8� in 62 (without H atoms).
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selenium congener was generated by a different reaction in a simultaneous study involving the dimer [(Me3N)HAlSe]2. Addition of
N$N.N0,N00,N00-pentamethyldiethylenetriamine in toluene in a 1:1 ratio initiated the rearrangement towards [(Me3N)4H2Al4Se5]
(70).51

The same structural motif is present in the ionic compound [(dmap)6Ga4S5]Br2 (71, Fig. 15).
52 The target compound is obtained

by reacting [GaSBr]n with dmap in MeCN under reflux conditions. Reactions at room temperature yield an intermediate based on
a six-membered {Ga3S3} ring, [(4-Me2NC5H4N)GaSBr]3, which can be further reacted to yield 71 by heating and addition of more
ligand.

Another small cluster family comprises [In18Te30]
6� nanowheels. The first example was stabilized by addition of 1,2-

diaminocyclohexane (dach) ligands, as well as by (Hdach)þ and [Mn(dach)3]
2þ countercations. Upon solvothermal treatment

of InCl with Mn and Te powder in an aqueous dach solution, the compound was isolated as [Mn(dach)3]2[In18Te30(dach)6]$
2Hdach$H2O (72, Fig. 16).53 The anion comprises six {In2Te6} units constructed from condensed {InTe4} tetrahedra and six
{InTe3(dach)} subunits with bipyramidally-coordinated In sites. This creates wheels with average outer diameters of 15.54 Å
centered around an Hdach-coordinated water molecule, which is ascribed a templating function. Two further rings of this type
are obtained by varying the ligands and the transition metal ions.

Addition of phen to a solvothermal reaction of elemental Te, In, and M (M ¼ Fe, Ni) in 1,3-diaminepropane (dapn) results in
the formation of crystals of the two derivatives [Fe(phen)3]2[In18Te30(dapn)6]$2Hdapn$dapn (73) and
[Ni(phen)3]2[In18Te30(dapn)6]$2Hdapn$dapn (74).54 Both compounds do not differ significantly in their anionic sub-structures
though. Due to the monodentate coordination of dapn, however, the In atom in the {InTe3(dapn)} subunits of the nanoclusters
adopt a tetrahedral coordination sphere. As discussed before, the presence of [M(phen)x]

nþ complexes leads to strong cation-
anion interaction in the clusters’ optical spectra.

Fig. 14 T3-type cluster with mixed chalcogenide sites in (Bmmim)5[In10Se13.80Te2.20Cl3bim] (68, C4C1C1Im ¼ 1-butyl-2,3-dimethylimidazolium,
bim ¼ 1-butyl-2-methylimidazolium), obtained from an ionothermal reaction.

Fig. 15 Neutral [(Me3N)4H2Al4S5] (69) and cationic cluster in [(dmap)6Ga4S5]Br2 (71, dmap ¼ 4-dimethylamino-pyridine).
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Another type of an In/Te nanocluster, [In8Te12(trien)4] (75, trien ¼ triethylenetetramine, Fig. 17), consists of four corner-sharing
{InTe4} tetrahedra that are further connected to four {In(trien)} units.55 This resembles a cutout of the a-In2Te3 phase at a diameter
of about 1 nm. The nanoclusters can be dispersed in ethanol and deposited on surfaces, where they form particles of 8–10 nm.
Owing to the nano-structuring and the shielding by organic ligands, the optical gap of these clusters is heavily blue-shifted relative
to the gap of a-In2Te3 bulk (2.7 eV as compared to 0.6 eV).

A compound that is structurally more closely related to a cubane-type cage is [(NEt4)]5[In3Te7]$0.5Et2O (76, Fig. 18). Its inor-
ganic cluster can be derived from a heterocubane-like architecture, in which one In corner is missing. In addition, the three remain-
ing In moieties carry another Te ligand each, instead of an organic rest. This defect-heterocubane-type structural motif is much more
often encountered in group 14 chalcogenides.56 To obtain 76, potassium was dissolved together with the sequestering reagent
4,7,13,16,21,24-hexaoxa-1,10-diazabicyclo[8.8.8]hexacosane (crypt-222) in liquid ammonia and reacted with In2Te3 powder for
2 days. After evaporation of the solvent, the mixture was extracted with acetonitrile and treated with NEt4Br. Crystals could be grown
by layering with Et2O.

While no crystals of Tl congeners of themore common structural motifs have been reported in the literature, some examples exist
with varying structural motifs. The mixed-valence compound [K(crypt-222]3[Tl5Se5] (77, Fig. 19) comprises an inorganic cage that
can be describes as a {TlIII4Se4} heterocubane, which is further extended by an {SeTlI} unit above one of its planes.57 It is obtained
by extracting KTlSe with ethylenediamine (en) in the presence of crypt-222. Two further compounds, which reversibly transform
into one another in a 1:1 equilibrium, can be extracted from the same precursor in liquid ammonia. While the latter do not
form crystals, NMR experiments lead to the sum formulas [Tl4Se5]

4� and [Tl4Se6]
4� for their inorganic cores. Both, like 77, are

Fig. 16 Wheel-shaped cluster anion in [Mn(dach)3]2[In18Te30(dach)6]$2Hdach$H2O (69, dach ¼ 1,2-diaminochyclohexane).

Fig. 17 [In8Te12(trien)4] (75, trien ¼ triethylenetetramine), based on a cutout of the a-In2Te3 phase.
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assumed to possess a {Tl4Se4} heterocubane-like structure with one or two Tl atoms, respectively, being coordinated by an addi-
tional Se atom.

By reactions of thiolates with Tl(I) salts, the neutral compound [Tl8(S
tBu)8] (78, Fig. 20) was isolated.

58 It can be regarded as two
{Tl3S4} defect-heterocubane-type cages that are connected at their missing corner via two Tl atoms.

4.04.3 Group 14 chalcogenide clusters

Chalcogenido metalates of Group 14 elements have been shown to form extended networks, most prominently based on super-
tetrahedral or {T3E4} defect-heterocubane-type subunits. However, these and other chalcogenido metalate units can also be ob-
tained in a molecular form, either as [T4E10]

4� anions, which will be presented first hereupon, or as neutral clusters with
organic ligands that saturate the T atoms, which are outlined thereafter. Especially the organometallic clusters show a variety of
structural motifs, that can be converted into one another or coexist in corresponding equilibria. We will thus illustrate the basic
structural motifs and the relationship between the cluster topologies in a chapter to follow.

Fig. 18 Anion in (NEt)4[In3Te7]$0.5Et2O (76) exhibiting a defect-heterocubane-type structure.

Fig. 19 Anion in (NEt)4[Tl5Se5]$0.5Et2O (77) with a defect-heterocubane-type structure.

Fig. 20 The thiolate cluster [Tl8(StBu)8] (78) with two Tl-bridged defect-heterocubane-type units.
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4.04.3.1 Compounds based on purely inorganic [T4E10]
4L supertetrahedra

A plethora of salts comprising [T4E10]
4� anions and a variety of cations have been known. Their simplest examples, which comprise

metal or ammonium cations, were reported mainly regarding their syntheses and structures. Most of these compounds were ob-
tained by high-temperature solid-state or solvothermal synthesis from the elements or from simple binary salts. Eventually, the
research focused on more complex compounds and their specific chemical and physical properties.

The first structural elucidation of a monomeric adamantane-type anion was carried out in 1971 on crystals obtained from a satu-
rated solution of GeS2 and Cs2S. The resulting compound, Cs4[Ge4S10] (79), contains adamantane-like anions with only slight devi-
ations from and ideal Td symmetry.59 Its high stability in solutions over a broad pH range, as compared to other thiogermanates,
was attributed to its rigid structure, which sterically hinders GeeS bond cleavage needed for further reaction to GeS2.

60

A solid-state synthesis at high temperatures can also be used to form discrete [T4S10]
4� anions. GeS2 or SiS2 react with Na2S to

generate crystals of the sodium salts Na4[Ge4S10] (80) and Na4[Si4S10] (81, Fig. 21), respectively, albeit the crystals of 81 could not
yet be grown in a sufficiently high quality for exact structural elucidation.61,62 Also Tl(I) cations play a role in this context;
Tl4[Ge4S10] (82) was obtained from a similar reaction of Tl2S and GeS2.

63 Through the combination of GeS2 and BaS at
1250 �C, dications could also be introduced, thereby forming crystalline Ba2[Ge4S10] (83).

61

The first selenium analogue, Tl4[Ge4Se10] (84), was synthesized via the route applied to generate 82.64 The Se compounds were
found to quickly hydrolyze and form H2Se when exposed to traces of water. Simple stoichiometric reactions from the elements,
leading to Na4[Si4Se10] (85) at first, could also be realized.65 The heavier congeners, Na4[Ge4Se10] (86) and K4[Ge4Se10] (87),
were isolated from analogous reactions.66,67 The Cs and Rb compounds Cs4[Ge4Se10]$2MeOH (88) and Rb4[Ge4Se10]$MeOH
(89, Fig. 21) emerge from solvothermal reactions of M2CO3 (M ¼ Rb or Cs), Se, and Ge in methanol at 190 �C beside crystals
of Cs4[Ge2Se8] or Rb2[GeSe4], respectively.

68,69

First Sn analogs of these adamantane-type anions were obtained much later and via a different route: By fusion of the elements,
an alloy of the nominal composition KSn0.67Se1.93 was created and extracted in en and liquid ammonia in the presence of the
sequestering reagent crypt-222 or 1,4,7,10,13,16-hexaoxacyclooctadecan (18-crown-6), resulting in crystals of [K(crypt-
222)]4[Sn4Se10] (90) or [K(18-crown-6)]4[Sn4Se10] (91), respectively, upon addition of THF.70,71 The elemental combination
allowed for thorough investigation by NMR spectroscopy, confirming the adamantane-type structure in solution. For another
example, an Sn2Se3 cathode was used in an electrochemical reaction in an NEt4Br electrolyte solution in en, resulting in the forma-
tion of [NEt4]4[Sn4Se10] (92).

72 In the framework of a comprehensive study on a series of compounds [NR4]4[Sn4E10] (R ¼ Me:
E ¼ S, Se, Te 93, 94, 95; R ¼ Et: E ¼ S, Se, Te 96, 92, 97), the first sulfur and tellurium congeners were fully described, which
were isolated after extracting the corresponding, stoichiometric, alloys with NR4Br in en.73

As already mentioned for group 13 chalcogenide clusters, compounds containing telluride ligands are much rarer and more
sensitive than their lighter congeners. To obtain the first adamantane-type cluster with Te atoms, K4[Si4Te10] (98), a solid state reac-
tion was carried out starting from the elements.74 The Ge congener was obtained by extraction of a solid with the nominal compo-
sition K4Ge4Te10, formed by fusion of K2Te, Ge, and Te at high temperature, with en and subsequent layering with a solution of
NEt4Br. The resulting black crystals were determined to be (NEt4)4[Ge4Te10] (99).

75 Analogous to the synthesis of 91, extraction
of K4Sn4Te10 yielded [K(18-crown-6)]4[Sn4Te10] (100, Fig. 21). The homologous series was completed with 95 and 96, which
were synthesized later in time.71

The air-stable ammonium salt (NMe4)4[Ge4S10] (101), which served as starting material for many follow-up syntheses, was
formed by a solvothermal reaction between GeS2 and Me4NHS in an aqueous solution of H2S.

76 Nearly simultaneously, an alter-
nate synthesis route was developed independently, in which GeS2 was reacted with Me4NCl without an additional sulfur source.77

The salt was subsequently used as a monomeric building block for the formation of three-dimensional open-framework

Fig. 21 Adamantane-type clusters with different elemental combinations in Na4[Si4S10] (78, top), Rb4[Ge4Se10] (89, left) and [K(18-crown-6)]
[Sn4Te10] (100, right).
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compounds of the type (NMe4)2n[MGe4S10]n by addition of M2þ ions (M ¼ Mn, Fe, Co, Zn). These demonstrate the possibility for
the formation of porous materials with diamond-type topology from adamantane-type anions.78–80 The experiments could addi-
tionally be expanded to the Se congener, (NMe4)4[Ge4Se10] (102), and respective networks,81 as well as to the corresponding Sn
compounds 93–97.73 Especially the latter were systematically characterized for their physical properties as well as their electronic
situation.

In a very similar reaction, the mixed-ammonium compound (EtNH3)3(MeNH3)[Ge4S10] (103), generated by heating of
[MeNH3]Ge2S6 in an ethanolic solution of ethylamine, forms linear chains of the composition (NEt4)4[MGe4S10] (M ¼ Cu, Ag),
when CuCl or AgOAc are added together with tetraethylammonium bromide and methylurea.82 In either case, neighboring ada-
mantane subunits are linked via metal coordination of terminal sulfur atoms to metal ions in between.

A different order of cations and adamantane-type anions was realized in the lamellar structures of (n-CnH2nþ1NMe3)4[Ge4S10]
(n ¼ 12, 14, 16 and 18; 104–107, Fig. 22), in which layers of anions are separated by layers of alkyltrimethyl surfactant molecules

Fig. 22 Lamellar buildup of (n-C12C25NMe3)4[Ge4S10] (104), shown in a cutout of the crystal structure.

Fig. 23 Non-lamellar arrangement of the cations around the anion in (n-C8C17NMe2H)4[Ge4Se10] (115).
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that interact with each other through van der Waals interactions.83 The thickness of the organic layers is strictly dependent on n,
which provides adjustability at the mesoscopic scale. A thicker layer also correlates with a decrease of the temperature for
a solid-to-solid phase transition. It is possible for all these compounds to reversibly absorb linear alcohols. The speed of both
the absorption and the desorption process depends on the size of the alcohol molecules. Those results prompted the extensive
studies of similar selenium anions separated by layers of alkyl trimethylammonium cations (n-CnH2nþ1NMe3)4[Ge4Se10]
(n ¼ 8, 9, 10, 12, 14, 16, 18; 108–114), and the respective hydrogen substitute (n-C8H17NMe2H)4[Ge4Se10] (115).84 These
compounds were obtained by metathesis reaction of K4[Ge4Se10] (87) and the corresponding ammonium halide in solution, which
takes place readily for smaller side chains, but requires elevated temperatures for ammonium salts with larger spatial demand.
Single crystals suitable for X-ray diffraction (XRD) of 108, 109 and 115 were observed after about a day, whereas compounds
110–114 remain microcrystalline. The structures of 108 and 109 mirror the lamellar buildup observed for 104–107, with 110–
114most likely following suit according to powder X-ray diffraction (PXRD) data. Due to strong secondary N–H/Se (2.38 Å) inter-
actions in 115, the anionic adamantane-type clusters do not form layers, but arrange in loose columns, with a large non-bonding
distance of >7.27 Å between them. This enables a close coordination of 4 ammonium cations by each adamantane-type anion
(Fig. 23).

A similar arrangement was found in the compound {(n-C4H9)3NH}4[Ge4Se10] (116), obtained from 87 through treatment with
tributylamine under acidic conditions. Again, reversible absorption of alcohols was observed for 108–114, but not for 115; this
suggests that the alcohols normally intercalate between the organic surfactants and the clusters, which seem to be too strongly
bonded in 115. All materials, 104–116, were shown to be isolators or semiconductors by UV-vis spectroscopy, with the Se
compounds exhibiting smaller band gaps in general, and 115 showing the smallest value of 2.14 eV. Another study explored
more heavily protonated samples (n-CnH2nþ1NH3)4[Ge4S10] (n ¼ 12, 14, 16, 18; 117–120) obtained from 80 and the correspond-
ing ammonium chloride in water.85 These compounds seem to exhibit an orderly lamellar structure, with the thickness of the
organic layers being purely dependent on the chain length of the ammonium cations, as was corroborated by PXRD and XRD in
the case of 117 and 118. The organic and inorganic layers are connected by short N–H/S hydrogen bonds (average N/S distance
of 2.6 Å). A similar solid-state phase transition as was observed for 104–107 was detected here, too, again reinforcing the related
buildup. In contrast to the quoted materials, however, no alcohol intercalation can be observed here due to the strong adhesion
between the layers.

A crystal structure akin to that of 115 and 116 can also be observed in the Sn compound {(C3H7)2NH2}4[Sn4Se10]$4H2O (121),
in which a much larger N–H/Se (3.44 Å) distance was detected, and in which the second proton forms hydrogen bonds to a water
molecule present in the crystal structure.86 This compound was unexpectedly observed during investigations of {[Sn3Se7]

2�}n
networks emerging from hydrothermal treatment of the elements in an amine solution. The band gap of 121, 2.41 eV is larger
than that of 115. The related compound {(sec-C4H9)2NH2}4[Sn4Se10]$2H2O (122), again obtained by hydrothermal reaction of
the elements in the corresponding amine, arranges in a different fashion, with discrete anions coordinating to three cations only
(average N– H/Se¼ 3.42 Å).87 Two of the cations interact with the same Se atom, while the fourth ammonium ion is coordinated
by two water molecules, thereby forming channels in the crystal. At higher temperatures, water and some of the ammonium ions are
released, and a layered structure is formed according to PXRD data. From 188 �C onwards, a decomposition to SnSe2, and at 536 �C
further to SnSe, is observed.

In the presence of 4,40-bipyH2 bications, another type of inorganic-organic hybrid network is formed. In (4,40-
bipyH2)2[Ge4S10]$4,40-bipy$7H2O (123, Fig. 24), alternating inorganic and organic layers, comprising the adamantane-type anions

Fig. 24 Cutout of the layered structure in (4,40-bipyH2)2[Ge4Se10]$4,40-bipy$7H2O (123). Water molecules are omitted for clarity.
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as well as coordinating water molecules and hydrogen-bonded [4,40-bipyH2/4,40-bipy/4,40-bipyH2] trimers with p-stacking
interaction between them form the crystal structure.88 123was synthesized from 101 hydrothermally with 4,40-bipy and Cu(NO3)2.

Apart from purely organic templates, organometallic complexes have been used to create different crystal structures with
adamantane-type anions. The isostructural compounds [M(dap)3]2[Ge4S10]Cl4 (dap ¼ 1,2-propanediamine, M ¼ Co: 124,
M ¼ Ni: 125, Fig. 25) are prepared by a solvothermal reaction of GeO2, sulfur, antimony, and MCl2$6H2O in dap. They occur
as zig-zig chains formed by the metal complexes and chloride anions, in between which the adamantane-type molecules undergo
S/H interactions with the –NH2 groups of the dap molecules.89 Curiously enough, Sb atoms are not observed in the product, but
seem to be necessary for crystal formation.

Two further examples contain Ni complexes of triethylenetetramine (teta), which are also obtained by a solvothermal reaction
from GeO2, NiCl2$6H2O, and the elemental chalcogen in teta, heated at 170 �C for 12 days.90 In [Ni2(m-teta)(teta)2][Ge4S10]$H2O
(126), two Ni atoms coordinated by all four amine sites of one teta molecule each are bridged by an additional teta moiety, which
coordinates to each of the Ni centers with two of its nitrogen atoms. When repeating the reaction with Se and heating for 16 days,
crystals of [Ni2(teta)2][Ge4Se10]$0.5H2O (127) are formed; here, the cations contains one h4-teta ligand and one h2-teta ligand.
When using the reaction parameters of 126, but carrying out the reaction at 160 �C for 5 days instead, water free [Ni2(teta)2]
[Ge4S10] (128) is obtained, featuring the same cationic substructure as in 126.91 Changing the reaction temperature to 200 �C leads
to an isomer (129) of 126 with a chiral, helical structure in 6 days reaction time.92 In 129, the dimeric cation, the adamantane-type
anions, and the water molecules contained in the crystal form helixes through extended hydrogen bonding between all subunits.
Enantiopure crystals of both configurations were isolated in small yields.

The solvent molecules in [Ni2(phen)3]2[Ge4S10]$solv (4MeOH$12H2O: 130; 24H2O: 131) play an important role in the optical
properties of these substances, as solvochromism leads to a rapid color change from yellow (130) to pink (131) when immersing
crystals in water or methanol, respectively (Fig. 26).93 This is explained through fast re-crystallization taking place when exposed to
these liquids, as was proven through XRD experiments. Other alcohols can also induce a color change of 131, although at a much
slower pace, and without the growth of crystals usable for XRD. However, the selective access of both compounds from compound
101 required specific steps. While 131 can be easily obtained by reacting 101 with [Ni(phen)3Cl2] in a DMF/water mixture,

Fig. 25 Cutout of the structure of [Ni(dap)3]2[Ge4S10]Cl4 (125). Cl� anions are omitted for clarity.

Fig. 26 Photographs of crystals of solvates of [Ni(phen)3]2[Ge4S10]$solv (phen ¼ 1,10-phenantroline) exhibiting solvochromism. (Left) solv ¼ 4
MeOH$12 H2O (130), (right) solv ¼ 24 H2O (131).93
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a methanolic solution of [Ni(phen)3Cl2] needs to be layered over an aqueous solution of 101, being allowed to slowly diffuse into
it, in order to isolate compound 130.

[Ho2(tepa)2(m-OH)2Cl2]2[Sn4Se10]$4H2O (tepa ¼ tetraethylenepentamin, 132), prepared from SnCl4$5H2O, HoCl3 and Se
powder in a solvothermal reaction in tepa, represents an example for a lanthanide complex acting as a structural template.94 In
the crystal, the adamantane-type anions are arranged in a halite-like manner; the dimeric Ho complexes are situated in between
them, thus also forming a substructure of the NaCl-type. Still, the specific shape of the ions allows channels in the [001] directions
to form, which are filled with water molecules. All parts of this network are connected via hydrogen bridges. The band gap, found at
2.49 eV, is dominated by excitation events within the anion, as is often found for cluster compounds based on adamantane-type
units. By measurement of the magnetic properties, the cMT value at 300 K was determined to be close to the one for two uncoupled
Ho3þ ions. The cMT product decreases with decreasing temperature, and the inverse susceptibility can be fitted to the Curie-Weiss
law with C ¼ 32.3 cm3 K mol�1 and Q ¼ �11.5 K. In a follow-up study, a series of isostructural compounds similar to 132,
[M2(tepa)2(m-OH)2Cl2]2[Sn4Se10]$4H2O (M ¼ Y, Dy, Er, Tm; 133–136) was found to co-crystallize with the corresponding
[M2(tepa)2(m-OH)2Sn2Se6] compounds with one-dimensionally extended substructures as the minority product.95 The synthesis
conditions are similar to those of 131, when substituting Ho with M, but the addition of Ag powder to the reaction mixture
appeared to be vital to obtain crystalline material.

In another synthetic approach using two liquid phases, 101 was dissolved in water and added to a solution of a transition metal
complex in acetonitrile.96 The products of this type of reactions are [Ni(cyclam)]3[Ni(cyclam)(H2O)2][Ge4S10]$21H2O (137,
cyclam ¼ 1,4,8,11-tetraazacyclotetradecane), [Mn(2,20-bipy)2H2O]2[Ge4S10]$3H2O (138), and [Fe(2,20-bipy)3]2[Ge4S10]$10H2O
(139). The structure of 137 is composed of alternating layers. Layer 1 contains anions and [Ni(cyclam)]þ in a 1:2 fashion, being
connected by some water molecules, while in layer 2, [Ni(cyclam)]þ and [Ni(cyclam)(H2O)2]

þ are surrounded by water clusters.
138 can be viewed as two Mn complexes that are covalently bonded to an adamantane-type anion via bridging sulfur moieties.
Lastly, the iron complexes in 139 form rods by p-interactions, leaving channels accommodating the adamantane-type units. A sol-
vothermal reaction of Sn, Se, and NiAc2$4H2O in a mixture of teta and N-(2-hydroxethyl)-ethylenediamine (hda) afforded [Ni(te-
ta)(en)][Ni(teta)(hda)][Sn4Se10] (140); the en molecules stem from in-situ decomposition of hda.97 Based on investigations of the
optical properties, including its photocurrent response, 141 exhibits moderate photoelectric conversion properties as comparted to
other chalcogenido stannates.

Another type of templating ligands for the formation of inorganic-organic hybrid materials in this chemistry are purely organic
polyaromatic substances. Two products, [DMBPE]2[Ge4S10]$8H2O (141, DMBPE ¼ N,N0-dimethyl-1,2-bis(4-pyridinium)-
ethylene) and [DMBPE]2[Ge4S10]$5H2O (142), can be obtained from the same simple reaction of 101 and DMBPEI2 in water.98

In both cases, anions and cations are connected by N/S and C–H/S interactions. In 141, all cations are arranged in a parallel
fashion and show p-stacking (Fig. 27), whereas one out of three cations in 142 adopts an orthogonal position relative to the
two other ones, and is therefore not available for such interactions. The measured band gap in the solid state is 2.15 eV, which
is significantly lower than that of 101 (3.60 eV) or other comparable compounds, like 128 (2.31 eV). This is attributed to ion-
pair charge transfer (IPCT) processes between the organic and inorganic subunits.

The N,N0-dimethyl-4,40-bipyridinium cation, also known as methylviologen dication (MV2þ), is an electron acceptor, and as
such also serves to form IPCT compounds based on adamantane-type anions. 101 and MVI2 react in a mixture of water, DMF,
and methanol to form [MV]2[Ge4S10]$6H2O (143), which crystallizes in a green (143a) and an orange (143b) polymorph
(Fig. 28).99 143a crystallizes in the highly symmetric tetragonal space group I41/a. All terminal sulfide ligands of the anions connect
to a neighboring anion’s sulfide ligands through a m-(OH2) molecule, thus forming an extended three- dimensional network. In
addition, each anion undergoes two S/C contacts toMV2þ cations at opposite m-S positions, as well as several S/H–C interactions.
In 143b (monoclinic space group C2/c), the cations form pairs through p-stacking and connect to the anions via their terminal S
atoms. The water and adamantane-type anions form zig-zag chains along the c-axis. When layering an aqueous solution of 101with
MVI2 dissolved in methanol, red needles of [MV]2[Ge4S10]$MeOH (144) crystallize instead (Fig. 28), in which the anions and
solvent molecule form extended networks through hydrogen bridges. The anion/cation contacts are closer than those in the poly-
morphs of 143, leading to a lower- energy charge-transfer transition between the ion pairs as compared to compounds (143a:
2.21 eV, 143b: 2.08 eV and 144: 1.65 eV; Fig. 28). 143 turns a red color when exposed to MeOH, which causes reflexes of 144
to appear in the PXRD. The process can be reversed by exposure to water. 143 exhibits a photocurrent response with fast separation
and transfer rates when irradiated by xenon light during its use for coating indium tin oxide working electrodes in three-electrode
photochemical cells.

In a subsequent study, the methyl substituent in MV2þ was exchanged with different simple organic groups to generate the ethyl
(EV2þ), n-butyl (n-BV2þ), n-pentyl (PV2þ), and benzyl (BV2þ) derivatives, and their corresponding compounds with [Ge4S10]

4�

(145–148).100 Additionally, the solvate [MV]2[Ge4S10]$5H2O (149) was generated in a buildup, which is very close to that of
143b. The N/S cation anion contacts in 145, involving both the terminal as well as the bridging sulfur atoms, vary in a broad range,
from 3.345 Å to 3.994 Å due to the very unsymmetrical coordination of the adamantane-type clusters in the crystal. According to
their higher symmetry, the tetragonal compounds 146–148 exhibit four equal N/S distances each, between the terminal S posi-
tions and n-BV2þ (3.454 Å), PV2þ (3.493 Å), or BV2þ (3.773) cations. This results in charge transfer bands between 2.50 and
1.75 eV, with shrinking bandgaps in the order 143 > 148 > 145 > 147. While the compounds with aliphatic substituents, 143
and 145–147, show a decrease of the photocurrent response after 30 cycles of irradiation due to photodegradation, the benzyl deriv-
ative 148 remains stable over multiple cycles, which is attributed to the steric hindrance of the ligand.
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The macrocycle 5,10,15,20-tetrakis-(N-methyl-4-pyridyl)-porphyrin (TMPyP) can also be used to form IPCT complexes in a sol-
vothermal reaction of TMPyP-(PF6)4 with 101 at moderate temperatures.101 The resulting compound, TMPyP[Ge4S10]$5H2O (149,
Fig. 29), forms dark green crystals, in which the anions interact with a porphorin unit each (short contacts S/N¼ 3.223 Å and
S/H–C ¼ 3.484 Å). Additionally, each porphorin comes close to four additional adamantane units via their pyrrole rings, with

Fig. 27 Cutout of the structures of [DMBPE]2[Ge4S10]$8H2O (141, DMBPE ¼ N,N0-dimethyl-1,2-bis(4-pyridinium)-ethylene, top) with parallel cations
only, and [DMBPE]2[Ge4S10]$5H2O (142, bottom) comprising parallel and orthogonal DMBPE molecules. Water molecules are omitted for clarity.
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S/C¼ 3.238 Å and 3.362 Å, thus providing pathways for the charge transfer in this compound. By addition of MnCl$5H2O during
the reaction that yielded 149, the porphyrin unit acts as a macrocyclic ligand for the transition metal cation. [MnTMPyP][Ge4S10]$
13H2O (150, Fig. 29) is thus obtained, in which a Mn atom resides slightly off-plane in the center of the cationic porphorin moiety;
in addition, the transition metal cation is coordinated by a terminal sulfide ligand of one adamantane anion. Moreover, these ion
pairs form dimers via weak C/Mn interactions between their cations. 149 shows a stronger charge transfer when compared to 150,
which also causes a stronger photocurrent to occur in 149, as well as a more efficient quenching of the fluorescence that is observed
in simple TMPyP compounds.

4.04.3.2 Organotetrel chalcogenide clusters based on adamantane-type {T4E6} or semicubane-type {T3E4} cores

When (formally) exchanging the terminal chalcogenide ligands in the previously discussed adamantane-type clusters by organic
ligands, a mostly neutral family of cluster compounds is obtained. However, the molecular structures of such organotetrel chalco-
genide clusters are not limited to an adamantane-like buildup, but is dependent on factors like the sterical demand or the Lewis
basicity of the ligand, the chosen synthetic approach, or the elements present in the inorganic core. In some cases, equilibria
between isomeric structures are found, which can be influenced by parameters like temperature or reactant ratios. For these reasons,
the most prominent archetypes will be introduced here to give an overview of the cluster family before discussing individual
compounds in more detail.

4.04.3.2.1 Structural motifs of the inorganic cores of organotetrel chalcogenide clusters, and their general synthetic approach
Two isomeric sesquichalcogenide structures of the composition [(RT)4E6], one being the above mentioned adamantane (AD), and
one the so-called double-decker (DD) type, are the most prominent archetypes. The double-decker-type can be understood as two
coplanar {T2E2} four-membered rings, the T position of which are connected by two further m-E atoms. For a few elemental compo-
sitions and synthetic routes, a noradamantane (NA) type buildup [(RT)4E5] is preferred, in which one chalcogenide ligand from the
AD-type structure is eliminated in favor of a direct TeT bond. Especially in the presence of back-coordinating ligands, defect-
heterocubane (DHC) type molecules [(RT)3E4X] are often found to form, in which X is a monoanion that can either be bonded
directly to a T position in an overall neutral cluster, or be comprised in a counterion that shows weaker interactions to an overall
cationic cluster molecule. Especially for more sterically demanding organic ligands, an aggregation into a bis-defect-heterocubane
(BDHC) type cluster structure of the composition [(RT)4T2E10] was observed, in which two DHC units are bridge via a central
{T2E2} four-membered ring, while the third organic group per DHC unit was released in a concomitant redox step. The mentioned
structural archetypes are shown in Scheme 3.

Fig. 28 (A–C) Photographs of crystals of the polymorphs [MV]2[Ge4S10]$6H2O (143a, a; 143b, b, MV ¼ N,N0-dimethyl-4,40-bipyridinium), as well
as the methanol solvate [MV]2[Ge4S10]$MeOH (144, c).99 (D) Optical absorption spectra of compounds 101, 143a, 143b, and 144.
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Fig. 29 Ion pairs in TMPyP[Ge4S10]$5H2O (149, top) and [MnTMPyP][Ge4S10]$13H2O (150, bottom). TMPyP ¼ 5,10,15,20-tetrakis-(N-methyl-4-
pyridyl)porphorin.

Scheme 3 Predominant archetypes in organotetrel chalcogenide clusters along with their common abbreviations: adamantane (AD), double-decker
(DD), noradamantane (AD), defect-heterocubane (DHC) and bis-defect-heterocubane (BDHC).
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The most prevalent syntheses for the named types of compounds is achieved via condensation reaction of an organotetrel tri-
halide, in most cases RTCl3 (R ¼ organic rest, T ¼ Si, Ge, Sn) with a chalcogenide source A2E (A ¼ hydrogen, alkali metal, SiMe3;
E ¼ S, Se, Te) under elimination of ACl in common solvents. When no synthesis route is given in the text, this general route was
applied.

4.04.3.2.2 Synthesis and structures of organotetrel chalcogenide clusters
The synthesis and structure of so-called “sesquichalcogenides” of the general formula “(RT)2E3” has been discussed in dated liter-
ature since 1903, when first investigation on the reactivity of methyl tin compounds with H2S were reported.102 The correct AD
structure, with double the formula unit, was first experimentally implicated by interpretation of mass spectra, as well as infrared
and NMR spectra 60 years later for the compounds [(MeSi)4E6] (E ¼ S: 151, Fig. 30; E ¼ Se: 152), and [(Et2Si)4E6] (E ¼ S: 153,
E ¼ Se: 154), which were obtained from RSiH3 and H2E at elevated temperatures.103 A similar suggestion was made for the organo-
tin sulfide congeners [(RSn)4S6] (R ¼Me: 155; R ¼ n-propyl: 156, R ¼ n-butyl: 157), produced from the corresponding alkyltin
oxide and Na2S in an acidic environment.104 The first successful XRD experiment was conducted on compound 155 (Fig. 30), which
confirmed the suggested AD topology and excluded the DD-type alternative.105 Structural investigations on the Ge congener of 155
[(MeGe)4S6] (158) has come to the same conclusion 1 year later,106 and a publication on XRD measurements of 151 followed
(Fig. 30).107 The structure of Se homologues, which show a higher sensitivity to hydrolysis than the corresponding sulfides, was
subsequently elucidated for [(MeSn)4Se6] (159),108 [(CF3Ge)4Se6] (160, Fig. 30),109 and [(ThexSi)4Se6] (161; Thex ¼ 1,1,2-
trimethyl propyl). AD-type clusters with a variety of different organic ligands were rapidly realized and spectroscopically analyzed
by the routes given above, most of them containing simple aliphatic or other non-polar organic groups. Examples are: [(CF3Ge)4S6]
(161), [(EtGe)4S6] (162),

109 [(RSn)4S6] (R ¼mesityl: 163; R ¼ 1-naphthyl: 164; R ¼ 4-methylphenyl: 165; R ¼ 4-methoxyphenyl:
166; R ¼ 4-fluorophenyl: 167; R ¼ 3-fluorophenyl: 168; R ¼ C6F5: 169; R ¼ C6H5: 170),

110 [(trisSn)4E6] (tris ¼ C(SiMe3)3; E ¼ S:
171, E ¼ Se: 172), [(n-BuSn)4E6] (E ¼ S: 173, E ¼ Se: 174).111

In other cases, the organic ligands could be replaced by transition metal complexes, as in the case of [{FeCp(CO)2Sn}4Se6] (175,
Fig. 31)112 and [{MoCp(CO)3Sn}4Te6] (176, Fig. 31),

113 both obtained by reactions of [{MCp(CO)x}SnCl3] and the correspond-
ing sulfide E(SiMe3)2. 176 remains one of the few examples of organotetrel telluride clusters exhibiting the AD-type topology to this
day.

In a later study, the sulfur congener [{FeCp(CO)2Sn}4S6] (177) was isolated in higher yields upon using (Bu3Sn)2S as sulfide
source.114 Attempts to obtain the exact sulfide analog of 175 by reacting S(SiMe3)2 with [{FeCp(CO)2}2SnCl2] yielded a dimeric
intermediate first, [{FeCp(CO)2}4Sn2Se2], and crystals of [{Fe4Cp4(CO)7Sn3S4] (178, Fig. 32) a few days later. 178 was the first

Fig. 31 AD-type clusters with transition metal complex ligands instead of organic ligands, [{FeCp(CO)2Sn}4Se6] (175) and [{MoCp(CO)3Sn}4Te6]
(176).

Fig. 30 Examples of different organotetrel chalcogenide hetero adamantane-type clusters [(MeSi)4S6] (151), [(MeSn)4S6] (155) and [(CF3Ge)4Se6]
(160).
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example to crystallize in a DHC-like architecture (more about this below), yet with one peculiarity: one of its Sn atoms is bonded to
two metalloligands, in one of which a CO group was replaced by a unique additional m3-S bridge.112

[{FeCp(CO)2Sn}3Se4Cl] (179, Fig. 32), with a more typical DHC-type buildup, was obtained in a similar reaction as the one
affording 175, but by using Na2Se as a selenide source instead of Se(SiMe3)2.

115

A different way of utilizing organometallic complexes as ligands for adamantane-type clusters is the use of a ferrocenyl (Fc)
precursor FcSnCl3, which leads to the formation of [(FcSn)4S6] (180) or [(FcSn)4Se6] (181, Fig. 33), depending on the chalcogenide
source used.116,117 The UV-visible absorption edge is red-shifted in both cases, as compared to ferrocene alone, but more so for 181.
Their electrochemical properties were investigated by cyclic and differential-pulse voltammetry, with both compounds showing

Fig. 33 AD-type organotin selenide cluster decorated with ferrocenyl (Fc) ligands, [(FcSn)4Se6] (181).

Fig. 34 Molecules with a DD-type structure [(tBuGe)4S6] (182), [(ThexSi)4Se6] (184; Thex ¼ 1,1,2-trimethyl propyl) and [(2,4,6-iPr3C6H2Ge)4Te6]
(191).

Fig. 32 DHC-type clusters with transition metal complex ligands instead of organic ligands, [Fe4Cp4(CO)7Sn3Se4] (175) and [{FeCp(CO)2Sn}3Se4Cl]
(176).
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a reversible single-step oxidation, although the broad peak shape especially in the spectra of 181 hints at a communication between
the redox sites.

Eventually, the first DD-type cluster [(tBuGe)4S6] (182, Fig. 34) was obtained by a reaction of tBuGeCl3 with ammonium pen-
tasulfide at room temperature.118 When reacting the precursor with H2S at elevated temperatures instead, the AD-type isomer
[(tBuGe)4S6] (183) was isolated. As 182 can be transformed to 183 by heating, the DD-type structure seems to be a kinetic product
in this case and rearranges to form the thermodynamically more stable AD-type topology upon tempering.

This rearrangement has been studied more systematically for the family of compounds [(ThexT)4E6], with T ¼ Si, E ¼ S: 184
(DD, Fig. 34), 162 (AD), E ¼ Se: 185 (DD), 186 (AD); T ¼ Ge, E ¼ S: 187 (DD), 188 (AD), E ¼ Se: 189 (DD), 190 (AD).119 Again,
the steric demand of the Thex ligands leads the reaction towards the DD-type structure upon reaction of ThexTCl3 and Li2E. When
heating the sample in decalin, the sulfide clusters 184 and 187 were observed to rearrange at 195 �C, while the Ge/Se compound
189 changed its structure to form 190 at a significantly lower temperature, 80 �C. The authors expanded on their findings in a further
study, where they could also discover the rearrangement of 187 to 188.120 Additionally, they discovered that a reverse reaction of
some of the named compounds was also possible, and that the reactions between the DD and the AD type can thus be viewed as
being a temperature-dependent equilibrium. An exception seems to be compound 188, which could not be transformed to 187
under any tested conditions. The kinetics of these rearrangements have been studied in great detail in the context of this compre-
hensive study.

Another DD-type compound [(2,4,6-iPr3C6H2Ge)4Te6] (191, Fig. 34) was isolated as the minor product in a reaction of hexa-
kis(2,4,6-triisopropylphenyl)tetragermabuta-1,3-diene with Et3PTe, for which the major products were based on six-membered and
three-membered rings of Te and RGe.121

Another reoccurring structural motif containing direct TeT bonds, is the NA type, which is formally generated by removal of
a chalcogenide ligand from the AD-type structure. It was first observed in [(MesGe)4S5] (192; Mes ¼ mesityl), which forms besides
[(MesGe)4S6] (193) when reacting MesGeCl3 with S(SiM3)2 in benzene at 80 �C; notably, 192 was not observed when using other
sulfur reagents.122 When choosing a dimeric precursor that already contained TeT bonds, (tBuSi)2Cl4, and reacting it with Li2E, the
NA-type clusters [(tBuSi)4E5] (E ¼ S: 194; E ¼ Se: 195) are obtained selectively. The Ge analogue (tBuGe)2Cl4 only generates
[(tBuGe)4S5] (196) selectively in reactions with H2S. Other reagents and conditions lead to mixtures with 183 and/or [(tBuGe)4S4]
(197), in a rare bisnoradamantane-type architecture, in which a second bridging chalcogenide ligand in 196 (the one opposing the
already existing GeeGe bond) was formally removed in favor of a second GeeGe contact. The reaction leading to 194 and 195 can
also be carried out with the corresponding methyl precursor to yield [(MeSi)4E5] (E ¼ S: 198, Fig. 35; E ¼ Se: 199), even though 1
equivalent of MeSiCl3 and NEt3 needed to be added to the mixture in order to obtain 198.123 This proves that sterically demanding
ligands are not urgently required to stabilize NA-type structures.

Reactions using a monomeric and a dimeric tetrel source, like that leading to 198, open up the possibility to generate mixed-
tetrel chalcogenide clusters. Indeed, the simultaneous reaction of (MeSi)2Cl4 and MeGeCl3 with H2S and NEt3 affords [(MeSi)2(-
MeGe)2S5] (200, Fig. 35), and [(MeSi)2(PhSn)2Se5] (201) can be obtained from (MeSi)2Cl4, PhSnCl3, and Li2Se.

124 Both
compounds contain SieSi bonds over SneSn bonds exclusively in accordance with the nature of their precursors.

A very efficient way to influence the formation of either AD-type or DD-type organotetrel chalcogenide cluster is the utilization of
ligands that contain donor atoms at a position that enable back-coordinating to the tetrel atoms. This was first demonstrated for
[(DEAPSn)4S6]$CHCl3 (202 DEAP ¼ 2-(dimethylaminoethyl)phenyl), in which the lone pairs of the amino groups coordinate
in an intramolecular fashion to the Sn atoms under formation of five-membered rings.125 At the same time, the coordination
number of the Sn atoms is increased from 4 to 5, which results in a trigonal bipyramidal coordination sphere at the tetrel atom.
This seems to be sterically unfavorable for an AD-type cluster structure, which explains the preference of the DD-type for such
ligands. In compound 202, this comes along with twisting of the two four-membered rings against each other in the DD-type cluster
core (Fig. 36). The phenomenon was thoroughly investigated experimentally and be means of complementary quantum chemical
studies on the example of the back-coordinating ligands R1 ¼ CMe2CH2C(O)Me and R2 ¼ C2H4COO� with keto and carboxyl

Fig. 35 Molecules with a NA-type structure, silicon based [(MeSi)4S5] (198) and mixed Si/Ge [(MeSi)2(MeGe)2S5] (200).
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functionalities, respectively. Like discussed for 202, also [(R1Sn)4S6] (203, Fig. 36) exhibits such five-ring formation, and thus occurs
in the DD-type isomer only.126 However, as for most of these compounds, no twisting of the ideal structure was detected, in contrast
to the observations reported for 202.

For [(R1Ge)4S6]$CHCl3 (204, Fig. 37) and [(HR2Ge)4S6] (205), however, no such back-coordination was observed, and the AD
topology was found to form instead. It was thus assumed that a reduction of the steric strain of the five-coordinate tetrel atom in the
DD structure applies only to Sn atoms (at least for S as bridging atoms), so the Ge/S elemental combination prefers to remain in
a four-coordinate version and form the AD-type cluster. Indeed, density functional theory (DFT) calculation indicate a much smaller
energetic preference of a DD-type structure over an AD-type isomer, which can easily be overcompensated by additional effects in
the crystal.

In a study addressing reactions of RGeCl3 with alkali metal tellurides, the product was observed to form a DD-type structure,
[(R1Ge)4Te6] (206, Fig. 37), and to exhibit ligand back-coordination in contrast to 204.127 Calculations revealed the DD-type
topology to be nearly isoenergetic with the AD-type buildup in this case, so the observed structure could not be clearly predicted.

For organogermanium telluride compounds, ligands that are terminated by an acid functionality lead to the formation of crys-
tals comprising clusters of an NA-type topology, [(RGe)4Te5] (R ¼ HR2: 207, Fig. 38; R ¼ CH(CH2COOH)2: 208). Here, the organic

Fig. 37 Influence of the elemental composition on the back-coordination of the ligand and thus the resulting structure type, illustrated with clusters
with ligands R1 (R1 ¼ CMe2CH2C(O)Me). The examples exhibit no ([(R1Ge)4S6]$CHCl3; 204), two ([(R1Ge)4Se6]; 209), or four ([(R1Ge)4Te6]; 206)
ligands in an intramolecular back-coordination mode.

Fig. 36 DD-type clusters with back-coordinating ligands in [(DEAPSn)4S6]$CHCl3 (202, DEAP ¼ 2-(dimethylaminoethyl)phenyl) and [(R1Sn)4S6]
(203, R1 ¼ CMe2CH2C(O)Me).
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ligands do not undergo Ge/O interactionsdpresumably owing to steric restrictions at the small Ge atoms again. The GeeGe bond
formation, coupled with a reduction of the corresponding Ge atoms, is possible due to the reductive power of Te2�. The results
prompted the authors to investigate the isomerization energies and the reaction energies for cluster rearrangements between the
DD-, AD-, and NA-type for all elemental combinations of T ¼ Ge, Sn and E ¼ S, Se, Te with the ligands R1 (Table 1) and R2 by
means of comprehensive quantum chemical calculations. As observed in previous studies, DD-type clusters are preferred for Sn
compounds with R1, while Ge congeners rather adopt an AD-type structure. The presence of R2, in contrast, leads to a preference
of AD-type clusters in all cases (with the DD-type architecture being only slightly unfavorable for Sn homologues), except for
the Ge/Te combination described here. Only this elemental combination offers a favorable TeT over TeE bond formation, while
potential Ge/O interactions, which would stabilize the DD-type buildup, are sufficiently weak to be overcompensated. After all,
the theoretical work suggested the findings to be widely in agreement with the experimental findings and thus comprehensible. It
demonstrated the subtle interplay of R, T, and E in the formation and stabilization of such related organotetrel chalcogenide cluster
cores.

The subtleness of these parameters became even more obvious with the finding that, unexpectedly, crystals of the Se congener
[(R1Ge)4Se6] (209, Fig. 37) revealed a DD-type structure. At first glance, this seemed to contradict the previously published calcu-
lations, but a closer look at the structure revealed that only two of the four ligands exhibited a back-coordination to Ge. This change
in conformation causes this structure to be isoenergetic with an AD-type alternative within the errors of the method (see Table 1).
Hence, the nature of the mentioned components, as well as the back-coordination pattern need to be considered for getting
a comprehensive picture.

It was further shown that UV radiation can prompt a rearrangement of 207 to an ionic variant of the NA-type compound
[Na(thf)2][(R

1GeIV)2(Ge
IIISe)(R1GeIII)Se5] (210, Fig. 39) under elimination of a chlorinated R1 ligand. The energy difference calcu-

lated between a DD-type and an NA-type cluster is in good agreement with the finding of radiation leading to this transformation.
The preference for Te compounds to adopt the NA-type structure was also observed for nitrile-decorated compounds synthesized

from NC(CH2)2GeCl3 and the corresponding Na2E salts. While the lighter homologues form the AD-type complexes
[(NCC2H4Ge)4E6] (E ¼ S: 211; E ¼ Se: 212), the NA-type compound [(NCC2H4Ge)4Te5] (213, Fig. 38) was formed with telluride
ligands.128

Fig. 38 Organogermanium telluride clusters with NA-buildup, [(HR2Ge)4S5] (207, R2 ¼ C2H4COO�) and [(NCC2H4Ge)4S5] (213).

Table 1 Energetics of hypothetical reactions between clusters of the
composition [(R1T)4E6] in DD-type or AD-type topology or
[(R1T)4E5] in NA-type topology: Energies of the isomerization
reaction between AD and DD, DEDD�AD, and reaction energies for
transformations between DD and NA þ E, DENA�DD, and AD and
NA þ E, DENA�AD, corrected by the atomization energy of the
released equivalent of chalcogen E (R1 ¼ CMe2CH2C(O)Me; ener-
gies given in kJ mol�1).

T/E DEDD�AD DENA�DD DENA�AD

Ge/S 19.42 70.01 89.43
Ge/Se 11.35 47.41 58.76
Ge/Te 1.71 19.52 21.23
Sn/S �23.71 104.76 81.06
Sn/Se �27.77 85.91 58.14
Sn/Te �29.04 55.96 26.92
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By utilization of potentially back-coordinating ligands, compounds could also be isolated in a DHC-type arrangement for
a variety of elemental combinations. The first example was [Na2(EtOH)3][(R

2Sn)3S4]$0.5EtOH (214), synthesized from
R2SnCl3, Na, and S8 in liquid ammonia.126 In 214, the carboxyl groups coordinate back to all three Sn atoms and furthermore
act as ligands of the sodium atoms in the crystal lattice, which leads to the formation of a loosely-connected three-dimensional
network. Repeating the reaction with Na2S in a water/acetone mixture yields a different solvate, [Na2(MeOH)1.66(H2O)]
[(R2Sn)3S4] (215, Fig. 40), after extraction with MeOH and layering with Et2O. In 215, the counterions and solvent molecules
form layers between the cluster through coordination interactions with each other and the latter.129 The analogous reaction with
Na2Se cannot be carried out in water owing to the water-sensitivity of the latter; it was thus carried out in liquid ammonia, affording
the partially protonated [Na2(MeOH)2][(R

2Sn)(HR2Sn)2S4][(HR2Sn)(R2Sn)2S4]$3H2O (216, Fig. 40), in which monoprotonated
and diprotonated clusters form one-dimensional chains trough coordination to Naþ cations. This study indicated the importance of
the applied solvent for selectively obtaining the DHC-type or DD-type structures with ligands capable of back-coordination. This
was corroborated by many follow-up studies.

In a subsequent work, further neutral and ionic species of the DHC-type architecture were obtained.130 [(R1Sn)3S4Cl] (217,
Fig. 41) was isolated either by reacting stoichiometric amounts of R1SnCl3 and S(SiMe3)2 in dichloromethane, or by using an excess
of S(SiMe3)2 and filtering off the precipitating product in toluene. Through the additional Cl� ligand at one of the Sn atoms, the

Fig. 39 NA-type cluster anion and its coordination to a nearby [Na(thf)2]þ complex in [Na(thf)2][(R1Ge)2(GeIIISe)(R1GeIII)Se5] (210,
R1 ¼ CMe2CH2C-(O)Me).

Fig. 40 DHC-Type cations in [Na2(MeOH)1.66(H2O)][(R2Sn)3S4] (215, R2 ¼ C2H4COO�) and [Na2(MeOH)2][(R2Sn)(HR2Sn)2Se4]
[(HR2Sn)(R2Sn)2Se4]$3H2O (216).

Fig. 41 Neutral DHC-type clusters [(R1Sn)3S4Cl] (217, R1 ¼ CMe2CH2C(O)Me) and [(R1Sn)3Se4Cl] (221).
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coordination sphere is expanded to a significantly distorted octahedral environment, with the m3-S/Sn contact (not indicated in
Fig. 41) being significantly widened.

It could also be shown by a combined experimental and theoretical study, that the DHC-type clusters represent an intermediate
structure in a condensation reaction cascade from R1SnCl3 towards the DD-type cluster upon stepwise addition of S(SiMe3)2
(Scheme 4). Besides detection of the intermediates in corresponding stoichiometric reactions by NMR spectroscopy, and corrobo-
ration of the findings by quantum chemical calculation of the NMR shifts, the species [(R1SnCl2)2S] and [(R1SnCl)2S2] were isolated
in crystalline form. The assumed driving force of these condensation reactions is the formation of SiMe3Cl in all cases.

The analogue reaction with Se(SiMe3) yielded a white precipitate, which could be re-dissolved. Layering of the solution afforded
[(R1Sn)3Se4][SnCl3]$CH2Cl2 (218), hinting at slight decomposition of the material and reduction of the tetrel atom under release of
RCl as was already shown for 210. Repeating the reaction with HR2SnCl3 and Li2Se in THF instead yielded a mixture of the ionic
chloride compounds [Li(thf)][R2Sn(HR2Sn)2Se4Cl] (219) and [Li(thf)2]2[R

2Sn(HR2Sn)2Se4Cl]2$4THF (220). 219 forms one
dimensional chains through coordination between the cations and anions, while 220 is buildup of dimers, with O2Li2 four
membered rings formed by the clusters ligands and the cations. Again, the additional Cl ligand leads to the elongation of a Sn/Se
bond. An even more systematic study of organotin selenium clusters revealed an analogue reaction cascade induced by addition of
Se(SiMe3)2 to R1SnCl3. It leads through [(R1SnCl2)2Se], [(R

1SnCl)2Se2], and [(R1Sn)3Se4Cl] (221, Fig. 41) to finally form the DD-
type cluster [(R1Sn)4Se6] (222).

131 The neutral species 221 was obtained here by layering the reactive solution to inhibit further
progress of the reaction.

The same cascade was also investigated for the homologous Te compounds, in which the dimeric intermediates and the final
product [(R1Sn)4Te6] (223) with DD-type architecture could by crystallized and isolated, too, yet not the DHC-type cluster.132

In addition to the back-coordination provided by R1, this ligand type also enables a chemical post-functionalization by conden-
sation reactions with hydrazine and hydrazone derivatives. The practically instantaneous reactions were used to introduce a multi-
tude of ligand extensions and functionalities to the cluster compounds. Themost simple version is the reaction with hydrazine itself,
in the form of hydrazine hydrate or its THF adduct for safety reasons, both of which transform R1 into the equally back-coordinating
ligands R3 ¼ CMe2CH2C(NNH2)Me. This transformation was possible for the following starting compounds to form their respec-
tive derivatives: 203 to [(R3Sn)4S6] (224),

126 217 to [(R3Sn)3S4Cl]$3CH2Cl2 (225), 218 to [(R3Sn)3Se4][SnCl3] (226),
130 221 to

[(R3Sn)3Se4Cl]$3CH2Cl2 (227, Fig. 42), 222 to [(R3Sn)4Se6] (228),
131 and 223 to [(R3Sn)4Te6] (229, Fig. 42).

132 In all of these

Scheme 4 Stepwise reaction cascade from R1SnCl3 towards DD-type clusters via addition of E(SiMe3)2.

Fig. 42 [(R3Sn)3Se4Cl] (227, R3 ¼ CMe2CH2C(NNH2)Me) and [(R3Sn)4Te6] (229), formed by post-functionalization of clusters terminated with R1

ligands in reactions with hydrazine.
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cases, the inorganic core does not significantly change, with the exception of 227, in which the m3-Se is nearly equidistant to all Sn
atoms in spite of the Cl ligand on one of them (see the solid line drawn in Fig. 42), and 229, which experiences a minor twist similar
to that observed for 202 (Fig. 42). Through a corresponding reaction with the dimeric intermediate [(R1SnCl)2Te2], the DHC-type
telluride cluster compound [(R3Sn)3Te4][SnCl3] (230) could finally be realized, too.132

By choosing hydrazine derivatives H2NNHR as a reagent, it was possible to introduce new organic groups R into clusters with the
R1 ligand. As a prove of principle, phenylhydrazine was reacted with clusters terminated by R1 to generate a new ligand
R4 ¼ CMe2CH2C(NNHPh)Me in several reactions: 203 to [(R4Ge)4S6] (231),126 222 to [(R4Sn)4Se6] (232),131 and 223 to
[(R4Sn)4Te6] (233).

132 Again, the organotin telluride DHC-type cluster [(R4Sn)3Te4][SnCl3]$C6H14 (234) was obtained from the
dimeric intermediate. 221 was reacted with phenylhydrazine under partial decomposition to form the known motif in
[(R4Sn)3Se4][SnCl3]$toluene (235), being thus homologous to 234.131

In reactions of 203 with phenylhydrazine, a rearrangement of the cluster core was observed to form the BDHC-type topology in
[(R4Sn)4Sn2S10] (236, Fig. 43). This was explained by the steric demand of the R4 group in its back-coordinating conformation.126

However, when changing the solvent for the reaction that in dichloromethane would yield 224 to THF, a corresponding transfor-
mation is observed with R3, thus yielding [(R3Sn)4Sn2S10] (237) in spite of a lower steric demand of the involved organic ligand.130

This, and the fact that no BDHC-type compounds with R1 were observed to date, suggest that the presence of a hydrazine/hydrazone
moiety is vital, most likely due to its redox properties that are needed to release ligands from the Sn atoms of the {Sn4S4} ring in the
center of the BDHC-type cluster core.

To obtain the Se congeners in the BDHC-type topology, Se(SiMe3)2 needs to be added to 222 in addition to the corresponding
hydrazine derivative. In this way, compounds of the type [(RSn)4Sn2Se10] (R ¼ R3: 238; R ¼ R4: 239) were synthesized and isolated
in single-crystalline form.133

Fig. 43 BDHC-type cluster buildup in [(R4Sn)4Sn2S10] (236, R4 ¼ CMe2CH2C(NNHPh)Me).

Fig. 44 Ferrocenyl (Fc) decorated BDHC-type compound [{(CMe2CH2CMeNNCMeFc)Sn}4Sn2Se10] (240).
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In further studies, organic rests with a multitude of structures and functionalities were added to basic organotetrel chalcogenide
clusters. A ferrocenyl-terminated hydrazine group, H2NNCMeFc, induced rearrangement of 203 to form [{(CMe2CH2CMeNNC-
MeFc)Sn}4Sn2S10] (240, Fig. 44) in the BDHC-type structure.134 For both compounds, a simple cation [(RSn)3S4]

þwith a presumed
DHC-type buildup seems to be present in solution, which could not be isolated in any way. Both cyclic and differential pulse vol-
tammetry reveal a reversible two step oxidation of 240 in solution, which clearly indicates electronic communication between the
vicinal Fc units. In the presence of HCl, a degradation to [(RSnCl2)2S] or HRSnCl4 can be observed, depending on the concentration
of the acid.

A similar structure was obtained when adding the analogous ruthenocenyl (Rc) terminated hydrazone, H2NNCMeRc.135

However, [{(CMe2CH2CMeNNCMeRc)Sn}4Sn2S10] (241) showed a vastly different cyclic voltammogram, even though the partial
decomposition of the material upon addition of a ferrocene internal reference does not allow for more than a qualitative statement.
Two irreversible oxidation peaks could be recorded in the first cycle at 1.13 and 2.02 V. In further cycles, the first peak was shifted to
1.18, while the second only greatly diminished in intensity and was reduced to a shoulder in the voltammogram, all of which hints
at the decomposition of the material. The reason of the different behavior in comparison with 240 was attributed to the presence of
the ruthenoceniummoieties, which exhibit a high reactivity in order to obtain the desired 18-electron shell. The photoluminescence
behavior upon laser irradiation showed a (slow) photodegradation of the compound to take place.

Both 1-adamantylmethylhydrazone and adamantane-1-carbohydrazide were added to 203 to form BDHC-type compounds
[(RSn)4Sn2S10] (R ¼ CMe2CH2CMeNNCMeAd: 242, Ad ¼ adamantyl; R ¼ CMe2CH2CMeNNHCOAd: 243),136 which indicated
that these bulky ligands have similar effects as the aforementioned phenyl groups at these positions.

More extended (hetero)aromatic ligands were introduced through the same method, with the final goal to incorporate addi-
tional metal ions to these moieties, or to enable interactions with metal surfaces. A hydrazine derivative with terminal bispyridyl
units, H2NNC(2-pyridyl)2, was reacted with 203, resulting in compounds with DHC-type and BDHC-type structures.137 While the
simple DHC-cation [(CMe2CH2C(Me)NNC(2-pyridyl)2Sn)3S4]

þ was detected in the reactive solution by mass spectrometry only,
the BDHC-based compound [({CMe2CH2C(Me)NNC(2-pyridyl)2}Sn)4Sn2S10] (244, Fig. 45) was isolated from such solutions in
crystalline form. During crystallization, 244 was observed to be the main product with a minor species occurring in DHC-type
topology, [(CMe2CH2C(Me)NNC(2-pyridyl)2Sn)2(CMe2CH2C(Me)NHNC(2-pyridyl)2SnS)S4] (245). Different from the situation
observed most often for DHC-type clusters, there is no additional Cl atom bound to one of the Sn atoms, but one of the ligands is
protonated, and an additional sulfide atom forms a bridge to the organic ligand. 245 can be understood as an intermediate between
the “normal” DHC-type cation and the finally observed cluster in BDHC-type architecture, 244. An equilibrium between DHC and
BDHC in solution, or decomposition of the latter into the first, are probable scenarios for (mutual) transformation of such
compounds.

Experiments to use the bispyridyl ligands for a mere coordination of Zn2þ ions failed, as the transition metal ion was (also)
incorporated into the inorganic cluster core instead, thereby forming a ternary cluster core with a unique architecture.

In subsequent works, a library of cluster compounds with different (hetero)aromatic ligands was obtained by a systematic study
of the addition of different hydrazine derivatives to 203. For all of the resulting compounds, [(CMe2CH2CMeNNRSn)4Sn2S10]
(R ¼ CHPh: 245; R ¼ CMe(1-naphthyl): 246; R ¼ CMe(2-naphthyl): 247; R ¼ CH(3-quinolinyl): 248; R ¼ CH(6-quinolinyl):
249; R ¼ CMe(3-quinolinyl): 250; R ¼ CMe(4-isoquinolinyl): 251; R ¼ CMe(2-anthracenyl): 252; R ¼ CMe(2-phenanthrenyl):
253) the presence of DHC-type units in solution was confirmed by mass spectrometry.138 A BDHC-type cluster buildup to exist
in the solid state, most probably resulting from a corresponding shift of the mentioned DHC-BDCH equilibrium at crystallization,

Fig. 45 Chelating ligands attached to a BDHC-type cluster in [({CMe2CH2CMeNNC(2-pyridyl)2}Sn)4Sn2S10] (244).
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was verified for 245–247 and 249 by XRD. It is likely that a larger number of aromatic rings inhibited crystallization of the other
compounds.

Crystals of a cluster terminated with other potentially chelating ligands, [{CMe2CH2CMeNNCMe(2,20-bipy)Sn}4Sn2S10] (254)
were also prepared, and the complexation behavior of the ligands was tested by addition of an Ir complex to a solution of such
crystals.139 However, similar as observed for 244, the transition metal atoms were integrated into the cluster core instead of being
trapped by the ligands.

Two further aromatic rests were attached to the cluster ligands to yield [{CMe2CH2CMeNN(2-benzothiazole)Sn}4Sn2S10] (255),
obtained from 203 by the previously discussed method, and [{CMe2CH2CMeNNCH(1-furanyl)Sn}4Sn2S10] (256), by an inverse
reaction of the hydrazine-decorated compound 224 with furaldehyde diethyl acetale.140 Time-resolved photoluminescence
measurements on single crystals were carried out, and the spectra were compared to the ruthenocenyl-decorated compound 241.
255 shares an emission maximum with 241, but exhibits a much broader spectrum. The spectrum for 256 is additionally blue
shifted, which is partially attributed to the intermolecular and intramolecular interaction of the aromatic ligands in this compound.
Another reason could be unraveled through DFT calculations, which revealed the HOMO to be localized mainly at the cluster core
and the LUMOmainly at the ligands for 256, which differs from the situation in 241. The broadening of the spectrumwas attributed
to the less bulky and electronically less extended terminal ligands in 255 and 256. Higher mobility of the electrons in those two
compounds also seemed to influence both the intensity of the photoluminescence and the decay of the signal over time.

Heteroaromatic ligands were also attached to the organic ligand sphere of DD-type clusters. Reacting 224with the corresponding
aldehydes yields [(CMe2CH2CMeNNCHRSn)4S6] (R ¼ 1,10-phenanthrol-5-yl: 257, R ¼ 2,20-bipy-4-yl: 258).141 258 was able to
form complexes with ZnCl2 under retention of its inorganic core, leading to crystals of [({CMe2CH2CMeNNCH(2,20-bipy-4-yl)
ZnCl2}Sn)4S6] (259, Fig. 46). Addition of ZnCl2 units to the cluster leads to a blue shift of the UV–vis spectrum in comparison
with the parent cluster compound. In turn, the influence of the inorganic core on the photoluminescence of a separate [Zn(2,20-
bipy)Cl2] complex was determined to be limited to a decrease of the intensity of the signals. Thus, the energy of the photolumines-
cence process is mainly defined by Zn-bipy interactions, while the Sn/S cluster core plays a role in the transition statistics.

The largest heteroaromatic system grafted onto organotin chalcogenide clusters to date, is a pyrene unit. 224 was converted to
[(RpySn)4S6]$2CH2Cl2 (260, R

py ¼ CMe2CH2CMeNNCH(C16H9)) under retention of its DD-type buildup. When not layering the
reactive solution after 1 day reaction time, but waiting for 5 more days, crystals of the rearranged cluster [(RpySn)4Sn2S10]$4CH2Cl2
(261) with BDHC-type structure were obtained. In both compounds, the p-systems within the ligands of one cluster and between
neighboring molecules interact in the crystal structure, which is much more pronounced in 261. In addition, X-ray photoelectron
spectroscopy (XPS) and single-tunneling microscopy (STM) proved successful deposition of 261 on Au(111) surfaces through
neutral-spray vacuum deposition.

Similar to organic adamantane-type clusters, organotin chalcogenide clusters were calculated to have the right size to fit to
specific biomolecules, making them potential inhibitors for protein kinases. To that end, first experiment towards the installation
of biomolecules on the cluster surfaces were made. When treating 203 with a simple amino acid hydrazide, like phenylalanine
hydrazide, the organic ligand was observed to undergo an undesired intramolecular condensation reaction, thereby forming intra-
molecular bridges.142 The hydrazide and the amino functionalities both reacted with the ketone ligand R1, which also caused the
inorganic core to rearrange into two condensed six-membered rings, resulting in the cluster compound [(CMe2CH2CMeNNC(O)
CH(CH2Ph)NC(Me)CH2CMe2)2Sn4S5] (262, Fig. 47) featuring a (distorted) borax-like structure, similar as discussed above for
organo-group 13 chalcogenide clusters.

As the original idea was to be able to grow longer peptide chains on the cluster surface, the amino acids thus had to be protected
to retain their reactivity, which would be recovered in a subsequent de-protection step. This was proven possible by the generation
of two different Boc-protected dipeptide-functionalized clusters, [(CMe2CH2CMeNNHpepSn)3S4]

þ (pep ¼ L-Ala-L-Ala-Boc: 263;

Fig. 46 [({CMe2CH2CMeNNCH(2,20-bipy-4-yl)ZnCl2}Sn)4S6] (259, bipy ¼ bipyridine) with DD-type buildup, resulting from the capturing of ZnCl2
units by 258.
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pep ¼ L-Phe-L-Val-Boc: 264; Boc ¼ tert-butyloxycarbonyl). The DHC-type clusters were obtained by reacting organotin sulfide clus-
ters bearing R1 ligands with the corresponding dipeptide hydrazides. It did not matter in these cases, whether 203 with DD-type
structure or the corresponding DHC-type compound 217 was used in the synthesis.

With the view towards the behavior of corresponding clusters in biological environments, and thus, to prevent undesirable reac-
tions with other biological materials, a coupling mechanism beyond a carbonyl hydrazine reaction was developed. For this,
a terminal azide group was introduced into the ligand sphere of 214 by reacting its R1SnCl3 precursor with an azide-
functionalized organic adamantane carboxylic acid hydrazide, and subsequently forming the cluster through addition of
S(SiMe3)2.

143 The resulting compound, [{CMe2CH2CMeNNHC(O)AdN3Sn}3S4Cl] (265; Ad ¼ adamantyl; Fig. 48), displayed a dis-
torted neutral DHC-type buildup, in which the Sn atom carrying the additional Cl� ligand deviates more than usual from the
cubane-like position, as it is positioned farther away from the m3-S atom in favor of forming intramolecular Cl/H interactions
with the organic groups.

265 could be reacted with oligopeptides as planned, via a strain promoted azide-alkyne cycloaddition (SPAAC) with a cyclic
alkyne ligated to an oligopeptide. The obtained cluster, [{CMe2CH2CMeNNHC(O)Ad(C39H53N3O6)Sn}3S4Cl] (266), features
the terminal oligopeptide Ala-Val-Phe-OMe (Scheme 5); it was characterized by NMR and mass spectrometry, as the highly flexible
peptide environment did not allow for crystallization of the compound to this day.

A less symmetrical alkyne, azadibenzocyclooctyne-amine, was also reacted with 265. To interpret the mass spectrum obtained
from the product in solution, it was assumed that R1 was restored through intermediate formation of an intramolecular ligand and
cleavage of it by hydrolysis, and subsequent reaction of R1 with the amine functionality of another ligand.144 The proposed structure

Fig. 48 Azide-functionalized DHC-type cluster [(CMe2CH2CMeNNC(O)AdN3Sn)3S4Cl] (265, ad ¼ adamantyl).

Fig. 47 Amino acid-decorated cluster [(CMe2CH2CMeNNC(O)CH(CH2Ph)NC(Me)CH2CMe2)2Sn4S5] (262), with a borax-like cluster core.
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model of [{CMe2CH2CMeNNHC(O)Ad(C18H16O1N5)SnCl}{CMe2CH2CMeNNHC(O)Ad(C18H14O1N5)CMeCH2CMe2Sn}2S4]
(267), with a DHC-type inorganic core, was obtained by geometry optimization employing DFT methods, see Fig. 49.

Condensation of the alkyne precursor with a Boc-protected oligopeptide, HO-L-Ala-L-Phe-L-Val-Boc, via its amine functionality
enables the attachment of an oligopeptide to 265. The resulting mass spectrum shows signals for the successful condensation to
have occurred at three, two, one and zero organic ligands. While it is difficult to tell whether this observation is due to fragmentation
under MS conditions, or due to the compound’s (limited) reactivity, the 119Sn NMR spectrum shows only two signals. This is consis-
tent with a single DHC-type cluster to be present in solution, indicating the successful formation of the targeted compound
[({CMe2CH2CMeNNHC(O)Ad(C18H15O1N5)L-Ala-L-Phe-L-Val-Boc}Sn)3S4Cl] (268) with threefold substitution.

Another, more straight-forward approach to peptide-functionalized clusters is realized by condensation of Boc-protected amino
acids to the cluster precursor R1 and subsequent reaction of the resulting compounds with S(SiMe3)2. This reaction was successfully
carried out for eight different amino acids, thereby accessing clusters of the general type [(RAAcSn)xSyClz], with the amino acids in
RAAc being BocVal (269), BocAla (270), BocLeu (271), BocPhe (272), BocMet (273), BocSer (274), BocTyr (275), BocHis (276).145

The products were analyzed via mass spectrometry and NMR spectroscopy, which revealed that, for 274 and 275, the –OH groups in
the side chains exchanged their proton for a –SiMe3 group from S(SiMe3)2. NMR studies revealed that the compounds 274–276
most likely possess a DD-type buildup, which seemingly clashes with the DHC-like sum formulas found for all compounds in
mass spectrometry. However, a rearrangement of DD-type clusters to DHC-type complexes has been known to occur under ESI-
mass conditions from previous work.137

The deprotection and stability of such compounds was investigated on the example of compounds 271 and 272, which were
systematically exposed to a variety of acids.146 To explore the stability of this class of compounds more generally, the same was
also done with 214. Using 4–6 equivalents of trifluoroacetic acid in DCM leads to a partial deprotection only, whereas a higher
excess results in full decomposition of the clusters. Treating 214 with HCl or HBr leads to the formation of H2S and the formation
of corresponding organotin halides R1SnX3 (X ¼ Cl, Br). Monitoring of the reaction with HCl via NMR spectroscopy revealed an
intermediate S(R1SnCl2) to form, which is also found in the formation reaction cascade described in Scheme 4. Thus, HCl or
HBr seem to reverse the cluster formation process. Similar results were observed for 272. Addition of H2SO4 leads to full degrada-
tion and formation of SnO2 in all cases. Weaker acids, like acetic acid or NH4Cl, do not react with either compounds, while an excess
of water will degrade 214 and, to a lesser extent, also 271 and 272.

Apart from the serendipitous access to 262, more controlled experiments towards linking two R1 ligands either in an intramo-
lecular or an intermolecular way have been carried out. Simple bifunctional hydrazine derivatives, like carbonyldihydrazide,
H2NNH(CO)HNNH2, were used for an intramolecular linkage of the organic ligands in 203, thereby forming [({(CMe2CH2C-
MeN-NH)2CO}Sn2)2S6]$MeOH$2H2O (277, Fig. 50) with both ligands arranged on the same side of the cluster compound in
a syn-parallel fashion.147 This, coupled with the small spacer length (Ncoord/Ncoord 380 nm), leads to tilting of the two {Sn2S2}
four-membered rings in the DD-type structure motif towards each other.
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Scheme 5 Reaction of the DCH-cluster [{CMe2CH2CMeN-NHC(O)adN3Sn}3S4Cl] (265, ad ¼ adamantly) to the proposed DCH-type compound
[{CMe2CH2CMeNNHC(O)ad-(C39H53N3O6)Sn}3S4Cl] (266) as indicated by mass spectra and NMR experiments.
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Repeating the experiment with a larger (850 pm) and more rigid spacer including a naphthyl (Np) group affords
[{(CMe2CH2CMeNNH)2Np}4Sn12S20]$4DMF$3CHCl3$H2O (278, Fig. 51), in which two BDHC-type clusters that result from
the typical rearrangement are linked to each other by four organic bridges.148 A cavity within the macrocyclic structure (�402 Å)
accommodates solvent molecules in the crystal. By addition of HSnCl3 or HClO4 to 278, another rearrangement of the BDHC-
type to DHC-type cores is observed, yielding a capsule-like ionic cluster in [{(CMe2CH2CMeNNH)2Np}3Sn6S8]
[SnCl3]2$3DMF$1.5H2O with three ligand bridges (279, Fig. 51), again encapsulating solvent molecules in the cavity (�134 Å).

To better understand cluster molecules that feature intramolecular bridging, a systematic study was carried out to correlate the
structural findings with the spacer length.Ortho-phthalaldehyde was used, because its N/N distance (670 nm) was assumed not to
induce any structural change of the DD-type motif.149 This proved to be true for [({(CMe2CH2CMeNNCH)2C6H4}Sn2)2S6]$
2DMF$MeOH$H2O (280, Fig. 52), where the bridging ligands connect two tin atoms on each side of the DD-type cluster in a diag-
onal fashion. This criss-cross bridging mode results in twisting and slight tilting of the two {Sn2S2} four-membered rings against
each other, as was observed in compounds like 202 and 229 before.

The same reaction carried out at lower temperatures led to the observation of a slightly different bridging mode, due to a change
in conformation of the bridging ligand from s-trans, s-trans to s-cis, s-trans. This caused the spacer length to decrease notably, to
512 pm, hence enforcing the linkage between two neighboring, m-S-connected Sn atoms in the resulting conformer 281. As a result,

Fig. 50 The DD-type cluster compound [({(CMe2CH2CMeNNH)2CO}Sn2)2S6] (277) with a syn-parallel arrangement of the organic ligands that act as
intramolecular bridges in a back-back- like fashion.

Fig. 49 Calculated (DFT) model of [(CMe2CH2CMeNNHC(O)Ad(C18H16O1N5)SnCl)-(CMe2CH2CMeNNHC(O)Ad(C18H14O1N5)CMeCH2CMe2Sn2)S4] (267,
Ad ¼ adamantyl).
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the ligands are situated in an anti-parallel fashion (Fig. 52), as opposed to 277. The DD-type core remains undistorted in this case,
with no significant deviation from the simple hydrazine-functionalized cluster 224. The same conformation is also found in the
derivatives [({(CMe2CH2CMeNNH)2C6H4}Sn2)2S6]$2DMF$2CHCl3 (282) and [({(CMe2CH2CMeNN)2C2H2}Sn2)2S6] (283)
with spacer lengths of 502 pm and 463 pm, respectively. Like for 278, 1,4-bis(diazomethyl)benzene with a larger spacer length
of 988 pm caused the formation of a macrocycle based on two BDHC-type units, [{(CMe2CH2CMeNNCH)2C6H4}4Sn6S10]$
1.5MeOH (284), with a cavity size of �108 Å3. Spacers with N/N distances between 700 and 880 pm could not successfully
be integrated into such clusters; solutions comprising corresponding bishydrazine derivatives and 203 decomposed under the

Fig. 52 Two conformers of [({(CMe2CH2CMeNNCH)2C6H4}Sn2)2S6], with criss-cross (280) and anti-parallel arrangement (281).

Fig. 51 Macrocyclic [{(CMe2CH2CMeNNH)2Np}4Sn12S20]$4DMF$3CHCl2$H2O (278) based on two BDHC-type units and the cationic cavitand in
[{(CMe2CH2CMeNNH)2Np}3Sn6S8][SnCl3]2$3DMF$1.5H2O (279) based on two DHC-type moieties, linked by their respective organic bridging ligands.
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formation of H2S and SnS2 instead. DFT calculations on hypothetical compounds made from 2,6-pyridinedecarbaldehyde and 224
find this ligand to be too long and at the same time too rigid for intramolecular bridging, but on the other hand too short as to
prevent a steric clash between the inorganic cluster cores in cavitand-like molecules. This was in line with the experimental findings.

A transfer of these results to the Se congeners was possible. In an analogous reaction of the one leading to compound 277, but
starting out from the DD-type selenide cluster 228, crystals of [({(CMe2CH2CMeNNCH)2C6H4}Sn2)2Se6]$2CH2Cl2 (285) were
grown, which exhibit the same cluster conformation as described for 228.133 Employment of reactants for bridging ligands with
larger N/N distances in combination with the DHC cluster 221 led to the formation of cavitands sharing their buildup with
compound 279. From adipinic acid dihydrazide, two different co-crystallizing compounds were obtained, [{(CMe2CH2CMeN-
NHCO)2(C2H4)2}3Sn6Se8][SnCl3]2$4CH2Cl (286) and [{(CMe2CH2CMeN-NHCO)2(C2H4)2}3Sn6Se8]Cl2$3H2O$4CH2Cl (287).
287 contains one molecule of disordered SnCl3 in its center, while in 287 the cavity is filled with the two chloride counter anions
and three water molecules. In all cases, the molecules are connected by hydrogen bridges in the crystal. Involvement of an Np linker,
such as used in 279, leads to the direct congener of the latter, [{(CMe2CH2CMeN-NH)2Np}3Sn6Se8][SnCl3]2$3CH2Cl (288), yet
with a DCM molecules situated within the cavity.

Bisfunctionalized ferrocene derivatives can also bridge DD-type clusters. A reaction of 203 with ferrocene-1,10-dicarboxylic acid
hydrazide, or of 223 with 1,10-diformylferrocene yielded [({(CMe2CH2CMeN)2R}Sn2)2S6]$MeOH$2H2O (R ¼ (N-HCO)2Fc: 289;
R ¼ (NCH)2Fc: 290), both of which share their criss-cross-type intramolecular ligand conformation with 280, with 289 showing an
additional tilt and distortion of the four membered rings.150 The N/N distances defining the spacer length of the ligands is 629–
755 pm for 289 and 731–737 pm for 290, thus falling into the range that was unsuccessful in the previous study. The formation of
these compounds in spite of this can be attributed to the higher conformational flexibility of the ferrocenyl-based ligands. Cyclic
and differential pulse voltammetry revealed no electronic communication between the Fe ions and a simple reversible single-step
oxidation in 290 at 466 mV, but a second irreversible process for 289. Here, a first anodic oxidation step at 706 mV can be attributed
to the Fc moieties, while a second with half the intensity at 836 mV seems to be connected with a decomposition process.

In the case of organic adamantyl spacers, difunctional diamondoids also lead to intramolecular bridging of corresponding clus-
ters, with the observed structural details again depending on the spacer length. Ligands derived from Ad(CON2H3)2 and
Ad(CON2H3)(CH2CON2H3) exhibit relatively low reactivity with 203, and produce low yields of a proposed bridged DD-type
cluster in the mass spectra of the reactive solutions.136 This can be explained by the medium-size spacer length that was already
found to be unfavorable in previously described studies. However, the larger, and thus more flexible, spacer derived from Ad(CH2-
CON2H3)2 applied in a corresponding reaction afforded crystals of the BDHC-type compounds [{({CMe2CH2CMeN-NHC(O)
CH2}2Ad)Sn2}2Sn2S10]$solv (solv ¼ 2(1,4-dioxane)$4CHCl3: 291, Fig. 53; solv ¼ m-xylene: 292). With spacer lengths of 653
and 656 nm, respectively, it was assumed that the products would retain their DD-type cluster cores with a criss-cross bridging
pattern; in contrast to the expectations, however, the clusters rearrange to form BDHC-type cluster cores, as was already seen for
compounds with monofunctional Ad ligands. This indicates that the rigidity of the adamantly group plays a structure-directing
role, too.

A larger spacer comprising a diamantyl (Dia) group, Dia(CH2CON2H3)3, was used to generate compound 293, which according
to NMR spectroscopy and mass spectrometry contains [(CMe2CH2CMeNNHCOCH2)2Dia)3Sn6S8]

2þ cations with a cavitand-like
buildup. Finally, the use of a threefold hydrazide-functionalized adamantane caused a rearrangement of 203 into the DHC-like
cluster cation [(CMe2CH2CMeN-NHCOCH2)3AdSn3S4]

þ (in 294, Scheme 6) in which all tin atoms are connected with each other
by this kind of a tripodal ligand. Again, 294 could only be analyzed by NMR andmass spectrometry, as it was not possible to obtain
the compound in single-crystalline form.

Fig. 53 BDHC-type cluster [{({CMe2CH2CMeNNHC(O)CH2}2Ad)Sn2}2Sn2S6] (291) with intramolecular ligand bridges based on adamantly moieties.
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Before talking about some more properties and reactivities of organotetrel chalcogenide clusters, a few unique examples should
be mentioned. In an unorthodox reaction starting from the SnII precursor {N(SiMe3)Dipp}SnCl (Dipp ¼ 2,6-iPr2C6H3) with
elemental sulfur or selenium, the AD-type clusters [({N(SiMe3)Dipp}Sn)4E6] (E ¼ S: 295; E ¼ Se: 296) were formed along with
the side product {N(SiMe3)Dipp}SnCl3. Both compounds have been shown to show good solubility in organic solvents as well
as a high activity in the initiation of the ring opening polymerization of 3-caprolactone.151

Another precursor material utilizing this ligand is [Si4{N(SiMe3)Dipp}4], which similarly reacts with elemental chalcogens.152

In a reaction with S8 at 110 �C in toluene, [({N(SiMe3)Dipp}Si)4S3]$solv (solv ¼ 3THF: 297; solv ¼ toluene: 298; Fig. 54) can be
isolated after workup. In 297, a minor species with an abundance of ca. 8% and a buildup similar to P4S4 was identified to be
[({N(SiMe3)Dipp}Si)4S4], thus rendering the actual formula of the crystalline compound to be [({N(SiMe3)Dipp}Si)4S3.08]$
3THF. The cluster core of the main species, {Si4S3}, consists of two distorted {Si3S} rings and two five-membered {Si3S2} cycles.
The analogue reaction with gray selenium leads to the homologous cluster [({N(SiMe3)Dipp}Si)4Se3]$2.25THF (299, Fig. 54), with
a few crystals of an isomeric minority compound [({N(SiMe3)Dipp}Si)4Se3]$1.5toluene (300, Fig. 54) adopting a nortricyclane-
type cage structure.153 Repeating the reaction at lower temperatures with red selenium yields exclusively 300, which hints at the
possibility of a thermal conversion of 300 to 299. However, heating of any of these two isomers leads to yet another rearrangement
to form [({N(SiMe3)Dipp}Si)4Se3] (301, Fig. 54) with a structure reminiscent of the DHC-type buildup, where the m3-S atom is
substituted with an [Si{N(SiMe3)Dipp}] group. In reactions with elemental tellurium in contrast, no product could be isolated.
Depending on the position of the Si atoms in these three clusters, the oxidation state ranges from I to IV. By using TeP(n-Bu)3
as the chalcogenide source, however, the corresponding homologue of 295 and 296 was finally obtained, [({N(SiMe3)Dipp}
Si)4Te6] (302).

As was shown for 301, chalcogen atoms within the clusters can be (partially) replaced by isolobal fragments. In a systematic
synthetic approach for this, CR2(SnR0Cl2)2 is reacted with a chalcogenide source to form [(R0Sn)4E4(CR2)2] (E ¼ S, R0 ¼ Ph,
R ¼ H: 303, Fig. 55; E ¼ S, R0 ¼ CH2SiMe3, R ¼ H: 304, E ¼ Se, R0 ¼ Ph, R ¼ H: 305; E ¼ Se, R’ ¼ Me, R ¼Me: 306; E ¼ Te, R0 ¼ Ph,
R ¼ H: 307).154 Here, AD-type structures are formed, in which two E atoms on opposing Sn.Sn edges are formally replaced by CH2

moieties. Upon mixing 303 and 304, the terminal ligands are exchanged in an equilibrium to form [(PhSn)2(Me3-
SiCH2Sn)2S4(CH2)2] (308) within 48 h. The addition of Bu4NCl triggers the compounds to equilibrate instantaneously, which
hints at a catalytic role of the Cl� ions. Similarly, 303 and 305 will exchange chalcogen atoms to form four new species
[(PhSn)4SexS4� x(CH2)2] (x ¼ 1: 309; x ¼ 2, Se atoms opposing each other: 310, x ¼ 2: 311, Se atoms neighboring x ¼ 3: 312),
which are observable by NMR.

Corresponding Si compounds were isolated from reactions of CH2(SiMeCl2)2 with H2S/NEt3 or of Li2Se or Li2Te with
[(MeSi)4E4(CH2)2]$solv (E ¼ S, no solv: 313; E ¼ Se, no solv: 314, Fig. 55; E ¼ Te, solv ¼ CDCl3: 315). Again, CH2 groups are
observed on two opposing sides of the cluster cores.123

Addition of the disilane (MeSiCl2)2 to the reaction yielding 313 and 314 affords NA-type compounds [(MeSi)4E4(CH2)] (E ¼ S:
316, Fig. 56; E ¼ Se: 317) instead, with the CH2 moiety opposing the SieSi bond.

The research was expanded to reactions with the trisilane Me2Si(MeSiCl2)2. Corresponding reactions with Li2S and Li2Se yielded
the AD-type clusters [(MeSi)4(SiMe2)2E4] (E ¼ S: 318; E ¼ Se: 319), in which two opposing chalcogenides were formally replaced
by SiMe2 units in analogy to the situation described for 313–315.155 It is also possible to react the trisilane with the previously dis-
cussed disilane and H2S to obtain an NA-type compound, [(MeSi)4S4(SiMe2)] (320, Fig. 56), in analogy to 316.

Apart from the AD-type, BDHC-type, and DHC-type compounds, 203 is also known to rearrange to an additional topology, in
which two tin atom, bridged by three {(R1Sn)2S4} subunits, form a direct SneSn bond and are therefore reduced to SnIII. This

Scheme 6 Proposed structure of the cation [({CMe2CH2CMeN-NHC(O)CH2}3Ad)Sn3S4]þ (in 294).

Non-oxide p-block (semi-)metal chalcogenide cage compounds 115

mailto:Image of Scheme 6|eps


change can be induced by UV irradiation, resulting in crystals of [{(R1SnIV)2S4}3Sn
III
2]$0.93CH2Cl2$1.08H2S (321, Fig. 57), in

which the two SnIII atoms occur in a trigonal-pyramidal coordination, with three S atoms at the basal position and the Sn neighbor
at the apex.156 The reduction of the Sn atoms was confirmed by Mößbauer spectroscopy. This rearrangement can also be induced by
freshly-destilled CS2, as was discovered in a second study.157

In recent years, the optical properties of AD-type compounds have come into focus, as a directed white-light generation (WLG)
was detected upon irradiation of the amorphous powder of [(StySn)4S6] (322, Sty ¼ styryl) with a low-cost continuous wave

Fig. 54 The cluster family [(RSi)4Ex] (E ¼ S, Se; x ¼ 3.4) with R representing the {N(SiMe3)Dipp} ligand (Dipp ¼ 2,6-iPr2C6H3): [({N(SiMe3)Dipp}
Si)4S3]$toluene (298, top left), also representing the majority component in [({N(SiMe3)Dipp}Si)4S3.08]$3THF (297). Minority component [({N(SiMe3)
Dipp}Si)4S4] in 297 (top right). Three isomeric selenide clusters [({N(SiMe3)Dipp}Si)4Se3]$2.25THF (299, center left) isostructural to 298, [({N(SiMe3)
Dipp}Si)4Se3]$1.5toluene (300, center right) with nortricyclane-type structure, and [({N(SiMe3)Dipp}Si)4Se3]$(301, bottom), in a DHC-like structure.
Solvent molecules are not drawn.
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infrared laser.158 The white-light output power showed an extremely nonlinear dependency on the pump-power density, as is to be
expected for nonlinear optical effects of higher order (Fig. 58). Additionally, due to the styryl group terminating the cluster mole-
cules, it could be deposited onto GaAs (001) or Si (001) surfaces.

To study this effect in greater detail, several variations of AD-based molecules were investigated. The effect of white-light gener-
ation (WLG) could be observed for the amorphous compound [(PhSn)4S6] (323) and its Ge congener [(PhGe)4S6] (324), albeit

Fig. 55 AD-type clusters upon isolobal replacement of a chalcogen atom with a CH2 group in [(PhSn)4(CH2)2S4] (303) and [(MeSi)4(CH2)2Se4]
(314).

Fig. 56 NA-type clusters upon isolobal replacement of an S atom with a CH2 group in [(MeSi)4(CH2)2S4] (316) and [(MeSi)4(SiMe2)2S4] (320).

Fig. 57 Mixed-valence cluster in [{(R1SnIV)2S4}SnIII2]$0.93CH2Cl2$1.08H2S (321).
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with a small blue shift of the maximum emission wavelength in the latter case.159 Changing the ligand to an aliphatic rest, as in 155
or 157, caused strong second harmonic generation (SHG) instead, as a consequence of phase matching (Fig. 59). The same is true
when investigating crystalline material like [(PhSi)4S6] (325); it should be noted that the crystals are not non-centrosymmetric,
hence the non-linear optical effects are most likely due to crystal defects or symmetry-breaking at the surfaces, especially for small
crystals or pulverized samples. In summary, it was proposed that an amorphous habitus of the material and the presence of a non-
aliphatic ligand is necessary to produce WLG. Surprisingly, the apparently amorphous compound [(NpSn)4S6] (326) also exhibited
SHG instead, which was attributed to intense p-stacking interactions of the more extended aromatic system, which leads to a certain
degree of order in the material.

The influence of the nature of the chalcogenide ligands as well as the impact of an even larger diversity of organic ligands were the
topic of a further study. Different organotin sulfide clusters of the AD-type, [(RSn)4S6] (R ¼ benzyl: 327; R ¼ CH2CH2(C6H4)
COO2Et: 328; R ¼ h1-Cp: 329; R ¼ cyclohexyl: 330), and their selenide counterparts, [(RSn)4Se6] (R ¼ phenyl: 331; R ¼ benzyl:
332; R ¼ CH2CH2(C6H4)COO2Et: 333; R ¼ h1-Cp: 334; R ¼ cyclohexyl: 335), were prepared, with only the benzyl-
functionalized compounds 327 and 332 showing a tendency to crystallize.160 327 exhibited SHG as expected, while 332 emitted
white light. The latter was assumed to be due to the material melting under the laser irradiation and thus losing its structural
ordering, which was additionally confirmed by TGA and DSC measurements of the compounds. In all other compounds, WLG
was observed with only minor shifts in the spectra when going from S to Se. Most notably, these results indicated that a p-electron
system is not urgently needed to generate the WLG effect, but an electron rich ring system, such as found in the cyclohexyl substit-
uent, seems to be both necessary and sufficient. It stands to reason from calculations of the HOMO-LUMO gap of all measured
substances that for generating the WLG effect, electrons near the Fermi levels need to be exited to short-lived virtual states in the
band gap.

Very obviously, the intermolecular order of the AD-type cluster, and their resulting nature of being an amorphous powder, seems
to play an important role. Efforts have thus been made to elucidate the structure of the material by X-ray scattering experiments
coupled with Reverse Monte Carlo (RMC) modeling. By this method, inter-molecular correlations in 323 were investigated and
favored molecule orientations could be identified. Although the data were not perfect, it could be clearly shown that the amorphous
powder consists of AD-type clusters as expected (Fig. 60).161,162

Fig. 58 (A) Molecular model of [(StySn)4S6] (322). (B) Photograph of 322 in a polymer film sandwiched between two glass slips excited by
a 800 nm laser. (C) Color impression of the white-light emission of 322 for different excitation fluencies, indicated by the data points given as gray-
scale spheres, next to the ideal black-body emission at varying temperatures (gray line) and the color impression of a standard emitter at 2856 K
(gray square). (D) Photograph of the rainbow spectrum of the white light obtained from 322. (E) Photograph of the as-prepared, air-stable, powdery
sample of 322. (F) Highly directional spatial emission pattern of the white-light spectrum emitted by 322 (white) and the CW excitation laser at
980 nm (red) compared to a perfect Lambertian emitter (gray sphere). (G) Spectra of the white light emission of 322 upon excitation with a 980 nm
laser at varying pump powers from 6 mW (light gray solid line) to 18 mW (black solid line). For comparison the normalized spectra of a black body
emitter at 2856 K (spaced dots) and 5000 K (dashed line) as well as the white-light of a commercial GaN-based LED (narrow dots) are given. (H)
Double-logarithmic plot of the white-light input-output characteristics.
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The most recent study published in this field reported the synthesis and non-linear optical properties of the crystalline material
[(NpSi)4S6] (336), which shows SHG, and the synthesis of [(StySi)4S6] (337), which slowly auto-polymerized over time as opposed
to 322.163 A comprehensive theoretical study was undertaken in order to understand the reasons for different orderingdand thus,
crystallizationdtendencies of organosilicon versus organotin clusters with Ph and Np ligands: while the Si congeners preferably
crystallize, the corresponding Sn compounds stay notoriously amorphous, which influences the non-linear optical behavior, as
explained above. To get an idea of intrinsic differences that lead to this observation, binding energies were calculated for cluster
dimers of molecules 323, 325, 326, and 336. Surprisingly, not only different ligand-ligand interactions play a role here, but the
strength of the ligand-ligand interaction in relation to the core-core interaction seem to be important. As illustrated in Fig. 61,
the latter are much more pronounced for the Sn compounds than for the Si compounds, hence, the (rather directional) ligand
effects are much stronger for organosilicon sulfide cluster, while the (rather isotropic) core-core interactions seem to outplay
such effects for the Sn congeners. In other words, the higher (relative) degree of directional interaction in Si compounds was
supposed to be the main reason of their tendency for crystallization, while the larger isotropic interactions in tin congeners explains
their preference for an unordered nature. This explains the importance of the nature of all components, R, T, and E, for the habitus
and thus non-linear optical response of organotetrel chalcogenide cluster materials.

It is possible to replace a single phenyl group in 323 with a metal complex by adding 1 equivalent of a group 11 phosphine
complex to its solution. The resulting clusters [(MPR3Sn)(PhSn)3S6] (MPR3 ¼ AuPMe3: 338; MPR ¼ AgPEt3: 339; MPR ¼ CuPMe3:
340, Fig. 62) retained their AD-type cluster core according to single-crystal X-ray diffraction. The optical properties of the crystalline
material were investigated.164 In spite of their crystallinity, 338 and 339 exhibited WLG. However, when examining the material
after laser irradiation, it was found that both compounds lost their crystallinity during the experiment, which rationalized the find-
ings. 340 neither showed SHG nor WLG, as reabsorption processes hindered the effects. A curious product was observed, when
increasing the ratio of the gold phosphine complex to 4 equivalents: besides precipitation of elemental gold, crystals of
[Au(PMe3)4][Au(PMe3)2][(PhSnCl)3S4] (341) were obtained, comprising two different gold phosphine complexes and an unprec-
edented DHC-type dianion.

In addition to the properties of organotetrel chalcogenide clusters that were described and discussed in the sections above, such
species have been known for their tendency to incorporate transition metal ions for extending their inorganic cluster cores. This was

Fig. 59 Spectra illustrating second harmonic generation (SHG) of (A) organotin sulfide clusters [(MeSn)4S6] (155) or [(NpSn)4S6] (326,
Np ¼ naphthyl) or broad white-light emission for [(StySn)4S6] (322, Sty ¼ styryl), and [(PhSn)4S6] (323), as well as corresponding effects of (B) Ph-
substituted clusters [(PhT)4S6] (T ¼ Sn: 323; T ¼ Ge: 324; T ¼ Si: 325), upon irradiation with a CW infrared laser.
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Fig. 60 Fitting of experimental X-ray scattering data at low angles by Reverse Monte Carlo (RMC) simulations suggests an AD-type buildup in
[(PhSn)4S6] (323) over a DD alternative.

Fig. 61 Interactions between different cluster parts and their binding energies between cluster dimers in 323, 325, 326 and 336.
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reported for compounds comprising AD, DD, DHC or BDHC-type structures, as was already alluded to in previous paragraphs.
Especially group 11 and group 10 metals have been the subject of many studies,117,126,131,147,163,165–173 but other transition metal
ions have also been successfully incorporated into such clusters, leading to a large variety of ternary or even multinary metal chal-
cogenide cluster architectures.139,174 However, their more detailed description does not match the scope of this work, in which we
intend to focus on p-block (semi)metal chalcogenide clusters; we thus refer to the cited literature at this place.

4.04.3.3 Tetrel chalcogenide clusters with or without organic ligands based on other architectures

Through variation of the applied reaction conditions, cluster compounds were observed with unique structural features that are not
connected to the compound families presented above. As was already the case for group 13 elements and 262, compounds with
a borax-like buildup could be isolated, with some more examples given here. [(tBuGe)2(

tBuGeCl)2E5] (E ¼ S: 341; E ¼ Se: 342)
were obtained from refluxing tBuGeCl3 with the corresponding Na2E in toluene.175 A complex with the some architecture, in which
the Cl ligands are replaced by SH moieties, [(tBuGe)2(

tBuGeSH)2S5] (343), resulted from a reaction of tBuGeCl3 with H2S in pyri-
dine at room temperature.118 Heating causes the product to eliminate H2S and form 183, while changing the sulfur source to
ammonium pentasulfide generates 182, as described above.

Cages containing Pb atoms are incredibly rare due to the element’s tendency to adopt smaller coordination numbers and lower
oxidation states. Instead, Pb(NO3)2 reacts with the thiol 2-HSC5H3N-3-SiMe3 to form the trinuclear complex [Pb3(2-SC5H3N-3-
SiMe3)6] (344).

176 A central Pb atom is connected by a total of six sulfur atoms from the three thiolate ligands which serve as bridges
to the other two Pb atoms. In summary, this coordination mode creates two trigonal bipyramids. The PbeS bond lengths to the
central Pb atom is unequal, with one short (2.934 Å) and two longer (3.158 and 3.319 Å) contacts. Each Pb atom is further coor-
dinated by two nitrogen moieties from the chelating ligand, which leads to a total coordination number of eight for the central Pb,
and five for the two outer Pb sites.

The same structural motif was found in the hexacation in [Pb3(4-Me3NC6H4S)6][PF6]6 (345, Fig. 63). Yet, different from the
structure of 344, the zwitterionic ammonium thiolates do not act as chelating ligands here, and the condensed trigonal bipyramids
are much more regular in shape.177 Compound 345 was obtained in a reaction of Pb(OOCCH3)2 with [4-Me3NC6H4SH][PF6].

Four other Pb thiolate clusters were observed to yield from a reaction of Pb(OOCCH3)2$3H2O with 2,6-Me2C6H3SH at 60 �C in
a mixture of ethanol and water, which was originally performed with the intention of obtaining [Pb(S-2,6-Me2C6H3)2]. The result-
ing crude and unidentified orange powder gave rise to four new cluster compounds, depending on the crystallization process
applied.178

Dissolving 0.49 g of it in 10 mL of THF and layering the solution with pentane resulted in the formation of three different crys-
talline species: [Pb10(S-2,6-Me2C6H3)20] (346, Fig. 64), [Pb6S(S-2,6-Me2C6H3)10(thf)4] (347, Fig. 65), and [Pb8O2(S-2,6-
Me2C6H3)12] (348, Fig. 66). Compound 349 features four DHC-type subunits that are condensed in different ways and form
a complex molecule with crystallographic mirror symmetry. It can be understood as a central BDHC-like {Pb6S10} subunit, to which
two further DHC-type moieties are fused by Pb-corner-sharing. One of the Pb atoms of these additional DHC-type additions each
bind to an additional terminal thiolate group. 347 features a different, more spherical molecular structure: a central sulfur atom

Fig. 62 AD-type clusters with metal-complexes replacing one Ph group, [(MPR3Sn)(PhSn)3S6] (MPR ¼ AuPMe3: 338; MPR ¼ AgPEt3: 339;
MPR ¼ CuPMe3: 340). Organic ligands on the phosphine moieties are omitted for clarity.
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Fig. 64 The Pb thiolate cluster [Pb10(S-2,6-Me2C6H3)20] (346).

Fig. 63 The trinuclear Pb thiolate complex in [Pb3(4-Me3NC6H4S)6][PF6]6 (345).

Fig. 65 The Pb thiolate cluster [Pb6S(S-2,6-Me2C6H3)10(thf)4] (347).
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coordinates four THF-coordinated Pb atoms in a square planar arrangement. Two further lead atoms are situated above and below
this plane, and carry a terminal thiolate ligand each, thus completing an elongated (non-bonded) octahedron of Pb atoms. A total
of eight m3-thiolate ligands above and below the central plane interconnect the Pb sites, while the two apical Pb atoms are coordi-
nated by another terminal thiolate ligand each instead of a THF molecule. The third cluster of this series, 348, features two {Pb3O}
subunits that connect to an additional Pb moiety with a terminal thiolate each via three m3-thiolates. These two subunits are inter-
connected by four further bridging thiolate ligands. Altogether, this cluster structure can be understood as being based on two dis-
torted and connected {Pb4S4} heterocubane units.

Repeating the layering with a more diluted solution (0.49 g of the orange powder in 50 mL of THF) leads to the formation of yet
another compound, [Pb14O6(S-2,6-Me2C6H3)16] (349, Fig. 67). It contains a central corrugated sheet-like moiety {Pb12O6}, which
resembles a cutout from the crystal structure of PbO. The edges of this layer are coordinatively saturated by 10 thiolate ligands and
connected to two {Pb(S-2,6-Me2C6H3)3} moieties. An elemental analysis of the orange powder indicated the presence of oxygen
atoms, which were recovered in the structures of 348 and 349. Pure crystals of 347 were additionally obtained by removing the
solvent of the supernatant solution during the crystallization of 349, redissolving the resulting yellow powder in 10 mL of THF

Fig. 66 The Pb thiolate cluster [Pb8O2(S-2,6-Me2C6H3)12] (348).

Fig. 67 The Pb thiolate cluster [Pb14O6(S-2,6-Me2C6H3)16] (349) with a core buildup based on a {Pb10O6} unit similar to a structural fragment of
PbO.
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and slowly layering with 6 mL of pentane; layering with additional pentane leads to pure needles of 346dall hinting towards a close
relationship of these compounds and equilibria between them to exist in the reaction mixtures.

An extensive study about polycyclic silithianes resulted in the formation of several cage compounds. The disilane (MeSiCl2)2,
already discussed for its role in the formation of NA-type compounds, was treated with H2S and NEt3 to generate a trimeric species
with the sum formula [(Me2Si2)3S6] (350, Fig. 68), in which two parallel and one orthogonal Si-Si units are connected by m-S
atoms.179

The asymmetric disilane Cl2MeSiSiMe2Cl can be converted by H2S and NEt3 into another cage compound, [(MeSi)2(Me2Si)2S3]
(351). The latter can be described as a {Si2SSi2S} six-membered ring that is capped by a bridging sulfur atom, similar to the nor-
bornane topology. The use of a 1:1 mixture of the trisilane MeSiCl(Me2SiCl)2 and MeSiCl3, in contrast, yielded an isomeric version
of [(MeSi)2(Me2Si)2S3] (352), which differs from 351 by a trisilane unit being integrated in its six-membered ring with a correspond-
ing composition of {Si3SSiS}. Mixing the disilane and the trislane in a 1:1 fashion leads to an increase of the size of the underlying
ring in [(MeSi)2(Me2Si)3S3] (353) to seven, with an {Si3SSi2S} order of atoms. Finally, the trisilane alone was employed to form
[(MeSi)2(Me2Si)4S3] (354) with a eight-membered ring being capped by an S atom.

A branched precursor of the type MeSi(Me2SiCl)3 was reacted in a similar way with MeSiCl3 and H2S/NEt3, which allowed the
isolation of [(MeSi)2(Me2Si)2S3] (355). Here, a six-membered ring {Si3SSiS}, like in 352, is bridged by an SeSi units, so the cage
comprises three condensed six-membered rings.

The synthesis of the Se congener of 351, [(MeSi)2(Me2Si)2Se3] (356), was achieved in a subsequent study by reacting Cl2MeSi-
SiMe2Cl with Li2Se.

180 As both 351 and 356 are liquids, access to a crystalline material suitable for XRD was sought to be realized by
using a starting material with a larger organic ligands. For this, Cl2MeSiSiMePhCl was utilized to generate [(MeSi)2(MePhSi)2E3]
(E ¼ S: 357; E ¼ Se: 358; E ¼ Te: 359) in reactions with H2S/NEt3, Li2Se, or Li2Te, respectively. All three compounds were obtained
in three distinct isomeric forms, with the two phenyl rings being situated in axial positions relative to the six-membered ring, or in
equatorial positions, or with both Ph groups adopting different positions. Theoretical studies, as well as the ratios found for the
isomers, point to the equatorial positions to be favored though. This preference was additionally confirmed by structure analysis
of 357, which was the only compound in this series to properly crystallize (Fig. 69).

Another cluster was isolated from the reaction of the disilane {Si(NH2)2(CH(SiMe3)2}2 with liquid H2S in toluene at low
temperatures. [{CH(SiMe3)2Si}4S4] (360, Fig. 70) shares its molecular buildup with that of realgar, with two RSiSiR dimers being
oriented orthogonal to each other and being connected by four m-S bridges.181

With the sterically demanding 2,6-dimesitylphenyl (dmph) ligand, a series of organogermanium clusters are obtained with
a strong relationship to the DHC-type structure.182 Here, dmphGeH3 transforms to a mixture of [(dmphGe)3S4SH] (361) and
[(dmphGe)2S2þ x] (x ¼ 3: 362; 4 ¼ 2: 363; 5 ¼ 3: 364) upon reaction with S8 at 200 �C (Fig. 71). The structure of 361 resembles

Fig. 68 Cluster molecule [(Me2Si2)3S6] (350) with three bridged Si-Si units.

Fig. 69 Norbornane-like molecule [(MeSi)2(MePhSi)2S3] (357) with the Ph groups being situationed in equatorial positions relative to the
corrugated six-membered ring in chair conformation.
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a DHC-type cage, in which one Ge atom carrying an addition SH group is bent away from the {Ge2S2} four-membered ring. In 362,
363 and 364, this RGeSH unit is replaced by a single S atom, an S2 unit, or an S3 chain, respectively.

From SnBr4 and Na2Se, an orange solution was obtained at �40 �C, which was then reacted with (Et4N)PF6 to yield crystals of
(NEt4)2[Sn6Se10Br6] (365, Fig. 72) upon layering.183 The anionic cluster in 365 features a central Se atom coordinated by six Sn
atoms in a trigonal-prismatic fashion. Each Sn atom binds to a terminal bromide ligand, and it is furthermore connected to its
neighboring Sn atoms by one m-Se bridge each. Three additional m-Se bridges connect the atoms within the Sn3 triangles above
and below the central Se atom.

The largest clusters described in this publication are the anions in the compounds (C4C1C1Im)24[Sn36Ge24Se132] (366, Fig. 73)
and (C4C1Im)24[Sn32.5Ge27.5Se132] (367, C4C1Im ¼ 1-butyl-3-methylimidazolium). Both were generated from ionothermal
synthesis of [K4(H2O)3][Ge4Se10] and SnCl4$5H2O in the corresponding ionic liquids (C4C1C1Im)[BF4] or (C4C1Im)[BF4] (in
the absence or presence of a small amount of 2,6-dimethylmorpholine).184,185 The so-called “Zeoball anion” [Sn36Ge24Se132]

24�

in 366 consists of a spherical arrangement of two subunits, {Ge3Se9} and {Sn6Se18}, which are condensed by sharing their terminal
Se atoms. {Ge3Se9} is formally obtained by removing one {GeSe} unit from a [Ge4Se10]

4� AD-type cluster, while {Sn6Se18} is
based on an {Sn6Se10} BDHC-type moiety, with the four outer Sn atoms additionally carrying two terminal selenide ligands

Fig. 70 Realgar-like buildup in [{CH(SiMe3)2Si}4S4] (360).

Fig. 71 Cluster compounds [(dmphGe)3S4SH] (361), [(dmphGe)2S3] (362) and [(dmphGe)2S4] (363) from the same reactive mixture.
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each. The barycenters of the {Ge3Se9} subunits form a cube, in which an imagined octahedron is inscribed with the {Sn6Se18}
subunits arranged on its corners; vice-versa, each of the {Ge3Se9} moieties is positioned above the imagined faces of said octahe-
dron. This leads to a spherical molecule with 192 atoms, an outer diameter of about 2.83 nm, an inner spherical cavity of about
11.6 Å (considering the van der Waals radii of the involved atoms), and 12 windows, above which some of the counterions are
situated.

In 367, a partial disorder of the Sn and Ge position leads to a slightly deviating sum formula, but the anionic structure remains
the same. The counterions are not covalently bound to the anion and some of them are partially disordered, which hints at a high
mobility of the organic molecules. Thus, trapping experiments with I2 have been carried out. Either through I2 vapor or through
contact with dissolved I2, the Zeoball was shown to reversibly incorporate I2 and heterolytically cleave the IeI bond without
showing decomposition itself.

In the meantime, many further salts of this extraordinarily stable anion were obtained with a variety of different ionic liquid
counterions in studies of the impact of the ionic liquid and its purity as well as different additives on the zeoball formation.186

A noticeable decrease in yield was observed when repeating the reactions described above, which was found out to stem from
an absence of chloride ion impurities in the ionic liquids, as their commercial production has been improved to yield purer prod-
ucts since the last study. Intentional addition of chlorides to the reactive mixtures thus led to a recovery and even improvement of
the yields, and to the observation of new crystal structure of (C4C1C1Im)24[Sn36Ge24Se132] (368) and (C4C1Im)24[Sn36Ge24Se132]
(369) for both previously investigated ionic liquids. The addition of NMe4Br or 18-crown-6 to the reaction mixture of 366 leads to
an incorporation of those new cations in the crystals of 370 and 371. However, due to the high tendency of disorder, the exact
amount of counterions could not be determined crystallographically for all of these structures. Also, an extension of the side chains
of the ionic liquid from butyl in (C4C1Im)[BH4] to hexyl in (C6C1Im)[BH4] or heptyl in (C7C1Im)[BH4] enabled the isolation of
two crystalline compounds (C6C1Im)24[Sn36Ge24Se132] (372 and 373) or (C7C1Im)24[Sn36Ge24Se132] (374), respectively.

It should bementioned that many attempts to obtain variations of this unique cluster, be it with varied structural units or sizes of
the ball or with other elemental combinations, failed. Obviously, this elemental combination and the exact cluster structure
warrants an extremely favorable architecture.

The compound [(PPh2NSiMe3)(PPh2S)CSn], formally comprising a ligand-stabilized {Sn]S} unit, was treated with S8 to form
an {Sn3S3} six-membered ring capped by such this unit that became part of an {S/SnIIS3} moiety in [{(m-S)SnIV-
C(PPh2NSiMe3)(PPh2S)}3Sn

II(m3eS)]$4C6D6 (375, Fig. 74); the compound was obtained beside [CH2(PPH2NSiMe3)(PPh2S)]
and some other unidentified minor products.187

The six-membered ring in chair conformation is capped at its SnIV sites by the sulfur atom of the {SnIIeS} fragment, while the
SnII atom interacts with the sulfur atoms of the {SPPh2} groups of the ligand, leading to a pseudo-C3 symmetry of the resulting mole-
cule. The SnII-SPPh2 distances in said {S/SnIIS3} moiety are not equal however, with 2.686, 2.813, and 2.920 Å, indicating
a smooth transition from regular covalent bonds to weaker secondary interactions with the SnII site. The different oxidation states
at the Sn atoms were rationalized by means of Mössbauer spectroscopy.

The structure of another cluster comprising SnII sites, [{(Me3Si)3SiTe}4Te2Sn4] (376, Fig. 75) can be understood as two DHC-
type subunits that share one of their (idealized) square faces; the silyl ligands are attached to four of the six Te atoms.188 The
compound was obtained from the unsymmetrically substituted silyl telluride (SiMe3)3SiTeSiMe3 and SnCl2.

Fig. 72 Anion in (NEt3)2[Sn6Se10Br6] (365).
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Fig. 73 Zeoball cluster anion in (C4C1C1Im)24[Sn36Ge24Se132] (366, C4C1Im ¼ 1-butyl-3-methylimidazolium) in two different views. In the top view,
a subunit each is highlighted, {Sn6S18} in red and {Sn3S9} in blue, while the bottom view shows the large windows into the cluster core.
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4.04.4 Group 15 chalcogenide clusters

In contrast to the large number and great variety of compounds comprising group 13 or group 14 chalcogenide clusters, metal chal-
cogenide clusters of group 15 (semi)metals are very rare. This applies in particular when excluding compounds exhibiting P and As
atoms as their central sites, which was done in this report, as we intended to limit it to clusters of the more metallic elements Sb and
Bi. So we are going to discuss four compounds here only.

The compound [PPh4]4[Sb12Se20]$2DMF (377, Fig. 76), was obtained through reduction of Sb4Se4 with K in DMF. It was the
first cluster that was reported for a heavy group 15 chalcogenide combination.189 In its structure, two DHC-type {Sb3Se4} units
situated at opposite sides of a rugby-ball-shaped molecule. The Sb atoms of these units are connected via m-Se ligands to a central,
crown-shaped 12-membered {Sb6Se6} ring, thereby forming a polycyclic cluster molecule altogether.

(NEt4)4[Sb6Te9]$0.5en (378, Fig. 77) is a borderline case for categorization as a cage compound. It is the minor product to form
from an electrochemical reaction of an Sb2Te3 cathode besides (NEt4)4[Sb2Te5].

190 The essentially tricyclic anion comprises a central
{(Sb2)2Te2} ring in boat conformation, to which two {SbTe3} units are attached to form an envelope-shaped five-membered ring
with an additional terminal Te atom each. The central ring additionally is capped by a weakly-bound Te atom, with Te/Sb distances
between 3.133 and 3.229 Å.

In a reaction of BiBr3 with PhSeSiMe3, under addition of PnPr to stabilize intermediates, a cyclic compound was obtained that
comprises an oligomeric bismuth selenolate “{Bi(SPh)3}4”.

191 [HPnPr3][Bi4(PhSe)13]$0.5THF (379, Fig. 78) features an eight-
membered {Bi4Se4} ring, with Ph substituents at the Se atoms, and two additional SePh ligands at each of the Bi atoms. This macro-
cycle embeds the Se atom of a 13th SePh unit at a slightly off-center position. The distances between the four Bi atoms and this

Fig. 75 Condensed DHC-type units in [{(Me3Si)3SiTe}4Te2Sn4] (376).

Fig. 74 Extended DHC-type-type cluster in [{(m-S)SnIVC(PPh2NSiMe3)(PPh2S)}3SnII(m3-S)]$4C6D6 (375). H atoms and Ph groups are omitted for
clarity.
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central atom (3.248(3)–3.337(3) Å) are larger than the sum of the covalent radii (2.69 Å), thus indicating mostly ionic interactions
between the cyclic host and the anionic guest. The total charge of this assembly is compensated by the [HPnPr3]

þ phosphonium
cation.

A pentanuclear complex with zwitterionic ammonium thiolate units was synthesized from Bi(NO3)3 and TabHPF6
(Tab ¼ 4-(trimethylammonio)benzenethiolato) in the presence of NEt3.

192 The molecular structure of the cation in
[Bi5(Tab)18](PF6)7(NO3)8$6MeCN (380, Fig. 79) is reminiscent of the one observed in compounds 344 and 345, as it is
formally generated by the condensation of trigonal-bipyramidal units {Bi2(SR)3} by their Bi corners, with the difference being
the longer chain of four such polyeders. The Bi atoms at both ends carry three terminal thiolates, which leads to a coordination
number of six for all metal atoms. Organic ligands of the thiolates are monodentate and serve to shield the inorganic core of
this polynuclear complex. Even so, the compound remains moisture and oxygen sensitive, however.

Fig. 77 Tricyclic binary anion with additional Te ligands in (NEt4)4[Sb6Te9]$0.5en (378).

Fig. 76 Polycyclic binary anion in [PPh4]4[Sb12Se20]$2DMF (377).

Fig. 78 Complex bismuth selenolate anion in [HPnPr3][Bi4(PhSe)13]$0.5THF (379).
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4.04.5 Clusters with p-block (semi)metals from different groups

In additional to the compounds presented and discussed in the preceding sections, there exist a few compounds that comprise chal-
cogenide clusters with (semi)metal atoms from different groups of the p-block groups 13–15. These will be given below.

[LAl{(SLi)2(thf)2}]2 (L ¼ HC{CMeN(2,6-iPr2C6H)}2) was reacted with GeCl2$dioxane in a 7:16 ratio at low temperatures,
resulting in the formation of [{LAl(m-S)2Ge2}2(m-S)3Li2(thf)2] (381, Fig. 80) featuring Ge

II
–GeII bonds.193 One halve of the cluster

core is built from two LAl units that are bridged via two S atoms to a {Ge-Ge} subunit. The two halves are then connected by three
sulfur bridges between the Ge atoms, and an additional coordination of two {Li(thf)} units via the sulfide ligands. This way, the two
different Ge sites in each of the cluster halves are coordinated by two or three sulfur neighbors (besides the GeeGe bond), respec-
tively, with the four-coordinate GeII site ones acting as electron donors towards the three-coordinate GeII atom.

A solvothermal reaction of GeO2, elemental Sb, and S8 in DMF, afforded a compound with two cluster anions, [Me2NH2]6[-
Ge2Sb2S7][Ge4S10] (382, Fig. 81).

194 One anion is the binary AD-type [Ge4S10]
4� discussed above, the other cluster is ternary in

nature, [Ge2Sb2S7]
2�. Its structure can be derived from an NA-type core, with an SbeSb bond and terminal sulfide ligands at the

Ge atoms. [Ge4S10]
4� uses its terminal S atoms to coordinate to the Sb atoms of [Ge2Sb2S7]

2�, forming zig-zag chains in the crystal.

Fig. 79 Pentanuclear cation comprising zwitterionic ammonium thiolate ligands in [Bi5(Tab)18](PF6)7(NO3)8$6MeCN (380, Tab ¼ 4-
(trimethylammonio)benzenethiolate).

Fig. 80 Ternary group 13/14/16 cluster [{LAl(m-S)2Ge2}2(m-S)3Li2(thf)2] (381, L ¼ HC{CMeN(2,6-iPr2C6H)}2).
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The same ternary cluster anion was also obtained from a reaction of K[Ge4S10] with SbCl3 upon application of ionothermal
synthesis conditions in C4C1C1Im[BF4] and en. In this case, however, the NA-like anion co-crystallized with the T1 anion
[GeS4]

4� in the double-salt [C4C1C1Im]16[Ge2Sb2S7]6[GeS4] (383).195 The two different anions form spherical assemblies of
{[Ge2Sb2S7]6[GeS4]}, albeit lacking significant interactions between the anions, which are packed in a diamond-like superstructure
in the crystal, separated by the organic counterions. The addition of Sb atoms into the compound served to lower its bandgap
(2.62 eV), even below the value known for to bulk GeS2 (3.43 eV).

Finally, the combination of In(NO3)3$5H2O, SbCl3, thiourea andN,N-dimethylethylenediamine (N,N-dmen) in a solvothermal
reaction yielded compound [In2(N,N-dmen)2Sb2S6] (384, Fig. 82), in which two trigonal-pyramidal {SbS3} units coordinate two
In(N$N-dmen) moieties. This leads to the same buildup of condensed DHC-units as was observed in the otherwise unrelated cluster
compound 376, indicating the relationship between group 13/15/16 and group 14/16 elemental combinations.

4.04.6 Conclusion

In this chapter we provided a comprehensive survey of the large structural variety of molecular p-block (semi)metal chalcogenide
cage and cluster compounds. All (semi)metals of groups 13 through 15 have been observed in such structures, with a clear predom-
inance of group 14 elements in corresponding elemental combinations.

In spite of a broad spectrum of cluster architectures, many of the molecules summarized herein can be assigned to general under-
lying structural types, which seem to be favorable in terms of their thermodynamic stability. Essentially all elemental combina-
tionsdincluding some examples of ternary cluster coresdhave been found in purely inorganic clusters or in molecules
exhibiting organic, bioorganic, or organometallic ligand environments, whichdin addition to their effects on the physical proper-
ties of the compoundsdenable kinetic shielding and may allow for further reactivity.

Of course, the underlying elemental combinations of all clusters discussed herein, all of which refer to semiconductor materials
when being extended into solids, have an intrinsic impact on the properties of the compounds. These range from different colors
and stabilities to uncommon opto-electronic properties including extreme non-linear optical responses. The recent past has shown
that many surprises are still buried in this field, waiting to be discovered. Hence the activity in the synthesis and detailed exploration
of this fascinating family of molecular materials continuous to increase.

Fig. 81 Ternary group 14/15/16 NA-type cluster anion in [Me2NH2]6[Ge2Sb2S7][Ge4S10] (382).

Fig. 82 Ternary group 13/14/16 cluster [In2(N,N-dmen)2Sb2S6] (384, dmen ¼ dimethylethylenediamine).
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Abstract

Piezo-/ferroelectric materials form an important class of functional materials that convert energies between electrical and
mechanical energies, thus are critical for numerous applications. This chapter starts with an introduction of the piezo-/
ferroelectric materials, followed by a detailed discussion on the recent progress on lead zirconate titanate (PZT)-based
ceramics, relaxor-based piezoelectric single crystals, lead-free perovskite piezoelectric materials, high-temperature piezo-
electric materials and textured piezoelectric ceramics. At last, the current and potential applications of piezo-/ferroelectric
materials are presented.

4.05.1 Introduction

4.05.1.1 General introduction to piezoelectricity and ferroelectricity

4.05.1.1.1 Piezoelectric materials
Electric charges develop on the surface of a dielectric crystal when an electric field is applied to it. In some dielectrics, charges can also
be induced under mechanical pressure. Materials with such a property are called piezoelectrics and this phenomenon is known as
direct piezoelectric effect (Fig. 1A), which was first discovered by French physicists Pierre Curie and Jacques Curie (the Curie
brothers) in 1880. They found that certain materials, such as quartz crystal, can generate electrical charges upon pressure with its
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density being proportional to the external mechanical forces. The piezoelectric materials can also be elongated or contracted elas-
tically by an external electric field, which is called converse piezoelectric effect (discovered by Gabriel Lippmann in 1881), and the
deformation is proportional to the intensity of the external electric field (Fig. 1B). Therefore, piezoelectric materials are functional
materials capable of converting mechanical energy into electrical energy and vice versa.1,2

It was not until World War I that piezoelectric materials came into practical use. Taking advantage of the piezoelectric effect, Paul
Langevin and coworkers designed the first ultrasonic submarine detector (known as the Langevin sonar) in 1917, using a quartz
crystal to transmit ultrasonic pulses for underwater detecting. The Langevin sonar played a very important role in the Atlantic
campaign during World War II, and also became the most important demonstrations in the development of piezoelectric materials.
It is the successful application of the Langevin sonar system that unraveled the curtain of modern exploration of high-performance
piezoelectric materials.3

4.05.1.1.2 Ferroelectric materials
Piezoelectric materials have entered a new era following the discovery of ferroelectricity and ferroelectric materials. A ferroelectric
material has a built-in spontaneous electric polarization that can be reoriented by applying an external electric field to it. This
concept was firstly conjectured by Schrödinger in the early 1910s as an analogy to the earlier-known ferromagnetism. The discovery
of the first ferroelectric material can be traced back to 1655 when Rochelle salt (sodium potassium tartrate tetrahydrate, KNa-
C4H4O6$4H2O) was first prepared by pharmacist Elie Seignette in La Rochelle, France, for medicinal purposes. Late in the 19th
century, the physical properties of Rochelle salt began to attract more interest. The pyroelectricity (property of generating electric
charges with change of temperature) of Rochelle salt was firstly noticed by Brewster in 1824, and the first systematic studies of
its piezoelectricity were reported by the Curie brothers in the 1880s. It was not until 1921 that ferroelectricity was first discovered
in Rochelle salt by Joseph Valasek who found a hysteretic relation when he measured the polarization as a function of an applied AC
electric field. Rochelle salt is fragile and water-soluble, which makes it unsuitable for practical applications as a functional material.3

During World War II, new piezoelectric materials were found and investigated to improve the sensitivity of submarine detection
sonar. It was at that time that polycrystalline barium titanate (BaTiO3, BT) was developed independently in the United States, the
USSR, and Japan, which became the first man-made perovskite ferroelectric material. BT ceramics exhibit robust ferroelectricity and
much better piezoelectricity (�191 pC$N�1) than that of the quartz crystal (�2 pC$N�1). The successful development of BT has
led to a wide range of industrial and commercial applications of ferroelectric piezoelectric materials.1,4 The development of BT and
other lead-free piezo-/ferroelectric materials will be discussed in detail in Section 4.05.4.

The demonstration of ferroelectricity in BT has stimulated the study of other oxide perovskites. One of the most important
discoveries was lead zirconate titanate (Pb(Zr1� xTix)O3, abbreviated as PZT) solid solution by Jaffe and coworkers in 1954.5

PZT ceramics exhibit an attractive electromechanical performance (�220 pC$N�1) and a relatively high Curie temperature
(�380 �C) with compositions near the morphotropic phase boundary (MPB) region (xz 0.46–0.51).1,6 Commercially, PZT
ceramics are usually doped with different dopants to modify its properties depending on the requirements of applications.1,4 After
about 70 years of research and development, PZT-based ceramics have become the most widely used and best understood piezo-
electric materials, and are still subject of intensive research. The developments of PZT-based ceramics will be described in Section
4.05.2.

Another milestone in the development of piezoelectric materials is the discovery of relaxor-based piezoelectric single crystals of
the complex perovskite structure. A good example is the Pb(Mg1/3Nb2/3)O3-PbTiO3 (PMN-PT) and Pb(Zn1/3Nb2/3)O3-PbTiO3

(PZN-PT) solid solutions with compositions near the MPB region, which show remarkably high piezoelectric coefficients
(d33 > 2000 pC$N�1) and large electromechanical coupling factors (k33 > 90%).7–10 By chemical modification, the piezoelectric
coefficients and other physical properties of relaxor-based piezoelectric single crystals could be further improved.9,11–16 The recent
developments of relaxor-based piezoelectric single crystals will be discussed in Section 4.05.3.

4.05.1.2 Characteristic properties and basic equations

4.05.1.2.1 Piezoelectric equations
Piezoelectricity is quantified by the piezoelectric equations, which describe the linear relations between the electrical and mechan-
ical parameters including electric displacement (D), electric field (E), strain (S) and stress (T). Four forms of piezoelectric equations

Fig. 1 Diagrams illustrating (A) direct piezoelectric effect and (B) converse piezoelectric effect.
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can be written by considering any of the two above-mentioned parameters as independent variables. Eq. (1) shows the most
common representation as:

D ¼ dT þ 3
TE; (1a)

S ¼ sET þ dE; (1b)

where d is the piezoelectric coefficient, 3
T represents the dielectric permittivity measured at constant (or zero) stress, and sE

represents the elastic compliance coefficient measured at a constant (or zero) electric field. Here S, T and E are second-rank tensors,
and D and E are vectors (first-rank tensors). So, d is a third-rank tensor, and sE is a fourth-rank tensor.

We consider the simplest case that the electric displacement in piezoelectric materials is only induced under stress (see Fig. 1A),
and then the direct piezoelectric effect can be expressed as,

Di ¼ dijkTjk; (2a)

where subscripts i,j,k take the values 1,2,3, and define the three spatial dimensions of a crystal. For the converse piezoelectric effect
(see Fig. 1B), the material is strained under an applied electric field, and Eq. (1b) can be written as:

Sij ¼ dkijEk: (2b)

The two piezoelectric coefficient d for the direct and converse piezoelectric effects are thermodynamically equivalent (i.e.,
dijk ¼ dkij), and are generally represented in the units of pC$N�1 and pm$V�1, respectively.

Due to the symmetry relation, the piezoelectric tensors are more commonly written by replacing the subscripts 11 / 1, 22/ 2,
33/ 3, 23/32 / 4, 13/31/ 5, 12/21 / 6, as:

Di ¼ dimTm; (2c)

Sm ¼ dimEi; (2d)

where subscripts i takes the values 1,2,3, andm takes the values 1,2,.6. This notation is known as Voigt notation, which reduces the
order of higher rank tensors to a lower order matrix form. Here, m ¼ 1, 2, 3, and m ¼ 4, 5, 6 represent linear and shear components
of the strain, respectively. For practical applications, a high piezoelectric coefficient is desired.

In addition to the piezoelectric coefficient, the electromechanical coupling factor is another important parameter describing the
conversion efficiency between the electrical and the mechanical energies, as:

k2 ¼ electrical energy converted to mechanical energy
input electrical energy

k2 ¼ mechanical energy converted to electrical energy
input mechanical energy

:

(3)

It should be noted that all dielectric materials can deform under an electric field due to electrostrictive effect. The differences
between piezoelectric and electrostrictive effects are as follows: (i) the strain induced by the electrostrictive effect is proportional
to the second power of the applied electric field, while the piezoelectric effect is a linear effect; and (ii) dielectric materials with
only electrostrictive effect but without piezoelectric effect cannot produce polarization and charges under stress.

4.05.1.2.2 Curie temperature and Curie-Weiss law
The Curie temperature (TC) of a ferroelectric material is the temperature at which the material undergoes the phase transition from
a low-temperature ferroelectric phase to a high-temperature paraelectric phase upon heating. Ferroelectricity and piezoelectricity
disappear at TC. Therefore, a higher TC is desired to achieve better temperature stability and a wider temperature range for applica-
tions. TC can be determined by measuring the temperature-dependent dielectric constant, which typically exhibits a very sharp
maximum at TC. Above TC, the dielectric constant of a ferroelectric usually follows the Curie-Weiss law,

3¼ C
T� T0

; (4)

where C and T0 are the Curie-Weiss constant and Curie-Weiss temperature, respectively.

4.05.1.2.3 Dielectric hysteresis loop and ferroelectric domain
When a sufficiently high electric field is applied to a ferroelectric crystal, the polarization P vs electric field E (P-E) hysteresis loop can
be displayed, as shown in Fig. 2. The P-E loop gives the most direct evidence of ferroelectricity. It reflects the switching process of the
polarization and provides information on ferroelectric property. Before applying an electric field, a ferroelectric crystal exhibits
nearly zero net polarization as differently oriented dipoles typically cancel out. When the electric field increases positively, the polar-
ization increases as the diploes are aligned along the field direction, and reaches saturation at a sufficiently large field. When the
applied electric field is reduced to zero, a non-zero polarization is retained, represented by the length of OA, which is defined as
the remanent polarization Pr. The spontaneous polarization Ps can be obtained by extrapolation from the saturated polarization.
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Another important parameter given by the P-E loop is the coercive field Ec, shown by the length of OB, which determines the
minimum field needed to reverse the polarization.

Domains, which are defined as the regions with the same spontaneous polarization direction, form when a ferroelectric crystal is
cooled below TC with the spontaneous polarizations aligning along the symmetry-allowed directions. Generally, a multidomain
structure is favored to a single domain state so as to minimize the free energy of the system, which includes electrostatic and elastic
energies. Due to the multidomain structure and domain clamping effect, Pr is usually smaller than Ps, and this phenomenon
becomes more significant in polycrystalline materials. The piezoelectric properties are also closely related to the domain structures
and their configurations. Detailed explanations will be given in Sections 4.05.2.3, 4.05.3.6, and 4.05.3.7.

4.05.1.2.4 Effects of crystal symmetry
The piezoelectric and ferroelectric properties of a material are determined by its crystal symmetry. For instance, piezoelectric effect
can only be found in crystals of non-centrosymmetric structures, and ferroelectricity is only permitted in materials of non-
centrosymmetric and polar structures. Table 1 shows the classification of crystallographic point groups in terms of symmetry,
polarity and properties. According to the principle of crystallographic symmetry, there are 32 point groups for all crystals, and
only 21 of them are non-centrosymmetric, which have one or more polar axis (axes). Among them, except for the cubic 432 point
group, the remaining 20 classes are piezoelectric points groups. Of the 20 piezoelectric groups, 10 groups have a unique polar axis,
which allow a spontaneous polarization, and those crystals belong to the pyroelectric family. Ferroelectric crystals are a subclass of
the pyroelectric family, with switchable spontaneous polarization under an electric field. Fig. 3 summarizes the relation of different
kinds of materials.

As for a ferroelectric ceramic, it has a zero net polarization due to the random orientation of the grains (and multidomains) in its
original state (see Fig. 4A). By poling (applying a strong temporary electric field to align the polarization in each grain), domains
align parallel to the field as much as possible. Once the field is removed, some of them will relax back while most of the domains
remain locked into a configuration of near alignment, leading to a non-zero remanent polarization. A simple diagram of this poling

Fig. 2 Polarization P vs electric field E (P-E) hysteresis loop displayed in ferroelectric materials.

Table 1 Classification of crystallographic point groups in terms of symmetry and polarity.

Crystal systems

Crystal symmetry classes

Centrosymmetric

classes

Non-centrosymmetric classes

Non-piezoelectric classes

Piezoelectric classes

Non-polar classes

Polar classes

(Pyroelectric or

ferroelectric)

Cubic m�3m m�3 432 �43m 23
Hexagonal 6/mmm 6/m 622 �6 �6m2 6 6mm
Tetragonal 4/mmm 4/m 422 �4 �42m 4 4mm
Trigonal �3m �3 32 3 3m
Orthorhombic mmm 222 mm2
Monoclinic 2/m 2 m

Triclinic �1 1
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process is shown in Fig. 4B. By analogy to the class 6mm, poled ferroelectric ceramics become piezoelectric with symmetry ofNmm
(cylindrical polar symmetry). For the dielectric, piezoelectric, and elastic constants, a six-fold symmetry axis is equivalent to the
infinite-fold axis.

4.05.1.3 Basic theories of ferroelectrics

4.05.1.3.1 Phenomenological theory
The physical properties of ferroelectrics can be well described by the Landau-Devonshire phenomenological theory.17–19 This theory
gives the general thermodynamic descriptions of ferroelectrics. Though it does not involve any microscopic mechanism, it provides
a basic mathematical framework to describe the critical phenomena in ferroelectrics and can lead to very reasonable general
conclusions.

According to this theory, if the polarization P is selected as the order parameter, the Landau expansion of the free energy density
in powers of P can be written as:

G TPð Þ ¼ G0 Tð Þ þ 1
2
a0 Tð ÞP2 þ 1

4
b0 Tð ÞP4 þ 1

6
c0 Tð ÞP6 þ.; (5)

where a0, b0, c0. are the temperature-dependent power series coefficients of the free energy density. In this expression, only the even
terms appear, since G is invariant with the direction of the polarization. By determining each coefficient, the spontaneous polar-
ization in the equilibrium state can be calculated and the phase transition of ferroelectrics can be well described. With this
expression, the spontaneous polarization at a certain temperature can be obtained at the free energy minimum,

Fig. 3 Hierarchical relationship among the various subgroups of dielectric materials.

Fig. 4 Ferroelectric domains: (A) grains and domains in piezoelectric ceramics, and (B) domain reorientation by poling.
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�
vG TPð Þ

vP

�

Ps

¼ 0; (6)

i.e.,

Ps
�
a0 Tð Þ þ b0 Tð ÞP2s þ c0 Tð ÞP4s

� ¼ 0: (7)

One of the solutions Ps ¼ 0 corresponds to the paraelectric phase and other solutions Ps s 0 correspond to the ferroelectric
phases.

In the paraelectric phase (Ps ¼ 0), the inverse dielectric susceptibility can be calculated by

1=c ¼ v2G

v2P
: (8)

From there, we get

c ¼ 1
a0 Tð Þ > 0: (9)

Therefore, the coefficient a0(T) is positive in the paraelectric state. The stability limit of the paraelectric phase at the critical
temperature T0 (the temperature at which the crystal transforms from the paraelectric phase to an embryonic ferroelectric state)
is given by a0(T0) ¼ 0. In the vicinity of T0, the coefficient a0(T) can be expanded as a Taylor series in terms of (T � T0). Taking
into account the first-order term only, we obtain the Curie-Weiss law,

3zc ¼ 1
a00ðT� T0Þ; T > T0; (10)

where a00 is a positive constant.
We can further assume that the coefficients b0 and c0 are temperature independent as they generally have a very weak dependence

on temperature. In the case of Ps s 0 (ferroelectric phase), we can find different variations (continuous or discontinuous) of the
polarization through the transition point depending on the sign of b0.

If b0 > 0, we can neglect c0 without loss of significance. In this case, one of the solutions of Eq. (7) is Ps ¼ 0, which corresponds to
the minimum free energy when T > T0. When T < T0, other solutions of Eq. (7) can be calculated as

Ps ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a00ðT0 � TÞ=b0

q
: (11)

The dielectric susceptibility at T < T0 can be obtained as

c ¼ 1
2a00ðT0 � TÞ: (12)

Therefore, the Curie-Weiss constant above T0 is two times higher than that below T0. Eqs. (11) and (12) also indicate that the
spontaneous polarization varies continuously through the transition temperature and the dielectric susceptibility becomes infinite
at the transition temperature TC ¼ T0. This kind of phase transition is called the second-order phase transition (Fig. 5A and B).

If b0 < 0 and c0 > 0, the solutions of Eq. (7) become

Ps ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�b0 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b02 � 4a00c0ðT� T0Þ

q

2c0

vuut
: (13)

The dielectric susceptibility of the ferroelectric phase can be calculated to be.

c ¼ 1=

" 
b02

c0

! ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
1� 4a00c0

b02

�
ðT� T0Þ

s
•

 
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
1� 4a00c0

b02

�
ðT� T0Þ

s !#
(14)

The upper limit (onset) temperature of the ferroelectric phase obtained from 1/c ¼ 0 is

T1 ¼ T0 þ b02

4a00c0
: (15)

Therefore, the temperatures of the lower limit for the paraelectric phase and of the upper limit for the ferroelectric phases are
different. This kind of phase transition is called the first-order phase transition.

Fig. 5C shows the free energy curves of the first-order phase transition. Below T0, the free energy has two minima (�Ps). Upon
heating at T0 < T < TC, an additional local minimum appears at Ps ¼ 0, where the ferroelectric phase remains stable while at the
same time the paraelectric phase starts to emerge. At T ¼ TC, the free energies of the ferroelectric and paraelectric phases are equal
(G ¼ 0), and the transition temperature can be calculated to be
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TC ¼ T0 þ 3b02

16a00c0
: (16)

Just before reaching TC, the spontaneous polarization Ps has a finite value, and at the transition temperature T ¼ TC it drops to
zero discontinuously (Fig. 5D). At TC < T < T1, the free energy at Ps ¼ 0 is smaller than that at �Ps, indicating that the paraelectric
phase is stable and the ferroelectric phase becomes metastable. Above T1, only one minimum exists and the system contains the
paraelectric phase alone.

4.05.1.3.2 Soft-mode theory
Different from the phenomenological theory which gives a macroscopic picture of the properties in ferroelectrics, the soft-mode
theory provides explanations from a microscopic aspect.

In a crystal, atoms or ions are not static and they always vibrate around their equilibrium positions. From the lattice dynamics
point of view, the lattice must be stable in three different types of deformation: (i) long wavelength homogenous deformation
(zone-center acoustic modes), (ii) long wavelength inhomogeneous deformation (zone-center optic mode), and (iii) short wave-
length deformation (such as zone-boundary modes).20 Therefore, the general condition for lattice stability is that all normal vibra-
tion modes (phonon) have real and finite frequencies. The crystal becomes unstable when the frequency of the phonon (the “soft
mode”) decreases and approaches zero. Here, the word “soft” means the vibrational frequency becomes lower just like in a softer
spring oscillator (with a lower stiffness coefficient) that has a lower frequency under simple harmonic vibration. If that happens,
once the atoms are displaced in a specific vibration process, there is no restoring force to make them return to the original equilib-
rium position. Therefore, a structural phase transition occurs.

Historically speaking, Raman and Nedungadi were the first to observe a soft mode in a structural phase transition in 1940.21

However, it was not until 1960 that the soft mode theory attracted wide interest when Cochran and other researchers applied it
to the ferroelectric phase transition.22–24 The basic concept of the soft mode theory in ferroelectrics is that the appearance of the
spontaneous polarization (ferroelectric phase transition) is directly related to the softening of the transverse optic (TO) phonon
mode at the center of the Brillouin zone.

Consider a ferroelectric crystal upon cooling from the high temperature paraelectric phase to a low temperature ferroelectric
phase. It has been found that the temperature dependence of the frequency for the soft phonon us follows the Curie-Weiss law
above TC, i.e.,

u2
s ðqsjÞ ¼ AðT� TCÞ; (17)

where A is a constant related to the properties of the crystal, qs represents the wavevector of the soft mode, and j is the branch index.
Fig. 6 schematically illustrates the temperature dependences of the soft mode frequency for the first-order and second-order phase
transitions. The frequency of the softening phonon gradually decreases to zero and the new phonon hardens when the temperature
approaches TC (for the second-order phase transition). In other words, the vibration (or the atomic positions) becomes “frozen” at
TC, and the atom presents a new equilibrium position determined by the symmetry of the mode. For the first-order phase transition,

Fig. 5 Free energy curves (A and C) and temperature-dependent polarization and dielectric susceptibility (B and D) for the second-order (A and B)
and the first-order (C and D) phase transitions.
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the frequency of the softening phonon does not become zero at TC. Then the old mode disappears and the new phonon hardens. In
this way, the structure of a lower symmetry with a finite dipole moment is induced. The decrease to zero of the soft-mode frequency
as the transition is approached is due to the counteraction between the short-range repulsive force and the long-range Coulomb
force in ferroelectrics.

The soft mode theory was initially used to explain the mechanism of displacive ferroelectric phase transitions (such as in BaTiO3

(Recent investigations indicate that BaTiO3 is not a pure displacive-type ferroelectric crystal, but shows some order-disorder char-
acters. See refs. 25,26.)). Later the soft mode theory was extended to the order-disorder transitions (such as in KH2PO4), in which
the pseudospin wave (instead of phonon) is softened. With these developments, the soft mode theory has become one of the most
successful and important theories for ferroelectricity.

4.05.1.4 Classification of ferroelectric and piezoelectric materials

There are different ways of classification. According to their chemical compositions, piezoelectrics and ferroelectrics can be divided
into inorganic, organic, and composite materials. In this chapter, we focus on inorganic piezo-/ferroelectric materials. According to
their physical properties, piezoelectric materials can be divided into ferroelectric and non-ferroelectric piezoelectric materials.
Among all the piezoelectrics, ferroelectric materials generally have better piezoelectricity due to the existence of spontaneous polar-
ization (intrinsic effect) and domains and domain walls (extrinsic effect). Therefore, in this chapter, special attention is paid to
ferroelectric-type piezoelectric materials. According to their crystal structures, piezoelectric and ferroelectric materials can be classi-
fied into the perovskite structure, the tungsten bronze structure, the layered perovskite structure, the bismuth-based layer structure,
the LiNbO3-type structure, etc. Generally, the perovskite family shows better piezoelectricity at room temperature, while other fami-
lies may exhibit good piezoelectric effect at high temperatures. A detailed discussion on this topic will be given in Section 4.05.5.

In the following sections, we will describe the recent progress in different piezo-/ferroelectric materials, including PZT ceramics,
relaxor-based single crystals, lead-free perovskites, high temperature piezoelectrics, and textured piezoelectric ceramics. At last, the
current and potential applications of piezo-/ferroelectric materials are presented.

4.05.2 Lead zirconate-titanate (PZT) ceramics

4.05.2.1 The perovskite structure

The perovskite is one of the most important crystal structures in which many piezo-/ferroelectric materials crystallize, which show
excellent performance, as represented by the lead zirconate-titanate solid solution (PZT). The perovskite structure was named after
the calcium titanate (CaTiO3) mineral. The oxide perovskites have the general chemical formula of ABO3, where O is oxygen, A
represents a large cation with a coordination number of 12, and a valence fromþ1 toþ3 (e.g., Kþ, Pb2þ and Bi3þ), and B is a smaller
cation with a valence from þ3 to þ5 (e.g., Fe3þ, Ti4þ and Nb5þ). The ideal cubic perovskite structure has the Pm�3m space group.
Fig. 7 shows a cubic perovskite unit cell, in which A-cation occupies the eight corners of the unit cell, O occupies the face centers of
the unit cell and forms an oxygen octahedron, and B-cation sits at the center of the oxygen octahedron.1 In reality, the ideal cubic
perovskite is not very common due to the fact that perovskite structure tends to undergo various structural distortions, resulting in
phases of lower symmetry with spontaneous polarization, which gives rise to many interesting properties like piezoelectricity, pyro-
electricity and ferroelectricity, useful for numerous technological applications.1,12

4.05.2.2 Phase diagram of PZT and the morphotropic phase boundary

Lead zirconate and lead titanate form a continuous solid solution, Pb(Zr1� xTix)O3 (PZT), with Ti4þ and Zr4þ ions occupying the
perovskite B site randomly. The composition of PZT can be tailored by varying the Zr:Ti ratio, leading to different crystal structures
and physical properties. The most important compositions of PZT are around the morphotropic phase boundary (MPB)

Fig. 6 Temperature dependence of the soft mode frequency for (A) the second-order phase transition, and (B) the first-order phase transition.
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(xz 0.46–0.51), which is a nearly temperature-independent line (or region) in the temperaturedcomposition phase diagram, as
shown in Fig. 8A.1,6 TheMPB separates the ferroelectric rhombohedral (on the Zr-rich side) and tetragonal (on the Ti-rich side) phases.
The MPB was initially presented as a line in the phase diagram by Jaffe et al.1, and it was later observed that the rhombohedral and
tetragonal phases can coexist in a finite range of compositions, which may vary with different processing methods and conditions,
etc.27 More recently, it was found that the MPB in fact represents a composition region in which a monoclinic phase (MA-type, space
group Cm) exists (Fig. 8B).6 This will be discussed in more detail in Section 4.05.2.3.2.

In the MPB region, the crystal structure of PZT changes in a complex way, and most importantly, the dielectric, piezoelectric and
electromechanical properties peak (Fig. 8C).1,5 These interesting phenomena have raised extensive interest in understanding the
origin of the high performance in the MPB compositions.

Fig. 7 The ideal oxide perovskite structure, ABO3.

Fig. 8 (A) Original temperaturedcomposition phase diagram of the Pb(Zr1� xTix)O3 (PZT) solid solution. (B) Updated PZT phase diagram around
the MPB indicating the existence of the monoclinic (M) phase (shaded with diagonal lines). (C) Composition dependence of electromechanical
properties of PZT ceramics. Adapted with permission from Jaffe, B.; William, C.; Jaffe, H., Piezoelectric Ceramics. London: Academic Press, 1971,
Jaffe, B.; Roth, R. S.; Marzullo, S., J. Appl. Phys. 1954, 25 (6), 809–810, Noheda, B.; Cox, D.; Shirane, G.; Guo, R.; Jones, B.; Cross, L., Phys. Rev. B
2000, 63 (1), 014103.
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4.05.2.3 Origin of the high piezoelectric response in PZT near the MPB region

The piezoelectric response consists of intrinsic and extrinsic contributions. The intrinsic contribution originates from the unit cell
deformation, which is determined by the crystal structure. The extrinsic contributions are produced by the domain switching and
domain-wall motions, which are determined by the domain structure, such as the domain sizes and orientations, domain wall
density, polarization and flexibility of the domain walls.28–30 In order to clarify the origin of the high piezoelectric response in
the MPB, different mechanisms have been proposed.

4.05.2.3.1 Conventional pictures of MPB
For a long time, the MPB was regarded as an intermediate composition line (or region), where the rhombohedral and tetragonal
phases coexist. The coexistence of the two phases in PZT ceramics allows more permissible ferroelectric domain variants (eight in the
rhombohedral and six in the tetragonal phase), as shown in Fig. 9, making them easier to be reoriented during poling and to align
their polar vectors along the poling direction, in other words, more electrically active.1

Another interpretation is that in the MPB region, the rhombohedral and tetragonal phases have nearly equal Gibbs free energies.
Therefore, a weak external stimulus is possible to induce phase transitions and domain switching in between.27 As a result, the coex-
istence of the two phases could augment the polarizability by coupling between two thermodynamically equivalent energy states,
leading to enhanced dielectric and piezoelectric properties in the vicinity of MPB.

4.05.2.3.2 Monoclinic phase and high piezoelectricity
In 1999, a monoclinic phase (MA-type, space group Cm) was discovered in the MPB region of PZT by Noheda and coworkers, which
is stable in the composition range 0.46 � x � 0.51.6,31 The unit cell of the monoclinic MA phase is doubled in volume with respect
to the tetragonal one, with aM and bM lying along the pseudocubic [�1�10]c and [1�10]c directions, respectively, and cM deviating
slightly from the [001]c direction, such that the angle b between aM and cM is slightly larger than 90�. This finding represents
one of the major advances in the studies of PZT since the initial reports of the MPB phase diagram and related phenomena, and
provides new insights into the understanding of the high piezoelectricity of PZT in the MPB. The existence of the monoclinic phase
provides more possible directions for the polarization and acts as a structural bridge since the apparent direct phase transition from
the rhombohedral to tetragonal phase across the MPB region is not symmetrically allowed by group-subgroup relations. The
symmetry element in the Cm phase is the single {110}c mirror plane, and the monoclinic plane contains the polar axes of both
rhombohedral and tetragonal phases.32 This series of work has revealed a new and complex picture of the MPB phases and origi-
nally attributed the origin of the unusually high piezoelectric response of PZT to the monoclinic distortion.33

4.05.2.3.3 Meso- to nanoscale description of the MPB
From microscopic point of view, the MPB can be described by the “adaptive ferroelectric phase” model.34,35 According to this
model, the MPB is considered as a kind of adaptive phase, which has a very low domain wall energy and consists of finely twinned
rhombohedral or tetragonal phase. As such, the monoclinic phase in the MPB region could be considered as a result of the coherent
effects of rhombohedral (or tetragonal) nanodomains. Experimentally, the nanodomain structures were clearly observed in PZT
near the MPB by transmission electron microscopy (TEM), as shown in Fig. 10. The nanodomains suggest high domain-wall
mobility, which was believed to be beneficial to the high piezoelectricity (extrinsic contributions).36,37

Another approach to describe the MPB is the consideration of short-range and long-range monoclinic phases. For a complex
perovskite solid solution with cation disorder, such as in PZT, the local structure at the unit cell level can differ from the average
macroscopic symmetry.38,39 According to this approach, from the local scale (down to several unit cells) point of view, monoclinic
phases exist in all the compositions of PZT. Therefore, strictly speaking, there is no clear boundary for the MPB locally, and instead,
the rhombohedral and tetragonal phases are an average effect of the local monoclinic phase due to different degrees of structural
disorder, and the monoclinic phase found in the well-accepted MPB region is a result of long-range ordering of local monoclinic
phase.40,41

Fig. 9 Possible ferroelectric domain variants in (A) a rhombohedral and (B) a tetragonal crystal.
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4.05.2.4 Effect of chemical modifications

In most practical uses, PZT ceramics are doped for specific applications. After over half a century of investigations, different modi-
fication strategies (including donor doping, acceptor doping, isovalent substitutions, and complex doping) have been developed by
controlling the extrinsic contributions via defect chemistry. With these modifications, PZT-based ceramics have become a model
piezo-/ferroelectric material, and have been widely used in electromechanical applications.1,42

4.05.2.4.1 Donor doping
Donor doping is realized by substitution with cations of higher valence, such as La3þ for Pb2þ on the A site, or Nb5þ for Zr4þ/Ti4þ

on the B site. This kind of doping creates lead vacancies to maintain electroneutrality. For example, in La3þ-doped and Nb5þ-doped
PZT ceramics prepared by traditional processing, the respective chemical reactions can be written as:
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It should be noted that the amount of lead in PZT ceramics can be self-regulated, as PbO can be lost by volatilization from the
samples or can be obtained from the surrounding protective atmosphere at high temperatures.

In a lattice with lead vacancies, the transfer of atoms becomes easier than in a perfect lattice, and thereby the domain motion is
facilitated. Generally, donor doping leads to electrically “soft” PZT ceramics with lower TC, coercive field and mechanical quality
factor (Qm), but higher dielectric permittivity, dielectric loss, piezoelectric charge coefficients and coupling factors (Table 2), making
them suitable for sensors, actuators, low-power motor-type transducers, receivers, and low power generators. Typical soft PZT for
industrial applications includes PZT-5A, PZT-5H, etc.1,42

4.05.2.4.2 Acceptor doping
Acceptor doping refers to doping with cations of lower valence, such as Kþ/Naþ for Pb2þ or Fe3þ/Mn2þ for Zr4þ/Ti4þ, which creates
oxygen vacancies to balance the charge. Taking Fe3þ-doped PZT as an example, the equation can be written as:

Fig. 10 Domain structures of PZT with different compositions: (A) PZT54/46 (rhombohedral), (B) PZT55/45 (near the MPB) and (C) PZT45/55
(tetragonal). Reprinted with permission from Schönau, K. A.; Schmitt, L. A.; Knapp, M.; Fuess, H.; Eichel, R.-A.; Kungl, H.; Hoffmann, M. J., Phys.
Rev. B 2007, 75 (18), 184117.

Table 2 Typical properties of commercial soft and hard PZT ceramics.

Material properties

Soft PZT Hard PZT

PZT-5A PZT-5H PZT-4 PZT-8

Permittivity, 30 (at 1 kHz) 1800 3450 1300 1000
Dielectric loss, tan d (at 1 kHz) 0.02 0.02 0.005 0.004
Curie temperature, TC (�C) 350 242 325 325
Mechanical quality factor, Qm 80 50 500 1000
Coercive field, Ec (kV$cm�1) 14.9 8.8 / /
Planar electromechanical coupling factor, kp 0.63 0.74 0.55 0.51
Piezoelectric coefficient, d33 (pC$N�1) 350 600 280 230

Data are from CTS Corporation. (https://www.ctscorp.com/products/piezoelectric-products/).
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Acceptor doping facilitates the alignment of re-orientable dipoles in the direction of the polarization vector within domains,
creating internal fields that stabilize the domain configuration and inhibit the domain wall motion. Such a “hardening” effect
usually leads to a reduction in dielectric permittivity, dielectric loss and piezoelectric activity, but an enhancement of the coercive
field and mechanical quality factor (Table 2). Therefore, hard PZT ceramics can endure high electrical and mechanical stresses with
only minor changes in their physical properties, and also avoid the heating problem during usage. These characters make hard PZT
suitable for high-voltage or high-power generators and transducers, ultrasonic cleaning, ultrasonic processors, etc. Typical hard PZT
for industrial applications includes PZT-4, PZT-8, etc.1,42

4.05.2.4.3 Isovalent substitutions
Isovalent substitutions are also performed to tailor the structure and properties of PZT-based perovskite materials, such as the
substitution of Ba2þ/Sr2þ for Pb2þ, and Sn4þ for Zr4þ/Ti4þ. Such chemical modifications usually shift the TC downward, intrinsi-
cally enhancing the dielectric and piezoelectric properties.43,44

4.05.2.4.4 Complex doping
Complex doping refers to the doping process in which two or more elements are introduced (i.e., doping with both the soft and
hard dopants). This method is intended to combine the properties of donor- and/or acceptor-doped PZT, in order to achieve better
stability and improved piezoelectric properties than the single element-doped PZT.

Many perovskite compounds have been introduced to PZT to form complex perovskite solid solutions, which can be regarded as
a kind of complex doping. The formation of complex solid solutions typically modifies the MPB region of the materials, which can
further optimize the piezoelectric properties of PZT.45,46

4.05.3 Relaxor-based piezoelectric single crystals

4.05.3.1 Relaxor ferroelectrics: An introduction

Relaxor ferroelectrics (or briefly relaxors) were firstly discovered by Smolenskii and Isupov in the 1950s, when they developed a new
class of perovskite compounds with the general formula of A(B01/3B002/3)O3, such as Pb(Mg1/3Nb2/3)O3 (PMN).47 Since its
discovery, relaxors have attracted considerable attention from the scientific community due to their unique properties. The term
relaxor ferroelectric originated from the fact that these materials show some characters of ferroelectricity under certain conditions,
and most notably, exhibit strong frequency dispersion in the temperature dependence of dielectric permittivity (Fig. 11), which is
different from normal ferroelectrics (such as BaTiO3). Some general characters that distinguish canonical relaxor ferroelectrics like
PMN from normal ferroelectrics are summarized in Table 3.8,48,49

Several models have been proposed to explain the possible mechanisms of the unique dielectric relaxation and the polarization
behavior in relaxors, including compositional fluctuation model, superparaelectric model, dipolar glass model, random field
model, etc.8,48,50–58 However, none of them could comprehensively explain the physical properties of relaxors. Though the mech-
anisms of relaxor behaviors remains controversial, it is generally accepted that these properties are related to the dynamics of the
polar nanoregions (PNRs) formed from the unique order-disordered nanostructure in relaxors. PNRs are lower-symmetry structural
regions embedded in an average cubic matrix. PNRs appear at a certain high temperature (called the Burns temperature) and their

Fig. 11 Temperature dependences of the dielectric permittivity of (A) BaTiO3 ceramic (normal ferroelectric) and (B) Pb(Mg1/3Nb2/3)O3 ceramic
(relaxor).

Piezoelectric and ferroelectric materials: Fundamentals, recent progress, and applications 147



size grows and interaction increases slightly upon cooling, but they do not form a long-range ferroelectric order. It is commonly
believed that it is the quenched compositional disorder on the B-site ionic arrangement (such as Mg2þ and Nb5þ for PMN) that
prevents the long-range ferroelectric order from occurring and consequently leads to the development of the relaxor state. The char-
acteristic frequency dispersion results from the dipole relaxation in PNRs, with the dipole dynamics slowing down upon cooling.
Since the PNRs are arranged randomly and their correlations are limited to nanoscale, the associated structural distortions remain
local, and thereby canonical relaxors typically show a pseudo-cubic symmetry on average across the temperature of permittivity
maximum, as determined by conventional X-ray and neutron diffraction techniques.49,59–61

4.05.3.2 Solid solutions between relaxors and ferroelectric PbTiO3

By introducing ferroelectric PbTiO3 (PT) into a relaxor to form a binary solid solution, a long-range ferroelectric phase can develop
accompanied with a structural change from the cubic to a non-cubic polar phase (of rhombohedral symmetry in most cases).
Similar to PZT, an MPB exists between the rhombohedral phase of relaxor-side and the tetragonal phase of PT-side. Solid solutions
of (1�x)Pb(Mg1/3Nb2/3)O3�xPbTiO3 ((1�x)PMN-xPT) and (1�x)Pb(Zn1/3Nb2/3)O3�xPbTiO3 ((1 �x)PZN-xPT) are the most
representative relaxor-PT systems, which exhibit excellent dielectric and electromechanical properties for compositions near the
MPB.

Fig. 12 shows the phase diagrams of the (1�x)PMN�xPT and (1�x)PZN�xPT systems around the MPB. Similar to PZT, an
intermediate phase(s) of lower symmetry has been found in the MPB region, which is believed to act as a structural bridge between
the rhombohedral and tetragonal phases. But different from PZT in which the monoclinic phase is of MA-type (xz 0.46–0.51), the
lower symmetry phase is of monoclinic MC-type in PMN-PT (x z 0.30–0.37), and orthorhombic in PZN-PT (x z 0.09–0.10),
respectively. In the MC phase, the monoclinic bM axis lies along a [010]c direction, and notably, this phase is orthorhombic to
its limit when aM ¼ cM.

6,62,63

4.05.3.3 Relaxor-PT piezoelectric single crystals: A new era of piezoelectric materials

The interesting properties of relaxor-PT single crystals were first reported by Nomura and coworkers in the PZN-PT single crystals in
1982.64 In the late 1990s, Shrout and co-workers systematically investigated the piezoelectric properties of PMN-PT and PZN-PT
single crystals and found that they exhibit a piezoelectric coefficient d33 larger than 2000 pC$N�1, an electromechanical coupling
factor over 90%, and a strain level exceeding 1%.7 This outstanding performance far outperforms the state-of-art PZT-based
ceramics. In the past two decades, several relaxor-based binary, ternary and chemically modified single crystals have been developed
and the physical properties of the crystals have been further improved (see Fig. 13). Their outstanding piezoelectric performance has
made the relaxor-PT solid solution crystals a new generation of piezoelectric materials for advanced electromechanical transducer
applications.9,11,13,14

4.05.3.4 Growth of relaxor-based piezoelectric single crystals

In order to explore their excellent piezoelectric properties, several techniques have been developed to grow the relaxor-based single
crystals, including the flux growth method, the top-seeded solution growth, the solid-state crystal growth, and the modified Bridg-
man growth.

Table 3 Comparison of relaxor and normal ferroelectric materials.

Structure and property Normal ferroelectrics Relaxor

Crystal structure • Non-cubic and polar symmetry • Cubic structure on average
Temperature and frequency dependence of
dielectric permittivity

• Sharp peak with little frequency dispersion
(<1012 Hz)

• Dielectric permittivity follows the Curie-Weiss
law above TC

• The temperature of the dielectric permittivity
maximum (Tm) increasing and its magnitude
decreasing with increasing frequency

• Broad peak with strong frequency dispersion
• Dielectric permittivity around Tm deviates the

Curie-Weiss law
Phase transition • Paraelectric to ferroelectric phase transition at

TC

• No macroscopic phase transition around Tm

Domains and polarization • Macro-size ferroelectric domain
• No polar domain above TC
• Strong remanent polarization

• Nano-size domains persist well above Tm
• No macro polarization can develop without the

application of an electric field
• Non-linear P-E relation with weak or no rema-

nent polarization
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4.05.3.4.1 The flux method
The flux method, or the high-temperature solution method, has been widely used to grow piezoelectric single crystals with complex
compositions. This method is suitable to grow strain-free single crystals with well-developed pseudocubic morphology.65 The basic
principle of the flux method is based on the spontaneous nucleation that occurs when supersaturation is reached upon slow cooling
of the high-temperature solution. One of the advantages of this method is that it is a relatively simple process, but the drawback is
that it is difficult to control the nucleation and as a result, a large number of crystals can form and the as-grown crystals are generally
small in size (frommillimeters to a couple of centimeters). The key parameters to be mastered in the flux growth so as to enlarge the
crystal size and improve the crystal quality include the optimization of the chemical (flux composition and flux-charge ratio) and
thermodynamic (soaking temperature and heating/cooling rates) parameters. Generally, PbO (with additives such as B2O3) is
selected as flux as it has a good solubility for other metal oxides and it is a component of the relaxor-based crystals to be grown.
A typical thermal profile include heating up to the soaking temperatures of 1100–1200 �C, followed by a slow cooling at the
rate of 0.5–5 �C/h.66

4.05.3.4.2 Top-seeded solution growth method
The top-seeded solution growth (TSSG) method has been developed to control nucleation by introducing a seed crystal on the top
of the high-temperature solution to make the crystal grow epitaxially around it. TSSG has been proved to be effective to grow

Fig. 12 Phase diagram of the (1�x)PMN-xPT and (1�x)PZN-xPT solid solutions around the MPB. Adapted with permission from Noheda, B.; Cox,
D.; Shirane, G.; Gao, J.; Ye, Z.-G., Phys. Rev. B 2002, 66 (5), 054104, La-Orauttapong, D.; Noheda, B.; Ye, Z.-G.; Gehring, P. M.; Toulouse, J.; Cox, D.
E.; Shirane, G., Phys. Rev. B 2002, 65 (14), 144101.

Fig. 13 Historical development of perovskite-based piezoelectric materials in terms of piezoelectric coefficient d33. Adapted from Ye, Z.-G., MRS Bull.

2009, 34 (4), 277–283.

Piezoelectric and ferroelectric materials: Fundamentals, recent progress, and applications 149



relaxor-based piezoelectric single crystals with larger size and better quality compared with those grown by the flux method. TSSG
could also enhance the transport of solute and thereby leads to amore homogenous crystal composition. Additionally, the as-grown
relaxor-based piezoelectric single crystals by the TSSG method generally exhibit naturally developed {001}c faces, which facilitate
subsequent cutting and orientation of the crystals.67–69

4.05.3.4.3 The solid-state crystal growth method
The solid-state crystal growth (SSCG) was developed as a cost-effective approach to grow large-sized relaxor-based piezoelectric
single crystals. This method allows the ceramics of desired composition to convert to single crystals based on abnormal grain
growth. In this technique, a seed crystal is buried in the polycrystalline body with high density and annealed for a certain time
(from a dozen hours to hundreds of hours) at temperatures 100–200 �C below their respective melting points. SSCG can grow
single crystals at relatively low temperatures and it is a time-saving method. However, a main drawback of SSCG is the porosity
in the grown crystals, which is difficult to be completely eliminated, and may deteriorate the physical properties of the crys-
tals.70–72

4.05.3.4.4 The modified Bridgman method
The modified Bridgmanmethod was developed for mass production of relaxor-based piezoelectric single crystals with large size and
high quality to meet the increasing demand for various applications. The principle of the Bridgman growth is to realize a directional
solidification by moving the melt through the cooler zone of the furnace so that a crystal grows (from a seed crystal) from the
bottom of the crucible. Due to the nearly congruent melting nature of PMN-PT, the crystals can be grown directly from a stoichio-
metric charge in a sealed Pt crucible. To grow the PZN-PT single crystals, an excess amount of PbO is needed to stabilize the perov-
skite structure. The major issues of the modified Bridgman method are to control the crystal growth direction (along h001ic) and to
improve the composition uniformity.73 So far, the modified Bridgman method has become the most viable technique for the
commercial growth of relaxor-based piezoelectric single crystals of large size (up to 5 in. in diameter) and high quality.9,14,74

Fig. 14 demonstrates various relaxor-based binary and ternary piezocrystals grown by the modified Bridgman technique.

4.05.3.5 Tailoring the properties of relaxor-based piezoelectric single crystals

Although the PMN-PT and PZN-PT crystals exhibit excellent piezoelectric properties, they suffer from some drawbacks, including
low TC, low phase transition temperatures (namely the rhombohedral to tetragonal phase transition temperature (TR-T) or the phase
transition temperature at MPB (TMPB)), low coercive field Ec and low mechanical quality factor Qm. The low TC and low TR-T/TMPB

Fig. 14 As-grown relaxor-based piezoelectric single crystals grown by the modified Bridgman method and the resulting crystal wafers: (A) PMN-PT
single crystals, (B) Pb(In1/2Nb1/2)O3-Pb(Mg1/3Nb1/3)O3-PbTiO3 (PIN-PMN-PT) single crystals, (C) Mn-doped PIN-PMN-PT single crystal, and (D) 5-
inche-diameter PIN-PMN-PT single crystal wafer. (A, B and C) Courtesy of Dr. Haosu Luo, Shanghai Institute of Ceramics, Chinese Academy of
Sciences, (D) courtesy of Dr. Zhuo Xu, Xi’an Jiaotong University.
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make the crystals easily depole under moderate temperatures, which limits their working temperature range. The low Ec leads to
poor polarization stability under high driving field conditions. As a result, an additional DC bias electric field is needed to maintain
the polarization and the performance of the devices, which adds extra complexity and cost. The low Ec and low Qm prevent these
crystals from being used for high-power transducers and resonance-based acoustic devices. Therefore, it is necessary to develop
novel piezoelectric single crystals with improved thermal range and polarization stability.

Over the past decades, extensive efforts have been made to develop new relaxor-based piezoelectric single crystals, leading to
three generations of materials (Table 4). The first-generation (Gen. I) piezocrystals, represented by PMN-PT and PZN-PT, exhibit
high electromechanical coupling factors and large piezoelectric coefficients. The electromechanical transducers using the first-
generation piezoelectric single crystals have a larger bandwidth (by 2–3 times) and higher sensitivity (þ10 dB) compared with
those using PZT ceramics, and they have been commercially available for high-end medical ultrasound imaging and diagnosis.
The second-generation (Gen. II) crystals, represented by the ternary solid solution of Pb(In1/2Nb1/2)O3-Pb(Mg1/3Nb1/3)O3-PbTiO3

(PIN-PMN-PT), show similar electromechanical properties but with higher TC and larger Ec than the first-generation crystals, which
reduce the need for additional thermally conductive components (e.g., heat shunts) and the application of DC fields. The third-
generation (Gen. III) piezoelectric single crystals refer to doped crystals with a higher Qm to meet specific device requirements.
Typical materials include Mn-doped PIN-PMN-PT and Mn-doped Pb(Mg1/3Nb1/3)O3-PbZrO3-PbTiO3 (Mn-PMN-PZT). A high
Qm is beneficial to high-power ultrasonic transducers and other resonance-based devices.9,16,75

4.05.3.6 Property anisotropy and domain engineering

Different from polycrystalline materials, such as PZT ceramics, relaxor-based piezoelectric single crystals show strong anisotropic
characteristics, namely, the piezoelectric properties are strongly related to the crystallographic direction, poling direction, and vibra-
tion modes.

An important feature in relaxor-based piezoelectric single crystals is that the largest piezoelectric coefficients and dielectric
constants are generally found along some directions away from the polar axis. For example, the piezoelectric coefficient d33
of <001>–oriented and -poled rhombohedral PMN-PT crystals is 3–5 times larger than that in h111i–oriented crystals.64,76

Such behavior is associated with the “engineered domain states” formed in the crystals.
A domain-engineered crystal poled along one of the possible polar axes other than its zero-field polar axis creates a set of equiv-

alent domains, so that their angles to the poling direction are minimized. This approach was successfully used to obtain better
piezoelectric properties in relaxor-based piezoelectric single crystals.9 Taking the rhombohedral PMN-PT crystals as an example,
as shown in Fig. 15, 4, 2 and 1 polarization states (named as 4R, 2R and 1R domain configurations, respectively) with amacroscopic
symmetry of 4mm, mm2 and 3m, respectively, could be artificially created when poled along the crystallographic [001]c, [011]c, and
[111]c directions, respectively. The [001]c-poled crystal (with 4R domain configuration) has the largest longitudinal piezoelectric
coefficient d33, while the [111]c-poled crystal (with 1R domain configuration) has the largest thickness shear piezoelectric coefficient
d15 (see Table 5 for more details).9,77 The formation of engineered domain configurations has proved to be very useful for achieving
better piezoelectricity in relaxor-based piezoelectric single crystals.

4.05.3.7 Origin of the ultrahigh piezoelectric response in relaxor-based piezoelectric single crystals

In this section, current understanding of the origin of the ultrahigh piezoelectric response in relaxor-based piezoelectric single crys-
tals is discussed.

4.05.3.7.1 Macroscopic explanation: MPB facilitating polarization rotation
Similar to PZT ceramics, the best electromechanical properties in relaxor-based piezoelectric single crystals are achieved in the
compositions near the MPB region where lower symmetry phases, including orthorhombic and different monoclinic phases
(MA, MB and MC), are found to be present, and may coexist along with the rhombohedral and/or tetragonal phases.78–82 These

Table 4 Physical properties of the three generations of relaxor-PT piezoelectric single crystals. Data of commercial PZT ceramics are also listed for
comparison.

Materials TC (�C) TR-T/TMPB (�C) Ec (kV$cm�1) d33 (pC$N�1) k33 333 Qm

PMN-PT (Gen. I) 155 65 2.8 2800 0.95 8200 100
PIN-PMN-PT (Gen. II) 197 96 5.5 2700 0.95 7200 120
Mn-PIN-PMN-PT (Gen. III) 193 119 6.0 1100 0.90 3700 800
Mn-PMN-PZT (Gen. III) 203 141 6.3 1100 0.92 3400 1050
PZT-5H 242 / 14.9 600 0.78 3450 50
PZT-8 325 / / 230 0.62 1000 1000

Data are from Zhang, S.; Li, F.; Jiang, X.; Kim, J.; Luo, J.; Geng, X., Prog. Mater. Sci. 2015, 68, 1–66, and CTS Corporation. (https://www.ctscorp.com/products/piezoelectric-
products/).
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findings suggest that MPB constitutes an important factor responsible for the excellent piezoelectric performance in relaxor-based
piezoelectric single crystals.

In 1997, Park and Shrout proposed a polarization rotation model to explain the high field-induced strain and piezoelectric
performance of <001>-oriented relaxor-PT single crystals. They suggested that the polarization vector of the rhombohedral phase
could rotate from the <111> direction towards the <001> axis in which the electric field is applied, which could result in the
observed large piezoelectricity.7 This conjecture was later developed by Fu and Cohen into the “polarization rotation mechanism”

by means of the first principles calculations based on simple ferroelectric perovskite BaTiO3.
79 Fig. 16 shows the polarization rota-

tion from the <001> to <111> direction along the a-b-c-d-e and a-f-g-e paths, respectively, and the corresponding calculated free
energies. It is clearly more favorable for the polarization to rotate via the a-f-g-e path, i.e., within the {110} symmetry plane of the
monoclinic phase, due to the flatter energy profile. The result not only supports the polarization rotation mechanism, but also
reveals the crucial role of the monoclinic phase in facilitating such a rotation.

As shown in Fig. 17, the polar axes of the monoclinic phases in the MPB are free to rotate within their mirror planes between the
limiting directions of the rhombohedral (R), orthorhombic (O) and tetragonal (T) phases. Since the presence of a monoclinic (or
orthorhombic) phase(s) is a common structural feature for the relaxor-PT crystals of MPB compositions, it is sensible to state that
the excellent piezoelectric performance in relaxor-based single crystals can generally be attributed to the energetically favorable
polarization rotation facilitated by the monoclinic phase(s) within the MPB.

The polarization rotation mechanism is also successful in explaining the high shear piezoelectric response (e.g., d15) found in
relaxor-based piezoelectric single crystals. As shown in Fig. 18, by applying an electric field perpendicular to the polar axis of a tetrag-
onal piezo crystal, a shear deformation of the lattice is induced. At the same time, the polarization rotates in order to minimize the

Fig. 15 Engineered domain configurations in rhombohedral crystal. Note that the 1R configuration is not stable due to the high electrical and
mechanical energies.

Table 5 Piezoelectric anisotropy in the rhombohedral PMN-PT crystals with different domain configurations. The PMN-PT ceramic counterpart is
shown for comparison.

Materials Domain configuration d33 (pC$N�1) d31 (pC$N�1) d15 (pC$N�1)

<001>-poled crystal 4R 1180 �570 122
<011>-poled crystal 2R 860 450 2160
<111>-poled crystal 1R 97 �43 2380
PMN-PT ceramic / 800 �395 1090

Data are from Zhang, S.; Li, F.; Jiang, X.; Kim, J.; Luo, J.; Geng, X., Prog. Mater. Sci. 2015, 68, 1–66.

Fig. 16 Polarization rotation paths (A) and related free energies (B) obtained from the first principles calculations based on BaTiO3. Reprinted with
permission from Fu H.; Cohen, R. E., Nature 2000, 403 (6767), 281–283.
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free energy.9,77 Thus, the high piezoelectricity results from the ease of polarization rotation under an electric field.83 Thermody-
namics analysis has indicated that the shear piezoelectric coefficient peaks in the MPB region,84 which further confirms that the
polarization rotation is notably facilitated in the MPB region, thereby leading to enhanced piezoelectric properties.

4.05.3.7.2 Meso- to nanoscopic understanding: Roles of local polar regions
The above-mentioned mechanisms give a general explanation of the excellent piezoelectric performances near the MPB. However,
they could not explain why relaxor-based piezoelectric single crystals exhibit much higher piezoelectric activity than other ferroelec-
tric solid solutions with MPB. Therefore, it is necessary to examine the uniqueness of relaxor-based piezoelectric single crystals from
a more microscopic perspective.

In contrast to normal ferroelectrics, the most prominent microstructural feature of relaxor-based piezoelectric single crystals is
the presence of the polar nanoregions which originate from the relaxor end member, such as PMN, as mentioned in Section
4.05.3.1. Such a special nanostructure is believed to be responsible for enhanced piezoelectric properties in relaxor-based piezoelec-
tric single crystals.

A general model to express the nanoscale structure of relaxor-based piezoelectric single crystals is the coexistence of PNRs and the
long-range ferroelectric domains near the MPB region. Xu et al. indicated that PNRs are associated with the phonon softening and
phase instability in the PZN-PT single crystals, whichmay account for the ultrahigh piezoelectricity in relaxor-based single crystals.85

Manley et al. proposed that there is a hybridization of PNRs with transverse acoustic (TA) phonons, and the aligned PNRs under an
external electric field can enhance the phonon softening, further promoting the piezoelectric properties of relaxor-based piezo-/
ferroelectrics.86 Recent investigations by Li et al. suggest that the PNRs can behave as seeds to facilitate macroscopic polarization
rotation and contribute to 50–80% of the room temperature dielectric/piezoelectric properties.15,87 Although controversy remains,
most investigations point to a strong correlation between PNRs and the high piezoelectricity in relaxor-based piezoelectric single
crystals.

4.05.3.8 Perspectives and challenges for relaxor-based piezoelectric single crystals

Relaxor-based single crystals show excellent piezoelectric performance, and they have already demonstrated significant advantages
in a series of electromechanical transducers with higher sensitivity, wider bandwidth and better resolution. However, to meet the
ever-increasing demands in more advanced applications, some important issues need to be solved. The first issue is how to further
enhance the temperature stability and optimize the piezoelectric properties for a broader working temperature range. Requirements
such as high TC, high TR-T/TMPB, high electromechanical coupling factor, high Qm, and low loss should be satisfied. To achieve this
goal, careful chemical modifications need to be performed. Another challenge is to gain a deeper insight into the structure-property

Fig. 17 Possible monoclinic phases found in relaxor-based piezoelectric single crystals. The polarization vectors are constrained to lie in the mirror
plane of each phase.

Fig. 18 Shear piezoelectric deformation and polarization rotation under an electric field perpendicular to the polar axis in a tetragonal single crystal.
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relations so as to understand the complex nanostructures and the origin of the ultrahigh piezoelectric response in relaxor-based
piezoelectric single crystals.

4.05.4 Lead-free perovskite piezoelectric materials

4.05.4.1 Restriction of lead components in applications

As discussed in Sections 4.05.2 and 4.05.3, a majority of materials with excellent piezoelectric performances in the market contain
lead. In PZT ceramics and relaxor-based single crystals, the content of lead oxide (PbO) exceeds 60 wt%, which might cause envi-
ronmental and health concerns during the preparation, usage, and even disposal and recycling of such materials. As a result, a series
of laws and regulations have been introduced to restrict or prohibit the use of lead in the electrical and electronic industries. For
example, the European Union passed the “Restriction of Hazardous Substances (RoHS)” law in 2003 and the “Waste Electrical
and Electronic Equipment (WEEE)” law in 2012. Japan passed the “Household Electronic Products Recycling Law” and China estab-
lished the “Electronic Information Product Pollution Control Management Regulation” in 2006.88–91 Therefore, it is essential and
urgent to develop lead-free piezoelectric materials with high performance for more environmentally friendly applications.

4.05.4.2 Lead-free piezoelectric materials: A historical overview

Lead-free (perovskite) piezoelectric materials were in fact the first oxide piezo-/ferroelectrics developed following the discovery of
barium titanate (BaTiO3) ceramic in the 1940s, but the major interest shifted quickly to lead-based piezoelectrics after the discovery
of PZT ceramics with much better properties. For a long time, the piezoelectric performance of lead-free materials had been thought
to be much inferior to that of lead-based materials. Nevertheless, attempts to replace lead have never stopped and several lead-free
piezoelectric material systems have been developed, such as (Bi1/2Na1/2)TiO3 (BNT), (K,Na)NbO3 (KNN), BiFeO3 (BF) and their
derivatives.47,89,90,92–96 A breakthrough was achieved in 2004 when Saito et al. reported a remarkably high piezoelectric coefficient
d33 up to 416 pC$N�1 in KNN-based textured ceramics.97 This discovery has fueled a world-wide campaign for research and devel-
opment of novel lead-free piezoelectric materials. During the past nearly two decades, driven by the increasing concerns about lead
toxicity, stimulated by policy and regulations and inspired by the breakthrough, extensive efforts have been made, and remarkable
progress has been achieved, in the research and development of lead-free perovskite piezoelectrics, including the BaTiO3-based,
(Bi1/2Na1/2)TiO3-based, (K,Na)NbO3-based, and BiFeO3-based material systems, as illustrated by the statistics shown in Fig. 19.
A more detailed discussion on these progresses will be given in the subsequent sections.

4.05.4.3 Approaches to obtain lead-free piezoelectric materials with better performance

The main strategies used to design and synthesize lead-free perovskite piezoelectric materials with better performance are briefly
summarized below, followed by a more detailed discussion on each of the representative material systems in Section 4.05.4.4.

4.05.4.3.1 Chemical modification and phase boundary engineering
The concept of MPB discovered in PZT has become a great success in developing piezoelectrics with high performance. In the
temperature-composition phase diagram of PZT, the MPB is a nearly vertical line (or region), dependent on composition but almost
independent of temperature, which distinguishes it from other phase boundaries. Different from PZT, the phase boundaries in most

Fig. 19 (A) Annual publications on lead-free piezoelectric materials from 2000 up to date obtained from ISI Web of Science using the keywords
“lead-free” and “piezoelectric.” (B) Distribution of the publications according to different lead-free material systems.
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lead-free piezoelectric materials are dependent both on composition and temperature, and thus considered to be a polymorphic
phase boundary (PPB) (Fig. 20).1,88,90,91

By chemical modifications (e.g., ion substitutions, doping, forming binary or ternary solid solutions, etc.), different phase
boundaries can be introduced in lead-free piezoelectric materials. In the vicinity of the phase boundary, different phases generally
coexist with a very low energy barrier between them, which makes the polarization rotation among different symmetries possible,
leading to enhanced piezoelectric performance near the phase boundary.

Detailed examples of phase boundary engineering will be presented in Section 4.05.4.4.

4.05.4.3.2 Microstructure engineering
Microstructure engineering is an effective strategy to enhance piezoelectric properties. The microstructure here is referred to the grain
size and arrangement and domain structure. The grain size can be tailored by preparation conditions, which also determine the
domain structure. Generally, the domain size and grain size change by the same trend in polycrystalline materials. Although the
basic configuration of the ferroelectric/ferroelastic domains is governed by the symmetry of the crystal, the actual domain structure
is also determined by the mechanical and electrical compatibility principles.

A useful way to improve the electromechanical properties in lead-free piezoelectric materials is to regulate the domains with sub-
micrometer or even nanometers in size. Domains of relatively small size are highly active to the stimuli and can facilitate domain
wall motion due to low energy barrier. Under an electric field, the domain structure in some lead-free piezoelectric materials can
transform, accompanied by a field-induced phase transformation, leading to a significant enhancement of piezoelectricity.

4.05.4.3.3 Growth of single crystals and preparation of textured ceramics
Compared with polycrystalline materials, single crystals generally exhibit improved piezoelectricity with less defects and better-
aligned polarizations. Therefore, the growth of single crystals has also proved to be an effective way to achieve better piezoelectric
performance in lead-free perovskite materials. However, growing single crystals is costly, time-consuming and sometime very diffi-
cult. To overcome these drawbacks, textured ceramics can be a viable alternative to single crystals as they exhibit piezoelectric prop-
erties close to single crystals and are more cost-effective. A thorough discussion on textured ceramics will be given in Section 4.05.6.

4.05.4.4 Progress in main lead-free piezoelectric material systems

The above-mentioned methods and principles provide a general guide to optimize the performance of lead-free piezoelectric mate-
rials. In this section, recent progress in some key lead-free perovskite piezoelectric systems is overviewed.

4.05.4.4.1 BaTiO3-based systems
Barium titanate (BaTiO3) was initially reported to shows a very high dielectric permittivity of �2000 and a moderate piezoelectric
coefficient of d33 z 191 pC$N�1 in the form of ceramics at room temperature.1 By optimizing the microstructure (including grain
and domain structures), the piezoelectric properties of BT ceramics can be improved with d33 > 400 pC$N�1,98,99 and the best
piezoelectric and dielectric performance is found in BT ceramics with a grain size �1 mm, as shown in Fig. 21.100

BT has three phase transitions, from rhombohedral to orthorhombic, orthorhombic to tetragonal, and tetragonal to cubic at
around�90 �C (TR-O), 0 �C (TO-T) and 120 �C (TC), respectively.

1 The phase boundaries can be adjusted by chemical modifications
to enhance the piezoelectricity of BT-based ceramics. An effective way is to shift TR-O and TO-T so that the R-T and O-T phase bound-
aries could merge around room temperature. In this way, a large d33 of 620 pC$N�1 was obtained in the 0.5Ba(Ti0.8Zr0.2)O3–

0.5(Ba0.7Ca0.3)TiO3 (BZT-BCT) ceramics with a rhombohedral-tetragonal-cubic “tricritical” point near room temperature.101 The
high piezoelectricity can be attributed to the “tricritical” point which leads to a low energy barrier for structural change and polar-
ization rotation between the R and T phases (Fig. 22).101,102 The piezoelectric performance of BZT-BCT was further improved
(d33 ¼ 755 pC$N�1 and d33* ¼ 2027 pm$V�1) by developing highly textured ceramics.103

Fig. 20 Schematic phase diagrams showing the difference between (A) morphotropic phase boundary (MPB) and (B) polymorphic phase boundary
(PPB).
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Although high piezoelectric performance has been achieved in BT-based ceramics, a major drawback is their low TC and signif-
icant temperature-dependent physical properties. Therefore, BT-based ceramics have very limited applications.

4.05.4.4.2 (Bi1/2Na1/2)TiO3-based systems
Bismuth sodium titanate ((Bi1/2Na1/2)TiO3, BNT) is another well-studied lead-free piezoelectric material which was first discovered
by Smolenskii et al. in 1961.47 The crystal structure at room temperature was originally determined to be rhombohedral (R3c space
group) on average, while recent investigation indicated that the structure is more likely to be monoclinic (Cc).104,105 BNT ceramics
exhibit a large remanent polarization Pr of 38 mC$cm�2, a high coercive field Ec of 73 kV$cm�1 and a relatively low piezoelectric
coefficient d33 of �70 pC$N�1.1 However, BNT ceramics suffer from high conductivity and low density which make it difficult to
pole them properly.106,107 Therefore, pure BNT ceramics can hardly be used in piezoelectric devices.

To improve the piezoelectric performance, chemical modifications have been carried out on BNT to engineer phase boundaries.
Generally, two types of phase boundaries are established, which are named as PB1 and PB2, respectively. PB1 delimits the ferro-
electric rhombohedral and tetragonal phases at room temperature, at which improved piezoelectric coefficients can be obtained,
such as in the (Bi1/2Na1/2)TiO3-BaTiO3 (BNT-BT) ceramics with d33 z 200 pC$N�1.92 In addition to the beneficial effects of the

Fig. 21 Dependences of the dielectric permittivity ( 30), piezoelectric coefficient (d33), planar electromechanical coupling factor (kp), and relative
density (RD) on the grain size (GS) of the BT ceramics. Reprinted with permission from Huan, Y.; Wang, X.; Fang, J.; Li, L., J. Eur. Ceram. Soc. 2014,
34 (5), 1445–1448.

Fig. 22 (A) Temperaturedcomposition phase diagram of (1�x)Ba(Zr0.2Ti0.8)O3�x(Ba0.7Ca0.3)TiO3. (B) Composition dependence of d33 across the
composition-induced R-MPB-T transition along the horizontal line (red) in (A). (C) Temperature-dependence of d33 across the temperature-induced R-
MPB-T transition along the vertical line (blue) in (A). (D) Free energy profiles of compositions near the “tricritical” point. Reprinted with permission
from Liu, W.; Ren, X., Phys. Rev. Lett. 2009, 103 (25), 257602, Gao, J.; Xue, D.; Wang, Y.; Wang, D.; Zhang, L.; Wu, H.; Guo, S.; Bao, H.; Zhou, C.;
Liu, W.; Hou, S.; Xiao, G.; Ren, X., Appl. Phys. Lett. 2011, 99 (9), 092901.
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phase boundary, the enhancement of the piezoelectricity in BNT-BT ceramics could be attributed to the unique domain structures at
the phase boundary where the ferroelectric state (with domains size of hundreds of nanometers to several micrometers) and the
relaxor state (with polar nanodomains) coexist, as revealed by piezoresponse force microscopy (PFM) (Fig. 23).108

The piezoelectric coefficient of BNT-based solid solutions can be further improved by growing single crystals. For example, a high
d33 of 483 pC$N�1 has been obtained in BNT-BT single crystals.109

PB2 refers to the phase boundary between the relaxor (nonpolar) and the ferroelectric (polar) phases. Such type of phase
boundary generally leads to giant electric-field-induced strain. Fig. 24 shows an example of the field-induced strain in the
(0.94�x)(Bi1/2Na1/2)TiO3–0.06BaTiO3�x(K1/2Na1/2)NbO3 ceramics, which is much larger than that in soft PZT.110 A higher strain
of �0.9% with a higher d33 of 840 pC$N�1 was further achieved in the single-crystal counterpart.111 The giant strains in BNT-based
materials were believed to arise from the electric-field-induced relaxor to ferroelectric phase transition and the related domain
switching.112

However, a major shortcoming of BNT-based materials is the large strain hysteresis caused by domain-wall motion, which is
undesirable for actuator applications. Additionally, the induced strain in BNT-based materials is accompanied by a decrease in
the ferroelectric-to-relaxor transition temperature TF-R (or depoling temperature Td).

88,91 Although the best strain performance
can be achieved in materials with TF-R or Td around room temperature, it exhibits poor temperature stability. Therefore, to make
the BNT-based materials viable for applications, further efforts should be made to decrease the strain hysteresis and to improve
the temperature stability.

4.05.4.4.3 (K,Na)NbO3-based systems
Potassium sodium niobate ((K,Na)NbO3, KNN) was firstly reported by Shirane et al. in 1954, which showed a high TC of�410 �C,
a large remanent polarization Pr of �33 mC$cm�2 and a moderate piezoelectric coefficient of �80 pC$N�1 (for (K1/2Na1/2)
NbO3).

1,93 During the last two decades, extensive investigations have been conducted on KNN-based piezoelectrics, and the piezo-
electricity has been substantially improved.90

KNN exhibits complex phase transitions with the changes of composition and temperature, resulting in various phase bound-
aries in KNN-based materials. For example, (K1/2Na1/2)NbO3 undergoes the rhombohedral / orthorhombic / tetragonal / cu-
bic phase transitions at around �160 �C (TR-O), 200 �C (TO-T), and 410 �C (TC), respectively. Generally, three kinds of phase

Fig. 23 Out of plane phase images of BNT-BT ceramics measured by piezoresponse force microscopy (PFM). Areas encircled by dark lines indicate
ferroelectric domains, and the remaining indicates polar nanodomains. Reprinted with permission from Zhao, J.; Zhang, N.; Ren, W.; Niu, G.; Walker,
D.; Thomas, Pamela A.; Wang, L.; Ye, Z.-G., J. Am. Ceram. Soc. 2019, 102 (1), 437–447.
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boundaries are used to design KNN-based materials with better piezoelectricity, i.e., the rhombohedral-orthorhombic (R-O),
orthorhombic-tetragonal (O-T), and rhombohedral-tetragonal (R-T) phase boundaries (Fig. 25). By appropriate chemical modifi-
cations, these phase boundaries can be shifted to room temperature, leading to enhanced piezoelectricity. An example of this
approach is the downward displacement of the O-T phase boundary by doping KNN with the Liþ and Agþ ions, which results
in good piezoelectricity with d33 > 300 pC$N�1.113 Alternatively, the R-O phase boundary can also be moved upward to room
temperature by the Sb5þ and Ta5þ doping, however, the piezoelectricity (d33 z 200 pC$N�1) is lower than the former.114 It is
also possible to suppress the orthorhombic phase by chemical modifications, and the resulting R-T phase boundary has proved
to be beneficial to obtaining better piezoelectricity (d33 > 400 pC$N�1), as demonstrated in materials like
0.96(K0.5Na0.5)0.95Li0.05Nb0.93Sb0.07O3-0.04BaZrO3.

115–117

In addition to the phase boundary engineering, formation of textured microstructure is also an effective way to enhance the
piezoelectric properties of KNN-based materials. For example, an ultrahigh piezoelectric coefficient of d33 z 700 pC$N�1 and
a high planar electromechanical coupling factor (kp z 0.76) have been found in textured KNN-based ceramics.118

Although the KNN-based piezoelectric materials exhibit decent piezoelectricity, they possess a common disadvantage. Namely,
their properties are highly temperature-sensitive due to the polymorphic phase transition(s). Therefore, additional efforts are being
made to improve the temperature stability of this class of materials.90,119

4.05.4.4.4 BiFeO3-based systems
Bismuth ferrite (BiFeO3, BF) has received a great deal of attention due to its multiferroicity with the coexistence of magnetic and
ferroelectric orders at room temperature. Besides, BF is also a promising lead-free piezoelectric material with a giant polarization
(Ps > 60 mC$cm�2) and an ultrahigh Curie temperature (TC ¼ 830 �C).120,121 BF has a rhombohedral symmetry (R3c space group)
at room temperature and no other structural phase transition occurs before transforming to the paraelectric phase at TC. However,
the preparation of pure BF is problematic due to its unstable perovskite phase. Moreover, it suffers from a large leakage current
arising from the existence of mixed valences of Fe3þ/Fe2þ and oxygen vacancies, which makes it difficult to achieve the expected
piezoelectric performances.122 As a consequence, chemical modifications, such as forming solid solutions, have been used to stabi-
lize the perovskite phase and to improve the electric properties. In BF-BT-based materials, one of the most promising lead-free
systems, MPBs between the rhombohedral and tetragonal phases were established, similar to PZT. A breakthrough was made in
the Ga-modified BF-BT ceramics, which exhibits a high TC up to 454 �C along with excellent piezoelectric performance
(d33 ¼ 454 pC$N�1).123,124 It is worth noting that the piezoelectric properties in BF-based materials are very sensitive to the pro-
cessing parameters (e.g., annealing and quenching) which influence their crystal symmetry and microstructure and thereby the
properties.124–126

4.05.4.5 Perspectives and challenges of lead-free perovskite piezoelectric materials

During the last two decades, extensive studies have been carried out on lead-free perovskite piezoelectric materials. Especially, signif-
icant progress has been made on such material families as BT-based, BNT-based, KNN-based and BF-based piezoelectrics by chem-
ical modifications, microstructure engineering and other techniques. Up to now, the piezoelectric performance of lead-free
piezoelectric materials of perovskite structure has been improved remarkably, with the best performance being comparable to
that of the lead-based piezoelectric materials. However, the following issues still need to be addressed before large-scale applications
of those materials become viable.

Fig. 25 Phase boundary engineering strategy in KNN-based materials. R.T. represents room temperature.
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(I) Improving the temperature stability. Owing to the nature of polymorphic phase transition(s) around room temperature in
most of the lead-free perovskite piezoelectric materials, a common shortcoming is their strong temperature-dependent
properties. For example, BT-based materials show high piezoelectricity but very low TC. BNT-based materials suffer from
low depoling temperature below TC. Similarly, KNN-based materials exhibit a large d33 which is strongly temperature
dependent. This shortcoming has been a major obstacle preventing lead-free piezoelectric materials from being used in
applications. To solve this problem, further chemical modifications are necessary to form phase boundaries with MPB
characteristics rather than PPT.

(II) Enhancing the strain and reducing its hysteresis. BNT-based piezoelectric materials show an improved electric-field induced
stain compared to that in lead-based and other lead-free piezoelectric materials. However, they suffer from a large strain
hysteresis, which has hindered their application for actuators. The strain level of other lead-free piezoelectric materials is still
inferior to that of most PZT-based materials. Therefore, extra efforts are needed to improve the strain in lead-free piezoelectric
materials.

(III) Optimizing the microstructure and reducing the leakage current. BF-based materials exhibit high piezoelectricity and good
temperature stability, which are comparable to lead-based piezoelectric materials. However, further efforts should be devoted
to optimize the microstructure and to reduce the leakage current.

With continuous efforts and steady progress, it is highly expected that the lead-free piezoelectric materials could partially replace the
lead-based piezoelectric materials in a wide range of practical applications in the near future.

4.05.5 High-temperature piezoelectric materials

4.05.5.1 Need for high-temperature piezoelectric materials

In many technological applications, piezoelectric materials that can work in a broad temperature range are needed. For example, in
the downhole oil industry, piezoelectrics for temperature, pressure, and flow rate sensing, and ultrasonic imaging, are all required to
work at temperatures over 200 �C for deep drilling. In automobile electronics, high-temperature devices are needed for signal condi-
tioning and activity control, some of which are required to be functional at temperatures up to 300 �C. In aerospace, engine vibra-
tion monitoring requires piezoelectric devices to work stably for tens of thousands of hours at high temperatures. Those harsh
working environments pose severe challenges to piezoelectric materials in terms of temperature range and stability.127,128

Some basic requirements must be satisfied for piezoelectric materials to be useful at high temperatures, including high-
temperature stability (high depoling temperature), good piezoelectric performances (high piezoelectric coefficients, electromechan-
ical coupling factor, and mechanical quality factor), high resistivity (low dielectric loss), high mechanical strength, small thermal
expansion, etc.129,130 For example, currently, the commercially available piezoelectric materials are mainly PZT-based ceramics, but
they suffer from thermal depolarization at around 150 �C, making them unsuitable for high-temperature piezoelectric devices.
Therefore, it is crucial to develop piezoelectric materials with high piezoelectric performance and thermal stability.

Given the strict requirements, only a limited number of piezoelectric materials are available for high-temperature applications,
and they can be primarily classified into two groups, i.e., single crystals and polycrystalline materials. Some representative high-
temperature piezoelectric materials from each group are discussed below.

4.05.5.2 High-temperature piezoelectric single crystals

Piezoelectric single crystals constitute the major part of high-temperature piezoelectric materials. Since the discovery of quartz,
several piezoelectric single crystals have been developed, including tourmaline, LiNbO3, lithium tetraborate, AlN, langasite, quartz
analogs, rare earth-calcium oxyborate, etc.

4.05.5.2.1 Quartz (SiO2)
Quartz (silicon dioxide SiO2) is the first discovered, and still the most widely used, piezoelectric crystal. At room temperature, it
crystallizes in the trigonal system with 32 point group (a phase), and upon heating, it transforms to the hexagonal system (b phase)
at 573 �C. At first, natural quartz was mainly used, but now it has been widely replaced by synthetic quartz grown by the hydro-
thermal method. Quartz possesses such properties as excellent electrical resistivity (>1017 U cm at room temperature), ultralow
mechanical loss, and narrow bandwidth, which are nearly temperature independent. Therefore, quartz crystals have been widely
used in oscillators, resonators, and filters. However, the drawbacks of quartz crystal include low dielectric constant ( 3r ¼ 5),
weak piezoelectric coefficient (d11 ¼ 2.31 pC$N�1), low a-b phase transition temperature and low mechanical twinning tempera-
ture (�300 �C), which limit their further applications at high temperatures.129,131–133

4.05.5.2.2 Tourmaline
Tourmaline represents the family of aluminum borosilicate minerals with complex compositions of (Na,Ca)(Mg,Fe)3B3Al6-
Si6(O,OH,F)31 (sometimes containing Li, Mn, Ti, Fe or Cr). It belongs to the trigonal crystal system with the 3m point group,
and poses a variety of colors and a wide range of resistivity depending on the composition. The piezoelectric coefficient d33 and
dielectric permittivity were reported to be 1.8 pC$N�1 and 6–8, respectively. No phase transition occurs in the tourmaline before
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its melting point (around 1100 �C). However, the usage temperature is limited to <900 �C due to its high pyroelectric coefficient
(�4 � 10�6 C$m�2$K�1) which may interfere with the signals generated from the piezoelectric effect and thus lower the sensitivity
of the devices.129,131 Attempts were made to grow tourmaline crystals by the hydrothermal method, however, the size is too small
for practical applications.134,135

4.05.5.2.3 LiNbO3 and LiTaO3
Both lithium niobate (LiNbO3, LN) and lithium tantalate (LiTaO3, LT) crystals are ferroelectric. They are isostructural and belong to
the trigonal crystal system with the 3m point group at room temperature. LN and LT have high TCs of �1150 �C and �720 �C,
respectively, reducing the likelihood of depoling at elevated temperatures. The piezoelectric coefficients are d33 ¼ 6 pC$N�1 and
d15 ¼ 68 pC$N�1 for LN, and d33 ¼ 9 pC$N�1 and d15 ¼ 26 pC$N�1 for LT. In addition, LN and LT crystals exhibit excellent
optical, electro-optical and pyroelectric properties. Therefore, they have been widely used for piezoelectric sensors, infrared detec-
tors, frequency doublers, electro-optical devices and surface acoustic wave (SAW) devices. Due to their low resistivity at high temper-
atures, the usage temperature of LN crystal is limited to <600 �C. Nowadays, LN and LT crystals are mainly grown by the
Czochralski method with control of stoichiometry, and are widely commercially available.129,136,137

4.05.5.2.4 Lithium tetraborate (Li2B4O7)
Lithium tetraborate (Li2B4O7, LTB) crystals were claimed to be ferroelectric with tetragonal 4mm point group.138 The piezoelectric
coefficient d33 and dielectric permittivity 3r

0 were reported to be 19.5 pC$N�1 and 10.1, respectively. Though no phase transition
occurs below its melting point (917 �C), the high ionic conductivity makes LBT crystals unsuitable for high-temperature applica-
tions at low frequencies.129

4.05.5.2.5 AlN
AlN has the wurtzite structure with point group 6mm. The piezoelectric properties of AlN were reported to be d33 ¼ 5.6 pC$N�1 and
d14 ¼ 9.7 pC$N�1. Bulk AlN single crystals with high quality are difficult to grow and most AlN crystals are grown in the form of
thin films by various methods such as molecular beam epitaxy (MBE), metal-organic chemical vapor deposition (MOCVD) and
physical vapor transport (PVT). AlN crystal has a high melting point of >2000 �C with no solid-solid phase transitions. The usage
temperature of AlN is generally limited to <700 �C due to surface oxidation.129,139,140

4.05.5.2.6 Langasite family
Langasite (La3Ga5SiO14, LGS) was initially developed as a laser crystal in the USSR in the 1980s.141 After that, a series of materials
with a similar structure to LGS was developed as the langasite family. Langasite family crystals have a general formula of
A3BC3D2O14, where A and B represent the cations on decahedral sites coordinated by eight oxygens and an octahedral site coordi-
nated by six oxygens, respectively, and C and D cations occupy the large and small tetrahedral sites, respectively, with the coordi-
nation number of four. In LGS, the large La3þ occupies the A sites, Ga3þ occupies the B site, C sites and part of the D sites, while Si4þ

occupies the remaining D sites. LGS belongs to the trigonal system with 32 point group, and it exhibits piezoelectricity up to its
melting (around 1500 �C). Due to the attractive electric performance at high temperatures, such as relatively high piezoelectricity
(d11 ¼ 6.2 pC$N�1), large electromechanical coupling factors (k12 ¼ 0.16), high resistivity (9 � 106 U cm at 500 �C), good temper-
ature stability and low acoustic loss, LGS has been widely used for the fabrication of SAW devices and bulk acoustic wave (BAW)
devices.142 By doping and substitution (e.g., with Al3þ and Nb5þ), the dielectric and piezoelectric properties of the langasite family
crystals can be further improved. Generally, their usage temperature range is limited to <800 �C due to the reduced resistivity. The
langasite family crystals with a large size and high quality can be grown by the Czochralski method and the Bridgman method,
making them the most viable materials for broad applications at high temperatures.129,131,143

4.05.5.2.7 Quartz analogs
A number of crystals including GaPO4, AlPO4 and GaAsO4 crystallize in the structure similar to quartz (32 point group), and they
constitute the family of quartz analogs that are promising high-temperature piezoelectric materials. For example, GaPO4 retains the
advantages of quartz, with high electric resistivity andmechanical quality factor, while exhibiting higher electromechanical coupling
factor and better piezoelectricity (d11 ¼ 4.5 pC$N�1) at temperatures up to 970 �C, where an a-b phase transition occurs. GaPO4

crystals can be grown by the hydrothermal growth method.129,144

4.05.5.2.8 Rare earth-calcium oxyborate
Rare earth-calcium oxyborate (ReCOB) crystals have a monoclinic m symmetry with a general formula of ReCa4O(BO3)3, where Re
represents a rare earth ion, such as La3þ, Nd3þ or Pr3þ. ReCOB crystals exhibit superior piezoelectric properties among the high-
temperature piezoelectric crystals. For example, the piezoelectric coefficient d26 of PrCOB reaches 15.8 pC$N�1 with an electrome-
chanical coupling factor k24 ¼ 0.315. Similar to langasite crystals, ReCOB has no phase transition up to its melting temperature
(�1500 �C), and can be grown by the Czochralski method and the Bridgman method. The usage temperature range of ReCOB
is limited by its electrical resistivity, generally up to �1000 �C.129,145

Table 6 lists the structure and physical properties of some representative piezoelectric single crystals, which show great potential
for high-temperature electromechanical applications.
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4.05.5.3 High-temperature polycrystalline piezoelectric materials

In addition to the piezoelectric single crystals, some ferroelectric polycrystalline materials are also suitable for high-temperature
piezoelectric applications. They are grouped here according to their crystal structures.

4.05.5.3.1 Perovskite system
While most ferroelectric materials with perovskite structure show a relatively low TC, making them unsuitable for high-temperature
applications, the ceramics of bismuth-based perovskite solid solution BiScO3-PbTiO3 (BS-PT) were recently found to show both
high TC (450 �C) and large piezoelectricity (d33 ¼ 460 pC $N�1) in the MPB region, which outperform the hard PZT ceramics.
Thus, they are promising materials for electromechanical transduction applications at high temperatures.146,147 Generally, the usage
temperature of these materials is limited to the half of TC due to the phase transition at MPB.

4.05.5.3.2 Tungsten bronze system
Materials with tungsten bronze structure represent the second largest family of ferroelectrics, with a general formula of
((A1)2(A2)4C4)((B1)2(B2)8)O30. The tungsten bronze structure consists of a complex array of distorted BO6 octahedra sharing
corners, forming two tetra-atomic rings (A1), four five-membered rings (A2), and four triatomic rings (C), as shown in Fig. 26.
A representative material of this family is PbNb2O6 (lead metaniobate), which possesses a high TC (570 �C), a high degree of piezo-
electric anisotropy (d33 ¼ 85 pC$N�1 and d31 ¼ �9 pC$N�1) and low mechanical quality factors (�20). As a result, PbNb2O6 is
suitable for non-destructive evaluation type transducers above room temperature.1

4.05.5.3.3 Bismuth-based layered structure
Bismuth layer structured ferroelectrics (BLSFs) have a general formula of (Bi2O2)

2þ(Am�1BmO3mþ1)
2�, where the perovskite slabs

(Am�1BmO3mþ1)
2� are interleaved with the bismuth oxide layers (Bi2O2)

2þ along the c-axis (Fig. 27). In this formula, A is a mono-,
di-, tri- valent ion or combination of them allowing dodecahedral coordination, B is a combination of cations well suited for octa-
hedral coordination, andm is the number of octahedral layers in the perovskite slab. The number of layers (m) generally varies from
1 to 6, leading to various materials, such as Bi3TiNbO9 (m ¼ 2), Bi4Ti3O12 (m ¼ 3), SrBi4Ti4O15 (m ¼ 4). BLFSs show high TCs
(530–940 �C), high mechanical quality factors, good piezoelectricity (d33 ¼ 5–45 pC$N�1), low dielectric permittivity, strong
anisotropic electromechanical properties and low aging rates. Therefore, they are promising candidates for high-temperature sensor
applications. However, drawbacks of BLSFs include high coercive fields, thermal aging, and large dielectric losses at high temper-
atures. Generally, the usage temperature range of BLSFs is limited to <600 �C.148,149

4.05.5.3.4 Layered perovskite structure
Ferroelectric materials with a general formula of AnBnO3nþ2 belong to the layered perovskite structure family. This structure is char-
acterized by corner-sharing BO6 octahedra and 12-coordinated A cations within the perovskite-like layers, which are linked by A
cations at their boundaries (see Fig. 28). Typical materials include Sr2Nb2O7, La2Ti2O7 and Pr2Ti2O7, which exhibit extremely
high TCs of 1342 �C, 1482 �C and 1550 �C, respectively. The piezoelectric coefficients d33 of layered perovskite-structured crystals
are on the range of 0.5–2.6 pC$N�1 with a relatively high resistivity at high temperatures. The usage temperature range of the crys-
tals is estimated to be <900 �C.150–152

4.05.5.4 Perspectives and challenges of high-temperature piezoelectric materials

High-temperature piezoelectric materials are of great importance for a wide range of applications. The various materials developed
for the purpose follow a general trend that a higher usage temperature corresponds to lower piezoelectricity, as shown in Fig. 29.

Table 6 Summary of the high-temperature piezoelectric single crystals.

Crystals Symmetry Piezoelectric coefficient ( pC$N�1) Transition temperature (�C) Permittivity Crystal growth method References

a-Quartz 32 d11 ¼ 2.31
d14 ¼ 0.73

573 5 Hydrothermal growth 129,131–
133

Tourmaline 3m d11 ¼ 2.31 �1100 6–8 Hydrothermal growth 129,131
LiNbO3 3m d33 ¼ 9

d15 ¼ 26
1150 25 Czochralski method 129,136,137

Lithium tetraborate 4mm d33 ¼ 19.5 917 10.1 Czochralski and Bridgman methods 129
AlN 6mm d33 ¼ 5.6

d14 ¼ 9.7
>2000 �9 MBE, MOCVD and PVT 129,139,140

La3Ga5SiO14 32 d11 ¼ 6.2 �1500 18 Czochralski and Bridgman methods 129,131,142
GaPO4 32 d11 ¼ 4.5 970 �6 Hydrothermal growth 129,144
PrCa4O(BO3)3 m d26 ¼ 15.8 �1500 15.3 Czochralski and Bridgman methods 129,145
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Fig. 26 Tungsten bronze structure.

Fig. 27 Bismuth-based layered perovskite structures.

Fig. 28 Crystal structure of La2Ti2O7.
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Therefore, developing piezoelectric materials with both high piezoelectricity and a broad usage temperature range is still a chal-
lenging task which could be fulfilled from the following aspects.

(I) Enhancing the piezoelectricity of non-perovskite piezoelectric single crystals and piezo-/ferroelectric polycrystalline materials,
by appropriate compositional design, optimized preparation conditions and engineered microstructure.

(II) Increasing the Curie temperature and improving high-temperature piezoelectric performance of perovskite materials by
forming solid solutions with a high-temperature MPB.

(III) Systematically optimizing the key parameters required for high-temperature piezoelectric materials, for example, high
resistivity at high temperatures, by rationalized chemical modifications.

4.05.6 Textured piezoelectric ceramics

4.05.6.1 Motivation for developing textured ceramics

Piezoelectric single crystals (with specific orientation) exhibit superior piezoelectric and dielectric performance when compared to
their polycrystalline counterparts due to the absence of grain boundaries and the associated defects and the presence of inherent
anisotropy in material properties (see Section 4.05.2). However, the growth of single crystals is costly (platinum crucibles are
needed) and time-consuming (it usually takes several weeks). In addition, compositional segregation and volatilization usually
occur during the crystal growth process, making it very difficult to grow single crystals with desirable compositions.73,153

In this context, textured piezoelectric ceramics can be a good alternative to single crystals. Textured ceramics or grain-oriented
ceramics refer to the ceramics in which a particular crystallographic axis is intentionally aligned. Generally, the piezo-/dielectric
performances of textured ceramics can be enhanced significantly by increasing the texturing degree, approaching those of single crys-
tals along a particular direction, as schematically presented in Fig. 30. In addition, the preparation of textured ceramics is relatively
simpler and more cost-effective than the growth of single crystals (see Section 4.05.6.2.1 for details). Moreover, textured ceramics
generally have stronger mechanical strength than their single-crystal counterparts. These features make textured ceramics favorable
for use in a wide range of engineering applications.153–155

4.05.6.2 Progress in textured ceramics

4.05.6.2.1 Development of textured ceramicsdA brief overview
Textured piezoelectric ceramics were firstly developed with SbSI in Japan in the 1960s.156 Since then, some efforts have been
devoted to ferroelectrics with bismuth layer and tungsten bronze structures which show strong anisotropy (see Section 4.05.5).
Originally, hot-pressing and hot-forging processes were utilized to develop texture in those ceramics. Later, these methods were
replaced by a simpler technique based on molten salt synthesis and tape casting (the rudiment of templated grain growth which
will be discussed later on).157,158 By means of these methods, a remarkable improvement of piezoelectricity has been realized

Fig. 29 Piezoelectric coefficient as a function of usage temperature for various high-temperature piezoelectric materials.
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(see Table 7 for some examples). Nevertheless, the piezoelectric performance of the textured ceramics with bismuth layer and tung-
sten bronze structures are still mediocre, as the development of those textured ceramics has been relatively slow.

Since the 2000s, the development of textured ceramics has been accelerated due to the realization of texture in ferroelectric
perovskites by tape casting together with the templated grain growth (TGG)/reactive templated grain growth (RTGG) method.97,163

Nowadays, these techniques have been widely adopted to develop high-performance textured piezoelectric ceramics.

4.05.6.2.2 Texturing techniques by TGG and RTGG
Currently, TGG and RTGG are the most commonly used techniques to fabricate textured ceramics. The processing flows of TGG and
RTGG are basically the same, as illustrated in Fig. 31. The main procedures can be described as follows: (i) mix the powder, binder
and organic solvent by ball milling to prepare a slurry; (ii) add the appropriate pre-synthesized template to the slurry and stir to mix
them uniformly; (iii) prepare films by tap casting; (iv) the films are dried, sliced, laminated and pressed to make a green body;
(v) the green body is thermal-treated at appropriate temperatures to burn out the organic materials and to allow an oriented growth.
Among these procedures, the tape casting process is a crucial step which results in the alignment of the large anisotropic templates in
the ceramic film via doctor blading, leading to the fabrication of textured ceramics with a desirable orientation by TGG or RTGG.153

The main difference between TGG and RTGG lies in the growth mode of the template grains (Fig. 32). In RTGG, reactive
templates are utilized with a crystal structure (at least partially) similar to the target material to be textured. During the subsequent
heat treatment, solid-state reactions occur between the templates and complementary reactants in the matrix to form the oriented
textured ceramics of desired phase. In other words, the reactions and the directional growth of grains take place simultaneously
during sintering, which leads to a large volume shrinkage of the ceramics. In comparison, TGG directly converts the pre-
synthesized material to textured ceramics during sintering via epitaxial growth around the templates, that is, no chemical reaction
occurs during the thermal treatments.164,165

Fig. 30 Schematic diagram of the piezo-/dielectric properties as a function of texturing degree.

Table 7 Physical properties of textured ceramics with different crystal structures.

Materials Method Template Texture degree d33 (pC$N�1) Enhancement (%) a References

Bismuth layer structure

Bi4Ti3O12 TGG Bi4Ti3O12 >95% 10 �100 157
CaBi4Ti4O15 RTGG Bi4Ti3O12 �100% 45 �200 159
Tungsten bronze structure

PbNb2O6 TGG Bi4Ti3O12 / 145 �70 1,158
Sr0.53Ba0.47Nb2O6 TGG KSr2Nb5O15 >90 78 �100 160
Perovskite structure

PMN-PIN-PT TGG BT 94% 1620 �100 161
(Ba0.94Ca0.06)(Ti0.95Zr0.05)O3 TGG BT 98.6% 755 �100 103
0.93BNT-0.07BT TGG BNT 92% 322 �100 162
0.96(K0.5Na0.5)(Nb0.965Sb0.035)O3-0.01CaZrO3-
0.03(Bi0.5K0.5)HfO3

TGG NaNbO3 98% �700 �150 118

aEnhancement is defined as the percentage increase vs randomly oriented ceramics.
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4.05.6.2.3 Mechanism of templated grain growth
The templated grain growth is a key process in the fabrication of textured ceramics. In this section, the mechanism of oriented grain
growth is introduced.

When the template seeds and ceramic matrix particles have the same chemical composition and crystal structure, but different
surface characters, the grains grow epitaxially on the surfaces of the templates. Such a process is called TGG. It is based on the well-
known Ostwald ripening phenomenon, that is, the large template grains grow in the way of swallowing the small particles.166 On
the other hand, when the templates and the matrix particles have similar crystal structure and lattice parameters, but different chem-
ical compositions, the morphology of the grains will gradually become the same as that of the templates during the heat treatment.
This process is called Hetero-TGG. Since in the TGG process, it is not easy to obtain the templates with desirable morphology and
composition,153 in most circumstances, Hetero-TGG is used to fabricate textured ceramics. Thus, in this section, we simply use the
term TGG which includes Hetero-TGG.

The texturing mechanism by TGG includes three major stages: (i) nucleation on the templates, (ii) rapid growth of textured
grains, and (iii) slow growth of textured grains after impingement. In the first stage, sintering provides enough activation energy,
leading to a gradually enlarged contact area between the templates and the matrix powder. Driven by the difference in surface ener-
gies, nucleation occurs on the surfaces of the templates with the lowest energy. At this time, the crystallization interfaces migrate
from the template boundaries into the polycrystalline matrix, accompanied by the formation of textured grains. After nucleation,
the grains grow rapidly in a homoepitaxial way. In this case, the process is simply the Ostwald ripening. With the extension of heat-
ing time, the large texture grains begin to collide with each other when they reach the critical growth distance, and the texture

Fig. 31 Processing flow diagram for the preparation of textured ceramics by TGG or RTGG.

Fig. 32 Schematic diagrams indicating the difference between RTGG and TGG.
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development enters the final stage. At this stage, the growth rate of the textured grains decreases remarkably due to the lowering
driving force at the boundaries between the impinged grains.154,161

As for RTGG, the mechanism could be more complex, as additional chemical reactions occur during the sintering process. In
a way, TGG could be a part of RTGG. Although some preliminary mechanisms have been proposed, such as in situ topochemical
conversion and oriented seeding of a phase transformation,165,167 more detailed investigations are still needed to better understand
the mechanism of RTGG.

4.05.6.2.4 Selection of templates
The texture degree is strongly dependent on the type of templates selected, which should ideally satisfy the following three require-
ments: (i) the crystal structure of the templates should be similar to the final ceramic system with a lattice mismatch of less than
15%. (ii) The templates must have larger anisotropic dimensions (or higher aspect ratios) (i.e., strip, whisker or sheet) compared
to those of the particles in the ceramic matrix (see Fig. 33 for examples), so that they can be easily aligned by the tape casting process.
(iii) The templates should be thermodynamically stable.153,154,165

To meet these requirements, several methods have been developed to prepare templates, including the hydrothermal method,
molten salt method and sol-gel method. With these techniques, many compounds, such as BT, SrTiO3, NaNbO3, BNT, and
Bi4Ti3O12 have been successfully synthesized as templates and widely used to fabricate textured ceramics of different structures.161

4.05.6.2.5 Piezoelectric properties of textured ceramics
The fabrication techniques developed so far have promoted a rapid development of textured ceramics in recent years, especially,
with the perovskite materials. Table 7 compares the piezoelectric performances of the randomly-oriented and textured ceramics
with different crystal structures, demonstrating clearly the enhancement of piezoelectricity by forming texture. Compared to other
structures, materials belonging to the perovskite family show much higher piezoelectricity. For example, using BT as templates,
ultrahigh piezoelectricity was achieved in PIN-PMN-PT textured ceramics, making them a suitable replacement for piezoelectric
single crystals in some electromechanical applications.161 It is worth noting that the enhancement of piezoelectric properties is
particularly significant in textured lead-free materials. In fact, in recent years, remarkable progress has been made on various
lead-free perovskite systems, including KNN-based, BT-based and BNT-based textured ceramics. These materials show superior
piezoelectric performance (with d33 in the range of 322–755 pC$N�1), comparable to that of PZT-based piezoelectric
ceramics.97,103,118,162,168 Therefore, developing textured ceramics has proved to be an effective way to augment the piezoelectric
properties.

4.05.6.3 Summary and perspectives

Textured ceramics fall between single crystals and randomly oriented polycrystalline ceramics, whose piezoelectric performance can
be tuned to be close to that of single crystals. They have the advantages of a relatively simple preparation process, lower cost and
a wide range of applicability compared with piezoelectric single crystals. Therefore, textured piezoelectric ceramics have a very prom-
ising future for large-scale engineering applications.

To develop textured ceramics with better and well-controlled performances, several issues should be addressed, including
(i) investigating the fabrication parameters in a more systematic way by optimizing the slurry composition, casting procedure
and heat treatment profile, etc., (ii) developing various methods to fabricate templates with desirable morphology and optimizing
the selection of templates, and (iii) clarifying the mechanism of the grain growth, especially in RTGG, to achieve a highest possible
degree of texture. Once all these issues have been resolved, textured ceramics will become a truly viable resource of piezoelectric
materials for a broad range of applications.

Fig. 33 Morphology of (A) BaTiO3 and (B) Bi4Ti3O12 templates commonly used for preparing textured piezoelectric ceramics.
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4.05.7 Applications of piezo-/ferroelectric materials: Present and future

4.05.7.1 General introduction to piezoelectric devices and application

Piezoelectric materials have the unique capability of converting mechanical energy into electric energy, and vice versa, based on the
direct and converse piezoelectric effects, respectively, which makes them most versatile for a wide range of industrial, commercial
and technological applications. Recent developments of piezo-/ferroelectric materials as presented in the previous sections have
accelerated the design, fabrication and commercialization of piezoelectric devices across various sectors. The global market for
piezoelectric devices is valued to be $35.4 billion by 2026, with an expected annual growth rate of 4.3% from the estimated
$28.7 billion in 2021.169

According to the type of products and their working principles, piezoelectric devices can be divided into four categories: sensors,
generators, actuators and transducers (Table 8).

Piezoelectric sensors utilize the direct piezoelectric effect, which can detect changes in force and other related physical quantities
such as acceleration, strain, pressure, acoustic wave, vibration, etc., by producing electrical charges. Compared with other types of
sensors, piezoelectric sensors have the advantages of high sensitivity, fast response, small size and simple structure, and therefore,
they have been widely used for flexible motion, touch, vibration and shock measurements, among many others.170–172

Piezoelectric generators convert mechanical energy into electrical energy. They have the advantages of smaller size and better
versatility compared to traditional generators in which electromagnetic coils are used. Piezoelectric generators have been used to
harvest electricity from vibrational energy, tidal energy, etc., to power electronic devices like cell phones, and to produce impulse
electricity.172–174

Piezoelectric actuators operate based on the converse piezoelectric effect by which mechanical displacement or vibration can be
realized under the application of an electric field. Piezoelectric actuators offer a number of benefits such as extremely high resolution
(within the nanometer range), very short response time (under 1 ms), high actuation forces, long lifetime, low power consumption
and good usability. Therefore, they have been widely used for high-precision positioning, acoustic projection/transmission, ultra-
sonic welding and active control of vibrations/noises.172,175,176

Piezoelectric transducers use piezoelectric materials to realize conversion between electrical and mechanical energies. Generally,
they consist of ultrasound generating parts (transmitters) and echo detecting parts (receivers). Piezoelectric transducers have been
used for underwater acoustic applications, non-destructive testing/evaluation, ultrasonic imaging, medical diagnosis, etc.9,172,177

In the subsequent sections, the most important applications at present and some forward-looking technologies of piezoelectric
devices are discussed, with focus on the following areas: medical and health care, industrial manufacturing, processing and detec-
tion, automotive, consumer electronics and Internet of Things.

4.05.7.2 Medical and health care

Ultrasound imaging has become one of the main medical imaging and diagnosis tools. It uses a transducer to transmit high-
frequency acoustic waves, and detect the sound reflected back from the organisms of a human or animal body. After signal treat-
ments, detailed 3D images of the organs/tissues can be reconstructed and displayed at high resolution. This technique helps the
doctors to perform physician evaluation and diagnose in a more efficient and accurate way.9,119

Ultrasound has also been used for therapy, in which ultrasonic sound energy is deposited in the tissue to induce various bio-
logical effects. Up to now, many applications have been proposed and some of them have been in clinical use for cancer treatment,
tissue regeneration, lithotripsy, neurotrauma and neurodegenerative treatment, implant removing, and antifouling treatment.178

Other medical and health applications of piezoelectric materials and devices include ultrasonic atomizing, hearing aids, dental
scaling, precision dosing, and various sensors for physical health monitoring.

With continuous progress in basic research and clinical trials, more and more advanced diagnostic and therapeutic techniques
are expected to be developed based on high-performance piezoelectric materials.

Table 8 Categories of piezoelectric devices.

Type of devices Piezoelectric effect Working principle Examples

Sensors Direct Convert physical quantity into electrical signal Accelerometer, pressure sensor, flaw detector,
microphone, etc.

Generators Direct Generate power under mechanical stimuli Spark igniter, energy harvesting, etc.
Actuators Converse Convert electrical signal into mechanical displacement/

vibration
Ultrasonic motor, ultrasonic welding, speakers, etc.

Transducers Both Convert between electrical and mechanical energy Sonar, non-destructive testing, medical ultrasonic
imaging, etc.
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4.05.7.3 Industrial manufacturing, processing and detection

Piezoelectric materials can be found in a large number of applications in advanced industrial manufacturing and processing. For
example, different kinds of piezoelectric actuators are used in machining, semiconductor-related testing, assembling and
manufacturing, etc., which enable the control and positioning of the equipment with a much higher precision than the traditional
electromagnetic actuators.2

In addition, piezoelectric transducers and shock wave generation devices have been utilized for ultrasonic cleaning, ultrasonic
welding andmixing, etc. In recent years, the ultrasonic welding technique has been widely utilized for themanufacture of masks and
other products. Generally, piezoelectric devices used in these applications need to be of high power to ensure efficiency.

Acoustic detection is also an important application branch. The sonar system has been the most effective technique for under-
water imaging, navigation and communication since World War II. Nowadays, the detection/measurement based on acoustic wave
echo has become amainstream technique for underwater exploration. For example, the sonic well logging technique is developed to
obtain high resolution 3D models of oil and gas wells.2,179

In the near future, novel piezoelectric materials with better performances will further enhance the accuracy, reliability and effi-
ciency of these devices, and expand the range of applications.

4.05.7.4 Automotive

In the automotive industry, many piezoelectric devices have been developed and used to achieve a variety of functions. For example,
engine knock sensors, tire pressure sensors, dynamic pressure sensors, airbag and seatbelt sensors, etc., can be found in most of the
new vehicles these days. Piezoelectric actuators made by high-temperature piezoelectric materials are used as fuel injectors to control
the spray of fuel to improve the fuel economy and to reduce emissions. Piezoelectric transducers have been designed and used for
objects detection and auto parking.176,180,181

More advanced and newly-developed piezoelectric sensors, actuators and transducers will be key components in future self-
driving vehicles with better safety and reliability.

4.05.7.5 Consumer electronics

Consumer electronics represent a large market share of piezoelectric devices. A popular category of devices is piezoelectric speakers
(such as in cellphone, earbuds and somemusical greeting cards), which have the advantages of smaller size, impervious to magnetic
field and low-power input compared to conventional speakers. Conversely, piezoelectric transducers can achieve active noise
control and reduction, by monitoring the environmental noise, and then, through feedback, producing an “opposite” sound
wave with an inverted phase to cancel the noise. Based on this principle, some noise reduction/cancelation headphones have
been designed and fabricated. However, their application is still limited because of the complications involving the integration
of the sensors, actuators, power supply and related control.182

In addition to the sound-related applications, piezoelectric devices are essential for some high-precision control and actuation in
many electronic products. An example is the piezoelectric motors which are used as auto-focusing drive in cameras with such advan-
tages as precision, silence and low power consumption compared with electromagnetic motors. Another example is the inkjet
printer, where piezoelectric actuators in the printer head act on small diaphragms or change the geometry of the inkwell to extrude
the ink droplets from the orifice onto the paper.175 Similar kind of devices has been used in 3D printers where piezoelectric actuators
are used to control the nozzle that can deliver a precise amount of powder or liquid with high speed.183

Another type of up-to-date devices is piezoelectric gyroscopes which have been used in navigation, aviation, space exploration
and many consumer electronic products such as smart phones. The piezoelectric gyroscopes can track complex motion accurately
without being affected by magnetic fields. The utilization of piezoelectric gyroscopes offers multi-functional versatility, e.g., leading
to smarter applications of cell phones.184,185

4.05.7.6 Internet of Things

As an emerging technology, the Internet of Things (IoT) relies on the construction of large-scale sensor networks and systems to
perceive the world and to act accordingly. As one of the key components, piezoelectric sensors and actuators have the potential
to be used in almost every system that is connected to the IoT.186,187

One of the major challenges that the IoT is facing is the availability of power. To solve this problem, piezoelectric generators
could be an excellent solution by harvesting energy from vibrations, shocks and movements to power the devices. It is expected
that, with the development of new high-performance piezoelectric materials and the improvement of efficiency of the piezoelectric
generators, the integration of piezoelectric sensors, actuators and generators into the IoT will be achieved in the near future.173,188
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Abstract

Intermetallic compounds are a vast and diverse class of materials, originating from the fact, that over 80 elements of the
periodic table are metals. The sheer combinatory possibilities, set aside their respective potential physical properties, already
give a good impression why this class of compounds interests scientist all around the world. A huge number of these
elements can form specific compounds with a unique crystal structure, separating these from classical alloys. This chapter
covers a selection of intermetallic materials focusing on their different structures and compositions as well as for some
selected examples on their properties and their appearances in every-day life.

4.06.1 Introduction

The latest release of the periodic table contains, as of December 2018, contains 118 named elements.1 Of these, 80þ elements are
metallic, adopting in many cases closest packed structures. However, even among the elements, peculiarities in their structures and
respective bonding situations arise. Manganese (a-Mn),2 for example, adopts one of the most complex elemental structures with
four independent crystallographic sites and 58 atoms per unit cell. All of these metallic elements with their plethora of structures
and (physical) properties are potential candidates for the formation of so-called intermetallic compounds.

Even before systematic investigations, intermetallic compounds were used, as they occur in long known materials such as steel,
bronze or brasses. But also, over the last decades, this class of materials has gained dramatically in importance. Without the knowl-
edge regarding intermetallic materials, probably no light-weight aluminum- or magnesium-based alloys would exist for the appli-
cation in the transportation or aviation sector or as e.g., material for casings of modern-day handheld devices such as phones, tablets
or notebooks. Different titanium- or nickel-based based “super alloys” are used as coating for jet turbine blades, or silicon based
intermetallics occur in microelectronics. Dental amalgams also contain various intermetallics and superconducting intermetallics
are used for medical purposes in MRT devices while hard-magnetic Nd2Fe14B is used in wind turbines, in the motors of electric
vehicles or in miniaturized form in speakers. And these are probably just the most prominent examples.

It should be mentioned, that the topic intermetallics has been addressed in a series of text books suitable for master and PhD
students,3,4 as well as some for advanced readers,5,6 also targeting the growth of these compounds.7 A more materials based point
of view has also been employed.8–10 The structures and properties of rare-earth containing intermetallics have also been summa-
rized and extended over the last decades.11 The “Handbook on the Physics and Chemistry of Rare Earths” contains numerous arti-
cles addressing the structures as well as physical and spectroscopic properties of intermetallics, exemplarily the first and the most
recent volume are given.12,13
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Finally, a selected number of reviews published within the last years addressing synthesis, structures and bonding,14–20 nano-
particles,21–23 electrochemistry and catalysis,24,25 and physical and spectroscopic properties26–32 should be mentioned.

4.06.2 Definition, terminology and classification

4.06.2.1 Definition

Intermetallic compounds consist of two or more metals or of a combination between metals and metalloids and exhibit, in contrast to alloys,
a distinct chemical composition and a different structure than the respective starting materials. This is one of the sentences that can be found
in a similar phrasing in many textbooks about general chemistry. And it already summarizes most of the aspects quite accurately.
From a historical point of view, intermetallic materials were already used in everyday life before scientists started to think about their
structures and bonding. Especially the latter point posed a problem for many chemists as these compounds do not follow the usual
valence rules. Therefore, these substances were not really considered as inorganic compounds for a longer time and thus not distin-
guished from alloys.

4.06.2.2 Terminology

Alloys, intermetallics, solid solutionsdthese are terms that are often used in the literature, however, also quite often incorrectly. As
already stated above, an intermetallic compound exhibits its own crystal structure, with respect to the starting materials. NiAl should
serve as an example here. Both Ni and Al crystallize in the cubic fcc type structure (Cu type, Fm�3m),33 however, when mixed in a one
to one ratio and heated above their melting points, upon cooling and solidification a new structure forms, the cubic CsCl type
(Pm�3m) structure. The structure and also the bonding situation in this new compound is different to the starting materials, hence
this has to be considered as an intermetallic material. When, for example, Cu and Au are heated in a 1:1 ratio and the melt is
quenched at high temperatures, the diffraction pattern shows the characteristic reflections of the Cu type structure (Fig. 1, black
lines), therefore this material has to be described as an alloy according to Cu0.5Au0.5. Upon annealing, the diffraction pattern
changes drastically, additional reflections arise, originating from the rearrangement of the atoms and the formation of the tetragonal
intermetallic phase CuAu (CuAu type, P4/mmm, Fig. 1, red lines).

Finally, the term solid solution should be explained. A solid solution describes a series of compounds, which exhibit a range of
different compositions, while at the same time forming all a sole crystal structure. Solid solution can be formed by accident due to
a certain homogeneity range or on purpose, e.g., to modify the physical properties of the system. Substitutions can, in principle,
occur for every element in the structure and on every crystallographic site. In the case of rare earth (RE) element containing inter-
metallics, solid solutions can be used to investigate and modify the magnetic ground state of the RE atoms. The solid solution
CePt1� xPdxAl (x ¼ 0.1–0.8) for example crystallizes in the TiNiSi type structure (Fig. 25D) and orders ferromagnetically for
x ¼ 0 and 0.1. For larger values of x (>0.1), the ferromagnetic ground state gets destroyed and antiferromagnetic ordering is
observed.34 While in this example a formally isovalent substitution takes place, in the solid solutions CeRu1� xNixAl (x ¼ 0.1–
0.85, LaNiAl type structure)35 and CeRu1� xPdxAl (x ¼ 0.1–0.9)36 a change in the valence electron concentration (VEC) occurs, shift-
ing the cerium valence from an intermediate valence state towards a pure trivalent one. In the Eu1� xSrxPtIn2 (x ¼ 0–1)37 and
Tb1� xLuxPdAl2 (x ¼ 0–1) series in contrast, the change in magnetic properties was investigated with respect to a dilution of the
magnetic spins of Eu or Tb by diamagnetic Sr or Lu atoms, respectively.

4.06.2.3 Classification

Within the vast number of binary (and ternary) intermetallics, one can think about ways to classify these compounds. One possi-
bility is to systematize their structures with respect to their structural hierarchy, e.g., using group-subgroup relations. These relations
can be described using the tools given in the International Tables for Crystallography A138 and the guidelines presented by Bärnigh-
ausen39 and Müller.40–42 Numerous examples have been published for individual intermetallic compounds or larger families, e.g.,

Fig. 1 Calculated powder diffraction patterns for HT-Cu0.5Au0.5 (black) and LT-CuAl (red). The super structure reflections are marked with a triangle,
the structures of both compounds are given.
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the AlB2
43 or the Fe2P

44 related structures. The coloring variants, structural distortions, and puckering effects in selected intermetallic
structures have been discussed by Pöttgen in a review article.45

Another possibility is to sort intermetallic compounds by specific structural or electronic characteristics. For the following
sections (4.06.4.2–4.06.4.4) addressing the Laves-, Hume-Rothery- and Zintl-phases, this is a rather easy task. While the formation
of the different Laves-phases mainly depends on the size ratios of the respective elements and can therefore be considered topolog-
ically close-packed structures, for Hume-Rothery- and Zintl-phases a dependency on the respective valence electron concentration
(VEC) can be established. Sometimes, intermetallic phases located in between the two electronic situations are referred to as “polar
intermetallics.”

Finally, the structures can be grouped with respect to their constituent elements. This sorting has been conducted in section 4.06.4,
after addressing Laves-, Hume-Rothery- and Zintl-phases. Here the compounds are sorted after one of the contained elements. This is
done for elements from groups 2/12 (section 4.06.4.5.1) to 14 (section 4.06.4.5.3), which in many of the given binary and ternary
examples are participating in an extended polyanion. And although the respective prototypes might contain a different main group
metal forming the polyanion, the important prototypes will be listed according to their appearances within the context.

4.06.3 Synthesis

4.06.3.1 Starting materials

Intermetallic compounds are typically synthesized from the elements via the various techniques discussed below. A very important
prerequisite for synthesizing “pure” samples, e.g., for the characterization of properties, is the use of highly pure starting materials.
And although high purity metals are readily available at numerous suppliers, the quality is usually only given based on trace metal
base. These quality criteria, however, exclude e.g., oxidic, hydroxidic or carbonate impurities quite frequently found on the surface
of metals. Such surface impurities are especially important to consider when using metal powders due to the enhanced surface area.
Therefore, one should consider, where possible, to use larger pieces to minimize the surface area.

In a number of cases these surface impurities can be chemically removed. Cobalt powder for example can be purified by
removing the oxidic layer in hydrochloric acid. To prevent reoxidation, the powder is washed with ethanol and cyclohexane and
subsequently stored in Schlenk tubes under argon atmosphere. Lead can be purified by segregation. Since lead oxides are lighter
compared to the elemental metal, they float on top of the melt. After cooling, the top part can be mechanically removed. The oxidic
impurities on electrolytic manganese chips for example can be removed by diluted nitric acid. Alternatively, the chips can be sealed
in silica ampoules along with some silica shards. The ampoule is quickly heated to 1473 K and dwelled for 6 h. By this heat treat-
ment, the manganese oxides react with the glass shards leading to surface cleaned Mn chips. Elements like magnesium or aluminum
form passivating transparent oxide or hydroxide layers. These should, if possible, be removed before using these elements. Euro-
pium for example readily forms EuO when exposed to air, which is ferromagnetic below TC ¼ 70 K, affecting magnetic measure-
ments quite drastically. Finally, lithium not only readily forms oxidic and hydroxidic surface impurities but also reacts with
elemental nitrogen to Li3N. The nitride itself is susceptible to hydrolysis leading to a plethora of decomposition products.

Since some elements are industrially prepared via hydrogen reduction, hydrides or interstitial hydrogen can remain in the
product. This can not only lead to the formation of undesired side products, in the cases of Sr5Sb3H

46 and Ba5Ga6H2,
47 these

compounds were initially reported to be binaries. Therefore, alkaline earth metals, along with Eu and Yb should be purified by
vacuum distillation or sublimation before use.

Finally, it should be mentioned that many of the starting materials and also some of the products readily react with oxygen,
nitrogen or moisture, especially at elevated temperatures. Handling and heating of these elements should therefore be carried
out under a protective gas atmosphere. This can be done in glove boxes that are commercially available or using Schlenk techniques.
For both ways, it has to be assured that pure protective gas, e.g., argon is used. While glove box systems usually contain automated
gas purification systems, for Schlenk lines the argon needs an additional purification step. Oxygen is usually removed via a BTX
catalyst, while moisture can be removed by molecular sieve or chemically e.g., via P2O5. Alternatively, getter materials can be
used in the gas supply stream, here typically heated Ti sponge is employed.

4.06.3.2 Container materials

The formation and annealing of intermetallics usually takes place at elevated temperatures, therefore, suitable container materials
are required.48 Post synthetic annealing steps to e.g. increase the crystallinity of the target compound are usually carried out below
the melting point but still temperatures of 1273 K are frequently used. Since a lot of the intermetallics get oxidized at elevated
temperatures, they must be protected from atmospheric components. This can be achieved by encapsulating them in evacuated
silica ampoules. Silica has, in comparison to e.g., borosilicate glasses, the advantage of a much higher softening point of about
1800 K. In turn, this leads to the necessity of using a hydrogen/oxygen burner to achieve the required temperatures. Since silica tubes
contain absorbed moisture at their surfaces, they have to be flame-dried prior to use.

However, there are cases where the materials react with the silica ampoule leading to the formation of metal oxides or even sili-
cides. This can be avoided by either using crucible materials (see below) or by wrapping the sample in metallic foils. Typically, thin
molybdenum, niobium and tantalum foils are used that prevent the contact of the sample with the wall of the ampoule. Direct
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reactions or melt assisted syntheses can also be carried out in silica ampoules if the materials do not react with the glass. Alterna-
tively, crucibles or graphitized ampoules can be used.

Crucibles, both for synthesis and annealing, can be obtained in a wide range of materials. Typically, ceramic or metallic materials
are utilized. The most commonly used ceramic materials are corundum (Al2O3), magnesia (MgO), and zirconia (ZrO2). Crucibles
made of these materials are readily available in different sizes and volumes. They are usually inert to most metallic materials used,
however, one should not forget that these oxides have high melting points. So, in order to sinter powders to form crucibles, often
sintering aids are added. This can be observed, since these crucibles often are slightly yellowish instead of the expected plain white.
Therefore, one has to keep potential side reactions with the sintering aids in mind.

Metallic container materials, both for crucibles and ampoules have to exhibit high melting temperatures along with a good
chemical inertness. This is usually achieved by using refractory metals such as Nb, Ta, Mo or even W. When used as ampoule mate-
rials, one of two ways is typically employed. The tubes can be squeezed at both ends or cylindrical ampoules can be built from
a tube and two lids. The lids are typically obtained from sheet material via a stencil to obtain circular pieces followed by reforming
them into lids. In both cases, the seams of the ampoules are sealed by arc-welding under protective gas atmosphere. It is important
to note that, although refractory metals can sustain high temperatures, they are easily oxidized. Therefore, metal crucibles or
ampoules have to be heat treated either under a protective gas atmosphere or by sealing them in evacuated silica containers. These
crucible materials are especially suitable for the use of elements with low boiling points such as alkali and alkaline earth metals, Zn
and Cd or Eu and Yb.

Finally, crucibles made from e.g., hexagonal BN (h-BN), graphite or glassy carbon should be mentioned. All of these materials
should to be heated under inert conditions to avoid reaction with the atmospheric components. While graphite and h-BN crucibles
are rather cheap and can easily be fabricated from rodmaterial on a lathe, glassy carbon is an expensive crucible material. In contrast
to the two materials mentioned before, it is rather hard, chemically more inert and shows a poor wettability for molten metals,
making it an interesting crucible material.

4.06.3.3 Heating

Heating can be conducted via classical resistance furnaces that are available in different sizes and shapes. Box, muffle or tube
furnaces are commercially readily available from different companies. These furnaces can be programmed, so that ramping for
both heating and cooling is possible. In many cases they can be equipped with a vacuum or inert gas system, enabling a manifold
of chemical reactions. Considerably cheap tube furnaces can be constructed using ceramic tubes, heating tape and insulation, as
described in a recent text book.4

In the case of metallic ampoules, metallic crucibles, graphite or glassy carbon, induction furnaces can be used to heat the respec-
tive container material. This technique is only applicable to electrically conductive materials (see before), since it is based on the
generation of an eddy current within the material. In order to achieve this, the material has to be centered in an induction coil.
By applying a high-frequency alternating current (5–15 kW, 50–1500 kHz), a fast oscillation of the charge carriers takes place, which
in turn leads to Joule heating due to the resistance of the crucible material. Induction furnaces are quite frequently used in industrial
applications whenmetals have to be heated. This ranges from induction-based welding to melting metals for casting or purification.
For laboratory purposes, the ampoules, crucibles or even arc-melted buttons49 get centered in specific water-cooled chambers within
the induction coil. By increasing the power output, they can be heated to the desired temperature. Pyrometers can be utilized to
measure or at least estimate the temperature of the heated specimen.

4.06.3.4 Flux assisted synthesis

Flux assisted syntheses can be carried out for several reasons. Besides the ability to often use lower reaction temperatures due to the
dissolution of the reactants in the fluxing agent, also larger single crystals can usually be grown from flux aided syntheses. One has to
differ between reactive and inert fluxes as well as between metallic and salt fluxes. The potential, the execution and possible appli-
cations have been summarized in two review articles addressing metal flux50 and salt flux51 syntheses. Therefore, only the most
important details will be given in the next paragraph.

Kanatzidis, Pöttgen and Jeitschko50 name the following characteristics for metals to be suitable fluxing agents: (1) the melting
point of the metal should be reasonably low that normal heating equipment can be used, (2) the metal should exhibit a large
liquidus range (large DT between m.p. and b.p.), (3) it should be possible to separate the flux from the respective product by chem-
ical dissolution, filtration in the liquid state or by mechanical removal and (4) in the case of inert fluxes, the metal should not form
stable products with the other reactants. Typical metals that are used as both inert and reactive fluxes are Sn (m.p. 505 K), e.g., for the
synthesis of binary and ternary phosphides (IrP2,

52 PtP2,
53 ANi2P2 with A ¼ Ca, La-Yb54) or Pb (m.p. 600 K), also used for the

synthesis of phosphides (e.g., AEIr2P2 with AE ¼ Ca-Ba55) or silicides (REMn2Si2 with RE ¼ Y, Tb-Lu56,57). But also, Al (m.p.
934 K), Ga (m.p. 303 K), In (m.p. 430 K) or alkali metals (Li: m.p. 454 K) have been used as metallic fluxes.50

Bugaris and zur Loye51 name similar criteria for salt fluxes. The fluxing agent should be able to (1) dissolve a substantial quantity of
the reagents, it should possess a (2) lowmelting point, (3) a significant change of the solubilitywith temperature, (4) a low volatility, it
should be (5) unreactive towards the container that contains themelt, (6) easily removable after crystal growth, (7) commercially avail-
able at low cost, and finally (8) exhibit a low toxicity. Since their review article focusses on the synthesis of oxides from salt fluxes, it
should be additionally referred to a textbook addressing the synthesis of intermetallic materials from molten salts.3,4 As examples,
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the synthesis of e.g., SmFe4P12,
58 BaCuZn3As3

59 or Cr8P6C,
60 all synthesized fromNaCl/KClmixtures, should bementioned. For both,

salt and metal fluxes, the crucible materials can either be ceramics or refractory metals (see section 4.06.3.2).

4.06.3.5 Electrochemistry

Electrochemical reactions are widely used in industry to obtain numerous technologically relevant products ranging from elemental
sodium and chlorine formed in the amalgam process, to lithium used for Li-ion batteries, to the production of aluminum or refining
copper.61 Besides inorganic products also a fair amount of organic compounds, e.g., anthraquinone, azobenzene or succinic acid,
get produced by this process nowadays.62 And although this process is long known, using this approach in order to obtain inter-
metallic materials has not been employed that extensively. An article summarizing the essential aspects has recently been published
by Tambornino, Hoch, and co-workers.63 When using e.g., mercury as cathode material, amalgams such as e.g., Na11Hg52,

64 or
Eu10Hg55

65 can be prepared, that are not accessible otherwise. But also gallium for the synthesis of Ga-rich gallides (Li3Ga14,
63

NaGa4
63) can be employed along with a plethora of multinary component systems summarized in the literature.63

4.06.4 Structures

4.06.4.1 Elements & derivatives of closed packed structures

Since over 80þ elements of the periodic table are metals, the first chapter will focus on the structures of the elements. Donohue has
summarized the available structural data of the elements in a textbook named “The Structures of the Elements”.66 The majority of
the elements exhibit a closest packed structure at room temperature and ambient pressure (Fig. 2). Two of the most prominent
structure types are the one of Cu68 (cubic closest packed, ccp; also named face-centered cubic, fcc; Fm�3m, a ¼ 360 pm) and Mg33

(hexagonal closest packed, hcp; P63/mmc, a ¼ 322, c ¼ 523 pm, c/a ¼ 1.624). Both can be described by hexagonal close packed
layers that get stacked with a different periodicity. For the Cu type an ABC stacking along [111] is observed (Figs. 3 and 4A), while
for the Mg type an AB stacking sequence along [001] (Figs. 3 and 4B) is found. In both cases, the coordination numbers of 12 are
observed with a cuboctahedral coordination in the Cu and an anti-cuboctahedral coordination in the Mg type structure. The differ-
ences of the stacking directions have a great impact on physical properties like the ductility of these metals. The gilding planes run
perpendicular to all space/body diagonals in the Cu type structures, but perpendicular to the c-axis in the Mg type structures. This,
along with the differing c/a ratios (see below), leads to a reduced ductility in the elements adopting the Mg type structure.

Fig. 2 Structure types of the metallic elements (where reported). Crystallographic information taken from the Pearson database.67
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With three orientation that are possible with these hexagonal close packed layers, one might imagine, that in principle evenmore
stacking sequences could be possible. This is realized e. g. among the structures of the lanthanides. Nd69 (P63/mmc, a ¼ 366,
c ¼ 1180 pm, c/a ¼ 3.226) and Sm70 (R�3m, a ¼ 363, c ¼ 2620 pm, c/a ¼ 7.220) form two additional structure types that can be
described as stacking variant of the cubic and hexagonal closest packing sequences. In order to describe these stacking sequences
in a lucid way, the nomenclature proposed by Jagodzinski71 can be used. He introduced abbreviations for the specific stacking
sequences, labeling the ABA sequence with h, as this is the arrangement found in the hexagonal closest packing, while the ABC
sequence is labeled c due it being a cutout of the cubic closest packed structure. Subsequently, other stacking sequences can be
abbreviated as shown in Fig. 3. For the Nd type structure (Figs. 3 and 4C), the ABAC stacking sequence leads to a the Jagodzinski
symbol hc, while the more complex ABACACBCB stacking, realized in elemental Sm (Figs. 3 and 4D), can be abbreviated as hhc. All
of these structure types exhibit a space filling of 74% as they are derived from closest packings.

Fig. 3 Stacking sequences for the Mg, Cu, Nd and Sm type structures along with the respective Jagodzinski nomenclature.

Fig. 4 Comparison of the (A) Cu, (B) Mg, (C) Nd and (D) Sm type structures along with the respective coordination polyhedra. The stacking
sequences are given.
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While the Cu type structure only has one variable, being the lattice parameter a (a ¼ 360 pm with Cu on 4a with 0, 0, 0), the Mg
and Nd type structures have the c lattice parameter as an additional degree of freedom (a ¼ 322, c ¼ 523 pm with Mg on 2c, 1/3,
2/3, 1/4; a ¼ 366, c ¼ 1180 pm with Nd1 on 2a, 0, 0, 0 and Nd2 on 2c, 1/3, 2/3, 1/4). The ideal c/a ratio for the hcp is 1.633 with
several metals (Co72 c/a ¼ 1.631; Ni73 c/a ¼ 1.633) exhibiting ratios very close or even exactly this ideal value. Some elements e.g.,
Be74 (c/a ¼ 1.586) or Ru75 (c/a ¼ 1.590) exhibit smaller c/a ratios, while in Zn76 or Cd76 significantly larger ratios of even c/
a ¼ 1.860 and c/a ¼ 1.890 can be observed. These differing ratios can be attributed to a different extent of mixing of the s and p
orbitals along with an electronic contribution originating from the interplay between the band energy and the electrostatic (Made-
lung) energy.77 In the rhombohedral Sm type structure finally another degree of freedom is introduced. Besides the c/a ratio now
also the Sm2 position gains a free positional z parameter (Sm1 on 3a with 0, 0, 0; Sm2 on 6c with 0, 0, 0.222(3)). This allows for
another possibility to stabilize this structure.

Another important structure type found for e.g., the alkali metals and some early transition metals is the body centered cubic W
type (Fig. 5C, Im�3m, a ¼ 318 pm).78 In contrast to the Cu and Mg type structure, a reduced space filling of 68% is observed. The
respective atoms exhibit a coordination number of 8 and are surrounded in the shape of a cube.

Finally, quite a number of unique structure types can be observed. Probably one of the most known and at the same time least
complex structure is the one of cubic a-Po. It exhibits a cubic primitive unit cell (Fig. 5A, Pm�3m, a ¼ 334 pm) in which the atoms
only occupy the corners, leading to a space filling of 52%.79 Above 309 K, rhombohedral b-Po becomes stable. The rhombohedral
structure (Fig. 5B, R�3m, a ¼ 508, c ¼ 493 pm)79 can be derived from the cubic one via an elongation along the space diagonal. In
both cases, octahedral coordination environments are found.

Indium for example crystallizes in an elongated tetragonal unit cell (Fig. 5D, I4/mmm, a ¼ 324, c ¼ 486 pm)75 that can be
derived from the Cu type structure (fcc). The coordination number remains 12, however due to the distortion, 4 shorter and 8 longer
distances can be observed. Ga exhibits an orthorhombic structure (Cmce, a ¼ 451, b ¼ 764, c ¼ 452 pm)80 which can be described
based on the Ga2 dumbbells (Ga–Ga ¼ 248 pm) found in the structure. Each atom is furthermore surrounded by 6 additional
atoms, forming corrugated layers within the ac plane that get connected along [010]. In both cases, the distortions can be explained
by electronic instabilities in a typical metal structure that get countered by the respective distortion.81,82 This in turn leads to signif-
icantly different properties compared to other metals, like low melting points (m.p.(Ga) ¼ 303 K; m.p.(In) ¼ 430 K).83

The last elemental structure that should bementioned is at the same time probably the most complex elemental modification. In
the cubic unit cell of a-Mn2 (I�43m, a ¼ 891 pm) 58 atoms can be found, originating from four crystallographic sites. All sites have
large coordination numbers of CN ¼ 12–16 that belong to the Frank-Kasper type polyhedra.84,85 Between 1000 and 1370 K, the b-
modification of elemental Mn is observed.86 This high-temperature variant crystallizes in the cubic primitive crystal system (P4132,
a ¼ 632 pm) and exhibits only two crystallographic independent Mn sites, again with large coordination numbers of 12 and 14.

4.06.4.2 Laves-phases

The Laves-phases, named after the German mineralogist Fritz Laves,87,88 exhibit the general composition AB2, for which three proto-
types are known (MgCu2,

89 MgZn2
90 and MgNi2

91).92 The Pearson Crystal Data Base67 lists thousands of entries for these structure
types, along with a plethora of related structures. In 2006, a special issue was published on the occasion of Laves’ 100th birthday (Z.
Kristallogr. 2006, 221, issues 5-7) summarizing the work on Laves phases.

Laves-phases are close-packed structures with the general composition AB2, where the smaller B atoms form a network of empty
B4 tetrahedra, while the larger A atoms reside within cavities. Both atomic positions exhibit large coordination numbers of CN(A) ¼
16 (4A þ 12B) and CN(B) ¼ 12 (6A þ 6B), in the shape of a 16-vertex Frank-Kasper polyhedron and icosahedra, respectively. For

Fig. 5 Comparison of the (A) a-Po, (B) b-Po, (C) W and (D) In type structures.
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closest-packed structures, the ideal atomic radii ratio is rA/rB ¼ (3/2)1/2 z 1.225, which is realized for quite a number of
compounds. However, also Laves-phases with deviating ratios ranging from �1.1 to �1.7 have been observed. The fact that these
phases are rather driven by packing effects can be illustrated by the fact, that NeHe2 crystallizes in the MgZn2 type structure at high
pressures.93

The unit cells of the cubic MgCu2 (Fd�3m, C15; Mg on 8b; Cu on 16c) and the hexagonal MgZn2 (P63/mmc, C14; Mg on 4f; Zn1 on
6h; Zn2 on 2a) and MgNi2 (P63/mmc, C36; Mg1 on 4f; Mg2 on 4e; Ni1 on 6h; Ni2 on 6g; Ni3 on 4f) type structures are shown in
Fig. 6. While in the cubic MgCu2 type structure, the B4 tetrahedra are connected via all corners to four other tetrahedra, in the hexag-
onal MgZn2 phase, two tetrahedra are connected by a common face, forming a trigonal bipyramid. This entity is connected to five
other entities over all corners. Finally, in the MgNi2 type structure both connection modes are observed. The Mg atoms are located in
cavities of the B4 tetrahedra network and exhibit atomic arrangements, when focused only on the Mg substructure, that are compa-
rable to the ones in cubic (MgCu2) or hexagonal (MgZn2, MgNi2) diamond.

Despite the geometric influences, that seem to be a dominating factor, the influence of electronic contributions has been
addressed and studied numerous times.94–100 Laves already discussed the influence of the VEC on the formation of these
compounds in one of his early works.92

Due to the large number of known compounds, especially the rare-earth containing Laves phases have received great interest,101

due to their intriguing physical properties,102–107 which e.g., sometimes even cause structural distortions below the magnetic tran-
sition temperature.108

While in the MgCu2 type structure, only two crystallographic positions for Mg and Cu are observed, in the MgZn2 type structure
one Mg and two Zn sites with a respective ratio of 1:3 are found. Therefore, one could think about substitution of one of the Zn sites
by other elements, forming ordered ternary Laves phase derivatives. The first compound reported to crystallize with this coloring
variant is Mg2Cu3Si.

109 Here the Cu atoms are found on the Zn1 site (6h) while the Si atoms occupy the Zn2 site (2a). Besides
the already mentioned silicide, quite a number of compounds have been reported to crystallize with this structure type, including
other silicides like Sc2T3Si (T ¼ Fe, Co Ni)110 or Ti2Ni3Si,

111 but also germanides (U2Mn3Ge,
112 U2Co3Ge,

113 Mn2Co3Ge,
114

Mn2Cu3Ge
115) or the sole aluminum (U2Cu3Al

116) or gallium (U2Fe3Ga
117) compounds have been reported. In all these cases,

the main group element is located on the 2a site. For the inverse variant, far less compounds (e.g., Eu2IrGa3,
118 Li2IrSi3,

119

Ce2RuAl3
120) are reported. Besides these rather straight forward substitutional variants, also more complex superstructures of

MgZn2 can be observed, e.g., Yb6Ir5Ga7
121 and the isotypic RE6Ir5Ga7 (RE ¼ Sc, Y, Nd, Sm, Gd-Tm, Lu)122 and RE6Ir5Al7 (RE ¼ Sc,

Y, Ce-Nd, Sm, Gd-Lu, T ¼ Ru, Ir)123 series.
A ternary substitutional or coloring variant of the MgCu2 type structure in contrast is not possible since only one Mg and one Cu

position exist in the prototype. However, both the Mg2Ni3Si
124 and the MgCu4Sn

125,126 structure types can be derived from the
cubic Laves phase via symmetry reductions. The crystallographic relationships have been shown, based on group-subgroup
schemes, for Ce2Rh3Ga.

127 For both structure types, several dozens of compounds have been reported, therefore it is referred to
a structural database.67

4.06.4.3 Hume-Rothery phases

In contrast to the Laves phases, which can be explained by the atomic radii ratio of the constituent elements, Hume-Rothery phases,
named after the British metallurgist William Hume-Rothery, are strictly dependent on the valence electron concentration VEC. He
discovered, that in different binary phase diagrams the same structures can be observed with increasing electron count or VEC.
The first phase observed at lowest VEC is the so called a-phase that forms the fcc/Cu type structure (Fm�3m). Subsequently, the

Fig. 6 Comparison of the (A) MgCu2, (B) MgZn2, and (C) MgNi2 type structures. Mg atoms are depicted in blue, Cu atoms in orange, Zn and Ni in
gray. The connectivity of the tetrahedral Cu/Zn/Ni networks as well as the respective Mg frameworks are highlighted.
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b-phase forms, however, between two distinct phases always a two-phase region is observed. The b-phase crystallizes in the bcc/W
type structure (Im�3m) and exhibits a VEC of 3/2 ¼ 1.5, while the g-phase exhibits a VEC of 21/13 ¼ 1.615. It crystallizes in a large
cubic unit cell with 52 atoms (I�43m). The d- and z-phases are usually only observed at higher temperatures with the latter being
quite rare. Next in line is the ε-phase with a VEC of 21/12 ¼ 1.75 adopting the Mg type structure (hcp, P63/mmc). As in the a-phase,
the single crystallographic position is mixed occupied by the two respective elements. The h-phase, adopting the b-Mn type structure
(P4132), is followed by another two-phase region before the last phase crystallizing in the hexagonal close packing is observed. Zn
exhibits only a minor solubility for Cu, therefore this region is small. The VEC, in general, is calculated as sum of the electrons
supplied by the constituent atoms divided by the number of atoms in the formula unit. A good example to illustrate the influence
of the VEC are the brass phases. They consist of different ratios of Cu to Zn, where Cu supplies 1 e� while Zn supplies 2 e�. The b-
phase has a VEC of 3:2 which is achieved with a one-to-one ratio of Cu and Zn:VEC(CuZn) ¼ (1 � 1 þ 1 � 2)/2 ¼ 3/2 ¼ 21/14.
The g-phase can be found for Cu5Zn8 with VEC(Cu5Zn8) ¼ (5 � 1 þ 8 � 2)/(5 þ 8) ¼ 21/13 while finally the 3-phase is CuZn3
with VEC(CuZn3) ¼ (1 � 1 þ 3 � 2)/(1 þ 3) ¼ 7/4 ¼ 21/12. Fig. 7 illustrates the different phase in the copper-zinc phase diagram.
What makes this concept so useful is that it also applies to other phase diagrams. So for the Cu-Al system, the b-phase is Cu3Al
(VEC(Cu3Al) ¼ (3 � 1 þ 1 � 3)/(3 þ 1) ¼ 6/4), Cu9Al4 adopts the g-phase (VEC(Cu9Al4) ¼ (9 � 1 þ 4 � 3)/(9 þ 4) ¼ 21/13)
and finally Cu5Al3 the ε-phase (VEC(Cu5Al3) ¼ (5 � 1 þ 3 � 3)/(5 þ 3) ¼ 14/8 ¼ 21/12).

4.06.4.4 Zintl-phases

Zintl compounds or Zintl phases, named after the German chemist Eduard Zintl, are compounds that can be positioned between the
class of intermetallic compounds and insulating valence compounds.128 It was Fritz Laves (see Laves phases, section 4.06.4.2) who
suggested to name all intermetallic compounds obeying the (8 � N) rule as Zintl compounds.129 In the classical sense, these
compounds are formed by elements with low electronegativity (A, groups 1, 2) that donate their valence electrons to more electro-
negative elements (B, groups 13–15). These electrons are often used to form covalent bonds between themselves, so that each atom
can achieve a noble gas electron configuration. Between the two sorts of atoms, ionic interactions take place. If sufficient electrons
are transferred onto the B atoms, isolated anions are formed, if not, polyanions with two-center–two-electron B–B bonds will be
observed. These polyanions often adopt structural fragments that are also observed in elemental modifications with equal electron
count (vide infra). The ionic interactions, however, make them (partially) soluble in polar solvents, enabling the isolation of the
cluster anions of the heavier main group elements that are also called Zintl anions.130–132 Due to this unique bonding situation,
most of the compounds obeying these rules are semiconductors. The versatility of their physical properties makes them excellent
candidates for various applications such as thermoelectrics,133,134 hydrogenation catalyst135 or battery materials.136 Since this field
of research is very active, some recent reviews targeting the different aspects should be mentioned.137–142

Probably the easiest to understand Zintl compounds are the ones where the electronegative element exhibits a filled valence shell
and is therefore isoelectronic with a noble gas. For the group 14 elements (tetrels, Tt) these are Tt4� (e.g., Si4�) for the group 15
elements (pnictogens, Pn) Pn3� (e.g., P3�) anions. In combination with an alkaline earth element AE, the composition AE2Tt
can be observed for all combinations of (Mg-Ba) with (Si-Pb). The Mg compounds adopt the anti-CaF2 or Mg2Si type structure
(Fm�3m, Fig. 8A),143,144 while the other combinations crystallize in the anti-PbCl2 or b-Co2Si type structure (Pnma, Fig. 8B).145–
152 With the group 15 elements, the alkali metals form the A3Pn composition (A ¼ Li-Cs, Pn ¼ P-Bi) adopting either the cubic
BiF3 (Fm�3m, Fig. 8C) or the hexagonal Na3As type structure (P63/mmc, Fig. 8D),153,154 while for the alkaline earth elements the
AE3Pn2 (AE ¼ Be-Ba, Pn ¼ P-Bi) compounds with either the anti-Mn2O3 (Ia�3, Fig. 8E) or the anti-La2O3 type structure (P�3m1,
Fig. 8F) are formed.143,155–158

If the electron transfer does not lead to a noble gas electron configuration, polyatomic anions are formed. In the following para-
graph, just a few examples, to explain the general concept, are given. As mentioned before, the polyanions often adopt structural
fragments that are related to structural features found in elemental modifications. The prototypic Zintl compounds are probably
those crystallizing with the NaTl structure type (Fd�3m, Fig. 9A).159 The compound can be divided into ions according to NaþTl�,

Fig. 7 Hume-Rothery phases (green lines) in the Cu-Zn phase diagram. The respective phases are labeled; the two-phase ranges are highlighted in
blue.

180 Intermetallic materials



with the Tl� being isoelectronic to group 14. According to the (8 � N) rule, the Tl atoms therefore form 4 bonds and adopt the cubic
diamond type structure, the sodium cations can be found in the cavities of the polyanion. Beside the elements of the prototype it is
also formed by A ¼ Li, Na with Tr ¼ Al-Tl,159–161 and hp-KTl.162 The alkali tetrelides ATt (¼A4Tt4) can be formally described as
AþTt�, with Tt� being isoelectronic to group 15. Each atom exhibits 3 bonds to neighboring Tt atoms and one lone pair, leading
to white phosphorus analog Tt4

4� anions. For the different combinations of A and Tt atoms, three different structure types can be
found: the monoclinic Na4Si4 (C2/c, Fig. 9B)163 with its own structure type being the sole representative, the cubic K4Ge4 type
(P�43n)164 also found for K4Si4,

164 Rb4Si4,
164 Cs4Si4,

164 Rb4Ge4,
164 Cs4Ge4

164 and b-Cs4Sn4
165 and finally, the tetragonal

Na4Pb4 type (I41/acd)
166 with Na4Sn4,

167 K4Sn4,
168 Rb4Sn4,

168 a-Cs4Sn4,
168 K4Pb4

168 and Rb4Sn4.
168 Besides the alkali metal

compounds, monovalent tetrelide anions can also be observed in alkaline earth compounds with the general composition
AETt2 (¼AE2þ(Tt�)2). While in the CaSi2 type structure (R�3m, Fig. 9C) corrugated layers, isostructural with gray As, are observed,
the SrSi2 type structure (P4132, Fig. 9D) exhibits a network formed by 3-bonded Si atoms and finally in the BaSi2 type structure
(Pnma, Fig. 9E) again Si4

4� tetrahedra are observed. When transferring 2 electrons onto the electronegative element, planar zigzag
chains can be observed in the AETt (¼AE2þTt2�) representatives crystallizing in the CaSi/CrB type structure (Cmcm, Fig. 9F), while
spiraled chains, comparable to the ones in elemental selenium can be observed in the LiAs type structure (P21/c, Fig. 9G),

169 also
reported for LiP,170 NaSb171 or KSb.170

With respect to ternary compounds, a plethora of elemental combinations arise, since, besides the electron donating and the
electron accepting elements, also main group or transition metals can be included. Describing all of these possible structures is
by far unrealistic, therefore a few selected examples are given. When keeping the idea of structurally related compounds in

Fig. 8 Comparison of different binary Zintl phases. (A) Mg2Si, (B) b-Co2Si, (C) Li3Sb, (D) Na3Sb, (E) Mg3As2 and (F) Mg3Sb2. The A or AE atoms
are depicted in gray, the respective other atoms in blue.
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mind, one can draw a comparison of Zintl anions to complex oxoanions like the sulfate [SO4]
2�, the phosphate [PO4]

3� or the
orthosilicate [SiO4]

4�. The combination of an element of group 13 or 14, surrounded by 4 group 15 atoms can lead to structurally
related tetrahedral entities like the isolated orthoarsenidosilicate anions [SiAs4]

8� in the Ba4SiAs4 type structure (P�43n; AE4TtPn4
with AE ¼ Ca-Ba; Tt ¼ Si, Ge; Pn ¼ P, As, Fig. 10A)172–174 and isostructural compounds. But also edge-sharing tetrahedra can be
observed, e.g., in the A2TtPn2 (K2MnS2 type, Ibam, Fig. 10B) compounds with A ¼ K, Rb, Cs; Tt ¼ Si, Ge, Sn; Pn ¼ P, As.175–178

Double tetrahedra can form e.g., in the AE3TrPn3 compounds (AE ¼ Ca-Ba; Tr ¼ Al-In; Pn ¼ P-Sb) with either Ca3AlAs3 type
(Pnma, Fig. 10C), Ba3AlSb3 type (Cmce, Fig. 10D) or Ba3GaSb3 (Pnma, Fig. 10E) type structures.179–184 More complex (branched)
chains for example can be found in the AE5Tr2Pn6 compounds (AE ¼ Ca-Ba; Tr ¼ Al-In; Pn ¼ As-Bi), which can adopt the Ca5Al2Bi6
(Pbam, Fig. 10F), Ca5Ga2As6 (Pbam, Fig. 10G) or the Sr5Al2Sb6 (Pbam, Fig. 10H) type structures.179,182,185–192 In many cases, also
the respective rare earth compounds with Yb2þ (Yb5Tr2Pn6; Tr ¼ Al-In; Pn ¼ As-Bi193–195) being approximately the same size as
Ca2þ and Eu2þ (Eu5Tr2Pn6; Tr ¼ Al-In; Pn ¼ As-Bi196–202) being comparable to Sr2þ have been synthesized and characterized
with respect to their magnetic, 121Sb and 151Eu Mössbauer spectroscopic and thermoelectric properties. With respect to thermoelec-
tric properties, probably the M14TPn11 compounds are the most popular ones. Ca14AlSb11 is the respective prototype (I41/acd)

203

which has been observed for a wide range of elemental combinations withM ¼ Ca-Ba, Eu, Yb, T ¼ Mn, Zn, Al-In and Pn ¼ P-Bi and
investigated by numerous methods.203–241

Fig. 9 Comparison of different binary Zintl phases. (A) NaTl, (B) Na4Si4, (C) CaSi2, (D) SrSi2, (E) BaSi2, (F) CaSi and (G) LiAs. The A or AE atoms
are depicted in gray, the respective other atoms in blue.
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4.06.4.5 Selected binary and ternary phases

4.06.4.5.1 Group 2/12
4.06.4.5.1.1 Beryllium
Although the Pearson data base67 contains >450 entries for binary and ternary compounds containing Be (excluding chalcogens,
halogens and hydrogen in the search), the overall information about these compounds is rather scarce. To quote the authors of
a recent review article: “Although beryllium is widely used as alloying component in diverse light-weight alloys, the crystal chemistry
of beryllium containing Zintl phases and intermetallic compounds is only scarcely developed and only few phase diagrams, mostly
the industrially relevant ones, have been studied in detail.”242

Fig. 10 Comparison of different ternary Zintl phases. (A) Ba4SiAs4, (B) Rb2SiAs2, (C) Ca3AlAs3, (D) Ba3AlSb3, (E) Ba3GaSb3, (F) Ca5Ga2As6, (G)
Ca5Al2Bi6, and (H) Sr5Al2Sb6. The A or AE atoms are depicted in blue, group 13 or 14 atoms in black and the Pn atoms in gray.
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As for most of the other classes of compounds described in the following chapters, Laves phases, both of the MgCu2 (Fig. 6A)
and MgZn2 (Fig. 6B) type structure have also been reported for Be intermetallics. Besides them, also a large number of Be-rich inter-
metallics have been reported with the NaZn13 and ThMn12 type representatives being the most prominent ones. Due to the high Be-
content of >90 at.%, the transition metals atoms are solely surrounded by Be atoms forming highly symmetric polyhedra. In the
NaZn13 type structure, e.g., formed by MBe13 (M ¼Mg-Ba243,244), TBe13 (T ¼ Zr, Hf245,246), REBe13 (RE ¼ Sc, Y, La-Nd, Sm-
Lu245,247,248), a 24-vertex pseudo Frank-Kasper polyhedron is observed (Fig. 11A), in the ThMn12 type structure, a 20-vertex pseudo
Frank-Kasper polyhedron is found (Fig. 11B). While the alkaline earth, rare-earth and only a few transition metals form the NaZn13
type, the TBe12 compounds (ThMn12 type structure) in contrast are reported for numerous transition metals, e.g., T ¼ Ti, V, Nb, Ta,
Cr, Mo, W, Mn, Fe, Co, Pd, Pt, Ag and Au.249–255

It is interesting to note, that although the combinatory manifold for ternary compounds is way larger compared to binaries, only
�150 entries are listed for ternary Be compounds versus >300 binary ones.67 Here, for the ZrBeSi (P63/mmc) and the Ta6Cu8Be15
(Fm�3m) type structures the most compounds are reported. While the latter can be derived from the Th6Mn23 type structure, ZrBeSi
(Fig. 12A) can described based on AlB2 by a doubling of the c axis (klassengleiche transition of index 2). The hexagonal unit cell (P63/
mmc) contains two honey-comb [BeSi]d� layers that are stacked with the same orientation, however, the Si atoms of one layer are
situated above and below Be atoms, the same is true for the Be atoms. The Zr atoms are located in the center above and below each
hexagon. The Ta6Cu8Be15 type structure (Fig. 12B) can be divided into three subsections. On the corners and faces, Cu centered Be
cubes (Cu@Be8) are observed, while on the edges empty Ta6 octahedra can be found. In between, a complex Be network is located,
the respective polyhedra can be found in large cavities within this network.

4.06.4.5.1.2 Magnesium
Magnesium intermetallics, especially the ternary ones, play an important role in the field of light-weight alloys. The most prominent
structure types, according to the Pearson data base,67 will be discussed in the following paragraph. Also a review article from 2007,
summarizing the field of magnesium-containing rare-earth transition metal intermetallics should be mentioned.256

As already seen from the chemical composition, the Laves phases MgCu2, MgNi2 and MgZn2 along with all isotypic represen-
tatives are important Mg-containing intermetallics. With copper, the cubic Laves phase forms as MgCu2 (Fig. 6A), all other Mg repre-
sentatives, however, exhibit an “inverse” composition according toMMg2. In these compounds the Mg atoms are located on the Cu
position forming the tetrahedral network, while theM atoms (M ¼ La-Nd, Sm, Gd, Th)257–259 occupy the Mg positions of the proto-
type. The late rare earth metals also form REMg2 compounds (RE ¼ Y, Eu, Tb-Lu),260–263 now crystallizing in the hexagonal MgZn2
type structure (Fig. 6B). Besides the REMg2 representatives also the alkaline-earth AEMg2 (AE ¼ Ca-Ba)264,265 have been reported to
adopt this structure type. The only other transition metal compounds, besides the prototype, forming the MgZn2 type structure are
MgCo2

266 and MgIr2.
267 Finally, for the MgNi2 type structure (Fig. 6C), only ThMg2

258 (which was also reported to adopt the
MgCu2 type structure) and metastable Mg1.2Al1.8

268 have been found so far.
The most representatives for a binary structure type are reported for MMg adopting the cubic CsCl type structure (Fig. 13A). As

second constituent metal, a large variety of elements have reported, namelyM ¼ Sr, Sc, Y, La-Nd, Sm-Lu, Rh, Pd, Ag, Au, Hg and Tl.67

Besides the 1:1 and the 1:2 compounds, also larger series with the compositions REMg3 (RE ¼ La-Nd, Sm, Gd-Dy,257,259,269 BiF3
type, Fm�3m, Fig. 13C), TMg3 (T ¼ Rh, Pd, Ag, Ir, Pt, Au270–273 Cu3P type, P63cm, Fig. 13D) as well as T03Mg (T0 ¼ Ni, Pd, Ag,
In, Pt,274–278 Cu3Au type, Pm�3m, Fig. 13B) have been reported. It should be noted, that the TMg3 compounds were previously re-
ported to crystallize in the Na3As type structure. Reinvestigations revealed that the Cu3P type structure is the correct one, which can
be derived from the Na3As type structure154 by an O2 � O2 � 2 enlargement of the original cell. This has been demonstrated by
a group-subgroup relation for RhMg3.

272

For the Mg intermetallics, a significantly larger number of ternary compounds (compared to the Be ones) have been reported. As
for several other ternary systems (vide infra), the largest manifold of compounds is reported for the ZrNiAl type structure (P�62m).
This structure type is probably one of the most important ones (besides the TiNiSi type structure) as it is formed by a plethora of

Fig. 11 Comparison of the (A) TBe12 (MnTh12 type) and (B) MBe13 (NaZn13 type) structures formed by numerous binary Be-intermetallics (see
text). The Be atoms are depicted in gray, the respective other atoms in blue.
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equiatomic compounds. The ZrNiAl type structure is a ternary ordered variant of the Fe2P type structure. They can be derived from
the aristotype AlB2 (Fig. 14A) via a two-step symmetry reduction. The respective group-subgroup considerations along with the
crystal chemical consequences have been discussed in a series of articles that should be serve as a reference for further
reading.43–45,279 Over 100 entries regarding Mg intermetallics are found in the Pearson data base.67 Besides one report, all of
them are rare-earth compounds. MgAuGa, the non-rare earth representative, however, should be rather listed in the gallium Section
4.06.4.5.2.3 since the Mg atoms occupy the cavities within the [AuGa]d� polyanion.280 For the remaining compounds, two variants
are observed. The first with a transition metal according to RETMg with RE ¼ Y, La-Nd, Sm, Gd-Tm and T ¼ Cu, Zn, Rh, Pd, Ag, Pt,

Fig. 12 Comparison of the (A) ZrBeSi and (B) Ta6Cu8Be15 type structures as examples for ternary Be-intermetallics (see text). The Be atoms are
depicted in gray, the Zr/Ta atoms in blue, the Si atoms in black and the Cu atoms in orange.

Fig. 13 Comparison of the (A) MMg (CsCl type), (B) T03Mg (Cu3Au type), (C) MMg3 (BiF3 type) and (D) T3Mg (Cu3P type) structures as examples
for binary Mg-intermetallics (see text). The Mg atoms are depicted in gray, respective M or T atoms in blue.
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Au;281–285 the second, REMMg, with a main group element (RE ¼ Y, La-Nd, Sm, Gd-Lu, M ¼ Al-Tl, Sn, Pb). In both series, the T/M
and the Mg atoms form the polyanion with the RE cations located in cavities of the framework (Fig. 14B).

Next in line, with respect to their reported elemental combinations are the RE4TMg (F�43m, Gd4RhIn type) and the RET2Mg
(Fm�3m, MnCu2Al type) compounds. However, these structure types will be introduced later as they are not only specific for Mg.
Therefore, some peculiarities of Mg intermetallics shall be mentioned. With the Er2RuMg2,

286 the Er2RuMg3,
287 the Sc3Ru2Mg,287

the Lu3Ru2Mg2
288 and the Pt2ZnCd

289 type structures a series of compounds with great similarities can be described. All of the afore-
mentioned structure types exhibit building blocks that can be described by different patterns of stacked cubes (Fig. 15). Therefore,
these compounds can be derived either from the CsCl or the W type structure. The crystal chemical relations are well documented in
the original articles.286–289

4.06.4.5.1.3 Zinc
Zinc as a constituent element for the respective intermetallics has some advantages with respect to their synthesis, as elemental Zn
has a low melting point of 692 K83 and can therefore be used as a metal flux (see Section 4.06.3.4). This, however, usually yields

Fig. 14 Comparison of the (A) MgB2 (AlB2 type) and (B) YPdMg (ZrNiAl type) structures. The Y atoms are depicted in blue, Mg atoms in gray, B or
Pd atoms in black.

Fig. 15 Comparison of the (A) Er2RuMg (Pt2ZnCd type), (B) Sc3Ru2Mg, (C) Er2RuMg3, (D) Er2RuMg2 and (E) Lu3Ru2Mg2 structures as examples
for ternary Mg-intermetallics (see text). The Mg atoms are depicted in gray, T atoms in black and RE atoms in blue.
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zinc-rich phases. An experimental difficultly arises for the synthesis of compounds where one (or more) components, with respect to
Zn, exhibit fairly high melting points, since arc-melting is not a good option due to the low boiling point of Zn (1180 K). These
difficulties can be overcome using gas-tight metal ampoules (see Section 4.06.3.2).

In combination with the alkali metals, Li forms the equiatomic LiZn crystallizing in the NaTl type structure (Fig. 9A), while for
the heavier homologs only one composition, MZn13 (M ¼ Na–Cs)290 with the NaZn13 type structure (Fig. 11B), is reported. The
alkaline earth metals in contrast form a wide variety of compositions. As for the alkali metals, also the NaZn13 type structure is
observed for AE ¼ Ca and Sr.291,292 This is the most Zn rich composition in the system AE–Zn, followed by the BaCd11 type struc-
ture (I41/amd; Fig. 16A),293 the Th2Zn17 type (R�3m; Fig. 16B)294 and three different structure types for the general composition
AEZn5. CaZn11

291 and SrZn11
295 adopt the BaCd11 type structure, while CaZn5

296 forms the CaCu5 type structure (P6/mmm;
Fig. 16B),296 SrZn5 (Pnma; Fig. 16C)297 and BaZn5 (Cmcm; Fig. 16D)297 in contrast exhibit their own respective structure types.
For SrZn5, also a high-temperature form has been reported,298 which crystallizes in the CaCu5 type structure. In the BaCd11 type
structure, similar to the MnTh12 and NaZn13 type structures, the Ba atoms exhibit a large coordination number of CN(Ba) ¼ 22.
The structure can be described by the packing of these spherical polyhedra. In the M2Zn17 compounds (M ¼ Y, La-Nd, Sm, Gd-
Lu, Th, U, Pu),291,299,300 crystallizing in the Th2Zn17 type structure, the atoms occupying the Th position are surrounded spherically
by 19 Zn atoms. A lot of these binaries were studied with respect to their magnetic properties,301 as the Zn atoms carry no magnetic
moment. This leads to the magnetic properties arising solely from the rare earth elements, which is helpful for the understanding of
the complex magnetic properties of other Th2Zn17 type compounds such as the important RE2Fe17

302–304 and RE2Co17
303–305 series.

In CaZn5, the Ca atoms exhibit a sixfold capped hexagonal prismatic surrounding (CN ¼ 18), LT-SrZn5 and BaZn5 exhibit even
higher coordination numbers of 21, however in all cases, the Zn atoms form a complex polyanion with the alkaline earth atoms
in the respective cavities. For the equiatomic binaries finally, the CsCl type structure (Fig. 13A) is widely represented e.g., for the
rare earth metals (Sc, Y, La-Nd, Sm-Lu)306–309 as well as several transition metals (e.g., Mn,310 Ni,311 Rh,312 Pd313 and the Cu
group314,315).

The most observed structure type for ternary zinc intermetallics is the cubic CeCr2Al20 type structure (Fd�3m, Fig. 17A). In the
MT2Zn20 compounds,316–319 the Zn atoms replace the Al atoms, while the Ce atoms get replaced by a rare earth (M ¼ Sc, Y, La-
Nd, Sm, Gd-Lu), U or an early transition metal (M ¼ Zr, Nb, Hf). The Cr atoms in the prototype can finally remain Cr or be replaced

Fig. 16 Comparison of the (A) CaZn11 (BaCd11 type), (B) Th2Zn17 (own type), (C) CaZn5 (CaCu5 type), (D) LT-SrZn5 (own type) and (E) BaZn5 (own
type) structures. The AE atoms are depicted in blue, Zn atoms in gray.
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by T ¼ Mn, elements of the Fe or Co group, as well as Ni and Cu. Similar to the zinc-rich binaries, here also the tendency to separate
the other metallic components can be observed, along with high coordination numbers. Both the M and the T atoms are solely
surrounded by Zn atoms in the shape of a 16-vertex Frank-Kasper polyhedra (M) and an icosahedra (T), respectively. Another
Zn-rich structure is formed by the RE2T3Zn14 (RE ¼ La-Nd, Sm, Gd-Lu; T ¼ Fe, Co, Rh, Ni, Pd, Pt) (R�3m, Fig. 17B),320 which adopts
an ordered Th2Zn17 type structure. Besides the Zn-rich ternary representatives, some equiatomic RETZn (RE ¼ Y, La-Nd, Sm, Gd-Tm,
Lu, T ¼ Ni, Pd, Au;321,322) compounds have been observed. Under high-pressure conditions, the hexagonal REPdZn series (ZrNiAl
type, Fig. 14B) can be transformed to the orthorhombic TiNiSi type structure.323 Additionally, rather few examples of T-rich
compounds, e.g., the M2Au6Zn3 (M ¼ Sr, Ba, Eu; Ba2Au6Zn3 type, R�3c, Fig. 17C)324–326 series, the AlB2 derivative Ca4Au10Zn3
(own type, C2/c)327 or the RE6Pd13Zn4 (RE ¼ La-Nd, Sm, Gd, Tb; Na16Ba6N type, Im�3m, Fig. 17D) series.328 In the structures of
the first series and Ca4Au10Zn3, the Zn atoms form Zn3 triangles, located in cavities of an extended Au-network exhibiting tetrahe-
drally coordinated Au-atoms. In the latter series, the Zn atoms are part of the polyanionic [Pd13Zn4]

d� network (Fig. 17B). In all
cases, the M atoms occupy additional cavities in the respective structures.

4.06.4.5.1.4 Cadmium
As mentioned for zinc, also cadmium exhibits a fairly lowmelting point (594 K),83 which on one hand can again be utilized for flux
reactions, on the other hand, however, makes syntheses via arc-melting nearly impossible due to the low boiling point (1040 K).83

As for many other binary systems, also for the Cd intermetallics, the simple cubic CsCl type structure (Pm�3m, Fig. 14A) with the
MCd (M ¼ Li, Ca-Ba, Sc, Y, La-Nd, Sm-Lu, Pd, Ag, Au)306,307,329–335 representatives is among the most common structure type

Fig. 17 Comparison of the structures of (A) HoRh2Zn20, (B) La6Pd13Zn4, (C) Ba2Au6Zn3 and (D) Ca4Au10Zn3 as examples for ternary MTZn
intermetallics (see text). The Zn atoms are depicted in gray, the M atoms in blue, the T atoms in black.
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observed. The also cubic YCd6 type structure (Im�3, Fig. 18B) with theMCd6 (M ¼ Ca, Sr, Y, Ce-Nd, Sm-Lu, Np, Pu)335–341 members,
however, exhibits a significantly more complex crystal structure. Its structure is closely related to the icosahedral Tsai type quasicrys-
tals and represents an 1/1 approximant, which can be described by different spheres of atoms that get stacked into each other. The
most inner sphere consists of a Cd atom located on the 24g position, however, only with an occupation of 1/3 (Fig. 18C). This
disordered polyhedron is surrounded by a pentagon dodecahedron (Fig. 18D) also formed by Cd, which is enwrapped by a Y12
icosahedron (Fig. 18E) followed by an icosidodecahedron (Fig. 18F). It has to be mentioned, that although these spherical arrange-
ments can be used as a cut-out of the structure, still significant bonding between the different “shells” is present. The structure of
ErCd3 (Cmcm, Fig. 18A) and its isostructural representatives RECd3 (RE ¼ Y, Tb-Tm, Lu) can also be described based on the connec-
tion of polyhedra. Here, empty face-sharing Cd6 octahedra are observed forming strands along the c-axis. Within the ab-plane they
are connected to a network via all corners. The Er cations are located in the cavities of the polyanion.

For the ternary Cd intermetallics, a number of well-known structure types, e.g., the TiNiSi or the ZrNiAl type can be observed.
Also, the ternary MgCu4Sn type, a derivative of the cubic Laves phase (see Section 4.06.4.2) can be observed. The most represen-
tatives, however, have been reported for the cubic Gd4RhIn (F�43m),342 the tetragonal Mo2FeB2 (P4/mbm)343 and the hexagonal
Y10RuCd3 (P63/mmc)344 type structures. The Gd4RhIn type structure has been reported for a wide range of elemental combinations
M4TX (Fig. 19A), with M ¼ Ca, Y, La-Nd, Sm-Lu and T ¼ Co-Cu, Ru-Ag and Ir-Au, not only with X ¼ Cd345–347 but also for
X ¼Mg,348–358 Al359,360 and In.342,359,361,362 Similar to the ErCd3 type structure, empty Cd polyhedra, but this time Cd4 tetrahedra,
can be found. The transition metal atoms are located inside trigonal prisms (T@RE6) which are interconnected via corners and
edges to form a network. The Cd4 units along with RE6 octahedra reside in cavities of the network. Trigonal prismatic T@RE6 enti-
ties, however, connected via faces and edges, can be observed on the RE2T2Cd representatives (RE ¼ Y, La-Nd, Sm, Gd-Lu; T ¼ Ni,

Fig. 18 Crystal structures of (A) ErCd and (B) YCd6. The different observed “shells” are shown in (C–F) (see text). The Cd atoms are depicted in
gray, the M atoms in blue.
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Cu, Rh, Pd, Pt, Au; Fig. 19B),363–369 adopting the Mo2FeB2 type structure (ordered U3Si2 type). Due to the low Cd content, no poly-
hedra solely formed by Cd can be observed. They reside in RE8 cubes, that condense to strands via trans-faces. Finally, in the
Y10RuCd3 type structure, which is an ordered variant of the Co2Al5 type structure, also different polyhedra can be found and
used for the description of the structure. Several Cd intermetallics RE10TCd3 (RE ¼ Y, Sm, Gd-Tm, Lu; T ¼ Fe, Co, Ni, Ru, Rh,
Pd, Os; Fig. 19C)344,370,371 have been reported to crystallize in this structure type and also some Al representatives.372 As for the
compounds reported before, the transition metal atoms are located in T@RE6 surroundings, while the Cd atoms for Cd3 triangles.
The T@RE6 prisms get alternatingly stacked with empty RE6 octahedra along the c-axis. More information on ternary rare earth tran-
sition metal cadmium intermetallics can also be found in a review article from 2011.373

4.06.4.5.1.5 Mercury
The synthesis of Hg-intermetallics, also called amalgams, like for the lighter homologues, is challenging due to the low boiling point
of mercury (630 K). This requires sealed ampoules, however, even sealing is difficult due to the high vapor pressure of Hg. Alter-
native synthetic techniques, e.g., electrocrystallization (see Section 4.06.3.5) can be utilized to synthesize these compounds. As
for the Zn- and Cd-intermetallics, numerous Hg-rich compounds have been prepared. As for the equiatomic compounds, the simple
CsCl type structure (Fig. 13A) is observed for quite a number of main group (MHg with M ¼ Li,160 Mg-Ba329,374) and rare earth
element (REHg with RE ¼ Sc, Y, La-Nd, Eu-Lu)306,375–378 containing compounds. The alkali metal containing amalgam NaHg
forms its own structure type (Cmcm, Fig. 20A) with double-strands formed by zigzag-chains, while the KHg type structure (P�1,
Fig. 20B) is also found for CsHg. In this triclinic structure, Hg4 squares can be observed that connect via trans corners to form chains.
For the equiatomic transition metal compounds THg, the representatives with T ¼ Mn379 (CsCl type), T ¼ Ti,380 Zr,380 Pd,381 Pt382

(CuAu type, P4/mmm, Fig. 20C) and NiHg383 (CuTi type, P4/mmm) have been investigated. As for the Hg-rich compounds, e.g., the
UHg2, the KHg2 and the BaHg11 type structures have been reported. All of these structure types are also found for a wide variety of
other intermetallics. The UHg2 type structure (P6/mmm, Fig. 20E) exhibits the same space group and is isopointal to the AlB2 type
structure (P6/mmm, Fig. 14A). The U atoms are located on the Al sites, while the Hg atoms occupy the B positions with respect to the
aristotype. However, due to the different atomic sizes and the bonding situation these should be considered different structure
types. Caused by the larger Hg-atoms, the honeycomb nets in the ab-plane get significantly enlarged. Thus, in turn the U atoms
can move towards the Hg-nets, leading to a significantly shortened c-axis and a reduced c/a ratio of 0.65 (c/a(AlB2) ¼ 1.08). The
rare earth elements (M ¼ Y, La, Ce, Eu, Dy-Er)377,378,384–386 and U387 form this structure type for the MHg2 compounds alongside

Fig. 19 Crystal structures of (A) Y4PtCd (Gd4RhIn type), (B) Ce2Au2Cd (Mo2FeB2 type) and (C) Y10RuCd3. The Cd atoms are depicted in gray, T
atoms in black and the M atoms in blue.
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with NaHg2
388 and the high-pressure form of KHg2.

389 The orthorhombic KHg2 type structure (Imma, Fig. 20F)390 can be derived
from the AlB2/UHg2 type by a klassengleiche symmetry reduction of index 2. Here, a doubling of the c-axis takes placed along with the
introduction of additional degrees of freedom (variable atomic coordinates) allowing for a distortion of the honeycomb nets. This
structure type is formed by the alkali (AHg2; A ¼ K, Rb, Cs)390,391 and alkaline earth (AEHg2; AE ¼ Sr, Ba)392 amalgams. A compre-
hensive view of the plethora of super structures of the AlB2/UHg2 type structures based on group-subgroup relations has been given
by Hoffmann and Pöttgen.43 Finally, in the Hg-rich BaHg11 type structure (P6/mmm, Fig. 20D),393 the Ba atoms exhibit a large coor-
dination number of 20 and are exclusively surrounded by Hg atoms, similar to the BaCd11 (Fig. 16A), the ThMn12 (Fig. 11A) or the
NaZn13 (Fig. 11B) type structures. With mercury, this structure type is, besides Ba, also realized for KHg11

394 and RbHg11
394 as well

as CaHg11
395 and SrHg11.

396

4.06.4.5.2 Group 13
4.06.4.5.2.1 Boron
Boron containing compounds are important in a number of different applications. FeB for example is used as a coating material for
cutting tools and drills and is also formed in ferroboron (iron with 17-20 at.% boron). TiB2 is the most important diboride due to
its high oxidation resistance, the high melting point and its exceptional hardness and elastic modulus.397 LaB6, crystallizing in the
CaB6 type structure, is used as electrode material for electron microscopy or as (internal) standard for powder X-ray diffraction.
Furthermore, boron-rich materials can be used in moderator or control rods in nuclear reactors due to the high neutron cross section
of 10B.

The most important binary compounds in the diverse field of M/B compounds are probably the ones crystallizing in the AlB2
type structure398 (P6/mmm). While for the main group metals only MgB2,

399 BaB2 and AlB2
398 are known, the AlB2 type structure is

Fig. 20 Comparison of the structures of equiatomic (A) NaHg, (B) KHg and (C) CuAu type PdHg along with (D) Hg-rich BaHg11 and (E) UHg2 and
(F) KHg2, two AlB2 related structures. The Hg atoms are depicted in gray, the main group, transition metal or actinide atoms in blue.
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found for the transition metals Sc-Fe,400–404 Y-Mo,401,405,406 Ag,407 Hf-W401,408 and Au407 as well as the rare-earth metals Sm, Gd-
Lu409–411 and finally the actinides U,412 Np413 and Pu.414 The structure is fairly simple, the B atoms form graphite like layers with
the M atoms located above and below the center of every six-membered ring (Fig. 14A). What makes these borides so extremely
interesting are their physical properties. MgB2, and to a certain extend also other diborides, shows superconductivity below
TC ¼ 39 K.415,416 This surprising discovery exceeded the previously highest critical temperature of thin film of Nb3Ge with
TC � 23 K.417,418 Among the other binary borides, a rich versatility regarding the respective structures is observed. These range
from isolated B atoms, e.g., in the Re3B

419 or the NaCl420 type structure representatives, to both isolated atoms and dumbbells
(Cr5B3

421 type), to dumbbells (U3Si2
422 type), to linear (NiAs423 or CuAl2

89 type), corrugated (CrB,424 FeB425 or a-MoB426 type)
or branched (Ru11B8

427 type) chains further to double (Ta3B4
408 type) or even triple (V2B3

428 type) chains. Boron rich compounds
finally exhibit B6 octahedra (UB4

429 or CaB6
430 type), B12 cuboctahedra (UB12 type

429) or B12 icosahedra (YB66 type
431). These can

be directly connected or bridged via B2 dumbbells. Due to the vast number of compounds reported along with the structural mani-
fold, it should be referred to the Pearson data base67 for detailed structural information and elemental combinations. Some of the
mentioned structure types are graphically compiled in Figs. 21 and 22.

The number of entries in the Pearson data base67 regarding ternary borides exceeds 4000. Therefore, only some selected structure
types should be presented. In analogy to the AlB2 type representatives in the binary systems, the most entries are found for the
Nd2Fe14B (P42/mnm, Fig. 23A) and the YCrB4 (Pbam, Fig. 23B) type structure among the ternary borides. The neodymium
compound is widely used as hard magnetic material in various applications (wind turbines, electric motors, hard disk drives,
speakers, headphones etc.) due to its high remnant and saturation magnetization. Its crystal structure is dominated by the Fe atoms
with distances in the range of the sum of their covalent radii, indicating Fe–Fe bonding and coordination numbers of 12–14. The Nd
and B atoms are located in voids of the Fe substructure. The latter are surrounded by six Fe and one Nd atom in the shape of

Fig. 21 Comparison of different binary borides with (A) and (B) isolated boron atoms, (C) isolated atoms and dumbbells, (D) solely dumbbells, and
different types of chains (E–H) (see text). The B atoms are depicted in gray, Fe atoms in orange and T atoms in blue.
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a monocapped trigonal prism (B@Fe6Nd). Two of these prisms are condensed over a common edge. Both Nd sites exhibit spherical
surroundings with high coordination numbers of 20. Besides Nd2Fe14B, numerous other 2-14-1 compounds according to M2T14B
have been observed with M ¼ Y, La-Nd, Sm, Gd-Tm, Lu, Th and T ¼ Fe, Co.67,432–441 The YCrB4 type structure has also been re-
ported for a number of elemental combinations (M ¼ Sc, Y, Ce-Nd, Sm-Lu, Th, U and T ¼ V-Ni, Mo, Ru, Rh, W-Os67,442–448).
Here, extended B–B bonding can be observed. The B atoms form pentagonal prisms that encapsulate the transition metal atoms
according to T@B10. Two of these prisms condense via a rectangular face forming double units. These entities are packed in
a herring-bone pattern, separated by the M atoms.

4.06.4.5.2.2 Aluminum
Aluminum based alloys are used in almost every part of industry and everyday modern life due to their versatility paired with their
outstanding physical and mechanical properties (e.g., low density, corrosion resistance). In order to form usable materials, pure
aluminum is too ductile, a variety of elements can be alloyed to the main component Al. The typical light-weight alloys arebased
on the addition of Mg, Si, Mn, Cu and Zn, but also a variety of other metals can be added for specific applications. The extensive use
of these alloys has led to a detailed investigation of the respective phase diagrams and the microstructure of these materials. In many
of the copper-based so called 2XXX alloys, different precipitates are observed, e.g., the S-phase MgCuAl2 or the T-phase Mg4CuAl4
(vide infra).449

Fig. 22 Comparison of different binary borides with (A) and (B) octahedral B6 entities, (C) bands and (D) cuboctahedral B12 building blocks (see
text). The B atoms are depicted in gray, T atoms in blue.

Fig. 23 Crystal structures of (A) tetragonal Nd2Fe14B and (B) orthorhombic YCrB4. Nd and Y atoms are shown in blue, Fe and Cr in black and B
atoms in gray, respectively.
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Binary aluminum intermetallics represent a large group of compounds with over 2000 entries (just for the binaries between Al
and an element of groups 1-12) in the Pearson data base.67 Nearly all transition metals and rare-earth elements, exceptions are Cd
and Hg as well as Pm, have been reported to from a binary aluminum compound. Interestingly, among the alkali metals, only the Li
compounds LiAl (dimorphic, LT: I41/amd, LiIn type; RT: Fd�3m, NaTl type), Li3Al2 (R�3m, own type), Li9Al4 (C2/m, own type) and
Li2Al (Cmcm, Li2Ga type) have been reported (Fig. 24A–D),161,450–453 while for the alkaline earth metals a significantly larger
number of binaries has been reported. As selected examples, for AE ¼ Mg-Ba the AEAl2 composition can be observed, while Ca,
Sr and Ba also form the 1:4 composition AEAl4. It is interesting to mention, that MgAl2 adopts the HfGa2 type structure (I41/
amd),454 while CaAl2 forms the cubic Laves phase (MgCu2 type, Fig. 6A).455 The next heavier homolog SrAl2 crystallizes in the
orthorhombic KHg2 type structure (Imma, Fig. 20F)456 and BaAl2 is not existent under normal synthetic conditions. However
high-temperature (HT)/high-pressure (HP) experiments allow the formation of MgCu2 type BaAl2

457 and also SrAl2 can be trans-
formed into this cubic phase under HT/HP.458 For the AEAl4 representatives with AE ¼ Ca, Sr and Ba, the tetragonal BaAl4 type
structure (I4/mmm, Fig. 24F) can be found.455,459–461 In the case of CaAl4, it is the high-temperature phase, while at room temper-
ature, monoclinic CaAl4 (CaGa4 type structure, C2/m, Fig. 24E) is formed.459 The orthorhombic La3Al11 type structure (Immm,
Fig. 24G)462 seems to be closely related to the BaAl4 type structure and for a long time, this was not recognized.257,463,464 One
of the reasons could be attributed to the relationship of the lattice parameters: a(La3Al11) z a(BaAl4), b(La3Al11) z 3 � a(BaAl4),
c(La3Al11) z c(BaAl4). Upon analysis of the structural relations between BaAl4 and La3Al11, it becomes clear that these structures,
although visually very similar, are not related by a group subgroup-relation.45 Among the transition metal and rare earth aluminum
intermetallics, the cubic Laves phase (MgCu2, Fig. 6A) type structure plays an important role along with the CsCl (Fig. 13A) and the
Cu3Au (Fig. 13B) type structures. Although the majority of the binary representatives are reported for these structure types, the
industrially relevant ones should also be mentioned. Probably one of the most investigated binaries for application purposes is
Ni3Al (Cu3Au type, Fig. 13B). Due to its corrosion and chemical resistance, it is utilized as coating material for turbines or in
different automotive applications. But also, titanium-aluminum based materials exhibit interesting mechanical properties. TiAl
(CuAu type, Fig. 20C) and Ti3Al (Ni3Sn, Fig. 24E) are probably the central compounds here. They can be chemically modified
(alloying, substitution, introduction of vacancy filling elements) to further improve their respective properties. Finally, the
compounds from the Ce-Al system should be explicitly mentioned. Most of the existing binaries show interesting physical

Fig. 24 Comparison of different binary aluminum intermetallics. (A) Li2Al, (B) Li3Al2, (C) Li9Al4, (D) LT-LiAl, (E) Ti3Al, (F) CaAl4, (G) BaAl4 and (H)
La3Al11. The Al atoms are depicted in gray, A, AE, T or RE atoms in blue.
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properties. CeAl2 (MgCu2, Fig. 6A) for example is a Kondo compound with an incommensurate magnetic structure at low temper-
atures and a significant crystal field splitting of over 200 K.465–469 Also Ce3Al (Cu3Au type, Fig. 13B) and CeAl3 (Ni3Sn, Fig. 24E)
have been characterized as dense Kondo systems.470–475

As for the ternary aluminum intermetallics, the equiatomic ZrNiAl type structure (P�62m, Fig. 14B) is, besides the TiNiSi type
structure (Pnma, Fig. 25D), one of the most prominent equiatomic ternary structure types. With aluminum as a main group metal,
it is formed for the 3d transition metals Fe-Cu, as well as Ru, Rh, Pd and Ir, Pt and Au in combination with Zr and Hf as well as the
rare earth metals Y, Ce-Nd, Sm, Gd-Lu and the actinides Th, U and Pu.67,476–482 The TiNiSi type is mostly observed for rare earth
elements (Sc, Y, La-Nd, Sm-Lu) as well as Mg and Ca with Rh, Pd, Ir, Pt and Au as transition metals.67,476–482 As stated before, ortho-
rhombic MnCuAl2 (Cmcm, Fig. 25E) is an important intermetallic precipitate found in Al based alloys. Its structure was first deter-
mined on Weissenberg film data.483 Due to its industrial importance, it has been extensively studied by diffraction experiments and
electron microscopy.484–486 Both the space group and the magnesium/copper ordering were discussed readily,487,488 until a redeter-
mination of the crystal structure based on high-quality single crystal X-ray diffraction data confirmed both, the atomic positions and
the space group symmetry.489 The structure of MgCuAl2 can be derived from binary Re3B by a group-subgroup relation.490 Within
the aluminum compounds, the MTAl2 representatives with M ¼ Ca, Sr, Ba, Sc, Y, La–Nd, Sm, Gd–Lu; T ¼ Co, Ni, Cu, Pd, Pt491–501

have been prepared and investigated not only by diffractometry but also with respect to their physical and 27Al NMR and 151Eu
Mößbauer spectroscopic properties.500,501 The peculiarity of this structure type, that has also been observed for other main group

Fig. 25 Comparison of different ternary aluminum intermetallics. (A) PrNi2Al3, (B) YNi2Al3, (C) YPt2Al3, (D) CaAuAl, (E) MgCuAl2 and (F)
Ho6Mo4Al43. The Al atoms are depicted in gray, A, AE, or RE atoms in blue, T atoms in black, Cu in orange.
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elements (X) besides Al, is the possibility for a significant distortion of the [TX2]
d� polyanion, depending on the M element. This

leads, especially in the cases of the heavy alkaline earth metals to a reduction of the dimensionality from 3D towards 2D.501,502

While the latter compounds have only been reported with late transition metals so far, the Ho6Mo4Al43 type structure (P63/
mcm, Fig. 25F) is predominantly observed for the early transition metals, namely Ti, the V group, the Cr group and Mn along
with Ca, Y, Nd, Sm, Gd-Lu, Th and U as replacements for Ho in the aristotype.503–507 As seen for many other compounds containing
one element in a large excess, also in Ho6Mo4Al43 the Al atoms encapsulate the Ho andMo atoms leading to a stacking of polyhedra
rather than the formation of a pronounced polyanionic network. Finally, the PrNi2Al3 (P6/mmm, Fig. 25A) and YNi2Al3 (P6/mmm,
Fig. 25B) type structures should be mentioned. Their structures that can be derived from the CaCu5 type structure (P6/mmm,
Fig. 16B). PrNi2Al3 can be considered a coloring variant of CaCu5, in which the two Cu positions 2c and 3g get occupied by Ni
and Al, respectively. YNi2Al3 in contrast forms an isomorphic super structure (i3) with an enlarged unit cell (2a þ b, �a þ b, c),
in which the rare earth position splits from 1a to 1a and 2c. The 1a position (0,0,0), however, does not get occupied but the 1b
position (0,0,1/2). This leads to two different coordination polyhedra for the Y atoms. Upon investigations of the REPd2Al3 series
an i7 super structure of PrNi2Al3 was observed for ErPd2Al3 (P6/m).508 Within the REPt2Al3 series, surprisingly an orthorhombic
super structure of PrNi2Al3 was found and characterized for YPt2Al3 (Cmmm, Fig. 25C).509 YbPd2Al3 (YNi2Al3 type) exhibits an
interesting physical phenomena, a temperature induced valence phase transition around 110 K.510 Below this temperature the
Yb atoms exhibit a divalent state, while above they are trivalent. Eu2Pt6Al15 (P2/m, Sc2Pt6Al15 type structure) exhibits the invers
phenomena around 45 K.511 Above, the Eu are divalent, while below they are trivalent. In both cases, a severe expansion/contrac-
tion of the unit cell is observed along with a dramatic change of the magnetic properties.

4.06.4.5.2.3 Gallium
For the Ga intermetallics, the AlB2 (P6/mmm, Fig. 14A), CrB (Cmcm, Fig. 21F), and Cu3Au (Pm�3m, Fig. 13B) type structures are again
prominent representatives for binary compounds mentioned numerous times before. The AlB2 type structureMGa2 is found for the
alkaline earth elements Ca, Sr and Ba as well as the rare earth elements Y, La-Nd, Sm-Tm and the actinides U, Np and Pu.512–517 For
some of these, the magnetocaloric properties have been studied in detail.518 The equiatomic CrB type structure is found for Ca, Sc, Y,
La-Nd, Sm, Gd-Tm and Lu257,516,519–524 while finally the Cu3Au type structure is observed for the rare earth elements Sc, La-Nd, Sm,
Tb-Tm and Lu as well as for the transition metals Fe, Ni and Pt and the actinides U and Np. It is interesting to note, that of these, Sc,
Tb-Tm, Lu, U and Np form the composition MGa3,

525–529 while the early lanthanides La-Nd, Sm along with Pu, Fe, Ni and Pt
exhibit theM3Ga composition.516,530–533 The Cr3Si type structure is observed for V3Ga, Nb3Ga, Cr3Ga and Mo3Ga.

534 It crystallizes
in the cubic crystal system with space group Pm�3n and can be described based on the coordination polyhedra surrounding the Ga
atoms (Fig. 26A). The Ga atoms are located on the 2a site and therefore on the corners and in the center of the unit cell. They are
surrounded by 12 T atoms in the shape of an icosahedron. The hexagonal Mn5Si3 type structure (P63/mcm, Fig. 26B) has been re-
ported for the early transition metals of the Ti and V group as well as the small rare earth elements (Sc, Y, Ho-Tm and Lu).535–539 The
Ti2 atoms are surrounded by the Ga atoms in the shape of a distorted octahedron linked via common faces forming strands along
the c axis. The Ti1 atoms form empty octahedra also forming chains along [001].

Among the ternary gallides, the most prominent structure type is the MnCu2Al type structure (Fm�3m, Fig. 27A), also known as
Heusler phase with the general composition X2YZ. This is observed for a wide range of elemental combinations listed in the Pearson

Fig. 26 Crystal structures of (A) Mo3Ga and (B) Ti5Ga3. Mo and Ti atoms are shown in gray, Ga atoms in blue.
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database.67 It is followed by the equiatomic MTGa compounds crystallizing in the orthorhombic TiNiSi type structure (Pnma,
Fig. 25D) forM ¼ Sc, Y, La-Nd, Sm, Eu-Lu, U and T ¼ Co, Ni, Rh, Pd, Ir, Pt and Au67,540–543 or the hexagonal ZrNiAl type structure
with M ¼ Mg, Ti, Zr, Hf, Y, La-Nd, Sm, Gd-Tm, Lu, Th, U, Pu and T ¼ Mn, Fe, Co, Ni, Ru, Rh, Pd, Ir, Pt and Au67,544–548 (P�62m,
Fig. 14B). Finally, the tetragonal ThCr2Si2 type (I4/mmm, Fig. 27B) is observed for the elemental combinations of MT2Ga2 with
M ¼ Li-K, Ca-Ba, Y, La-Nd, Sm-Dy, Yb and T ¼ Co, Ni, Cu, Zn, Pd, Ag, Cd, Pt and Au but also Zn, Cd, Al and In.67,549–555 In
many cases, significant homogeneity ranges were observed. While the TiNiSi and the ZrNiAl type structures have been described
in detail before, the MnCu2Al and the ThCr2Si2 type structures should be briefly explained. The latter one can be derived from
the BaAl4 type structure by replacing Ba by Th, one of the two Al sites with Cr and the other one with Si, and in the case of the gallides
by the element given above. The MnCu2Al type structure, however, can be considered as an intergrowth of the NaCl (here formed by
Mn and Al) and the CaF2 type structure (Cu in the tetrahedral voids of the Al structure). Besides these more or less ordered structures,
a number of solid solutions, crystallizing in typical binary structure types (CaIn2, KHg2, La3Al11, Th2Zn17) can be observed. These
are compiled in the Pearson database.67

4.06.4.5.2.4 Indium
As for the Ga intermetallics also for the indium ones the Cu3Au type structure (Pm�3m, Fig. 13B) is observed, and, as stated before,
two different compositions can be observed. With Sc, Zr, Ni, Ag, Pt and La-Nd, Sm, Gd as well as Pu the M3In compounds are re-
ported, while for Li, Mg, Sc, Y, La-Nd, Sm, Gd-Lu and the actinides Th, U, Np and Pu also the MIn3 compounds were synthesized.
Furthermore, the equiatomic compoundsMIn withM ¼ Li, Ca, Ni, Rh, Pd, Sc, Y, La, Pr, Nd, Sm, Gd, Dy-Yb, some of them reported
only as high-temperature modification, crystallize in the CsCl type structure (Fig. 13A).512,556–561 For the transition metals Ni, Cu
and Pt, the main group elements Sb and Bi and for the rare earth metals Sc, Y, La-Nd, Sm, Gd-Tm and Lu, the hexagonal Ni2In type
structure (P63/mmc, Fig. 28A) is observed.67,560–564 The structure can be derived from the NiAs type structure by filling the empty
trigonal prisms by additional Ni atoms. Consequently, chains of trigonal prisms that are alternatively filled by In and Ni are formed,
running along the c axis. Finally, the CaIn2 type structure (P63/mcm, Fig. 28B) should be mentioned. It can be understood as a Zintl
phase in which the Ca atoms transfer two electrons onto the indium polyanion. Each In atom therefore exhibits one additional
electron making them isoelectronic to group 14, hence forming a structure related to this group. In CaIn2, the In atoms arrange
like the carbon atoms in the hexagonal diamond, also known as Lonsdalite structure. For indium, it is reported for the divalent
elements Ca, Sr, Eu and Yb.559,565

Within the field of ternary indium compounds, the hexagonal ZrNiAl, the tetragonal Mo2FeB2, and the cubic MgCu4Sn type
structures are observed for numerous elemental combinations. The most compounds have been reported for equiatomic MTIn

Fig. 28 Crystal structures of hexagonal (A) Ni2In and (B) CaIn2. Ni atoms are shown in black, Ca atoms in gray and In atoms in blue.

Fig. 27 Crystal structures of (A) VNi2Ga (Heusler phase, MnCu2Al type) and (B) CeAl2Ga2 (ThCr2Si2 type). V and Ce atoms are shown in blue, Ni or
Al atoms in black, the Ga atoms in gray.
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compounds (ZrNiAl type, Fig. 14B) withM ¼ Sc, Y, La-Nd, Sm, Gd-Lu, Th, U and T ¼Mg, Ni, Cu, Rh, Pd, Ir, Pt and Au,67,544,566–571

followed by theM2T2In members (Mo2FeB2 type, Fig. 19B) withM ¼ Sc, Y, Zr, Hf, La-Nd, Sm, Gd-Lu, Th, U-Pu and T ¼ Si, Ge, Co-
Cu, Rh, Pd, Ir-Au.67,572–583 For the MgCu4Sn type structures (F�43m, Fig. 29A) finally, the elemental combinations MT4Ga with
M ¼Mg, Ca, Sc, Y, La-Nd, Sm-Lu, U and T ¼ Co, Ni, Cu, Pt have been reported.67,568,584–586 This cubic structure type can be derived
from the cubic MgCu2 type structure. While the Cu atoms still form corner-connected empty tetrahedra, within the Mg substructure,
now two distinct atomic positions arise. Upon the characterization of the magnetic and transport properties of these
compounds,587,588 a first-order valence phase transition was observed in YbCu4In and investigated in great detail.589–597 Finally,
the Lu5Ni2In4 (Pbam, Fig. 29B) and the Nd11Pd4In9 (Cmmm, Fig. 29C) type structures should be mentioned. In the case of the
M5T2In4 composition, these exist for M ¼ Sc, Y, Zr, Hf, La-Nd, Sm, Gd-Tm, Lu and T ¼ Co, Ni, Rh, Pd, Ir, Pt,598–603 while the
M11T4In9 stoichiometry has been reported for M ¼ Sc, Y, La-Nd, Sm, Gd-Tm, Lu and T ¼ Co, Ni, Ru, Pd.67,604–610 In both cases,
the transition metal atoms exhibit trigonal prismatic surroundings by the rare earth atoms, while the In atoms reside in distorted
square prisms. Only the connections between the two coordination environments differ.

4.06.4.5.2.5 Thallium
For the binary thallium intermetallics, finally, the Cu3Au type structure (Fig. 13B) is the most prominent for both theM3Tl (M ¼ La-
Nd, Np611–613) andMTl3 (M ¼ Ca, Y, La-Nd, Sm-Lu, Th, U67,331,332,512,565,613–617) compositions, followed by compounds adopting
the CsCl (MTl with M ¼ Li, Ca, Sc, Y, La, Pr, Nd, Sm, Gd, Dy-Yb,67,160,306,512,558 Fig. 13A), the Pu3Pd5 (M3Tl5 with M ¼ Y, La-Nd,
Sm, Gd-Er, Th67,618–621), and the Mn5Si3 type structures (M5Tl3 with M ¼ Y, Ho-Tm, Lu,67,622 Fig. 26B). The Pu3Pd5 type structure,
like many other intermetallic structures, can be described based on coordination environments or, if applicable, based on distinct
metal-metal bonding. In both, the indium and the thallium compounds, In–In and Tl–Tl bonds can be observed. In Nd3Tl5, the Tl
atoms form a polyanion with extensive Tl–Tl bonding, resulting in slightly distorted empty square pyramids that are connected via
all the top and two trans-oriented basal corners. The Nd atoms reside inside the cavities of this polyanion.

For the ternary representatives, only a few have been reported, most likely due to the toxicity of thallium compounds. The ones
reported crystallize in the ZrNiAl for MTTl (M ¼ Y, La-Nd, Sm, Gd-Lu, T ¼Mg, Pd,623,624 Fig. 14B) or MgCuAl2 type structures
(Fig. 25E), the latter MTTl2 compounds with M ¼ Sr, Eu and T ¼ Pd and Pt623,625,626 show the previously mentioned Tl–Tl
bonding.

4.06.4.5.3 Group 14
4.06.4.5.3.1 Carbon
Finally, the group 14 intermetallics should be summarized. While the heavier homologs form typical intermetallics with other
metallic elements, for carbon, three different cases can be observed: (1) together with alkali- and alkaline earth elements, ionic
salt-like carbides are formed (e.g., CaC2 or Mg2C3), (2) covalent carbides, for example SiC, are observed in combination with
elements bearing a similar electron negativity and finally (3) metallic carbides formed with transition metals, the rare earth elements
or the actinides. The most prominent and also probably industrially most important carbides are observed in the Fe/C phase
diagram. Here, C atoms are either incorporated into the Fe structure, strengthening the metal due to extensive Fe–C bonding, form-
ing so called “interstitial carbides.” These, by definition after Hägg, are only considered interstitial if the structure of the metal is

Fig. 29 Crystal structures of the (A) cubic MgCu4Sn, (B) orthorhombic Lu5Ni2In4 and (C) orthorhombic Nd11Pd4In9 type structures. Mg, Lu and Nd
atoms are shown in blue, Ni and Pd atoms in black and In atoms in gray.
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retained in the binary carbide. WC for example crystallizes in the hexagonal crystal system with space group P�6m2, while elemental
W exhibits a cubic body centered structure (Im�3m). Therefore, WC is no interstitial carbide.

From an industrial point of view, TiC, WC and Fe3C are just three of the important carbides used in various applications, e.g.,
drill and cutting tools, as abrasive materials etc. or formed during the formation of steel. Along with the hardness of these materials
comes a brittleness that hampers in many cases the direct use in technical applications. This problem can be overcome e.g., in the
case of WC by the formation of a composite of WC along with elemental Co, supplying the necessary toughness. TiC crystallizes in
the cubic crystal system with Ti on (0,0,0) and C on (1/2, 1/2, 1/2) and therefore adopts a structure that seems to be identical to the
one of NaCl in the first place. From a crystallographic point of view, these structures are identical, thus a lot of times the structure of
TiC is described to be of NaCl type. From a chemical point of view, the bonding situation is totally different. While NaCl is a salt, in
TiC significant metal-carbon bonding is observed. Hence, the structural relationship should be described as isopointal rather than
isostructural. The structures of TiC (Fm�3m), WC (P�6m2) and Fe3C (Pnma) are shown in Fig. 30A–C. As in most of the carbides, that
exhibit isolated C atoms, these are sixfold coordinated by the metal atoms, either in the shape of an octahedron (see TiC or Fe3C) or
in a trigonal prismatic fashion (see WC). The rare earth and actinide metal carbides also exhibit octahedral coordination environ-
ments for the C atoms, with varying compositions, e.g., RE2C (RE ¼ Y, Gd-Ho,627,628 R�3m, CdCl2 type, Fig. 30E). With increasing C
content, the formation of C–C bonds occurs. The most prominent structure type is the Pu2C3 type formed for a large variety of
elements (M2C3 with M ¼ Sc, Y, La-Nd, Sm, Gd-Lu, Th, U-Cm,629–632 I�43d, Fig. 30D). The C–C distances are about 125 pm and
therefore in the range of a triple bond. These dumbbells are surrounded by eight M atoms in the shape of a dodecahedron. In
the Sc3C4 type structure (M3C4 with M ¼ Sc, Y, Tb-Lu,633–636 P4/nmc, Fig. 30F), finally, isolated C atoms, C2 dumbbells and
also linear triatomic propadiene analog entities are observed.

With respect to ternary carbides, the Mn3AlC, CeNiC2 and UMoC2 type structures are the ones with the most entries in the Pear-
son data base.67 The Mn3AlC type (Fig. 31A) is isopointal to the perovskite type structure and has been reported for a number of
elemental combinations M3TC that cannot be listed here in a structured fashion, therefore it is referred to the Pearson data base.67

Fig. 30 Comparison of six binary intermetallic carbides. (A) Cubic TiC, (B) hexagonal WC, (C) orthorhombic Fe3C, (D) cubic Pu2C3, (E) trigonal Y2C
and (F) tetragonal Sc3C4. M atoms are depicted in gray, C atoms in blue.
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However, regardless of the respective elemental combinations, the carbon atoms always occupy the octahedral voids formed by the
M atoms, while the T atoms are located in the cuboctahedral voids. For the MTC2 compositions, the orthorhombic A-centered
CeNiC2 (Amm2, M ¼ Y, La-Nd, Sm, Gd-Lu, Th, Pu, T ¼ Fe, Co, Ni, Rh,67,637–639 Fig. 31B) and the orthorhombic primitive
UMoC2 (Pnma, M ¼ Y, Gd-Tm, U, Pu, T ¼ V, Cr, Mn, Mo, Tc, Ru, W, Re,67,640–643 Fig. 31C) type structures can be observed. The
major difference between the two structure types is the coordination of the C atoms. While in the latter structure, the carbon atoms
are surrounded in an octahedral fashion, in the CeNiC2 type structure, C2 dumbbells with C–C distances around 140 pm are
observed. Several of the CeNiC2 type compounds have been investigated with respect to their magnetism and magnetic struc-
tures.644–646

4.06.4.5.3.2 Silicon
For the binary silicides, the Mn5Si3 type structure (P63/mmc, Fig. 26B), already introduced for the gallides, has been reported for
several early transition metals (T5Si3, T ¼ Ti, V, Mn, Fe, Zr, Nb, Mo, Hf, Ta67,647–651) and a large number of rare earth elements
(RE5Si3, RE ¼ Sc, Y, La, Nd, Sm, Gd-Lu67,652–656). As for the equiatomic compounds, the orthorhombic FeB type structure (MSi,
M ¼ Ti-Hf, La-Nd, Sm, Gd-Er, Th, U-Cm, 67,522,657–661 Pnma, Fig. 21G) and the cubic FeSi type structure (P213, Fig. 32C) with
M ¼ Cr-Ni, Tc-Rh, Re and Os have been observed.67,660,662–666 While in the FeB type structure the Si atoms form corrugated chains
with Si–Si bonds, in the FeSi type structure, both Fe and Si exhibit a coordination number of 13 in the shape of a pseudo Frank-

Fig. 32 Comparison of four different binary silicides. (A) Tetragonal ThSi2, (B) orthorhombic GdSi1.4, a distorted ThSi2 type structure, (C) the cubic
FeSi and (D) cubic clathrate type-I (Na8Si46 type structure). Th, Gd, Na atoms are depicted in blue, Fe atoms in gray and Si atoms in black.

Fig. 31 Comparison of three ternary intermetallic carbides. (A) Cubic Mn3AlC and orthorhombic (B) CeNiC2 as well as (C) UMoC2. Mn, Ce and U
atoms are depicted in blue, Al, Ni and Mo atoms in black, C atoms in gray.

200 Intermetallic materials



Kasper polyhedra according to Si@Fe7Si6 and Fe@Si7Fe6. With respect to the MSi2 composition, the hexagonal AlB2 (P6/mmm,
Fig. 14A), the tetragonal ThSi2 (I41/amd, Fig. 32A) and the orthorhombic GdSi1.4 (Imma, Fig. 32B) type structures have been re-
ported for M ¼ Ca-Ba, Sc, Y, La-Nd, Sm-Lu, Th, U-Cm.67,657,661,667–673 For the rare earth elements, either the ThSi2 or the
GdSi1.4 type structure is formed, depending on the respective element. The large and early rare earth metals form the tetragonal
ThSi2 type structure, while the late and small ones exhibit the GdSi1.4 type structure, that can be described as a distorted ThSi2
type. Additionally, a deficit on the Si2 site was observed, leading to the off-stoichiometry. A transition between the three structure
types can be achieved by either quenching at high temperatures or by HT-HP experiments, which in many cases leads to the AlB2
type structure. Another important structural arrangement is observed for the so-called clathrates. One of the prototypes for this class
of compounds in the intermetallic field is the sodium silicide Na8Si46 (Pm�3n, Fig. 32D). The Si atoms in this crystal structure form
an extended network, while the alkali or alkaline earth atoms reside in two different cavities: a 20-vertex pentagonal dodecahedron
and a 24-vertex polyhedron consisting of 12 pentagons and 2 hexagons. Depending on the elemental combination or the synthesis
conditions, a deficit can be observed on the cationic sites, leading to compositions with a general composition ofM8� xSi46. Within
this structure type, several variations with respect to the atoms occupying the cavities and also the network (e.g., Ba8AlxSi46� x) can
be achieved, making these compounds interesting materials for thermoelectric applications due to their low thermal conductivity
caused by the atoms in the cavities (rattling atoms).674,675

With respect to ternary silicides, the Pearson data base67 contains more than 5000 entries in combination with alkali, alkaline
earth, rare earth and transition metals. Of these, over 1000 entries belong to the MT2Si2 compounds that adopt to the tetragonal
body centered ThCr2Si2 type structure (I4/mmm, Fig. 27B), existing for a wide range of elemental combinations (M ¼ Ca-Ba, Sc, Y,
La-Nd, Sm-Lu, Th, U, Np, Ac and T ¼Mg, Cr-Zn, Tc-Ag, Os-Au; references are exemplarily67,676–683). Besides the respective structural
parameters, their properties have furthermore been studied by a wide range of techniques. Magnetic measurements, and neutron
studies, and also e.g., NMR spectroscopic and XPS investigations have been conducted.684–692 In addition to the solid solutions
crystallizing in the AlB2 (P6/mmm, Fig. 14A) and MgZn2 (Fig. 6B) type structure, the TiNiSi (MTSi with M ¼ and T ¼; Pnma,
Fig. 25D) and the CeNiSi2 type structure (MTSi2, M ¼ Ca, Y, La-Nd, Sm-Lu, Th, U, Np; T ¼ Mn-Zn, Rh, Ir, Pt,693–700 Cmcm,
Fig. 33) are observed. The CeNiSi2 type structure can be described as a layer-like structure of zigzag-chains formed by Si atoms
that connect layers that are similar to PbO. In between these building blocks, the Ce atoms are located.

4.06.4.5.3.3 Germanium
As for the silicides, also the binary germanides crystallize in a variety of already mentioned structure types. Among them are the
Mn5Si3 (M5Ge3, M ¼ Ti-Hf, V-Ta, Mn, Mo, Sc, Y, La-Nd, Sm, Gd-Lu, U,67,647,701–708 P63/mmc, Fig. 26B), the CrB (MGe, M ¼ Ca-
Ba, S, Y, Pr, Nd, Sm-Tm,67,522,660,701,709,710 Cmcm, Fig. 9F), the ThSi2 (MGe2, M ¼ Ba, Y, La-Nd, Sm, Gd-Ho, Th, Np,67,257,711,712

I41/amd, Fig. 32A) the Cr3Si (M3Ge, M ¼ V, Cr, Mo, Nb,67,713–715 Pm�3n, Fig. 26A) and finally the Sm5Ge4 (M5Ge4, M ¼ Ti, Hf,
Sc, Y, La-Nd, Sm, Gd-Lu,67,716,717 Pnma, Fig. 34) type structures. Besides the Sm5Ge4 type structure, all other mentioned prototypes
have been described and discussed before, therefore it is referred to the respective sections. The compounds that adopt the Sm5Ge4
type structure crystallizes in the orthorhombic crystal system with space group Pnma. The crystal structure can be described best
based on the coordination polyhedra surrounding the Sm atoms. The three crystallographically independent Sm sites exhibit spher-
ical coordination environments with coordination numbers of 14–16. Two of the Ge sites form dumbbells with short Ge–Ge
distances (266 pm), indicating substantial bonding contributions, while the third site remains isolated.

For the ternary equiatomic germanides, the TiNiSi (MTGe, M ¼ Ca-Ba, Ti-Hf, V-Ta, Sc Y, La-Nd, Sm-Lu, U, Np, T ¼ Li, Mg, Mo,
Mn-Cu, Ru-Pd, Cd, Ir-Au,67,540,718–723 Pnma, Fig. 25D) and ZrNiAl (MTGe, M ¼ Ca, Ti-Hf, Nb, Ta, Sc, Y, La, Pr, Nd, Sm, Gd-Lu,
T ¼ Cr-Co, Cu, Zn, Ru-Cd, Os,67,526,724–731 P�62m, Fig. 14B) type structures are observed. Furthermore, as for the respective silicides,
a plethora of compounds adopting the ThCr2Si2 type structure (M ¼ Ca-Ba, Zr, Hf, Y, La-Nd, Sm-Lu, Th, U, Np, T ¼ Cr-Zn, Ru-Cd,

Fig. 33 Unit cell of the orthorhombic CeNiSi2 type structure. Ce atoms are depicted in blue, Ni atoms in black, Ge atoms in gray.
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Os-Au,67,679,681–683,698,732–736 I4/mmm, Fig. 27B) along with their magnetic properties and magnetic structures have been re-
ported.735,737–742 CaBe2Ge2 (P4/nmm, Fig. 35A) is another 1-2-2 composition that forms its own structure type with various
elements (M ¼ Ca, Sr, La-Nd, Sm, Eu, Dy, Th, U, T ¼ Be, Co, Ni, Zn, Rh, Ir, Pt, Au).67,689,743–747 Like ThCr2Si2, it can also be derived
from the BaAl4 type structure, however, adopts a tetragonal primitive unit cell. The crystallographic relations between BaAl4,
ThCr2Si2 and CaBe2Ge2 can be found in the literature.45 The crystal structure of CaBe2Ge2 is very similar to the one of ThCr2Si2,
with the distinct difference, that between the layers now heteroatomic bonding arises compared to homoatomic bonds in the
body-centered ThCr2Si2 type (Fig. 27B). Finally, the hexagonal MgFe6Ge6 type structure (P6/mmm, Fig. 35B) and the orthorhombic
CeCu2Ge6 (Amm2, Fig. 35C) type structures should be mentioned. In the latter structure type zigzag-chains of Ge atoms along with
slabs formed by the transition metal and additional Ge atoms are observed. The M atoms, as usual, occupy cavities in the frame-
work. In the MgFe6Ge6 type structure, the transition metal atoms form Kagomé nets (63 nets) with Ge atoms located over the trian-
gular and hexagonal meshes of the layer. The Mg atoms reside in cavities formed by 20 atoms (Mg@Fe12Ge8) forming an eightfold
capped hexagonal prism. The CeCu2Ge6 type structure was observed for the elemental combinations withM ¼ Y, La-Nd, Sm, Gd-Lu
and T ¼ Mn, Co-Cu, Rh-Ag, Pt, Au and Al,67,748–754 while the MgFe6Ge6 type structure was reported forM ¼ Li, Mg, Ti, Zr-Hf, Nb, Sc,
Y, Gd-Lu, U and T ¼ Cr-Co.67,755–760

4.06.4.5.3.4 Tin
For the binary stannides, the most represented structure types have been already discussed before. The Cu3Au type (Pm�3m, Fig. 13B)
is observed both for M3Sn (M ¼ Ti, Fe, Ni, Pd, Pt, La-Pr, Np67,611,612,761–763) and MSn3 (M ¼ Ca, La-Nd, Sm-Er, Yb, Th, U-
Pu67,257,387,614,615,764) compounds, with the majority being reported for the latter composition. The M3Sn representatives with
M ¼ Ti, Fe and Ni, only form during high-temperature/high-pressure experiments.765 The hexagonal Mn5Si3 type structure (P63/
mcm, Fig. 26B) has been reported for the elements M ¼ Ti-Hf, Sc, Y, La-Nd, Sm, Gd-Lu and Th.647,766–769 Finally, several stannides

Fig. 35 Comparison of three ternary intermetallic germanides. (A) The tetragonal CaBe2Ge2, (B) the hexagonal MgFe6Ge6 and (C) the Ce2CuGe6 type
structure. Ca, Mg and Ce atoms are depicted in blue, Be, Fe and Cu atoms in black and Ge atoms in gray.

Fig. 34 Unit cell of the orthorhombic Sm5Ge4 type structure. Sm atoms are depicted in blue, Ge atoms in gray.

202 Intermetallic materials



have been reported to crystallize with the compositions M2Sn (M ¼ Ti, Mn-Cu, Rh, Pd, Yb67,770–772) and M3Sn (M ¼ V, Zr-Mo,
Ta67,713,773–775) in the Ni2In (P63/mmc, Fig. 28A) and the Cr3Si (Pm�3n, Fig. 26A) type structure, respectively. For the ternary tin-
containing intermetallics, also a wide range of elemental combinations are reported, for example the Heusler phases MT2Sn
(MnCu2Al type, Fm�3m, Fig. 27A),67 the orthorhombic TiNiSi (M ¼ Na, Ca-Ba, Zr, Sc, Y, La-Nd, Sm-Lu, Np, T ¼ Cu-Zn, Ru, Pd,
Ir-Au,150,776–782 Pnma, Fig. 25D) and CeNiSi2 (M ¼ Li, Sr, Ba, Y, La-Nd, Sm-Tm, Lu, Th, T ¼ Mn-Zn, Ru-Pd, Ir, Au, Si, Cmcm;
Fig. 33) or the hexagonal ZrNiAl (M ¼ Ca, Zr, Hf, Sc, Y, Y, La-Nd, Sm, Gd-Lu, Th, U, Np, T ¼ Co, Ni, Ru-Cd, Ir, Pt,67,546,783,784

P�62m, Fig. 14B) type representatives. Detailed investigations of the physical properties and the pressure dependence of their crystal
structures have been reported for the TiNiSi785–790 and ZrNiAl791–796 representatives. The MgAgAs type structure, also known as
“half-Heusler” phase crystallizes, like the regular Heusler phases, in the cubic crystal system but with space group F�43m
(Fig. 36A). In this space group, the Cu position (8c) of the MnCu2Al type structure splits into two independent positions (4c
and 4d) of which only one is occupied. For the stannides, the MTSn phases with M ¼ T ¼ Li, Mg, Sc, Ti-Hf, Nb, Ta, Mn-Cu, Rh,
Pd, Ir-Au, Ho-Tm, Lu, Th and U67,546,784,794,797–801 are reported. Since these half-Heusler phases often exhibit semiconducting prop-
erties, the investigation of their various physical properties has been vivid.802–808 The cubic Yb3Rh4Sn13 (Pm�3m, Fig. 36B) and
orthorhombic Gd3Cu4Ge4 (Immm, Fig. 36C), finally, are also reported for a variety of different elemental combinations. While
the M3T4Sn13 compounds have been synthesized with M ¼ Ca, Sr, La-Nd, Sm-Gd, Yb, Th, U and T ¼ Co, Ru, Rh, Os-Pt,67,809–
818 the M3T4Sn4 members exist with M ¼ Y, La-Nd, Sm-Yb and T ¼ Mg, Mn, Cu and Ag.67,819–824 In both cases the T and Sn atoms
form a polyanionic network, theM atoms reside in cavities of said network. In both cases Sn–Sn bonding is observed along with T–
Sn interactions. The T atoms reside in trigonal prismatic coordination by Sn atoms in the Yb3Rh4Sn13 type structure, theM atoms are
spherically surrounded by a 14-vertex Frank-Kasper polyhedra. The physical properties of compounds crystallizing in this structure
type have been investigated in detail as some compounds exhibit superconductivity. In the Gd3Cu4Ge4 type members, theM atoms
reside in pentagonal or distorted hexagonal prismatic voids. For numerous of these structures, the magnetic properties along with
the magnetic structures have been investigated.819,825–828 Finally, the Hf5CuSn3 type structure (M5TSn3,M ¼ Ti-Hf, Ta, Y, La-Pr, Gd,
Tb, Yb, U, T ¼ Li, Mg, Mn-Ga, Ag, Au,819,829–834 P63/mcm, Fig. 36D) should be mentioned. It can be considered either as a filled
Mn5Si3 type structure or as ordered ternary variant of the Sm5Ge4/Ti5Ge4 type structure. The Cu atoms, in the case of the prototype,
get inserted in the octahedral voids formed by the Hf atoms. Rieger and coworkers describe in their initial publication on this struc-
ture type that the Ni and Cu atoms play the same role as non-metal atoms. Recently, the insertion of Li and Mg into M5Sn3
compounds has been achieved by electrochemical reactions.835–837

4.06.4.5.3.5 Lead
For the binary lead intermetallics, also known as plumbides, the Cu3Au, the Mn5Si3 and the Sm5Ge4 type structures have been re-
ported. Overall, one should mention, that, compared to the lighter elements of group 14, significantly less compounds have been
reported. Especially the lead-rich representatives exhibit an increased sensitivity towards moisture, which makes preparation and
characterization of these compounds more difficult. For the Cu3Au type structure (Pm�3m, Fig. 13B), as shown numerous times
before, two compositions have been reported. The M3Pb representatives for M ¼ Ca, Nb, Rh, Pd, Pt, Ce, Pr and Pu67,611,838–843

and the lead-rich MPb3 composition with M ¼ Na, Ca, Y, La-Nd, Sm-Lu, Th, U and Pu.257,331,614,615,764,844,845 The Mn5Si3 type
structure (P63/mcm, Fig. 26B), M5Pb3 in the case of the plumbides, has been reported for the elements M ¼ Sc, Y, Zr, La-Nd,
Sm, Gd-Lu and Th. Here, as for the lighter homologs only one composition is observed.766,767,769,846,847 The Sm5Ge4 type structure
(Pnma, Fig. 34) finally has been reported with the composition M5Pb4 for M ¼ Sr, La-Nd, Sm, Gd-Tm.67,848–852 For the ternary
plumbides, again some previously mentioned structure types are observed. The ternary rare earth plumbides have been summarized

Fig. 36 Structures of four ternary intermetallic stannides. (A) Cubic MgAgAs type MgCuSn, (B) cubic Yb3Rh4Sn13, (C) orthorhombic Gd3Cu4Sn4
(Gd3Cu4Ge4 type) and (D) hexagonal Hf5CuSn3. Mg, Yb, Gd and Hf atoms are depicted in blue, Cu atoms in orange, Rh atoms in black and Sn atoms
in gray.
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in a review in 2008853 followed by an update in 2020.854 The most prominent are the hexagonal Hf5CuSn3 (M5TPb3, M ¼ Ca, Zr,
Hf, Y, La-Nd, Sm, Gd-Tm, Lu, T ¼ V-Zn, Ru, Ag, Cd,67,829,830,855–860 P63/mcm, Fig. 36D) and ZrNiAl (M ¼ Ca, Y, La-Nd, Sm, Gd-Lu,
T ¼ Ni, Rh-Cd, Pt,67,282,861–865 P�62m, Fig. 14B) type structures along with the cubic MnCu2Al type structure representatives (MT2Pb,
M ¼ T ¼ Li, Mg, Sc, Y, Ti, V, Mn, Rh, Pd, Pr, Sm, Gd-Lu, Th, U, Fm�3m, Fig. 27A).
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Abstract

Superconductors which expel magnetic flux field and provide zero-resistance are critical to current and future quantum
information technology. In this article, we focus on several superconducting families and analyze the correlations among
their crystal structures, specific chemical bonding, and superconductivity from chemistry perspectives. We connect super-
conducting materials with the critical charge transfer pairs based on their chemical bonding interactions. Moreover, we
elucidate our empirical chemistry approaches to new superconductors from structural connections and electron counting
rules. Furthermore, the basic but critical characterizations are described for chemists when reporting new superconductors. In
the end, we provide our chemically intuitive thoughts on novel superconducting materials design.

4.07.1 Introduction to the background of superconductivity

Superconductors are the materials that enter a state that offer no resistance to the passage of electric current below a certain temper-
ature called critical temperature (Tc).

1 When the resistance falls to zero at Tc, electricity can circulate inside the superconducting
material without any energy dissipation. Another unique property of the superconductors is their ability to expel an external
magnetic field given it is sufficiently weak. This phenomenon is named the Meissner effect after the physicist who first observed
in 1933.1 Energy losses associated with the electric current is harnessed in everyday life spanning from simple devices like light bulbs
to all kinds of motions and transportations.2,3 Therefore, superconductivity at high temperatures is a remarkable phenomenon that
could lead to faster, more efficient electronic devices and long-distance, low-voltage electric grids that can transmit power without
energy loss and ultra-fast levitating trains that ride frictionless magnets instead of rails.4 Superconducting magnets have become
a natural choice in applications that need strong magnetic fields. For example, medical diagnosis devices like magnetic resonance
imaging (MRI), magnetic separations in the mineral industry, or particle accelerators.5,6

The superconducting phenomenon was first observed by Dutch physicist Heike Kamerlingh Onnes in 1911, when he was
studying the properties of solid mercury at liquid helium temperatures. Since then, scientists continue to make discoveries on super-
conductors; however, until the discovery of superconductivity in cuprates, the Tc, was always below 35 K.1,7,8 Meanwhile, in the
1950s, the Bardeen-Cooper-Schrieffer theory (BCS) successfully explained the observed phenomena of superconductivity. The
BCS theory fundamentally explains that electron-phonon coupling induces a superconducting state by pairing up electrons (Cooper
pair) with the opposite crystal momenta.1,7 The superconductivity that can be explained by the BCS theory are now known as the
“conventional superconductors.” In 1986, superconductivity with Tc � 30 K was found in the Ba-doped antiferromagnetic insulator
La2CuO4, which unveiled the era of high Tc cuprate superconductors.

8 After that, scientists continue fabricating new superconduct-
ing materials that contain functional CuO2 that exhibit specific interlayer distances, for example, HgBa2Ca2Cu3O8 þ d (Hg-1223,
Tc ¼ 133 K) and TlBa2Ca2Cu3O8 þ d (Tl-1223, Tc ¼ 138 K).9–11 The situation remained unchanged for more than 30 years until
layered Fe-based superconductors and other unconventional high-temperature superconductors were found in 2008. Even though
superconductivity was a well-understood phenomenon in the 1960s, expansion of research on superconductivity later revealed that
there is a wealth of more complicated forms of superconductivity which is still elusive. However, superconductivity is impossible
without quantum mechanics whereas it is also an interesting case where quantum effects are visible at the macroscopic scale.4
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The common challenge in the superconductor field is to discover a room-temperature superconductor that can be used at
ambient conditions which can simply revolutionize the future based on their superefficient applications. Despite that, each class
of materials has its pros and cons when it comes to real-world applications. Starting from the discovery of superconducting prop-
erties in solid mercury, different classes of materials, including elements, ceramics/cuprates, pnictides, organic materials, and alloys,
have been widely explored and discovered. Followed by the discovery of superconductivity of mercury in 1911, other elemental
superconductors were found where lead and niobium at the highest Tc of 9.3 and 7 K and tungsten with the lowest Tc of 0.01 K.
However, scientists immediately realized that elemental superconductors are of no practical use as their ordinary resistivity reap-
peared when certain current limits (critical current, Jc) and certain magnetic fields (the critical field, Hc) were surpassed. The super-
conductors with this behavior are referred to as type-I superconductors. Drawbacks of elemental superconductors mentioned above
led to explore and discover novel compound superconductors with better performances. During the 1950s niobium-based materials
were discovered with relatively high Tc (�10–20 K) that were able to conduct large amounts of currents and withstand high
magnetic fields without being quenched to the normal metal state. These compounds and alloys are called the type-II superconduc-
tors where they possess a lower critical field (Hc1) that allows the penetration of themagnetic field retaining the zero resistance of the
material and an upper critical field (Hc2), a higher magnetic field that fully destroyed the superconductivity.

Another family of intermetallic “Chevrel phase” chalcogenide superconductors was also found to have a very large Hc2 where
PbMo6S8 was reported as the compound with the highest Tc � 14 K. Superconductivity in oxides have been widely studied at
the same period where the discovery of the 1-2-3 superconductor, YBa2Cu3O7, initiated the era of the high-Tc superconductivity
having the potential for commercial applications. The superconductors that have a Tc higher than the boiling temperature of the
liquid nitrogen (77 K) are known as high-Tc superconductors. Considering the cuprate superconductors in terms of their Tc, the
family has almost fully explored through conventional synthesis leading to the maximum Tc � 138 K in the family. The limitations
of the practical applications are not solely the Tc of the available superconductors as this can be resolved using closed-cycle refrig-
eration systems.12 For example, the widely studied cuprate high-Tc superconductors are brittle that limits their potential applica-
tions in various fields like electric power transmission/aircraft.5,12,13 Moreover, other factors, such as the behavior of
superconductors in high magnetic fields and currents, need to be addressed through innovative processing and chemical manipu-
lation. Understanding the fundamental rules on designing and developing high-temperature intermetallic superconductors is
important in exploring new superconductors with exotic properties to overcome above challenges. This review summarizes the
main families of intermetallic superconductors while discussing the chemical perspective on predicting and synthesis of novel
superconductors (Fig. 1).

4.07.2 Critical charge transfer pairs in representative superconductors

Superconductivity in materials can be considered as a property that arises from the instabilities of the electronic system that are
balanced along with other factors such as electron-lattice coupling or magnetism.1 Despite fascinating properties of superconduc-
tors, the most challenging aspect in the field is the difficulty to predict the new compounds with exotic superconducting properties.
Only a few predictive rules seem to work while others fail.14 In this section, we will be discussing some of the empirical rules derived

Fig. 1 Discovery progress of superconductors in different structural families. From Hosono, H.; Yamamoto, A.; Hiramatsu, H.; Ma, Y. Recent
Advances in Iron-Based Superconductors toward Applications. Mater. Today 2018, 21 (3), 278–302, https://doi.org/10.1016/j.mattod.2017.09.006.
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from a chemical perspective of previously studied superconducting compounds that are useful in designing, predicting, and
synthesis of novel intermetallic superconductors. While the condensed matter physicists understand the superconductivity through
the “k-space” based on the fermi surfaces and other particle interactions like electron-phonon coupling, the synthetic chemists use
a distinct viewpoint based on real space features such as chemical compositions and atomic structures which also plays a significant
role in superconductivity. Extensive analysis of the main superconducting families exhibits that critical charge transfer pairs in the
periodic table such as Cu-O and Fe-As are a significant factor in these superconducting materials. Critical charge transfer pairs can be
assumed as the balance between covalent and ionic bonding that leads to a proper charge transfer between the atoms so that the
bond valence responds to perturbations from other forces present leading to a superconductor.14 The Fermi surface or the k-space
view is a quantitative approach used for the discovery of novel superconductors whereas the critical charge transfer pairs is a qual-
itative viewpoint which is equally important from a synthetic chemist’s standpoint.14 One of the most important properties
observed in the large families of cuprates and Fe-based superconductors is that they are layered compounds with critical charge
transfer pairs of Cu-O and Fe-As respectively. The discovery of new superconducting materials can be promoted by this chemical
approach of manipulating critical charge transfer pairs in various structural families. Therefore, a discussion on the well-
established critical charge transfer pairs and other potential pairs are of great interest.

4.07.2.1 Fe-As

Starting from the iron-based superconductor, LaFeAsO0.9F0.1 with a Tc � 26 K in 2008, scientists keep looking for new supercon-
ductors in this family. By revealing the concept of designing the new superconductors manipulating the effective FeAs layers and
tuning the valence electrons in the interlayers, several families of Fe-based superconducting materials have been discovered such
as (122-(AE)Fe2As2 (AE)-Ba/Sr/Ca/Eu),15 1111-LnFeAsO (Ln-La/Ce/Pr/Nd/Sm/Gd/Tb),15,16 and 111-AFeAs (A-Li/Na/La).17

Current record of the Tc ¼ 56 K has reported for NdFeAsO0.9F0.1 in the family. All iron-based superconductors share the common
Fe2X2 (X ¼ As/Se) layered structural component and these layers are composed of edge shared FeX4 distorted tetrahedra. The FeX4

tetrahedra alternate with the other intermediary layers as shown in Fig. 2. Furthermore, incorporating effective PtAs layers with FeAs
layers led to the discovery of 10-3-8 Ca10(Pt3As8)(Fe2As2)5 and 10-4-8 Ca10(Pt3As8)(Fe2As2)5 superconductors. The structural
features related to superconductivity, doping induced superconductivity, and interplay between magnetism and superconductivity
in these iron-based superconductors have been thoroughly discussed and summarized in several review papers.18,19

Although Fe-As and Cu-O are well known critical charge transfer pairs that play an important role in superconductivity, there is
a big periodic table that allows us to systematically examine other potential charge transfer pairs that can give rise to new super-
conducting families with exotic properties. Some of those potential pairs such as Ir-Ge, Ru-P/Sb, Co/Rh/Ir-Sn will be discussed
here. Iridium and ruthenium are 5d and 4d transition metals with strong spin-orbit coupling effects. Recently, theoretical predic-
tions have been made on the unconventional Mott insulating states assisted via the spin-orbit coupling effects. That has been exper-
imentally confirmed in the compounds such as Sr2IrO4 and a-RuCl3.

20,21 Furthermore, this fragile nature of the magnetic orderings
observed in Ir and Ru are susceptible to be suppressed inducing superconductivity as a result, which is similar to the magnetic insta-
bilities seen in Fe-based superconductors. Moreover, other metalloids like As in Fe-As critical charge transfer pair are Ge and P. Ge
and P have similar chemical properties in terms of electronegativity and size where they can be replaced to develop a new family of
superconductors. Atomic radii and Pauli electronegativity of As, Ge, and P are 1.11 Å, 1.09 Å, 0.98 Å and 2.18, 2.01, 2.19, respec-
tively.22,23 Thus, we identify the Ir-Ge and Ru-P pairs as other potential critical charge transfer pairs.

Fig. 2 Layered structural features of Fe-based superconductors: LaOFeAs, BaFe2As2, Ca10(Pt4As8)(Fe2As2)5, and Ca10(Pt3As8)(Fe2As2)5.
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4.07.2.2 Ir-Ge

According to the valence balance concept, the Fe-based superconducting materials LaOFeAs and BaFe2As2 can be formulated as
La3þO2�Fe2þAs3� and Ba2þ(Fe2þ)2(As

3�)2. The number of valence electrons can be tuned such that Fe2þ and Fe3þ can coexist
in the compound inducing superconductivity through Fe-As pairs in the pnictide superconductors. Similar to this trend, Ir which
has common oxidation statesþ3 andþ4 can be paired with Ge with its stable�4 oxidation state to form the Ir-Ge pair which gives
rise to superconductivity in materials. In addition, both Fe-As (Fe:8e- and As:5e-) and Ir-Ge (Ir:9e- and As:4e-) has the same number
of valence electron count of 13e-. The binary IrGe is one such material with exceptional high Tc � 5.2 K, compared to other late-
metal germanides resulting from the strong electron-phonon coupling.24,25 Relatively large number of ternary intermetallic germa-
nides with rare earth elements are known while some of them like LaIr2Ge2 and La3Ir2Ge2 have shown superconductivity at ambient
pressure with Tc at �1.5 K and 4.7 K respectively.26,27 The Ca3Ir4Ge4 is one of the few compounds in the ternary phase diagram of
the Ca-Ir-Ge system that shows superconductivity at low temperatures of about 1.8 K.28 The compound La3Ir4Ge4 crystallizes in
orthorhombic La3Ni2Ga2-structure type in the space group Pbcm (No. 57) and detailed structural analysis is not reported for the
La3Ir4Ge4.

26 The Ca3Ir4Ge4 compound crystallizes in the cubic, non-centrosymmetric Na3Pt4Ge4-structure type in the space group
I-43m (No. 217). The structural analysis of the Ca3Ir4Ge4 shows that the Ir atoms are arranged in tetrahedral coordination with Ge
atoms such a way these edge-sharing and corner-sharing IrGe4 tetrahedra form a three-dimensional network as shown in Fig. 3A.
The channels in the structure are filled by the Ca atoms and the Ir4Ge4 polyanions in the Ir-Ge framework and the Ir tetrahedron in
the center of the unit cell are shown in Fig. 3B and C.28 The compound is a paramagnetic metal with a fermi liquid behavior above
the Tc while the Stoner enhancement factor suggests that there is a significant electron-electron correlation.28

Another example where the Ir-Ge critical charge transfer pair involved in superconductivity is TaIr2Ge2, which is a type-II BCS
superconductor at Tc ¼ 3.5 K.29 The less electropositive Ta element has led to endohedral cluster fragments unlike the layered
features commonly observed in tetragonal 122 ThCr2Si2 and CaBe2Ge2 structure type.

29 The compound crystallizes in centrosym-
metric, orthorhombic space group Pnnm (N0. 58). The TaIr2Ge2 can be expressed as Ta-centered 11 Ir and Ge atoms coordinated
polyhedral, Ta@Ir7Ge4. The 3D network of the structure extends via vertex sharing and face sharing endohedral clusters as shown in
Fig. 3D. However, BaIr2Ge2 that crystalized in BaRh2Si2-structure type is non-superconducting down to 1.8 K which is consistent
with the non-superconductivity observed in isovalent BaFe2As2 in the pnictide family. Another superconducting compound is
SrIrGe3 with a Tc ¼ 0.5 K, which has a non-centrosymmetric tetragonal structure with space group I4mm (No. 107). It has layers
of GeIr2Ge tetrahedra which are connected via Ge-Ge and Ir-Ge bonds.30,31 Interestingly, the isostructural and isovalent BaIrGe3
is not superconducting down to 1.8 K.32

Fig. 3 (A) Crystal structure of Ca3Ir4Ge4. (B) Ir4Ge4 polyanion in the shape of a tetrahedral star. (C) Ir tetraheron in the center of the unit cell. (D)
Crystal structure of TaIr2Ge2 showing vertex and edge sharing Ta@Ir7Ge4 clusters. (E) Assembly of building blocks in superconductors, BaIr2Ge7 and
Ba3Ir4Ge16 (F). (A–C) From Von Rohr, F.; Luo, H.; Ni, N.; Wörle, M.; Cava, R. J. Superconductivity and Correlated Fermi Liquid Behavior in
Noncentrosymmetric Ca3Ir4Ge4. Phys. Rev. B 2014, 89 (22), 224504. (D) From Srivichitranond, L. C.; Seibel, E. M.; Xie, W.; Sobczak, Z.; Klimczuk,
T.; Cava, R. J. Superconductivity in a New Intermetallic Structure Type Based on Endohedral Ta@Ir7Ge4 Clusters. Phys. Rev. B 2017, 95 (17),
174521, https://doi.org/10.1103/PhysRevB.95.174521.

220 Critical charge transfer pairs in intermetallic superconductors



Another two representative candidates in Ir/Ge-based superconductors are Ba3Ir4Ge16 and BaIr2Ge7 with Tc � 5.2 and 2.5 K,
respectively.33 Detailed single crystal structural studies have shown that BaIr2Ge7 and Ba3Ir4Ge16 consist of unique quasi-two-
dimensional networks with edge-shared crown-shaped BaGe16 polyhedra. Furthermore, there are Ge-Ge pairs/Ge-Ge dimers
with the interatomic distances shorter than 3.0 connected with each other leading to a layered material in terms of the Ge
network.33,34 On the other hand, these two materials can be seen as multiple layered networks of Ir-Ge pair as shown in
Fig. 3E. Ba3Ir4Ge16 can be interpreted as a combination of layers A and B, while BaIr2Ge7 can be considered as a combination
of layers A, B, and C, where C is a two-dimensional zigzag IrGe2 framework. From this structural point of view, these compounds
suggest that there is a lot of room to explore the new compounds based on multiple networks of Ir-Ge building blocks with uncon-
ventional superconductivity. Especially, RIr2Ge7 and R3Ir4Ge16 (R-rare-earth elements) with the 4f magnetically active rare-earth
elements can be an important structural motif to study the competition between magnetism and superconductivity.

4.07.2.3 Ru-P

Ru-P (Ru:8e- and P:5e-) charge transfer pair is isovalent to Fe-As (Fe:8e- and As:5e-) pair observed in pnictide superconductors
family. Ru has the common oxidation states of þ2, þ3, and þ4 which can pair with the oxidation state of P3�. As discussed above
in the Ir-Ge case, the number of electrons in compounds can be tuned in a way that the different Ru oxidation states coexists conse-
quently inducing the superconductivity via Ru-P charge transfer pair in materials. The possibility of the occurrence of high Tc super-
conductivity in ternary transition metal phosphide compounds can be traced back to the 1980s when ZrRuP superconductor was
discovered.35 Even though other ternary transition metal phosphides (MM0P) with 3d metals such as Co, Ni, Fe, Mn, and Cr have
been known before, these compounds ordered ferromagnetically with no superconducting properties, presumably due to the
magnetic nature of these elements.35 Interestingly, the ZrRuP compound crystallizes in two modifications of hexagonal phase
and orthorhombic phase each with Tc of 13 K and 3.5 K respectively.36,37 Hexagonal ZrRuP is a layered compound, each layer occu-
pied either by Zr and P or Ru and P atoms (Fig. 4A). The Ru atoms form a two-dimensional triangular cluster of Ru3 that are linked
with each other via Ru-P bonds in the basal plane. In contrast, the orthorhombic phase is composed of layers filled with Zr and Ru
where all the layers are equivalent. The similarity is that both phases have Zr-Zr chains with similar bond distances. While detailed
structural comparison is reported in previous reports cited here, ZrRuP is an interesting candidate for studying the effect of the

Fig. 4 The crystal structure of (A) ZrRuP-hexogonal type (B) LaRu4P12 showing the Ru-P network by the polyhedral. The crystal structure of
Hf5Sb2.5Ru0.5 (C) showing the Hf square antiprisms around the Ru/Sb chains in 011 direction (left) and (right) column of Hf with imbedded Ru-Sb
chains (Green:Sb, blue: Ru/Sb mixed chains, pink:Hf) (D) Band structure calculations of model compound Hf10Sb5M (M ¼ Mo,Ru,Rd) obtained from
non-spin-polarized LDA calculations. (C, D) From Xie, W.; Luo, H.; Seibel, E. M.; Nielsen, M. B.; Cava, R. J. Superconductivity in Hf5Sb3–xRux: Are
Ru and Sb a Critical Charge-Transfer Pair for Superconductivity? Chem. Mater. 2015, 27 (13), 4511–4514, https://doi.org/10.1021/acs.chemmater.
5b01655.
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crystal structure on the superconducting properties when the formal electron counts remain unchanged in the system.36,37 The
intensive studies followed by the discovery of ZrRuP superconductivity has led to a large family of TT0X (T, T0-transition metal
element, X-Si, Ge, P, As) where more than 10 compounds are superconducting above 10 K.38 Interestingly, orthorhombic MoRuP
has shown the highest Tc ¼ 16 K among all of them and TRuPmaterials have shown relatively high Tc compared to others suggesting
the Ru-P critical charge transfer pair may play an important role in it.38,39 In addition, there are three different structure types found
in this family; Fe2P-type hexagonal (h-TT0X), Co2P-type orthorhombic (o-TT0X), and TiFeSi-type orthorhombic (o-TT0X) structures.38

The h-TT0X type has displayed higher Tc compared to the other structure types; most of h-TT0X type compounds have Tc above
10 K.38 Moreover, the upper critical fields of the ZrRuP and HfRuP compounds synthesized by high pressure are found to be
16 T and 14 T, respectively, which are significantly large.40 This paves the path to employ the Ru-P as a charge transfer pair to explore
other intermetallic compounds with interesting properties.

The ternary metal pnictide RT4P12 (R-rare earth elements, T-Fe/Os/Ru) is another interesting intermetallic class of compounds
that crystallize in a CoAs3 skutterudite structure type.

41 LaRu4P12 is the candidate with the highest superconducting Tc ¼ 7.2 K in the
family. La atoms locate at (000) and (½, ½, ½) of a cubic structure and the transition metal atoms are in the center of a distorted
octahedral environment of six P atoms (Fig. 4B). This structure is well defined by the P44� groups.42,43 Other members of the same
class LaFe4P12 and LaOs4P12 show superconducting properties at 4.1 and 1.8 K, lower Tc compared to the Ru counterpart suggesting
that the Ru-P pair is an important factor in the superconducting properties.43 In addition, arsenide compounds LaRu4As12 and
PrRu4As12 are superconducting at 10 K and 2.4 K where PrRu4As12 being the only known superconducting magnetic rare-earth filled
skutterudite.42 LaRu4As12 has a higher Tc than its isostructural phosphide counterpart, which is not the general case for other arse-
nide compounds such as HfRuAs and ZrRuAs. HfRuAs and ZrRuAs become superconducting at 4.5 K and 12 K, in which the critical
temperatures are much lower than their relative phosphide compounds.44,45 In general, the Tc tends to decrease with the increasing
As concentration. Overall, these observations indicate that Ru-P could be another choice of critical charge transfer pair where
synthetic chemists can use to explore novel superconductors in combination together with other factors such as formal electron
counts and crystal structural features. Furthermore, Ru-As could also be a potential candidate.

Similarly, LaRu4Sb12 and PrRu4Sb12 with the same skutterudite structures are superconductors at 3.58 K and 1.04 K.46,47

However, isoelectronic and isostructural other transition metal skutterudite antimonides LaOs4Sb12, LaFe4Sb12 or LaRh4Sb8Sn4
do not show superconductivity down to 1.8 K.48–50 In further support of this claim, Xie et al. has reported a detailed study by
systematically modifying the W5Si3 structure type to test the effectiveness Ru-Sb critical charge transfer pair.14 W5Si3 is itself a super-
conductor at 2.7 K.51 In this study, they have looked at the (Hf/Zr)5(Sb3� xMx) type compounds where M is a transition metal and
x � 0.5. The doping of M stabilizes this structure type giving the opportunity to elucidate the effect of the element identity of M only.
The crystal structure shows that M and Sb forms a bonded chain inside a column of Hf shown in the Fig. 4C. The Hf5Sb2.5Ru0.5 has
been found to be superconducting at 3.2 K whereas Mo, Rh, Pd, or Pt variants are not superconducting.14 Not only that, but another
study has also shown that the compounds with 3d elements V, Mn, Co, Fe, Ni and Cu in place of Ru atom are not superconduc-
tors.52 Furthermore, the attempts of co-substituting minor constituents of different atoms to obtain isoelectronic (described in
detail using electronic band structure calculations) and isostructural compounds such as (Hf4.5Y0.5)Sb2.5Ru0.5 are also non-
superconducting.14 The electronic band structure calculations for these compounds have shown that the Ru variant has a saddle
point located close to the Fermi energy level at N point in the Brillouin zone which is sensitive to the element M where it splits
into two bands for Rh and Mo species (Fig. 4). The saddle point is a characteristic of band structure that always relates to the elec-
tronic instability and a tendency toward some exotic properties, such as charge-density waves, structural transitions, or supercon-
ductivity.53 Furthermore, the compound Zr5Sb2.5Ru0.5 is superconducting at 5 K while no reports on superconductivity on Fe, Co or
Ni variants in place of Ru.54,55 The fact that only Ru variants from 11 different elements tested is superconducting in (Hf/
Zr)5(Sb3� xMx) system along with the non-superconducting behavior of the LaOs4Sb12 and LaRh4Sb8Sn4 suggests the importance
of the chemical identity of Ru-Sb pair in the superconducting materials (Table 1).

4.07.2.4 Co/Rh/Ir-Sn

The ternary stannide R3T4Sn13 where R-rare earth elements and T-transition metals, belongs to an interesting group of intermetallic
compounds due to the occurrence of superconductivity and or magnetism with the replacement of various rare earth elements.
Many members of this family belong to the so-called phase I, derived from cubic space group Pm-3n (No.223) crystallize in

Table 1 The superconducting family of Fe/Ru/Os-P/As compounds (Tc/K).

Compound Tc Compound Tc Compound Tc Compound Tc

LaFe4P12 4.1 LaRu4P12 7.2 LaOs4P12 1.8 ZrRuP 13
LaFe4As12 – LaRu4As12 10.3 LaOs4As12 3.256 ZrRuAs 11
PrFe4P12 – PrRu4P12 – PrOs4P12 – HfRuP 14
PrFe4As12 – PrRu4As12 2.4 PrOs4As12 – HfRuAs 4.5
CeFe4P12 – CeRu4P12 – CeOs4P12 – MoRuP 16
CeFe4As12 – CeRu4As12 – CeOs4As12 – MoRuAs –
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Yb3Rh4Sn13-structure type containing 40 atoms per unit cell. This system was first discovered in the 1980s by Remeika et al.57–60 In
general, the compounds with divalent or tetravalent R cations were found to be in phase I while the trivalent cations occur in phase
II. Even though the detailed structural information on phase II is not known precisely, diffraction studies clearly interpret it as
a distortion of S12 cages.

61,62 In other words, phase II is a superlattice distortion of phase I with a twice original lattice constant.63

Specifically, the compounds R3T4Sn13 with R¼La/Ca/Sr and T ¼ Co/Rh/Ir are a large group of compounds with a quasi-skutterudite
structure that show superconductivity with interesting properties such as peak effects.64 Especially, the La3M4Sn13 compounds
provide an avenue to better understand the relationship between superconductivity and magnetism in the presence of strong elec-
tron correlations.65,66 The Ca/Sr3Ir4Sn13 are candidates with a correlated electron system with a superlattice quantum critical point
which has emerged due to chemical or physical pressure.63 Moreover, another class of stannides R5Rh6Sn18 discovered more than
30 years ago, the compounds where R¼Sc, Y, Lu has become an interesting system recently in terms of studying their superconduct-
ing states.58,67–71 They crystallize in a tetragonal structure with a space group of I41/acd (No: 142). The R atom occupies two sites
with different symmetries.

Table 2 summarizes the reported superconductors in both families with their superconducting transition temperatures. Further-
more, the Co/Rh/Ir with 9e- and Sn with 4e- valance electrons make a total of 13e- valence electrons in a related manner to Fe-As
critical charge transfer pair in the intermetallic pnictide superconductors. Supporting this claim, the observation of superconduc-
tivity in a large family of these stannides discussed above helps to conclude that Co-Sn, Rh-Sn, and Ir-Sn are other potential critical
charge transfer pairs that provide a lot of room to explore new superconductors with the rational design based on other factors like
electronic counts and structure types.

4.07.3 Three basic characterizations when reporting new superconductors

In this chapter, we will describe the methods used for obtaining the most important superconducting (and some other) parameters.
There are three measurement techniques commonly used for proving and fully describing properties of a superconducting
compound: electrical resistivity, magnetic susceptibility, and heat capacity. Below, we will describe them one by one with the exper-
imental results obtained for CaRh2

73 and NbIr2B2.
74

4.07.3.1 Electrical resistivity

Lack of resistance at liquid helium temperatures in a tested mercury sample was first observed by Prof. Onnes and his collaborators.
For many years, observation of zero-resistance below critical temperature was the only method used for proving the presence of
superconductivity. The method requires a properly prepared sample, diligence, and experience. It should be pointed out, that resis-
tivity measurement may be deceptive, i.e., thin film of remaining indium, tin or lead flux on the surface of crystals will show super-
conducting transition at 3.4 K, 3.7 K, and 7.2 K, respectively.75,76 Superconductors are materials thatdin most casesdreveal
a metallic-like character below room temperature down to the superconducting transition. The residual resistivity ratio (RRR)
defined as the ratio of resistivity at (usually) room temperature to residual resistivitydgives information about quality of a tested
sample.77 The RRR parameter can be as small as 1–2 (disordered polycrystalline materials), and as large as several thousand (ultra-
pure crystals). A resistance of the sample is typically low and using an ordinary ohmmeter is not a good idea. It is because the resis-
tance of the cables would be comparable with the resistance of the sample. Therefore, a four-probe (contact) method, schematically

shown in Fig. 5 (inset), was developed, and is widely used in practice. The resistance (R) is given by a formula: R ¼ r l
A, in which r is

resistivity of the measured sample, and l is a distance between voltage contacts and A is a cross-section area (A ¼ t*w). We are inter-
ested in the resistivity r, which is a fundamental property of a material: r ¼ R A

l ¼ U
I

tw
l . The measured voltage signal (U) is small and

for very good metallic samples at low temperature it can be comparable with a background (noise). To make U larger, one can
increase applied current (I). However, the current you can use is limited by a current source (up to 5–7 mA in the Quantum Design
PPMS system) and increasing current should be done with caution. The electrical current flowing through a sample can increase its
temperature. A common problem with a low temperature resistivity measurement (below 1.8 K) is the inability to lower and stabi-
lize the temperature due to the sample heating effect. The other way to increase measured U is making a geometric factor (t*w/l) as
small as possible, which means large l and small t and w. In short, your sample should be thin, thick, and long.

Table 2 The reported superconductors in ternary stannides (Tc/K).

Compound Tc Compound Tc

Ca3Co4Sn13 6.057 Ca3Ir4Sn13 7.657,63

La3Co4Sn13 2.766,72 Sr3Ir4Sn13 5.063

Ca3Rh4Sn13 8.357 La3Ir4Sn13 2.560

Sr3Rh4Sn13 4.260 Lu5Rh6Sn18 4.067,71

La3Rh4Sn13 3.166 Y5Rh6Sn18 3.068,70,71

Yb3Rh4Sn13 8.064 Sc5Rh6Sn18 5.069
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A typical temperature dependent resistivity for a superconducting compound CaRh2 is shown in Fig. 5. The sample reveals
metallic-like behavior with the residual resistivity ratio RRR ¼ 210/50�4. An inset shows a transition to the superconducting state.
The r0 stands for residual resistivitydresistivity caused by crystal structure imperfections, while Tc onset and Tc offset are temperatures at
which resistivity starts to decrease and reaches zero, respectively. The critical temperature (Tc) is usually defined as a temperature of
the 50% drop of the r(T). An observed character of the transition provides information concerning homogeneity of the supercon-
ducting phase. For a not so good sample, i.e., sample containing two superconducting phases, the transition will be broad, or step-
like, see for example: La3Ni4P4O2

78 and La3Co.
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As expected, when the magnetic field is applied, Tc shifts to lower temperature and the transition becomes broaderdas is shown
in Fig. 6A. The upper critical field depends on temperature and this is shown in panel B. TheHc2 (T) data points were taken from the
upper paneldsee two vertical arrows for the zero field and 2.4 T measurement. In fact, at this moment we only assume that the
obtained data points represent the upper critical field. In case of the first type superconductor, those points should be treated as
the critical field. A field dependent magnetization M(H) measurementdthat will be explained belowdwill give an answer concern-
ing type-I or type-II superconductivity. However, having the critical field in order of tesla, strongly suggests type-II superconductivity
for CaRh2.

The zero-temperature upper critical field Hc2(0) is an important parameter that can be estimated from Hc2(T) plot. For CaRh2 it

was obtained by using the Ginzburg-Landau (GL) relation: m0Hc2 Tð Þ ¼ m0Hc2ð0Þ ð1�t2Þ
ð1þt2Þ, where t ¼ T/Tc and Tc is a superconducting

critical temperature at zero applied magnetic field. If the critical field is very large, or Tc is small, we can see only a small part of the
Hc2(T) diagram, which is the case of recently reported NbIr2B2 (see Fig. 7). This problem is caused by limitations of the measure-
ment system. In a basic Physical Property Measurement System (PPMS) the lowest temperature is 1.8 K and the largest magnetic
field 9 T. Hence, our data can be obtained for T > 1.8 K and moH < 9 Tda yellow area in Fig. 7. In such a case, the formula provided

by Werthamer-Helfand-Hohenberg (WHH) [Ref.80,81] can be used: m0Hc2ð0Þ ¼ � A
�
dðm0Hc2Þ

dT

�

T¼Tc

Tc, where Tc is a zero-field critical

temperature and d(moHc2)/dT is a moHc2(T) slope near Tcdsee Fig. 7. In the clean limit A ¼ 0.73, whereas in the dirty limit A ¼ 0.69.
Dirty/clean limit is a comparison of the coherence length (x0) and the carriers mean free path (l). In a clean limit the ratio x0/l is

Fig. 5 Main panel: resistivity for CaRh2 over a wide temperature range. Inset shows transition to superconducting state. Upper inset is a sketch of
the 4-probe contact resistance technique. The contacts are represented by a parallel stripe. The external and internal contacts are called current and
voltage contacts, respectively. A rectangular sample has thickness t and width w. Distance between voltage contacts is l. From Górnicka, K.; Cava, R.
J.; Klimczuk, T. The Electronic Characterization of the Cubic Laves-Phase Superconductor CaRh2. J. Alloys Compd. 2019, 793, 393–399, https://doi.
org/10.1016/j.jallcom.2019.04.199.
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smaller than one, which means that l is larger than x0. One should remember that this formula was derived for a single band type-II
superconductors. A detailed discussion of the orbital upper critical field generalized to two-band, cleaned materials and anisotropic
superconductors can be find in a Kogan and Prozorov paper.82

In summary, resistivity is a rather simple technique from which we can get basic information concerning superconducting
temperature and an upper critical field value (or critical field for type-I superconductor).

4.07.3.2 Magnetic susceptibility

The Meissner-Ochsenfeld effect was first observed in 1933, more than 20 years after discovering the superconductivity in mercury.
Expulsion of the magnetic field from a superconductordperfect diamagnetismdis the second feature of a superconducting
material.

Even a one (superconducting) part of the sample per few thousands can give a detectable diamagnetic signal. In the past several
new superconducting compounds were found (LnNi2BcC,

83 Mg10Ir19B2,
84 NbRh2B2,

85 NbIr2B2
74) starting from a sample in which

a very tiny diamagnetism was observed. It usually took us several weeks (or months) to establish the exactly accurate stoichiometry
of new compounds and then study their physical properties.

Temperature-dependent magnetization is usually the first test we perform in the search for new superconducting materials. A
tested sample can be in form of powder or a solid piece. Depending on your magnetometer (SQUID, VSM, or ACMS) a typical
sample mass is from a few mg to 100 mg. The volume of a sample is a factor that should be considered.

The test starts from cooling with no field (zero-field-cooling) to the lowest available temperature and then a small magnetic field
is applied Happ.. The Happ. value cannot be too large. Magnetic field decreases critical temperature (suppresses superconductivity)d
that is why Tc estimated by magnetic susceptibility is often slightly lower than Tc obtained from zero-field resistivity or heat capacity
studies. In an extreme case if the field Happ. was greater than a critical field (Hc), a superconducting signal would not be observed. A
typical Happ. field is 10 Oe or 20 Oe. It is worth noting that the field-cooling measurement should not be used in search for

Fig. 6 (A) Low temperature resistivity under various magnetic field (0–2.4 T) for CaRh2. (B) The temperature dependence of the upper critical field
with the data fitted with the Ginzburg-Landau formula. (A, B) From Górnicka, K.; Cava, R. J.; Klimczuk, T. The Electronic Characterization of the Cubic
Laves-Phase Superconductor CaRh2. J. Alloys Compd. 2019, 793, 393–399, https://doi.org/10.1016/j.jallcom.2019.04.199.
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superconductivity, especially for sample in polycrystalline form. It is because the signal in polycrystalline material can be much
weaker (still diamagnetic) which is caused by trapping magnetic field in inter-grain space. Now we will present and discuss the
experimental magnetic results obtained for CaRh2. Fig. 8 presents temperature dependent volume magnetic susceptibility (multi-
plied by 4p) measured in ZFC and FC mode. A volume susceptibility was calculated from cv ¼ Mv/Happ., where Mv is measured
magnetization (in emu unit) divided by a sample volume (in cm3). A drop of cv(T) starts at around 5.3 K, but the superconducting
critical temperature is usually estimated as a temperature at which the steepest slope cv(T) line in a superconducting state intersects
the extrapolation of the normal-state susceptibility.86 In the CGS system for a perfect diamagnetism, full shielding volume fraction,
the volume susceptibility reaches cv ¼ �1/4p. For CaRh2, below 4.5 K cv(T) is constant and 4p cv ¼ �2.2, which is more than
twice larger than expected value 4p cv ¼ �1. The discrepancy is caused by a demagnetization effect.

The magnetic field inside a sample with elliptical shape is given by H ¼ Happ. � Hd, where Happ. is the applied magnetic field,
Hd ¼ �NM is the demagnetization field and N is a demagnetization factor. For a long sample oriented parallel to Happ. a demagneti-
zation factorN ¼ 0, whereas for a flat sample oriented perpendicular to Happ.,N approaches 4p (in CGS) or 1 (in SI). The value ofN
can be roughly calculated knowing the shape of a sample and its alignment with the magnetic field, see for example Ref.,87 more
practical is estimation of theN value from the virgin part of the M(H) curve measured at T < Tcdsee inset in Fig. 9. Besides temper-
ature dependent Mv(T), a field dependent volume magnetization Mv(H) can be measured. The measurement should be done below
Tc, i.e., at the lowest stable temperature. Fig. 9 shows M(H) plot measured at 1.7 K for CaRh2. The shape of M(H) provides an

Fig. 7 Temperature dependence of the upper critical field for NbIr2B2.

Fig. 8 Temperature dependence of the zero-field cooling (ZFC) and field cooling (FC) volume susceptibility for CaRh2. From Górnicka, K.; Cava, R.
J.; Klimczuk, T. The Electronic Characterization of the Cubic Laves-Phase Superconductor CaRh2. J. Alloys Compd. 2019, 793, 393–399, https://doi.
org/10.1016/j.jallcom.2019.04.199.
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information if a tested compound is type-I or type-II superconductor. The initial linear behavior of M(H) was fitted by a simple
Mfit ¼ a þ bH relation. Fitting parameter a should be close to zero. A finite value of a is a direct information concerning a remnant
field in the magnetometer. Having b allows us to calculate N value because the slope b ¼ 1/[4p(1 � N)]. For CaRh2 a linear fit gives
b ¼ �0.2262 and hence N ¼ 0.65.

As can be seen in the inset of Fig. 9, above a certain field the Mv(H) starts to deviate from linearity. The value of the lower critical
field H*c1 can be obtained from a field dependent Mv-Mfit plotdsee Fig. 10B. A dashed horizontal line is marking H*c1 at each
temperature. It should be noted that the criterion for the position of the line is not given explicitly and although this construction
greatly helps to calculate H*c1, its value will be always slightly overestimated. Very recently a method of extraction of H*c1 from the
fit of the M(H) dataset to the power law, with the threshold criterion H*c1, was proposed by Talantsev.88

Having the Hc1* estimated at several temperatures T < Tc we can plot Hc1*(T) which is shown in Fig. 11. There is an extra point

(H ¼ 0) obtained from zero-field resistivity or heat capacity measurement. Then using a fit, H�
c1 Tð Þ ¼ m0H

�
c1ð0Þ

"
1�

�
T
Tc

�2
#
, the

zero temperature lower critical field value Hc1*(0) can be obtained. For CaRh2 Hc1*(0) ¼ 146 Oe. The reason we use * is simpledthe
estimated value must be corrected by a demagnetization factor and hence m0Hc1*(0) ¼ m0Hc1*(0)/(1 � N) ¼ 418 Oe.

4.07.3.3 Heat capacity

This is typically a final method used for testing superconductivity and the only one that proves a volume effect of a superconducting
state. How important this method is in confirming superconductivity can be find in a Ref. by Carnicom et al.89 The method brings
several important parameters, i.e., Sommerfeld coefficient (g), Debye temperature (QD), a normalized heat capacity jump at Tc
(6C/(gTc)), a superconducting gap value (6E), electron-phonon coupling strength (lep). The method is relatively simple, though
time consuming. It requires a small piece of a sample with one polished face that will be in contact with a platform of the calorim-
eter. More details concerning the most commondrelaxation, two-s methoddcan be find elsewhere.90 Low temperature specific
heat vs temperature for CaRh2 is presented in Fig. 12. Transition to the superconducting state is manifested by a l-shape anomaly
at around 5.1 K. An exact Tc is obtained by an equal entropy construction which is shown in a Fig. 12. The construction is also useful
for calculating a specific heat jump at Tc and for CaRh2 we estimated6C/Tc ¼ 44 mJ mol�1 K�2. It should be noted that supercon-
ductivity (in zero field) is a 2-nd order transition and therefore the l-shape behavior of Cp(T) is observed.

External magnetic field suppresses superconductivity which is shown in Fig. 13A. The transition shifts to lower temperature and
a jump decreases as magnetic field is increased. However, for a type-I superconductors, an observed 6C/Tc jump measured under
low magnetic field can be larger than a zero-field 6C/Tc. This effect is caused by a fact that the first order transition is expected for
a type-I superconductor tested under non-zero magnetic field. Note that in zero-field a second order transition is observed nomatter
if it is type-I or type-II superconductor. Since M(H) measurement is sometimes not a conclusive if the superconductor is type-I or
type-II, measuring Cp under a small magnetic field might be an additional test that shed light on this problem, see for example
Ref. YbSb2,

91 ScGa3, and LuGa3,
92 LiBi.93

An important parameter that can be estimated from the low temperature heat capacity measurement is an electronic specific heat
coefficient (g), sometimes called the Sommerfeld constant. In absence of magnetic ordering state, the heat capacity is given by

Fig. 9 Volume magnetization Mv vs applied magnetic field Mv(H) measured at 1.7 K. An inset shows a linear response of Mv and a deviation from
the full Meissner state.
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Fig. 10 (A) Volume magnetization versus applied magnetic field at constant temperature T ¼ 1.7 K, 3.5 K, 4 K and 4.5 K. (B) Deviation from a fitted
linear dependence on H. A dashed horizontal line is used for estimating a lower critical field H*

c1(T). (A) From Górnicka, K.; Cava, R. J.; Klimczuk, T.
The Electronic Characterization of the Cubic Laves-Phase Superconductor CaRh2. J. Alloys Compd. 2019, 793, 393–399, https://doi.org/10.1016/j.
jallcom.2019.04.199.

Fig. 11 Lower critical field H*
c1 versus temperature for CaRh2. The last point for T ¼ 5.25 K (H ¼ 0 Oe) was obtained from zero-field resistivity

measurement. From Górnicka, K.; Cava, R. J.; Klimczuk, T. The Electronic Characterization of the Cubic Laves-Phase Superconductor CaRh2. J. Alloys
Compd. 2019, 793, 393–399, https://doi.org/10.1016/j.jallcom.2019.04.199.
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Fig. 12 The specific heat (Cp/T) versus temperature for CaRh2 in vicinity of the superconducting transition. The entropy conservation construction
is shown which gives Tc ¼ 5.13 K and 6C/Tc ¼ 44 mJ mol�1 K�2. From Górnicka, K.; Cava, R. J.; Klimczuk, T. The Electronic Characterization of the
Cubic Laves-Phase Superconductor CaRh2. J. Alloys Compd. 2019, 793, 393–399, https://doi.org/10.1016/j.jallcom.2019.04.199.

Fig. 13 The specific heat (Cp/T) versus temperature for CaRh2 in vicinity of the superconducting transition. The entropy conservation construction
is shown which gives Tc ¼ 5.13 K and 6C/Tc ¼ 44 mJ mol�1 K�2. (A, B) From Górnicka, K.; Cava, R. J.; Klimczuk, T. The Electronic Characterization
of the Cubic Laves-Phase Superconductor CaRh2. J. Alloys Compd. 2019, 793, 393–399, https://doi.org/10.1016/j.jallcom.2019.04.199.
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electronic (Cel.) and phonon (Cph.) heat capacity. Both terms are temperature dependent. The first one is given by Cel: Tð Þ ¼

gT

"
1� 3p2

10

�
T
TF

�2
#
, and since the Fermi temperature is �105 K, Cel.(T) is linearly dependent on temperature: Cel.(T) ¼ gT. There

are twomodelsdDebye and Eisnteindthat are used for modeling the phonon (lattice) specific heat Cph.. At sufficiently low temper-

ature the Debye T3 law is observed: Cph.(T) ¼ bT3, with b parameter related to the Debye temperature (QD) by: QD ¼
�
12p4

5b nR
�1=3

.

In this formula R is a gas constant and n is a number of atoms per formula unit. The total heat capacity, in absence of magnetic

contribution, is given by: Cp ¼ Cel.(T) þ Cph.(T) ¼ gT þ bT3, which can be written as: Cp

T ¼ gþ bT2. Fig. 13B presents Cp/T vs T2

for CaRh2 under 3 T field below 5 K. The applied magnetic field exceeds the upper critical field and hence the sample is in a normal
state. The estimated g ¼ 24.7(1) mJ mol�1 K�2 and b ¼ 0.18(1) mJ mol�1 K�4. Knowing b value the Debye temperature is calcu-
latedQD ¼ 322 K. Experiments show that the validity of T3 law is restricted to�2% ofQD, in other words the fit should be done for
T <QD/50. If the Debye temperature is lowdoften observed for compounds with heavy elementsdthen the phonon specific heat
term can be extended and Cph.(T) ¼ b3T

3 þ b5T
5 formula should be used for the fit, see for example Ref.79

Another parameter that can be directly obtained from the experimental results of Cp is a superconducting gap (60). For weak-
coupling BCS superconductors, the expected gap value can be calculated from: 260 ¼ 3.52kBTc. In the superconducting state, the
electronic specific heat part Cel. � exp.(�60/kBT), and hence a log scale Cel is plotted vs 1/T or Tc/T. One should note that even
a small fraction of non-superconducting metallic impurity can greatly influence the fit. Therefore, the fitting formula usually
includes g0T term with the residual g0 coming from an impurity phase. An example is shown in Fig. 14 for CaBi2:

The fit cannot be done up to Tc and instead an accurate BCS model should be used: CBCS ¼
t d
dT

RN
0 dy

�
�6gO0

kBp

�
½flnf þ ð1� f Þlnð1� f Þ�, where t ¼ T/Tc, f is the Fermi function f ¼ 1/(eE/kBT þ 1), E ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
32 þ62

p
, y ¼ 3/60,

and 6(T)/60 can be taken from the tabulated values of Mühlschlegel.94

The additional important parameters can be calculated from the one gathered in the Table 3, particularly from the heat capacity
measurement. Having g and knowing6C/Tc a normalized specific heat jump at Tc can be obtained 6C/gTc. The Bardeen-Cooper-
Schriefer (BCS) theory for the weak-coupling superconductors predicts 6C/gTc ¼ 1.43. For CaRh2 we obtained 6C/gTc ¼ 1.78
suggesting moderate or strong-coupling superconductivity. If the estimated value is lower than 1.43, it usually suggests presence
of non-superconducting impurities. However, the observed jump value is much lower for the materials in which weak ferromag-
netism is coexisting with superconductivity: UGe2 (6C/gTc ¼ 0.29),95 UCoGe (6C/gTc ¼ 1.0),96 URhGe (6C/gTc ¼ 0.6).97 It
is worth noting that 6C/gTc can be sometimes reduced by a multigap superconductivity [see for example Lu2Fe3Si5

98,99].
The next important parameter that can be calculated is the electron-phonon coupling constant lep given by an inverted McMil-

lan’s formula100:

lep ¼ 1:04þ m� lnðQD=1:45TcÞ
ð1� 0:62m�Þ lnðQD=1:45TcÞ � 1:04

In this formula Tc is the critical temperature,QD is the Debye temperature obtained from heat capacity measurements, and m* is
the Coulumb repulsion. The m* value is assigned between 0.1 and 0.15 as suggested by theory.1 The choice of m* value is arbitrary
and usually m* ¼ 0.13 which is located in the middle of the proposed range.101–103

For CaRh2 an obtained electron-phonon coupling constant lep¼ 0.63 and this value indicate that CaRh2 is a moderate or strong-
coupling superconductor. The McMillan’s equation was derived for a BCS weak-coupling superconductors and hence should be

Fig. 14 The electronic specific heat Cel versus Tc/T for CaBi2. The g0T term originates from the impurity phase.
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used with caution. If the specific heat anomaly jump 6C/gTc is large (suggesting strong coupling), then more appropriate Allen-
Dynes equation104 should be use:

Tc ¼
�uln

1:2

�
exp

"
� 1:04

�
1þ lep

�

lep � m�
�
1þ 0:62lep

�
#

in which uln is the logarithmic averaged phonon frequency. The value of uln can be calculated from a formula proposed by F.
Marsiglio and J. P. Carbotte for strong-coupling superconductors105:

DC
gTc

¼ 1:43

"
1þ 53

�
Tc
uln

�2

ln
�
uln

3Tc

�#

For CaRh2 the uln value is 105 K and hence lep is 0.89, larger than derived from the inverted McMillan’s formula.
Having calculated electron-phonon coupling constant and the Sommerfeld coefficient, the non-interacting density of states at

the Fermi level N(EF) can be obtained from

NðEFÞ ¼ 3g
p2k2B

�
1þ lep

�

Where kB is the Boltzmann constant. Taking lep ¼ 0.89 we get N(EF) ¼ 5.54 states eV-1 per f.u.
Now we go back to the lower and upper critical field derived from magnetic susceptibility and resistivity measurements.

Assuming that the upper critical field is purely orbital, the superconducting coherence length xGL can be obtained from the
Ginzburg-Landau formula106 Hc2 ¼ F0/2pxGL

2where V0 ¼ hc/2e is the quantum flux. For CaRh2 the estimated upper critical field
is m0Hc2 ¼ 3.37 T and hence xGL¼ 98 Å.

Knowing the coherence length we can compare it with the mean free path l and the x0/ l ratio gives an information if the sample is
clean or dirty limit. A very useful equation for calculating the mean free path was derived by Singh et al.107

l ¼ 2:372� 10�14

2
6664

�
m�
me

�2

V2
M

NðEFÞ2r

3
7775;

where VM is the molar volume (cm3 per mole), N(EF) is the density of states at the Fermi energy for both spin directions (states/
(eV f.u.)), r is resistivity (U cm) and m*is an effective mass of the charge carriers.

Having lower critical field and coherence length, we can get the superconducting penetration depth lGL by using a formula:

Hc1 ¼ V0

4pl2GL
ln
lGL

xGL
;

For CaRh2 we obtained lGL ¼ 942 Å. The next parameter in a chain of our calculations is the Ginzburg-Landau parameter kGL¼
lGL/xGL which for CaRh2 is kGL ¼ 9:5 > 1=

ffiffiffi
2

p
, supporting the type-II nature of the superconductivity. Finally, the thermodynamic

critical field can be obtained from kGL, Hc1 and Hc2 using the formula Hc1Hc2 ¼ Hc
2 ln lGLand for CaRh2 it yields m0Hc ¼ 0.25 T.

We would like to point out that this short overview does not describe all aspects related to derivation of the superconducting
parameters. For example, we did not discuss the single-band a-model of superconductivity108 derived from the BCS theory and
often used for the data analysis.109 An useful elaboration of this model can be found in ref. 110.

Table 3 The physical parameters that can be estimated from resistivity,
magnetic susceptibility and heat capacity measurements.

Resistivity Magnetic susceptibility Heat capacity

Tc � � �
Hc1 �
Hc2 � � �
g �
QD �
6C/Tc �
6o �
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4.07.4 Summary

In this review article, we focus on several superconducting family compounds and interpret them from structural and chemical
bonding aspects, in particular, we emphasized the concept of critical charge transfer pairs such as Fe-As, Ir-Ge, Rh-Sn and Ru-P
in superconductors. Moreover, three basic but important measurements to characterize the superconductivity have been explained
in detail. The empirical rules to find new superconductivity from chemistry viewpoint could provide a different approach to novel
superconductors.
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Abstract

This chapter aims to familiarize the reader with a rich and burgeoning area of magnetism and magnetic materials. After
introduction to the fundamental concepts of magnetism, specific examples of magnetic materials and behaviors are
considered, being divided in two general subgroupsdoxides and intermetallics. The conventional magnetic behavior
associated with collinear ordering of magnetic moments is contrasted with complex magnetic structures characterized by
non-collinear spin textures that arise from competing magnetic interactions. The chapter concludes with discussion of several
properties that are paramount to technological uses of magnetic materials, such as permanent magnetism, colossal
magnetoresistance, and magnetocaloric effect.

4.08.1 Introduction

Magnetism is a fascinating area of knowledge that crosses disciplinary boundaries between physics, chemistry, materials science,
mathematics, engineering, and biology. Yet the coverage of magnetism and magnetic materials in undergraduate and graduate
chemistry courses remains rather limited. This status-quo is somewhat surprising, taking into account the central role of chemistry
in the synthesis and discovery of new materials and the paramount importance that magnetic materials play in many modern tech-
nologies, including information processing, data storage, cell phones, loudspeakers, wind turbines, and electric vehicles, to name
a few.

This Chapter aims to provide a brief introduction to the main concepts of solid-state magnetism, followed by a discussion of
various types and examples of magnetic materials. The coverage will not include a broad area of molecular magnetism and
molecule-based magnetic materials, for which the reader is referred to excellent existing monographs.1,2 In Section 4.08.2, we
provide the main definitions and units that will become useful for understanding the phenomena and materials discussed in
this Chapter. To keep this account concise, we do not provide a comprehensive introduction to the fundamentals of magnetism
that can be found in textbooks on solid-state physics3,4 or in more specialized texts on magnetism.5,6 Instead, we focus on the
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most important principles and equations that are of practical use in the everyday research carried out by solid-state and materials
chemists. In Sections 4.08.3 and 4.08.4, we consider representative examples of conventional magnetically ordered materials, while
in Section 4.08.5 we cover less conventional types of magnetic behavior that are currently of great interest in solid-state sciences.
Finally, Section 4.08.6 briefly discusses some current and emerging applications of magnetic materials.

We would like to emphasize that the coverage of specific examples is rather limited and selective, as our goal is to maintain
a balance between the length of this account, the discussion of representative examples, and the necessity to reflect the great diversity
of magnetic materials. Thus, this Chapter aims to introduce our readers to the fascinating and constantly expanding field of magne-
tism and magnetic materials. Those, who find this area of knowledge intriguing, can continue exploring its realm by using Further
readings suggested in the end of the Chapter.

4.08.2 Definitions, units, and equations

4.08.2.1 Magnetization and susceptibility

A typical first step in the study of any magnetic material is the measurement of its response to an external magnetic field (H). This
response is defined as magnetic induction (B). (Hereafter, the bold symbols indicate vectors or operators.) In vacuum, H and B are
related by a constant known as the magnetic permeability of vacuum (m0 ¼ 4p � 10�7 T$m/A):

B ¼ m0H (1)

In the presence of a material, however, the magnetic induction is modified as

B ¼ m0ðHþMÞ (2)

whereM is themagnetization of the material. The relationship between the magnetization and the applied magnetic field is given by

M ¼ cvH (3)

which allows us to re-write Eq. (2) as

B ¼ m0ð1þcvÞH (4)

where cv is the volume magnetic susceptibility, an intrinsic property that characterizes the influence of the material on the magnetic
induction produced by the applied field. This quantity, however, is of little practical value, as one typically prefers to describe the
magnetic behavior of materials in terms of mass (cm) or molar (cmol) magnetic susceptibility:

cm ¼ cv

r
(5)

cmol ¼
cm

FW
(6)

where r is the density of the material and FW is its molar mass. Analogous conversions can be performed for the magnetization
values.

4.08.2.2 Magnetic units

The units of magnetism are a common area of confusion, due to the long-term usage of cgs units alongside the SI units in this area of
research. Without going into the historic details, suffice is to say that the cgs units appear to be strongly preferred by chemists, while
the physics community has been progressively adhering more and more to the SI system. For that reason, we will not make an effort
to follow one specific system of units, but would rather stick with whatever was reported in the original literature related to the
specific examples of magnetic materials considered in this Chapter. Table 1 summarizes the SI and cgs units of magnetism and gives
the conversion between the two systems.

4.08.2.3 Diamagnetism and paramagnetism

According to Lenz’s law, an increasing magnetic field acting on a charged particle produces a current that in turn generates magnetic
field in the opposite direction. Consequently, the applied magnetic field is weakened. This phenomenon is true of any interaction
between amagnetic field and a charged particle and is the basis for diamagnetism. An electron also carries an angular momentum and
acts as an elementary bearer of magnetism, or an elementary magnetic dipole. Such a magnetic dipole tends to align with the
applied magnetic field. The presence of unpaired electrons, thus, results in the enhancement of the applied field, or paramagnetism.

The total magnetic susceptibility of any compound consists of diamagnetic and paramagnetic contributions, c ¼ cdia þ cpara.
While the paramagnetic contribution is not necessarily present, diamagnetism is an underlying property of all matter, and, therefore
cdia s 0 for any sample, even the one that exhibits paramagnetic behavior or magnetic ordering. Nevertheless, the diamagnetic
contribution usually is very small, on the order of –(1�100)$10�6 emu/mol. Typically, if this value is less than 1% of the observed
magnetic response, it can be ignored, but it should be taken into account when measuring samples with weaker magnetic signals.2
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4.08.2.4 Curie-Weiss law

A magnetic atom or ion is characterized by the total angular momentum (J), which consists of the orbital (L) and spin (S) angular
momenta, J ¼ L þ S. For lighter elements (e.g., the 3d metal ions), the orbital contribution is often (but not always) small and
J z S. For heavier elements, such as 4d, 5d, 4f, and 5f metal ions, the orbital contribution cannot be ignored.

For a paramagnet, the value of J is related to the molar susceptibility through the Curie law:

cmol ¼
NAm

2
Bg

2JðJþ 1Þ
3kBT

¼ C
T

(7)

where NA is Avogadro’s number, mB is the Bohr magneton, g is the Lande g-factor (gyromagnetic ratio) of the electron, and kB is
Boltzmann’s constant. Combining all constants and numeric values in this equation gives the Curie constant, C, which characterizes
the magnetic behavior of species in the paramagnetic region. In the cgs units, NAm

2
B

3kB
z1=8, and Eq. (7) can be re-written as

cmolT ¼ g2JðJþ 1Þ
8

¼ C (8)

Eqs. (7) and (8), however, are only valid for dilute paramagnets, i.e., the systems where interactions between spin centers are
negligible. In the presence of magnetic exchange interactions, these equations have to be modified to account for the deviation
from the Curie law:

cmol ¼
C

T� q
(9)

where q is the Weiss constant, and Eq. (9) is the Curie-Weiss law. This equation is frequently used to characterize magnetic
substances in the paramagnetic regime. A common practice is to fit the temperature dependence of inverse magnetic susceptibility to
a linear relationship, to extract the values of C and q that characterize the single-site magnetism and the inter-site coupling,
respectively. The effective magnetic moment (meff) is related to the Curie constant as meff ¼

ffiffiffiffiffiffi
8C

p
in the cgs units or meff ¼ 797:8

ffiffiffiffi
C

p
in the SI units. Note that, while the values of magnetic susceptibility are linearly additive, and so are Curie constants, the values of
meff are not. Therefore, average or cumulative effective magnetic moments should be calculated through sum of squares.

4.08.2.5 Magnetic ordering

When the exchange interactions between magnetic moments are sufficiently strong to overcome the paramagnetic disorder caused
by thermal fluctuations, a material can develop an ordered magnetic phase (Scheme 1). In the ordered state, the magnetic moments

Table 1 The SI and cgs units of magnetism and the conversion factors.

Quantity (symbol) SI units cgs units cgs/SI conversion

Magnetic induction (B) T G �10�4

Magnetic field strength (H) A/m Oe �103/(4p)
Magnetization (M) A/m Oe �103

Magnetic moment (m)a A m2 or J/T emu or erg/G �10�3

Mass susceptibility (cm) m3/kg emu/g �4p$10�3

Molar susceptibility (cmol) m3/mol emu/mol �4p$10�6

aThe elementary magnetic moment of a free electron equals 1 Bohr magneton,
mB ¼ 9.274$10�24 J/T.

Scheme 1 A comparison of the magnetic moment arrangement in the paramagnetic state and the three conventional magnetically ordered states.
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exhibit long-range alignment below a certain ordering temperature, typically referred to as the Curie temperature (TC) for ferromag-
netic (FM) ordering or the Neel temperature (TN) for antiferromagnetic (AFM) ordering. These most conventional types of magnetic
ordering correspond, respectively, to the parallel and antiparallel alignments of magnetic moments. In the ideally ordered state, the
net magnetization of a ferromagnet is maximized while that of an antiferromagnet is equal to zero. If the antiparallel ordering takes
place in a material that contains sites with different magnetic moments, one can observe ferrimagnetic (FiM) behavior, with a non-
zero net magnetization. Materials that exhibit these three types of magnetic ordering will be discussed in Sections 4.08.3 and 4.08.4.
In the case of competing magnetic interactions, more complex spin textures can emerge in the ordered state, e.g., stripe, helical,
spiral, cycloid, or fan ordering. These types of magnetic behavior will be discussed in Section 4.08.5.

Although magnetic measurements in the presence of an applied magnetic field represent the most common approach to char-
acterize magnetic materials, it should be emphasized that the true magnetically ordered state develops even in the absence of
applied field, i.e., the magnetic ordering is spontaneous. It can be detected from a lambda-shaped anomaly in the heat capacity
measurements or by observation of changes in the neutron diffraction pattern caused by coherent scattering from the ensemble
of long-range-ordered magnetic moments.7

Immediately below the ordering temperature, the magnetic moments spontaneously align within small regions known as
domains, although the moments of adjacent domains remain mis-aligned with respect to each other. Application of an external
magnetic field and lowering of temperature cause gradual fusion of domains in the direction of preferred orientation of magneti-
zation, via domain wall movement. The size of the domains, the thickness of domain walls, and the ease with which they propagate
through the material are dictated by a delicate balance between different energy contributions,8 i.e., the exchange energy due to
interaction between magnetic moments, the magnetocrystalline energy (magnetic anisotropy) due to the coupling between
magnetic moments and the crystalline lattice, and the magnetostatic energy due to stray magnetic fields generated just outside
the magnetic material. The resistance of domain walls to moving under applied magnetic field leads to the emergence of a hysteresis
loop expressed as an irreversible change in magnetization as a function of applied field. Based on the character of the hysteresis,
magnetically ordered materials can be classified as soft magnets, which show a facile response to the applied field and easy fusion
of domains, and hard magnets, which show a strong resistance to the applied field and wide hysteresis loops (Scheme 2). The

important parameters used to characterize magnetic properties are the maximum value of magnetization reached under applied
magnetic field (known as the saturation magnetization, Ms) and the value of the applied field required to bring the magnetization
of a material to zero (known as the coercive field, or coercivity, Bc).

4.08.3 Magnetic oxides

4.08.3.1 Ferromagnetic oxides

Due to their ubiquitous nature, oxides have been one of the most extensively investigated classes of magnetic materials. The oxide
bridge is an effective mediator of exchange interactions between magnetic ions. These interactions have been thoroughly investi-
gated from the theoretical perspective, and a set of semi-empirical rules has been developed to identify FM and AFM exchange path-
ways.9–11 The FM exchange requires orthogonality (zero overlap) of magnetic orbitals. Such a scenario is far less common than the
AFM exchange. As a result, the majority of oxides exhibit AFM or FiM ordering, while FM ordered oxides are relatively rare (Table 2).
It was also pointed out that AFM oxides, in general, are insulating or semiconducting, while FM oxides tend to exhibit metallic
properties.12

CrO2 is the only binary 3d metal oxide that shows FM ordering. This rutile-type oxide exhibits TC of 396 K and the magnetic
moment (m) of 2.0 mB per formula unit (f.u.), as expected for the Cr4þ ion with the 3d2 electronic configuration and the spin state
S ¼ 1. The most remarkable property of CrO2 is its half-metallicity, i.e., the presence of electrons with only one spin direction at the
Fermi level and the opening of a band gap for the other spin direction. The half-metallic nature of CrO2 spurred a high interest to
this material for applications in spintronic devices.13,14 Unfortunately, investigation of this oxide is challenging, as the phase is

Scheme 2 A schematic depiction of hysteresis loops for soft (left) and hard (right) magnets. The definitions of the saturation magnetization (Ms)
and coercivity (Bc) are indicated for the hard magnet.
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metastable and readily decomposes to form a more stable oxide, Cr2O3. The only other binary FM oxide is EuO,15 with the rock-salt
structure type. This insulating material exhibits FM ordering at 69 K, withm ¼ 7.0 mB/f.u., as expected for the Eu2þ ion (4f7, S ¼ 7/2).

A large class of magnetic oxides is represented by compounds based on the perovskite structure, AMO3. The adaptability of this
structure to a broad range of electropositive (A) and transition (M) metal ions offers a wide chemical space for systematic investi-
gation and tuning of magnetic properties. Similar to the binary oxides, ternary oxides exhibit FM ordering much less frequently as
compared to AFM ordering. One of the most notable examples of ferromagnetism is offered by La1�xSrxMnO3. At the optimal value
of x ¼ 0.3, it exhibits half-metallicity and FM ordering at TC ¼ 380 K. The magnetic moment of 3.7 mB/f.u. is in agreement with the
presence of a mixture of Mn3þ (3d4, S ¼ 2) and Mn4þ (3d3, S ¼ 3/2) ions. The reason for the optimal FM behavior at this compo-
sition will be discussed in Section 4.08.3.2, while in Section 4.08.6.2 we will mention some examples of uses of La0.7Sr0.3MnO3

and related manganites due to the colossal magnetoresistance (CMR) effect.
In principle, it was shown that ferromagnetism is achieved at x ¼ 0.3 value for a broad range of lanthanide (Ln) – alkaline earth

(A) manganites of the Ln1�xAxMnO3 stoichiometry, where Ln ¼ La, Pr, Nd, Sm and A ¼ Ca, Sr, Ba, Pb.16 The TC value showed
a systematic increase with the increasing ionic radius of the Ln3þ ions (Table 2). This finding was attributed to the larger size of
the electropositive cation in the perovskite structure causing less deviation from linearity of the MneOeMn bridges that propagate
superexchange coupling between the Mn sites.17

Pyrochlore-type manganites In2Mn2O7 and Tl2Mn2O7 show FM ordering with TC ¼ 129 K and 124 K, respectively.18 In contrast
to the mixed-valent perovskite-type La0.7Sr0.3MnO3, these materials contain only Mn4þ ions (3d3, S ¼ 3/2), which justifies the
moment of 3 mB per Mn site. Tl2Mn2O7 was reported to exhibit half-metallicity and CMR.19 The observation of the CMR effect
was explained by the increase in the charge carrier density with lowering the temperature or increasing the magnetic field near TC.

20

An interesting variant of manganite ferromagnets are mixed 3d–5d metal oxides, such as La2MnIrO6. Here, the magnetic
exchange between Mn3þ ions (high-spin 3d4, S ¼ 2) mediated by the diamagnetic Ir3þ ions (low-spin 5d6, S ¼ 0) leads to FM
ordering at 100 K, with the experimental saturation moment of 4.0 mB. DFT calculations confirmed that the majority of unpaired
spin density resides on the Mn site (3.888 mB) while the Ir site carries only a small induced spin density oriented in the opposite
direction (�0.097 mB).

The 4d metal oxide, SrRuO3, which also possesses the perovskite structure, shows FM ordering at rather high temperature of
160 K, despite the relatively low magnetic moment of the formally low-spin Ru4þ ion (4d4, S ¼ 1). The strong magnetic exchange
between the Ru sites is mediated by conduction electrons, i.e., SuRuO3 behaves as itinerant magnet.21 Indeed, the saturation
moment is only �0.77 mB per Ru atom, i.e., much lower than could be expected for the formal S ¼ 1 state of the Ru4þ ion. (A
more detailed discussion of itinerant magnetism is provided in Section 4.08.4.1.)

4.08.3.2 Antiferromagnetic oxides

Oxides that exhibit AFM ordering (Table 3) are much more common that those that show FM ordering. The prototypical simplest
oxide antiferromagnets are represented by 3d metal monoxides, MO (M ¼Mn, Fe, Co, Ni), which were among the first materials
subjected to magnetic structure determination by neutron diffraction.22 In these NaCl-type structures, the magnetic moments of
M2þ ions are coupled FM in the (111) crystallographic planes, but the direction of moments alternates in the adjacent planes,
causing the overall AFM ordering.23–25

A more complex magnetic behavior is observed in a-Fe2O3, commonly known as hematite, which shows a collinear AFM order
below 259 K. The moments are aligned nearly parallel to the rhombohedral axis of the corundum-type structure, alternating their
direction in the hexagonal planes perpendicular to this axis (Fig. 1a). Above 259 K, a Morin transition takes place,26 associated with
reorientation of the magnetic moments perpendicular to the rhombohedral axis (Fig. 1b). Nevertheless, the moments are slightly
canted out of the hexagonal planes, due to a weak Dzyaloshinskii-Moriya interaction, creating the overall canted AFM structure, with
a small residual magnetization.27

Table 2 Examples of ferromagnetic oxides with characteristic magnetic
parameters.

Compound Structure type TC, K m, mB/atom

CrO2 Rutile (TiO2) 396 2.0
EuO Rock salt (NaCl) 69 7.0
La0.7Sr0.3MnO3 Perovskite (CaTiO3) 370 3.7
Pr0.7Sr0.3MnO3 Perovskite (CaTiO3) 311 0.27 (Pr), 3.4 (Mn)
Nd0.7Sr0.3MnO3 Perovskite (CaTiO3) 195
Sm0.7Sr0.3MnO3 Perovskite (CaTiO3) 70
SrRuO3 Perovskite (CaTiO3) 160 0.77
La2MnIrO6 Perovskite (CaTiO3) 100 4.0
In2Mn2O7 Pyrochlore (Ca2Nb2O7) 129 3.0
Tl2Mn2O7 Pyrochlore (Ca2Nb2O7) 124 3.0
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Cr2O3, which also possesses the corundum structure, exhibits AFM ordering at 308 K, with the Cr moments aligning parallel to
the rhombohedral axis.28 Under applied magnetic field of 5.8 T and below 90 K, the material undergoes a first-order spin-flop tran-
sition that causes the Cr moments to orient perpendicular to the rhombohedral axis while maintaining the AFM order.29 Another
interesting aspect of Cr2O3 is its magnetoelectric behavior. The AFM ordering causes the loss of the inversion center in the crystal
structure and leads to nonlinear optical effects that stem from coupling between nonlinear electric susceptibility and magnetic
susceptibility.30

CaCrO3, Ca3Ru2O7, and LaSr2Mn2O7 represent rare examples of metallic AFM oxides. In CaCrO3,
12 the high formal oxidation

state of Cr4þ leads to substantial pd hybridization, i.e., covalent contribution to CreO bonding, which is also evidenced in the Cr
magnetic moment of 1.2 mB being substantially lower than the expectation value of 2 mB for the Cr

4þ ion (3d2, S ¼ 1). The result is
that both the nearest-neighbor (NN) and next-nearest-neighbor (NNN) magnetic exchange interactions are quite strong. Compe-
tition between these interactions (spin frustration) leads to a C-type AFM structure, in which stripes of Cr moments are aligned FM
along the b axis but AFM within the ac plane of the orthorhombic perovskite-type structure (Fig. 2).

Table 3 Examples of antiferromagnetic oxides with characteristic magnetic
parameters.

Compound Structure type TN, K m, mB/atom
a

MnO Rock salt (NaCl) 118 5.6
FeO Rock salt (NaCl) 200 3.3
CoO Rock salt (NaCl) 290 4.0
NiO Rock salt (NaCl) 525 2.5
Cr2O3 Corundum (Al2O3) 308 2.4
a-Fe2O3 Corundum (Al2O3) 960 4.1
CaCrO3 Perovskite (CaTiO3) 90 1.2
a-Sr2CrO4 K2NiF4 110 1.0
LaMnO3 Perovskite (CaTiO3) 140 3.9
La0.33Ca0.67MnO3 Perovskite (CaTiO3) 140 2.9
LaSr2Mn2O7 Sr3Ti2O7 210 2.8
Ca3Ru2O7 Ca3Mn2O7 56 1.6
La2CoTiO6 Double perovskite (Ba2LaRuO6) 25 5.8
La2NiTiO6 Double perovskite (Ba2LaRuO6) 25 4.1
Ca2LaRuO6 Double perovskite (Ba2LaRuO6) 12 2.0
Ba2LaRuO6 Double perovskite (Ba2LaRuO6) 30 2.0
Ba2MnTeO6 Double perovskite (Ba2LaRuO6) 20 4.8
Ba2MnWO6 Double perovskite (Ba2LaRuO6) 8 4.5

aThese values are typically found by magnetic structure determination from neutron scattering
data.

Fig. 1 The magnetic structures of a-Fe2O3 determined at 10 K (a) and 300 K (b), i.e., below and above the Morin transition temperature. Color
scheme: Fe ¼ gold, O ¼ red.
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Interestingly, a-Sr2CrO4, which also contains Cr4þ ions, is an AFM insulator with TN ¼ 110 K.31 The insulating behavior of this
material vs. the metallic behavior of CaCrO3, most likely, stems from the decreased dimensionality of the CreO bonding, which
forms a 3D perovskite-type framework in CaCrO3 but a 2D K2NiF4-type structure in a-Sr2CrO4. The other polymorph, b-Sr2CrO4,
also shows insulating behavior. It possesses a honeycomb structure that leads to a much lower AFM ordering temperature of 3.2 K.32

Ca3Ru2O7 belongs to the Ruddlesden-Popper type phases and exhibits a structure built of bilayers of vertex-sharing RuO6 octa-
hedra, separated by Ca2þ ions.33 This material shows metallic behavior and undergoes AFM ordering at 56 K. The Ru moments
show in-plane FM ordering within the bilayers, but the adjacent bilayers are coupled AFM.34 At 48 K, however, a metal-to-insulator
transition takes place, and the material becomes a more common non-metallic antiferromagnet.33

Similar behavior was observed in another family of Ruddlesden-Popper structures, La1–xSr2þxMn2O7.
35 Both metallic behavior

and AFM ordering were observed at x ¼ 1, corresponding to the composition LaSr2Mn2O7. The Mn moments also show in-plane
orientation, but the AFM structure is present already within each bilayer, with antiparallel arrangement of two FM planes. Quite
interestingly, a slight change in the La/Sr ratio leads to a rich variety of magnetic structures, with weakly canted in-plane FM ordering
at x ¼ 0.9, collinear in-plane FM ordering at x ¼ 0.8, axial FM ordering at x ¼ 0.7, and, finally, to the in-plane AFM ordering with FM
ordering within each bilayer at x ¼ 0.6 (Fig. 3).

Fig. 2 The magnetic structure of CaCrO3 viewed approximately down the c axis and showing the FM and AFM arrangement of Cr magnetic
moments in the bc and ab planes, respectively. Color scheme: Ca ¼ teal, Cr ¼ green, O ¼ red.

Fig. 3 A series of magnetic structures observed for La1–xSr2 þ xMn2O7 as a function of x. Color scheme: La/Sr ¼ gray, Mn ¼ green, O ¼ red.
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Such variation of magnetic structures with the change in the valence electron count is typical for many manganites.36 In Section
4.08.3.1, we have already mentioned that the Ln1–xAxMnO3 perovskites (Ln ¼ La, Pr, Nd, Sm; A ¼ Ca, Sr, Ba, Pb) exhibit metallic
behavior and FM ordering at the optimal value of x ¼ 0.3. The pure LaMnO3 contains exclusively Mn3þ ions (3d4, S ¼ 2) and shows
AFM ordering at 140 K.37 It was shown that the FM exchange constant (0.83 meV) within the MnO2 layers in the ab plane exceeds by
a factor of 1.4 the AFM exchange coupling (�0.58 meV) between these layers along the c axis.38 Doping Ca2þ (or other A2þ ions) for
Ln3þ leads to a mixture of Mn3þ and Mn4þ ions and strengthens FM coupling through double exchange, eventually leading to the
FM ordering at x ¼ 0.3. At other values of x, corresponding to different degree of hole-doping, i.e., different Mn3þ/Mn4þ ratios, rich
magnetic behavior can be observed as a function of temperature and applied magnetic field. As an example, we consider the series
La1–xCaxMnO3, the terminal members of which, LaMnO3 and CaMnO3, are pure antiferromagnets. At small levels of Ca for La
substitution (x < 0.15), the Mn spins begin to cant away from the ab plane, creating an uncompensated magnetic moment along
the c axis,39 but at higher doping levels (x > 0.15) FM ordering is observed.40 As the Ca content is further increased, the competition
between the FM and AFM states is observed as a function of temperature: La0.5Ca0.5MnO3 exhibits FM ordering at 225 K but then
converts to an AFM phase at 170 K.41 At x ¼ 0.67, only AFM ordering is observed below 140 K, with the formation of both crystal-
lographic and magnetic superstructures. The latter shows a complex noncollinear AFM structure.42

A large group of AFM oxides is represented by double perovskites, A2MM0O6. The most commonmagnetic structures adopted by
such compounds show AFM coupling between either (111) or (001) planes. The former takes place when the NN interactions are
stronger than the NNN interactions, while the latter occurs when the NNN interactions are stronger than the NN ones. When these
interactions are of comparable strength, spin frustration often leads to the formation of striped AFM structure, with the rows of FM-
coupled magnetic moments aligning antiparallel to each other. The balance between the NN and NNNmagnetic exchange constants
can be tuned by changing the size of the A site, thus varying the distances between the M and M0 sites and the corresponding angles
at the oxide bridges. For example, both Ca2LaRuO6 and Ba2LaRuO6 show AFM ordering, but the Ru moments align FM in the (001)
planes or along the b axis, respectively,43 which suggests that the NN and NNN exchange constant become comparable in
Ba2LaRuO6. On the other hand, both Ba2MnTeO6 and Ba2MnWO6 show AFM structures with FM alignment of Mn moments in
the (001) or (111) planes, respectively,44,45 indicating that a crossover in the relative strength of the NN and NNN interactions takes
place between these two compositions. The difference in the magnetic structures was attributed to the presence of completely filled
4d orbitals in the formally Te6þ ion and completely empty 5d orbitals in the formally W6þ ion.

The competition between the NN and NNN interactions can be seen in La2CoTiO6 and La2NiTiO6; both of them show AFM
transition at 25 K.46 The magnetic structure reveals stripe-type AFM ordering, with the transition metal moments coupled FM along
the b axis and AFM along the a and c axes. The moments are slightly tilted with respect to the ab plane, but the overall AFM structure
is collinear.

When substantially different magnetic elements are introduced in the M and M0 sites, they can behave nearly independently of
each other. For example, Sr2CoOsO6 exhibits two AFM transitions, with the magnetic moments of Os6þ ions (5d2, S ¼ 1) ordering
AFM at 108 K and the moments of Co2þ ions (3d7, S ¼ 3/2) ordering AFM at 70 K.47 The Os moments couple FM along the c axis
and AFM in the ab plane, while the Co moments couple FM along the b axis and AFM in the ac plane (Fig. 4). The independent
ordering of the two magnetic sublattices was justified by DFT calculations, which revealed that the NN OseCo interactions where
substantially weaker than the NNN OseCoeOs or CoeOseCo interactions.

4.08.3.3 Ferrimagnetic oxides

Ferrimagnetic (FiM) ordering arises from AFM coupling between spins of different magnitude, which results in the total uncompen-
sated magnetic moment in the ordered state. Consequently, ferrimagnetism emerges in the structures that contain either different
magnetic elements or the same magnetic element in different oxidation states and/or different coordination environments
(Table 4). In both situations, the spins of the same magnitude should couple FM to each other and AFM to the spins of different
magnitude. Perhaps, the most well-known example of FiM ordering is provided by magnetite, Fe3O4, with the inverse spinel struc-
ture. The Fe2þ and a half of Fe3þ ions occupy octahedral interstices in the cubic close packing of O2� ions, while the other half of
Fe3þ ions occupy tetrahedral interstices. The ions located in the octahedral and tetrahedral sites are coupled AFM to each other,
resulting in the overall FiM order.48 Interestingly, a g-polymorph of Fe2O3 (maghemite), although containing only Fe3þ ions,
also exhibits ferrimagnetism. Similar to Fe3O4, this material has a spinel-type structure, but 1/6 of Fe3þ ions are missing from
the octahedral sites, i.e., its formula can be written as [Fe]t[Fe5/3,1/3]o, where , represents a vacancy. The uneven distribution
of the Fe3þ ions between the octahedral and tetrahedral sites results in FiM ordering.49

Fe3O4 is a parent representative of other magnetic ferrites, MFe2O4 (M ¼ Mn, Co, Ni), with the inverse spinel structure. The
degree of inversion, i.e., the concentration of the M2þ ions in the octahedral sites, depends strongly on the synthetic conditions,50

which, therefore, also affect the observed magnetic properties.51 NiFe2O4 is a nearly perfect inverse spinel, due to the substantial
ligand field stabilization energy for the Ni2þ ion (3d8, t2g

6eg
2, S ¼ 1) in the octahedral ligand field, as compared to the Fe3þ ion

(3d5, t2g
3eg

2, S ¼ 5/2). The AFM coupling between the Fe3þ ions distributed equally among the tetrahedral and octahedral sites leads
to the cancellation of their moments, leaving the net magnetic moment equal to the moment of the Ni2þ ion (2.2 mB) located nearly
exclusively in the octahedral sites. The preference for the octahedral coordination of the M2þ ion remains strong in CoFe2O4,
although this material tends to contain from 5% to 25% of Co2þ ions in the tetrahedral sites. Quenching the samples annealed
at high temperature leads to a higher concentration of Co2þ in the tetrahedral sites, while slow cooling allows the formation of
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more inverted spinel structures.52 Similar mixing of Mn2þ and Fe3þ ions in the tetrahedral and octahedral sites takes place in
MnFe2O4.

53 The reported FiM ordering temperature gradually decreases from NiFe2O4 to CoFe2O4 to MnFe2O4.
54

An interesting variant of 3d metal ferrites, MnFe3O5 was synthesized recently under high-pressure and high-temperature condi-
tions.55 This material is isostructural to Fe4O5. It shows AFM ordering of Fe magnetic moments at 350 K, but the subsequent
ordering of Mn moments at 150 K causes the formation of an FiM structure.56 An opposite situation was reported for MnFeO3, ob-
tained by mechanochemical synthesis.57 This material shows ferrimagnetism at 300 K but then undergoes AFM ordering at 36 K.

Alkaline-earth ferrites AFe12O19 exhibit FiM ordering at 750 K for A ¼ Sr and 740 K for A ¼ Ba.58 In their hexagonal magneto-
plumbite structures, the Fe magnetic moments are aligned with the c axis.59 There are 24 Fe3þ ions per unit cell, of which 16 have
their moments oriented in one direction and the other 8 have the moments oriented in the opposite direction (Fig. 5). The resulting
FiM structure exhibits remarkably strong resistance to deviation from the c axis under applied magnetic field. This high

Fig. 4 The magnetic structure of Sr2CoOsO6. The Co and Os magnetic moments are shown with blue and red arrows, respectively. The non-
magnetic atoms are not shown.

Table 4 Examples of ferrimagnetic oxides with characteristic magnetic
parameters.

Compound Structure type TC, K m, mB/f.u.

Fe3O4 Spinel (MgAl2O4) 860 4.0
g-Fe2O3 Spinel (MgAl2O4) 950 2.5
MnFe2O4 Spinel (MgAl2O4) 573 4.5–4.8a

CoFe2O4 Spinel (MgAl2O4) 793 3.5–4.0a

NiFe2O4 Spinel (MgAl2O4) 868 2.2
SrFe12O19 PbFe12O19 750 19.7
BaFe12O19 PbFe12O19 740 19.3
Y3Fe5O12 Y3Al5O12 560 5.0
Gd3Fe5O12 Y3Al5O12 545 16.0
Sr2CrMoO6 Double perovskite (Ba2LaRuO6) 450 0.20
Sr2FeMoO6 Double perovskite (Ba2LaRuO6) 415 2.9
Sr2CrOsO6 Double perovskite (Ba2LaRuO6) 725 1.3
Ca2FeOsO6 Double perovskite (Ba2LaRuO6) 310 1.2

aThe net magnetic moment depends on the thermal treatment regime used to synthesize
a specific sample.
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magnetocrystalline anisotropy makes AFe12O19 ferrites practically useful permanent magnets, especially since they do not contain
expensive lanthanide ions.60

Another technologically important group of ferrimagnets is represented by lanthanide ferrite garnets, with the general formula
Ln3Fe5O12. The Fe

3þ ions are coordinated by O2� ions either tetrahedrally or octahedrally (in the 3:2 ratio), and the Fe magnetic
moments in the tetrahedral sites are aligned antiparallel to the moments in the octahedral sites. The uneven distribution of the Fe3þ

ions among the two crystallographic sites results in ferrimagnetism. The prototypical ferrite garnet, Y3Fe5O12 (YIG), exhibits FiM
ordering at 545 K and the saturation magnetization of 5 mB per f.u.,

61 as expected from the antiparallel alignment of the Fe moments
in the 3:2 ratio. The Fe moments are aligned along the body diagonal of the cubic structure.62 YIG is an insulating material with
a very narrow FM resonance linewidth, which explains its wide application in radio-frequency communication technologies.

With the introduction of magnetic Ln3þ ions, the total magnetization of the Fe sublattice remains approximately equal to 5 mB
per f.u., and the coupling between the two magnetic sublattices is relatively weak.63 The stronger magnetic exchange between the
Fe3þ ions leads to the Fe moments ordering at substantially higher temperatures than the Ln moments. As a result, an interesting
situation is observed due to the magnetization of some Ln3þ ions exceeding the total magnetization of the Fe3þ ions. The coupling
between the total magnetic moment of the Ln and Fe sublattices is FM for the Ln3þ ions with a less than half-filled 4f shell and AFM
for the Ln3þ ions with a half or higher filling of the 4f shell. Thus, for heavier lanthanide ferrite garnets, starting with Gd3Fe5O12, as
the Ln moments undergo FM ordering but align antiparallel to the total moment of the Fe sublattice, the magnetization changes
sign with decreasing temperature. This phenomenon is known as magnetic pole reversal, and the temperature at which the magne-
tization reverses is referred to as the compensation point.48 Magnetic measurements on single crystals showed that the compensa-
tion point for Ln3Fe5O12 decreases from 286 K for Gd to 246 K for Tb to 226 K for Dy to 137 K for Ho and to 83 K for Er.64 In the
recent past, the presence of the compensation point was leveraged in the application of lanthanide ferrite garnets in magneto-optical
recording technology.65

We conclude our discussion of FiM oxides with double-perovskite structures, A2MM0O6. Similar to spinels and garnets, the pres-
ence of different crystallographic sites for incorporation of magnetic ions provides a convenient framework for the design of FiM
materials. Interestingly, however, double-perovskite ferrimagnets are relatively rare, and AFM ordering is more commonly observed
due to the complete compensation of the magnetic moments if they are present only in the M and/or M0 sites.66 A notable group of
double-perovskite ferrimagnets contains a 3d metal in the M sites and a 4d or 5d metal in the M0 sites (the substantially different
nature of the M and M0 elements is essential for achieving an ordered arrangement of the corresponding magnetic ions). Thus,
compounds Sr2MMoO6 were reported to undergo FiM ordering at 450 K for M ¼ Cr67 and 415 K for M ¼ Fe,68 due to AFM coupling
between the M3þ ions (3d3, S ¼ 3/2 for Cr and 3d5, S ¼ 5/2 for Fe) and Mo5þ ions (4d1, S ¼ 1/2). While the magnetic ordering
takes place at similar temperatures in these Mo-containing materials, the Os-containing Ca2FeOsO6 and Sr2CrOsO6 show FiM
ordering at 320 K69 and 725 K,70 respectively. The drastic difference in the TC values might stem from the monoclinic distortion
in Ca2FeOsO6, as compared to the tetragonal structure of Sr2CrOsO6. As a result, the MeOeM0 bridges in the former show strong
deviation from linearity (�152�), thus weakening the AFM exchange between the Fe3þ and Os5þ ions. The linear bridges in
Sr2CrOsO6 lead to much stronger coupling between the Cr3þ and Os5þ ions and one of the highest ordering temperatures among
perovskite and double-perovskite magnets.71

Fig. 5 The magnetic structure of BaFe12O19, showing ferrimagnetic arrangement of the Fe moments. Color scheme: Ba ¼ green, Fe ¼ gold,
O ¼ red.
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4.08.4 Intermetallic magnets

4.08.4.1 General considerations

Although only five elemental metals, Cr, Fe, Co, Ni, and Gd, exhibit magnetic ordering under ambient pressure, there are numerous
FM, AFM, and FiM intermetallics (Table 5). It should be emphasized that an intermetallic compound implies a structure that
contain two or more types of metal atoms distributed over distinct crystallographic sites, which distinguishes them from
alloysdtypically statistically disordered structures formed by two or more metals.72 Stoner proposed a simple criterion73 to predict
the possibility of FM ordering in a metallic system: J$n(EF) > 1, where J is the nearest-neighbor magnetic exchange constant and
n(EF) is the density of states (DOS) at the Fermi level (EF). Despite the relative simplicity of the Stoner criterion, which follows
from the mean-field theory, it often serves as effective means for justification or even prediction of FM ordering in intermetallic
materials.74–76

An interesting approachdrooted in chemical principlesdto interpretation of magnetic properties of metallic materials was
proposed by Dronskowski and Landrum, who showed that FM ordering correlates with pronounced antibonding interactions
between the magnetic metal atoms at the Fermi level.77,78 The nature of chemical bonding can be assessed by crystal orbital
Hamilton population (COHP) analysis, according to which the positive, near-zero, and negative regions of the –COHP function
correspond, respectively, to bonding, nonbonding, and antibonding interactions.79 A combined use of the Stoner and
Dronskowski-Landrum criteria offers a powerful approach to analyzing and predicting magnetic behavior of metallic (itinerant)

Table 5 Examples of magnetic intermetallics with characteristic magnetic
parameters.

Compound Structure type Ordering TC or TN, K m, mB/f.u.
a

MnBi NiAs FM 613-627b 3.0
FePt CuAu FM 750 2.8
YMn2 MgCu2 AFM 116 2.7
YFe2 MgCu2 FM 545 2.9
PrMn2 MgZn2 AFM 115 2.6 (Pr), 2.8 (Mn)
NdMn2 MgZn2 AFM 104 2.9 (Nd), 2.7 (Mn)
PrFe2 MgCu2 FiM
NdFe2 MgCu2 FiM
GdFe2 MgCu2 FiM 785 2.8
TbFe2 MgCu2 FiM 711 4.7
SmCo5 CaCu5 FM 1020 6.3
YCo5 CaCu5 FM 987
Cu2MnAl Heusler (Cu2MnAl) FM 603 3.6
Co2FeSi Heusler (Cu2MnAl) FM 1100 6.0
Co2FeGe Heusler (Cu2MnAl) FM 1073 6.1
CoVSb Half-Heusler (LiAlSi) FM 48 0.17
CoMnSb Half-Heusler (LiAlSi) FM 478 4.2
NiMnSb Half-Heusler (LiAlSi) FM 728 4.2
PtMnSb Half-Heusler (LiAlSi) FM 572 4.0
AuMnSb Half-Heusler (LiAlSi) FM 72 3.5
CuMnSb Half-Heusler (LiAlSi) AFM 55 3.9
LaMn2Si2 ThCr2Si2 AFM/FM 470/310 1.6 (FM)
LaMn2Ge2 ThCr2Si2 AFM/FM 415/325 1.5 (FM)
YMn2Si2 ThCr2Si2 AFM 514
YMn2Ge2 ThCr2Si2 AFM 427
GdMn2Ge2 ThCr2Si2 AFM/FiM 365/97
TbMn2Ge2 ThCr2Si2 AFM/FiM 414/95
LaCo2P2 ThCr2Si2 FM 132 0.9
CeCo2P2 ThCr2Si2 AFM 440
PrCo2P2 ThCr2Si2 AFM 309
NdCo2P2 ThCr2Si2 AFM 307
LaCo2As2 ThCr2Si2 FM 205 1.0
CeCo2As2 ThCr2Si2 FM 147 1.3
PrCo2As2 ThCr2Si2 FM/FiM 140/50 2.9
NdCo2As2 ThCr2Si2 FM/FiM 62/35 1.7

aIn the case of AFM ordering, the value corresponds to the moment per magnetic atom.
bThe MnBi phase is immediately FM upon formation by decomposition of paramagnetic Mn1.08Bi
at 613 K (see the text). The phase remains stable and FM when heated till 627 K, at which point
it converts to Mn1.08Bi.
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magnets.80 For example, they provide a clear explanation for the AFM behavior of Cr, in which the Fermi level crosses nonbonding
states, and FM behavior of Fe, Co, and Ni, in which it crosses antibonding states.77

4.08.4.2 Binary intermetallics

Compositionally, intermetallics that consist of two elements represent the simplest magnetic materials beyond the elementary
magnets. Nevertheless, their magnetic behavior can be rather complex, due to the variation of magnetic exchange interactions
caused by changes in the crystal structure and stoichiometry, which can be used to vary the concentration and topology of magnetic
centers. MnBi and FePt are among the most prominent binary ferromagnets. Both are hard magnets, and the large coercivity values
can be attributed to the presence of non-magnetic heavy elements, Bi and Pt, respectively, which contribute to strong magnetocrys-
talline anisotropy through spin-orbit coupling. Besides, in both cases, the non-magnetic atoms carry a substantial non-zero spin
density,81,82 thus facilitating the strong magnetic exchange that leads to high FM ordering temperatures.

The high-temperature (HT) paramagnetic phase of MnBi shows a slight non-stoichiometry, with an approximate composition
Mn1.08Bi. When cooled below 613 K, the HT phase decomposes with the release of excess manganese and the formation of low-
temperature (LT) stoichiometric MnBi. The LT phase is already ordered FM at the decomposition temperature.83 Although this
material is very interesting as an inexpensive permanent magnet, its formation mechanism, obviously, poses a challenge for the
synthesis of a pure LT phase. Nevertheless, the studies of MnBi are quite extensive. Besides its remarkable magnetic properties,
MnBi also shows a large linear non-saturation magnetoresistance in applied magnetic fields up to 70 T and high charge-carrier
mobilities.84 These properties can be beneficial for spintronic applications.

FePt also forms as two different polymorphs. The disordered alloy with a face-centered cubic (FCC) structure can be converted to
an ordered tetragonal L10-FePt structure (Fig. 6) when heated above 700 K. The ordered polymorph of FePt shows the coercive field
of �1 T at room temperature.85 This hard magnet has been extensively investigated vis-à-vis its potential uses in magnetic
recording86 and biomedical applications.87

Compounds AT2 (A ¼ Sc, Y, Ti, Zr, Hf, Nb, Ta, or lanthanide (Ln); T ¼ Mn, Fe, Co) are a prominent family of binary intermetallic
magnets. They crystallize in one of the two Laves structures, of either the cubic MgCu2 type or the hexagonal MnZn2 type.

88 Similar
to the evolution of magnetic ordering from AFM in Cr metal to FM in Fe, Co, and Ni metals, associated with the gradual filling of the
non-bonding and then antibonding states (according to the Dronskowski-Landrum criterion), the transition-metal sublattice in the
AT2materials also shows the change from paramagnetism to AFM and then to FM ordering as the d-band becomes more filled. Thus,
YMn2 is an antiferromagnet,89 YFe2 is a ferromagnet,90,91 and YCo2 is a paramagnet.92 The antiferromagnetism of YMn2 is in
contrast with paramagnetic behavior of the other AMn2 materials with non-magnetic A atoms,93 although compounds LnMn2
with Ln ¼ Pr, Nd, or Sm, also exhibit collinear AFM ordering in both the Ln and Mn sublattices.89 Decreasing the size of the Ln
elements leads to canted or helimagnetic ordering in LnMn2 with Ln ¼ Gd, Tb, or Dy.94,95 On the other hand, nearly all LnFe2
and LnCo2 compounds show FM ordering in the transition metal sublattice,93 except for superconducting CeCo2

96 and paramag-
netic LuCo2.

97 The coupling between the 3d and 4f moments in these intermetallics is FM for the lanthanides with less than half-
filled 4f shell and AFM for Gd and those withmore than half-filled 4f shell. This common observation for binary 3d-4f intermetallics
was justified by Brooks and Johansson.98 Consequently, the LnFe2 and LnCo2 phases exhibit FM ordering for Ln ¼ La-Sm and FiM
ordering for Ln ¼ Gd-Yb.90,99,100 The strength of the magnetic exchange coupling in these materials varies systematically with the
size of the lanthanide ion. For example, the FiM ordering temperature decreases from 785 K to 590 K in the LnFe2 series with
Ln ¼ Gd-Er.90

The effect of the FM or AFM coupling between the 3d and 4f moments is evident in one of the strongest permanent magnets,
SmCo5, which finds extensive commercial usage due to the high values of ordering temperature (1020 K), coercivity, and

Fig. 6 The ordered tetragonal unit cell of L10-FePt (highlighted as a blue translucent polyhedron) vs. the FCC unit cell of the disordered FePt alloy
(solid black lines). Color scheme: Fe ¼ red, Pt ¼ blue.
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magnetization.101 This compound has a hexagonal CaCu5-type structure, in which Co atoms are stacked in honeycomb and kagomé
layers that alternate along the c axis. The Sm atoms fill hexagonal channels formed by the Co atoms (Fig. 7). The Sm and Co
moments are ordered FM parallel to the c axis, with the respective values of 1.0 mB and 2.2 mB at 5 K.102 The fact that an isostructural
compound, YCo5, shows FM ordering at similar temperature, 987 K,103 indicates that the high coercivity of SmCo5 stems from high
magnetocrystalline anisotropy of the Sm atoms,104 while the high TC value is due to the strong magnetic exchange between the Co
atoms. Interestingly, the magnetic structure of this material was determined by neutron diffraction only recently,102 as the enor-
mously high neutron absorption cross-section of the natural Sm precluded such studies. The magnetic structure was determined
on the sample enriched with the 200Sm isotope (�99%).

Recently, a substantial attention has been paid to metallic antiferromagnets that can be used in spintronic devices. AFMmaterials
are resistant to applied magnetic fields and do not produce stray fields that can be detrimental to the device performance. At the
same time, they have been shown to exhibit ultrafast dynamics and large magnetotransport effects.105 In particular, FeRh and
Mn2Au have been incorporated in AFM memory resistor devices, which use reorientation of magnetic moments of the material
to readout electrical current. FeRh exhibits a CsCl-type structure and AFM order at room temperature, with the moment of
�3.0 mB per Fe atom. At 340 K, however, this material shows a transition to FM ordering, which is sustained up to the Curie temper-
ature of 670 K.106 These properties of FeRh were leveraged for heat-assisted magneto-recording,107 where the moments in the AFM
state were aligned in one of the two direction, depending on the writing magnetic field, and the “memory” of the direction could be
erased by heating the material above the AFM-to-FM transition temperature.

Mn2Au is an antiferromagnet with the high ordering temperature of �1500 K.108 It has a tetragonal crystal structure of the Cr2Al
type, where double layers of Mn atoms alternate with layers of Au atoms along the c axis. Within each double-layer, the Mn
moments exhibit AFM ordering in the ab plane, but the orientation of the moments can be switched on an ultrafast timescale.
For example, switching with current pulses of THz frequency has been demonstrated.109

4.08.4.3 Heusler and Half-Heusler compounds

The first ferromagnetic metals prepared from non-magnetic elements were reported by Heusler.110 Cu2MnAl, which shows FM
ordering of Mn moments at 603 K,111 became a prototype for a large class of compounds known as “Heusler” and “half-
Heusler” alloys, with stoichiometries X2YZ and XYZ, respectively. The half-Heusler structure (Fig. 8a) is characterized by a NaCl-
type arrangement of the Y and Z atoms, in which four out of eight octants of a cubic unit cell are centered by X atoms. The Heusler
structure (Fig. 8b) is obtained by filling all eight octants with X atoms.

In general, the half-Heusler compounds carry magnetic moments only in the Y sites, while the Heusler compounds have
magnetic moments in both Y and X sites. Therefore, more diverse magnetic behavior can be expected for Heusler structures. Indeed,
ferromagnetism is common for Heusler compounds but far less common for half-Heusler compounds. As an example, weak itin-
erant ferromagnetism was reported in CoVSb, with the maximum magnetic moment of 0.17 mB per f.u..

112 A series of half-Heusler
antimonides, XMnSb, are ferromagnets with TC ¼ 478 K, 728 K, 572 K, and 72 K for X ¼ Co, Ni, Pt, and Au, respectively.113 Obvi-
ously, the change in the valence electron count has a dramatic impact on the ordering temperature. Interestingly, CuMnSb shows
AFM ordering at 55 K.

The Heusler compound Co2FeSi shows one of the highest FM ordering temperatures among intermetallics, TC ¼ 1100 K.114 In
addition, it shows half-metallic behavior. A very similar TC value of 1073 K was reported for Co2FeGe,

115 but replacing Fe with Mn

Fig. 7 The crystal structure of SmCo5 viewed down the hexagonal c axis. The Co atoms that form the honeycomb and kagomé layers are
highlighted with different shades of blue. The Sm atoms (gold) are located in the hexagonal channels.
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leads to notably lower TC values of 985 K for Co2MnSi and 905 K for Co2MnGe.111 A large compilation of the TC values for Heusler
intermetallics was provided in the latter work.

It was demonstrated that the Heusler compounds follow quite well the Slater-Pauling plot,116 which relates the observed
magnetic moment to the average number of valence electrons per atom. Likewise, the magnetic ordering temperature also might
show a clear trend for chemically related compounds. For example, in the series Co2MAl, the TC increases from 134 K to 310 K
to 334 K to 693 K for M ¼ Ti, V, Cr, Mn, respectively.111

4.08.4.4 ThCr2Si2-type intermetallics

Among ternary intermetallic compounds, the ThCr2Si2 structure type is one of the most abundant,117 due to its remarkable adapt-
ability to a variety of elemental compositions, AT2X2, where, in general, A is an alkali, alkaline-earth, lanthanide, or actinide metal, T
is a transition metal, and X is a main-group element. These compounds exhibit magnetism when either T is a 3d metal or A is an f-
metal, or both. For example, rich magnetic behavior is observed in the series of tetrelides, LnMn2Tt2 (Tt ¼ Si, Ge), and pnictides,
LnCo2Pn2 (Pn ¼ P, As). The behavior of LaMn2Si2 and LaMn2Ge2 is very similar. Both undergo AFM ordering at 470 K/415 K, fol-
lowed by spin reorientation that leads to FM ordering at 310 K/325 K.118,119 In contrast, YMn2Si2 and YMn2Ge2, which also contain
a diamagnetic A element, exhibit only AFM ordering at 514 K120 and 427 K.121

When a magnetic 4f element is used in place of La, the magnetic behavior of silicides and germanides becomes drastically
different. In the case of LnMn2Si2, AFM ordering of Mn moments is observed for Ln ¼ Ce–Nd,122 while compounds with heavier
lanthanides, starting with Gd, also show AFM ordering of Mn moments at higher temperatures, but at lower temperatures FM
ordering of Ln moments causes reorientation of the Mn moments in the opposite direction, to create the overall FiM
structure.123–125 For the LnMn2Ge2 series, in the case of Ln ¼ Ce–Nd, AFM ordering of Mn moments at �400 K is followed by
spin reorientation to the FM-ordered state at 320–335 K.126 This behavior is similar to that observed for LaMn2Ge2. Nevertheless,
the Pr- and Nd-containing compounds show another phase transition at 40 K, caused by the FM alignment of the 4f moments with
respect to the Mn moments, to achieve FM ordering in both sublattices. In compounds with Ln ¼ Gd–Er, the Mn moments order
AFM at higher temperatures and undergo reorientation antiparallel to the Ln moments that order at lower temperatures (Table 5),
thus creating the overall FiM structure.127

In the LnCo2Pn2 series, FM ordering of Co 3d moments is observed for both LaCo2P2
128 and LaCo2As2.

129 Similar to the
LnMn2Tt2 series, the behavior of phosphides and arsenides formed with magnetic lanthanides differs substantially. In LnCo2P2
with Ln ¼ Ce–Sm, the magnetic phase transitions in the 3d and 4f sublattices are completely decoupled,130 as the AFM ordering
of Co moments at higher temperatures (440 K for Ln ¼ Ce and �300 K for Ln ¼ Pr–Sm) is followed by AFM ordering of the Ln
moments at much lower temperatures (<30K). In contrast, in LnCo2As2 (Ln ¼ Ce–Nd), the Co moments order FM at higher
temperatures, which drives the FM ordering of Ln moments in an opposite direction, for the overall FiM ordering.131 Unfortunately,
a full comparision between the magnetic properties in these series of tetrelides and pnictides cannot be made, because the LnCo2P2
compounds are not known for lanthanides beyond Eu.

4.08.5 Noncollinear magnetic ordering

4.08.5.1 General considerations

There are several general scenarios that lead to the emergence of noncollinear magnetic ordering:

Fig. 8 The crystal structures of half-Heusler (a) and Heusler (b) compounds. The X, Z, and Y atoms are shown with blue, garnet, and gold,
respectively.
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(1) A competition between AFM and FM exchange interactions: with the increasing complexity of magnetic exchange pathways,
one should expect that some magnetic configurations will require a compromise between the two types of collinear orderings.
In some cases, such competition might even prevent the long-range magnetic ordering and lead to the formation of spin glass,
in which magnetic moments are “frozen” in random orientations below the spin-glass transition temperature.132

(2) Geometric frustration of AFM interactions between spin centers: it is easy to show that pairwise AFM interactions cannot be
satisfied simultaneously when an odd number of atoms with the same magnetic moment are arranged on a regular poly-
gon.133–135 This so-called spin frustration typically counteracts system’s tendency to form an ordered arrangement of magnetic
moments, and the magnetic ordering temperature (TN) is suppressed. The extent of spin frustration can be evaluated by the
frustration factor, f ¼ TN/q, where q is the Weiss constant (see Section 4.08.2.4). Systems that exhibit f > 5 are typically
considered to be strongly frustrated.136 The formation of a noncollinear magnetic structure offers a pathway to resolve the spin
frustration.

(3) Magnetic exchange in the absence of inversion symmetry: the magnetic moments that are not related by an inversion center are
coupled by the Dzyaloshinskii-Moriya (DM) interaction,137,138 which is described by the vector product of the magnetic
moments. The minimization of the total energy resulting from such interaction forces the moments to become perpendicular to
each other. Therefore, systems with DM interactions tend to develop noncollinear spin textures (magnetic structures). The DM
exchange constants are enhanced by spin-orbit coupling effects.139,140

The noncollinear magnetic structures that form due to the above-mentioned conditions exhibit spin arrangements that can be very
sensitive to external perturbations, i.e., several magnetic configurations with comparable energies can exist close to the ground state.
In other words, the ground state of such systemsmight show a high degree of degeneracy. Such behavior can be leveraged for switch-
ing the magnetic configurations by minor changes in the applied magnetic or electric fields. Therefore, there is a high current interest
to materials with noncollinear spin textures for the development of next-generation electronic devices that can be operated with
lower power consumption.141–144

4.08.5.2 Materials with noncollinear magnetic structures

In Section 4.08.3.2, we have already mentioned how the competition between the AFM and FM ordering leads to a variety of
magnetic structures in La1–xSr2þxMn2O7, depending on the La/Sr ratio.35 In particular, at x ¼ 0.9, the FM ordered Mn moments
exhibit slight canting out of plane, revealing the action of an AFM exchange component in the perpendicular direction, along
the c axis (Fig. 3). Likewise, the competing magnetic interactions lead to canted or helimagnetic ordering in LnMn2 with Ln ¼
Gd, Tb, or Dy,94,95 as described in Section 4.08.4.2. Here, we provide further examples of materials that exhibit noncollinear
spin textures. Their main magnetic parameters are listed in Table 6. We will proceed from the discussion of cases with competing
magnetic interactions to the examples of spin-frustrated structures and, finally, to the noncollinear spin textures that emerge in non-
centrosymmetric crystal structures. In addition, we attempt to consider diverse classes of materials, to demonstrate that complex
spin textures can be achieved in various crystal structures and to reveal the common ingredients of such magnetic behavior.

One of the simpler scenarios for the emergence of helimagnetic ordering appears in structures that contain chains of magnetic
atoms. In such cases, the collinear AFM or FM exchange along the chain can be perturbed by the weaker magnetic coupling between
the chains to create a noncollinear magnetic state, especially if the magnetic atoms in neighbor chains are offset along the direction
of chain propagation (Fig. 9a). An example of such behavior is provided by compounds MnM2X4, where M ¼ Sb or Bi and X ¼ S or
Se.145–147 Their crystal structures feature chains of edge-sharing [MnX6] octahedra separated by M atoms, and the neighbor chains
are offset by a half-translation. The AFM intrachain coupling is perturbed by a weaker AFM interchain coupling, causing the forma-
tion of incommensurate magnetic helices with theMnmoments rotating perpendicular to the chain propagation direction (Fig. 9b).

Table 6 Examples of materials with noncollinear magnetic structures.

Compound Structure Type Ordering TC or TN, K m, mB/atom

MnSb2S4 HgBi2S4 AFM 25 4.6
MnSb2Se4 HgBi2S4 AFM 20 4.2
MnBi2Se4 HgBi2S4 AFM 15 3.3
Co2V2O7 Co2V2O7 AFM 6.0 2.1-2.7
Mn2FeSbO6 Ba2LaRuO6 AFM 60 4.9 (Mn), 4.3 (Fe)
Sr3Fe2O7 Sr3Ti2O7 AFM 115 4.8
CrB2 AlB2 AFM 88 0.5
MnPtGa Ni2In FM/canted/AFM 236/186/140 3.1/2.7/3.0
Mn3Sn Ni3Sn AFM 420 3.0
Mn3Ir Cu3Au AFM 960 2.45
HfMnSb2 NiAs AFM 270 2.8
MnSi FeSi AFM 30 0.4
Cu2OSeO3 Cu2OSeO3 FiM 60 0.6

aThe moment is given per magnetic atom.
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A more complicated chain structure is observed for Co2V2O7, in which the CoO6 octahedra fuse to form zigzag chains separated
by VO4 tetrahedra.

148 Such structural arrangement also leads to multiple competing magnetic interactions, resulting in noncollinear
AFM ordering. Interestingly, the tendency to form the noncollinear spin texture was proposed as the source of magnetoelectric
coupling in this material, which also showed ferroelectric behavior induced by applied magnetic field.149

The double perovskite structure of Mn2FeSbO6 contains Mn2þ and Fe3þ ions (both 3d5, S¼ 5/2) that are involved in competing
magnetic interactions, due to the lower symmetry of this substantially distorted monoclinic structure.150 Similar to the previous
cases, the presence of the competing magnetic exchange pathways leads to a noncollinear spin texture, in which the Mn and Fe
moments form a helimagnetic arrangement by rotating around the b axis, within the ac plane.

An interesting example of a helimagnetic structure formed by competing magnetic interactions is provided by the tetragonal
bilayer perovskite Sr3Fe2O7. This material shows a metal-to-insulator transition upon cooling below 340 K, followed by AFM
ordering at 115 K.151 The magnetically ordered state shows a helimagnetic structure, with the spins of Fe4þ ions (3d4, S¼ 2) rotating
in the (110) lattice planes.152 The noncollinear magnetic spin texture was attributed to competition between double-exchange and
AFM superexchange interactions of comparable strength.

CrB2 exhibits a rather simple crystal structure of the AlB2 type, in which the metal atoms form triangular layers that alternate with
honeycomb layers of B atoms in such a way that the Cr atoms center the hexagonal channels formed by the B atoms.153 Based on the
graphene-like structure of the boron sheets, one could assume formal oxidation states of –1 for B andþ2 for Cr (3d4, S¼ 2). Never-
theless, the magnetic moment on Cr is only 0.5 mB, which is much lower than the expectation value of 4 mB for an S ¼ 2 ion. The
reason for this discrepancy is the strongly delocalized bonding in this material, which causes metallic behavior and itinerant magne-
tism.154 The triangular arrangement of Cr sites leads to strong spin frustration, as can be judged from the Weiss constant, q ¼ –750
K, substantially exceeding the observed AFM ordering temperature, TN ¼ 88 K. Moreover, the nearest distances between Cr atoms
within the plane (2.983 Å) and between the planes (3.078 Å) are similar, which might be the reason for the observation of
a cycloidal magnetic structure with incommensurate propagation vector.155

A related structural arrangement is found in MnPtGa, which belongs to the Ni2In structure type. The Pt and Ga atoms form
honeycomb layers, which alternate with triangular layers of Mn atoms.156 In this case, however, due to very different atomic sizes
as compared to the CrB2 structures, the nearest in-plane Mn-Mn distance (4.328 Å) is substantially longer than the interplane Mn-
Mn distance (2.788 Å). The material undergoes collinear FM ordering at TC¼ 236 K, with the Mnmoments aligning parallel to the c
axis.157 At 186 K, however, a transition to a noncollinear canted FM phase is observed, with the moments deviating by 24� from the
c axis, in theþb or –b direction. Finally, below 140 K, an incommensurate AFM structure with spin-density wave is formed, in which
the propagation vector evolves with temperature.

The kagomé lattice, which can be viewed as a layer of vertex sharing triangles (see the structure formed by light-blue atoms in
Fig. 7), is probably the most well-investigated atomic arrangement that leads to spin frustration in the case of AFM interactions.178–
180 An example of such a structure is provided by Mn3Sn, which contains kagomé layers of Mn atoms, with Sn atoms centering the
hexagons of those layers. The spin frustration due to AFM exchange causes the Mnmoments to adopt a noncollinear magnetic struc-
ture within the hexagonal ab plane (Fig. 10).158 Despite spin frustration, this material still exhibits a rather high AFM ordering
temperature, TN ¼ 420 K, which, together with semi-metallic behavior, attracted extensive interest to the potential use of Mn3Sn
in AFM spintronic devices. For example, a recent work showed the possibility to read and write well-defined magnetic domains
in Mn3Sn thin films by heat-assisted magnetic recording.159

Fig. 9 (a) The scheme of coupling between two AFM chains. The structure with mis-matched atomic arrangement along the chain propagation
direction necessarily results in the competing AFM and FM exchange interactions that are highlighted, respectively, with black and red dashed lines.
(b) The view of the helimagnetic structure of MnSb2S4 in the chain propagation direction. The numbers indicate the position of consecutive Mn2þ

ions along the chain, to visualize the rotation of the magnetic moments.
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Another binary intermetallic with the same stoichiometry, Mn3Ir, exhibits either a disordered or an ordered cubic structure of the
Cu3Au type. Annealing a disordered alloy with the face-centered cubic lattice leads to gradual ordering, with the Mn and Ir atoms
locating, respectively, in the face centers and corners of the cubic unit cell. This atomic ordering also causes the increase in TN from
730 K to 960 K.160 In the atomically ordered structure, the Mn moments exhibits noncollinear AFM ordering within the (111)
planes.161 The arrangement of the Mn and Ir atoms in these planes is analogous to the arrangement of Mn and Sn atoms in the
hexagonal planes of the Mn3Sn structure. Thus, the structures of Mn3Sn and Mn3Ir are closely related, as both of them are built
the Sn/Ir-filled kagomé layers of Mn atoms and exhibit noncollinear in-plane ordering of Mn moments. Given its very high
AFM ordering temperature, Mn3Ir also has been extensively investigated as potential material for spintronic devices.162,163

The intermetallic compound HfMnSb2 is a colored variant of the hexagonal NiAs-type structure, with layers of Hf- and Mn-
centered Sb6 octahedra alternating along the c axis. The material undergoes magnetic ordering at 270 K, and the magnetization satu-
rates at 2.95 mB per Mn atom at 5 K and 7 T.164 The field dependence of magnetization, however, exhibits an inclined plateau with an
inflection point, suggesting that the material behaves quite different from a typical ferromagnet. Indeed, neutron powder diffraction
analysis revealed a conical incommensurate magnetic structure, with the Mn moments deviating by �75� from the c axis. The
noncollinear magnetic structure, yet again, might be a result of spin frustration caused by the triangular arrangement of Mn sites.

Skyrmionic materials are a rapidly emerging class of noncentrosymmetric magnets. In such structures, the lack of inversion
symmetry activates the DM exchange interactions, which favors perpendicular alignment of interacting magnetic moments, thus
competing with the classical exchange interactions that favor parallel alignment of spins. The combination of these competing inter-
actions, when their strengths are comparable, leads to noncollinear magnetic structures. A distinct difference of the skyrmion phase
from the other noncollinear spin textures considered above is that magnetic skyrmions emerge as spin whirls (Fig. 11) that cannot
be converted into collinear states through a continuous transformation.184,165,166

The first experimental demonstration of magnetic skyrmions was achieved in small-angle neutron scattering (SANS) studies of
MnSi,167 which revealed a consistent formation of a lattice of spin whirls (skyrmions) driven by applied magnetic field. This mate-
rial belongs to the FeSi structure type, characterized by the noncentrosymmetric cubic space group P213. In zero filed, MnSi shows
AFM ordering at 29.5 K, with the formation of a helimagnetic structure with a repeat distance of 19 nm (more than 40 times larger
than the lattice constant) in the [111] direction.168 Under applied magnetic field, the material develops a conical spin arrangement

Fig. 10 The noncollinear AFM ordering of Mn moments (garnet arrows) in the kagomé layers observed in the crystal structure of Mn3Sn (Mn ¼
gold, Sn ¼ blue) viewed down the hexagonal c axis. The kagomé lattice of Mn atoms is emphasized with black lines.

Fig. 11 Two types of skyrmions that can be observed in noncentrosymmetric magnets.
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above 0.1 T, and the formation of the skyrmion lattice (Fig. 11) is observed in a narrow range of applied magnetic fields (from 0.1 to
0.2 T) and temperatures (from 29.5 to 27.5 K).167 The discovery of the unusual behavior of MnSi has prompted active studies of
other noncentrosymmetric magnets, in the search for new magnetic skyrmion materials.166

Following the detection of skyrmions in the itinerant helimagnet MnSi and structurally related metallic materials,165 magnetic
skyrmions were observed in the multiferroic insulating copper(II) oxo-selenite, Cu2OSeO3, which also crystallizes in the space
group P213.

169 In the absence of magnetic fields, Cu2OSeO3 exhibits FiM ordering at TC ¼ 60 K due to antiparallel alignment of
S ¼ 1/2 moments in inequivalent Cu sites present in the 2:1 ratio.170 However, a more careful study of this material by Lorentz
transmission electron microscopy showed that the magnetic structure is helically modulated along the [110] direction, with the
modulation period of 50 nm.171 The emergence of magnetic skyrmions was observed under applied magnetic field of �0.05 T
at 5 K and �0.02 T at 45 K, with a nearly linear relationship between the critical field and temperature. The skyrmion phase is sup-
pressed in favor of the FiM phase under fields above 0.2 T.

Without a doubt, we will see further expansion of research on magnetic materials with noncollinear spin textures in the nearest
years, and new magnetic phenomena still will be discovered in this area. The prospects of low-power electronic devices and new
types of magnetic memories and information processing schemes will continue to drive fundamental research on these materials
and their potential applications.

4.08.6 Applications of magnetic materials

4.08.6.1 Permanent magnets

Permanent magnets are essential to many technologies, such as information storage, hybrid and electric vehicles, and transducers in
speakers and microphones.101,172 As clean-energy technologies and modes of transportation are rapidly developing as alternatives
to fossil-fuel based economy, permanent magnet consumption is predicted to grow at a rate of 36% annually over the next
decade.173 The traditional magnets used in these technologies have been optimized with coatings to prevent corrosion, and the
manufacturing process has been streamlined. Nevertheless, extensive research to discover more sustainable permanent magnets
continues.174–176

The strongest and most popular practical permanent magnets are lanthanide-containing Nd2Fe14B and SmCo5. The increased
demand for the rare-earth based materials is exacerbated by their highly concentrated production and risks of supply-chain disrup-
tion, which lead to very volatile market prices of rare-earth metals. As an example, Dy is often incorporated into Nd2Fe14B to raise
the TC and sustain a large energy product to higher operating temperatures encountered in electric motor vehicles.176 In 2009, the
average price of Dy was near 100 $/kg, but in 2011 the price soared to 3400 $/kg. The inflamed prices of Dy and other lanthanides
resulted in the European Union, Japan, and the United States filing a formal complaint with the Word Trade Organization. In 2014,
the average price for Dy was near 625 $/kg, and in 2019 it was down to 380 $/kg.

As the need for permanent magnets continues to grow, the demand, cost, and risks of supply-chain disruption for rare-earth
elements are also expected to persist. In the remainder of this section, we discuss examples of research efforts aimed at addressing
the sustainability of permanent-magnet materials. As was mentioned in the introduction to this chapter, the distinct characteristic of
hard (permanent) magnets is the large coercive field required to demagnetize them (Scheme 2). Combined with the high saturation
(Ms) and remanent (Mr) magnetization, the high coercivity (Bc) produces a large energy product, defined as the maximum MB
product achievable for a specific magnetic material. The magnetization is defined by the combined values of coupled magnetic
moments, while coercivity depends on the interplay of magnetocrystalline anisotropy, magnetic exchange strength, and magneto-
static energy.8 Additionally, for a permanent magnet to be useful, its TC needs to be well above the expected working temperature. At
today’s level of technology, all these factors are optimal in the Nd2Fe14B and SmCo5 magnets. The high values of Ms and TC are
warranted by the presence of a large fraction of 3d metals and strong magnetic exchange coupling between them, while the high
value of Bc is due to remarkably strong magnetic anisotropy of the 4f metals. The parameters of the most popular permanent
magnets in use today and their applications are summarized in Table 7.

In zero magnetic field, any non-magnetized magnetic material will break into domains to minimize the magnetostatic energy.
Even though the magnetic moments within each domain become ordered below the Curie temperature, the total magnetization is
zero, due to the random average orientation of the total magnetization vectors of different domains (Scheme 3a). Under applied

Table 7 The parameters and applications of the most important permanent magnets.

Magnet TC (K) Bc (T) Mr (T) (MB)max (kJ/m3) Applications

Alnico 823 0.07 1.35 55 Aerospace components, rotating machinery, sensors,
military radar equipment, bearings

BaFe12O19 453 0.36 0.36 25 Fridge magnets, whiteboards, breaks, clamps, switches,
crafts and home projects, guitar pick-ups

SmCo5 523 1.0 0.83 160 Drilling, wind turbines, missile components, robotic arms,
gyroscopes, particle accelerators, motors

Nd2Fe14B 353–473 1.2 1.2 260 Hard-disc drives, audio equipment, headphones and
loudspeakers, MRI scanners, electric motors and
generators, medical devices
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magnetic field, the domains tend to orient their moments in the same direction. This process takes place through the motion of
domain walls (Scheme 3b), until all magnetic moments point in the same direction (Scheme 3c) above certain saturation field
or below certain temperature, when cooled under applied field. In best permanent magnets, the removal of the applied field should
have a negligible effect on the remanent magnetization (Mr), as all magnetic moments tend to remain co-aligned. The process of
demagnetization requires application of a magnetic field in the opposite direction, to nucleate domain walls and initiate their
motion through the material, until the total magnetization goes to zero at Bc.

Recent research efforts have focused on eliminating the 4f elements from permanent-magnet formulations, by taking advantage
of the magnetocrystalline anisotropy due to specific symmetry of the underlying crystal structure and strong spin-orbit coupling of
heavier transition and main-group elements. Thus, Fe3Sn is one of the recent candidates for a permanent magnet composed of
earth-abundant materials. It has TC ¼ 743 K andMs ¼ 2.3 mB per Fe atom. This material, however, shows an easy-plane anisotropy,
as opposed to an easy-axis anisotropy desirable for permanent magnets.177 A partial substitution of Mn for Fe and Sb for Sn allows
for more desirable anisotropic parameters but decreases the TC to 425 K. This is still a desirable range for permanent magnets, but,
obviously, the elemental substitution is not without caveats. It is difficult to produce a stable pure phase and the material is prone to
decomposition into the substituent elements, making it a large-scale manufacturing nightmare.178 Continued investigation of
varying substitutions may lead to a more promising lanthanide-free hard magnet.

Another interesting permanent-magnet candidate is MnAl. This material, also composed of earth-abundant elements, has strong
magnetocrystalline anisotropy, good resistance to corrosion, and low density. The magnetism for the tetragonal structure of interest
is still under debate. The compound has been identified both as ferromagnet and antiferromagnet. The discrepancy seems to be due
to the antisite disorder of Mn and Al atoms, which strongly depends on the thermal treatment. It has been shown that AFM ordering
is associated with Mn atoms occupying Al sites. The ordering temperature is increased to 650 K with the addition of carbon, but
these inclusions are known to alter the tetragonal phase at elevated temperatures.179

Preservation of the high magnetic anisotropy afforded by 4f elements is the major challenge in the design of lanthanide-free
permanent magnets.180 The ongoing efforts in this direction focus not only on the search for new compounds but also on the micro-
and nanostructuring engineered to preserve the high magnetic anisotropy while minimizing or eliminating the expensive 4f
elements.174,181,182 Other notable materials that have been envisioned or even predicted through artificial intelligence183 as
good candidates for lanthanide-free permanent magnets are Co3N, Co3Si, Mn50Bi45Sn5, Zr2Co11, and Fe3Co3Ti2, to name a few.

4.08.6.2 Collossal magnetoresistance

Anisotropic magnetoresistance (AMR) has been used for writing, storing, and reading information since 1991, when IBM intro-
duced the first hard-disk drives (HDD). The introduction of AMR at the time only increased the relative magnetoresistance by
1%, but this improvement sufficed to increase the capacity of the HDD storage density from 25% to 60%. Pursuing a larger change
in relative resistance goes hand in hand with increasing the storage capacity for everyday electronic devices.184 Colossal magneto-
resistance (CMR) refers to an orders-of-magnitude change in electrical resistivity under an applied magnetic field. The application of
CMR allows our electronics to be considerably smaller with the ability to store a much larger volume of data.185

Many perovskite manganites, Ln1–xAxMnO3, are known to exhibit CMR. In 1993, von Helmolt et al. reported a 60% resistance
drop under 6-T applied magnetic field in a thin film of La0.67Ba0.33MnO3 grown epitaxially on a SrTiO3 substrate.

186 Shortly after
that, Pr0.5Sr0.5MnO3 was shown to offer a resistance change of over 2 orders of magnitude, giving the rise to the term “collossal
magnetoresistance”.187 CMR of a similar magnitude was reported for a double perovskite, NdBaMn2O6. The resistance changes
more than two orders of magnitude around 300 K when a magnetic field of �2 T was applied.188 An even more dramatic effect
was observed for (La0.4Pr0.6)1.2Sr1.8Mn2O7, where the change in resistance is over 6 orders of magnitude at 5 K and 3 T.189

Although CMR is found mainly in doped FM perovskites, it was also reported for non-oxide materials. Thus, an AFM ortho-
rhombic Zintl phase, Eu5In2Sb6, shows the decrease in resistance by 5 orders of magnitude at 15 K and 9 T. This is one of the largest
CMR effects observed in a stoichiometric AFM compound.190 The magnetic structure of this compound is complicated, with

Scheme 3 The microstructure of a magnet is broken into domains (a) that anneal through the motion of domain walls under applied magnetic field
(b), until all moments point in the same direction to reach the saturation magnetization (c).
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consecutive AFM transitions at 14 K and 7 K. The material is anisotropic, with the magnetic moments ordering in the ab plane of the
orthorhombic crystal structure. Another example of CMR in a non-oxide material is provided by insulating Mn3Si2Te6, which shows
FiM ordering at 78 K. Under applied magnetic field of 9 T, the resistivity drops by seven orders of magnitude, causing an insulator-
to-metal transition at 130 K.191

Despite many promising results, it must be noted that current limitations in the applications of CMR are the low temperatures at
which the practically useful effect is observed and the large magnetic fields required to achieve practically appealing CMR values.
Ideally, the materials should operate around room temperature and under relatively low magnetic fields (<2 T).

4.08.6.3 Magnetocaloric materials

The magnetocaloric effect (MCE), discovered by Weiss and Piccard in 1917,192 is a thermodynamic phenomenon arising from the
change in the magnetic component of the total entropy upon application or removal of the magnetic field (Scheme 4). Under adia-

batic conditions (zero heat exchange with the environment, dQ ¼ 0), removal of the magnetic field (demagnetization of the mate-
rial) results in a temperature dropdan effect that can be harvested for refrigeration technology.

According to the thermodynamic theory,193 the MCE is calculated as an adiabatic temperature change associated with the change

in the magnetic field (dH): dT ¼ � T
CH;p

�
vM
vT

�
H;p

dH. The calculation takes into account the change in the magnetization (M) of the

material and its heat capacity CH,p at constant magnetic field and pressure. The largest temperature change in ferro- or ferrimagnets
should be achieved in the vicinity of the magnetic phase transition, at which point the magnetic moment of the compound expe-
riences the most drastic changes. The direct measurement of the temperature change during demagnetization is difficult, and a more

practical (although far less accurate) estimate of MCE by measuring the change in entropy, � DS ¼
�
vM
vT

�
H;p

dH, is commonly used

upon initial evaluation of magnetocaloric materials.[194]

An ideal MCEmaterial should exhibit a negligible magnetic hysteresis, to avoid work losses due to rotating domains in the refrig-
eration cycle, and a low heat capacity, to maximize the change in temperature. For practical purposes, the material also should be
inexpensive and harmless to the environment. Additionally, the material should exhibit large changes in entropy and temperature
under practical applied magnetic field (<2 T). Despite more than the hundred-year-old history of the phenomenon, until recently,
its investigation has been limited to attainment of sub-Kelvin temperatures by means of adiabatic demagnetization of paramagnetic
salts.195–198 The situation changed drastically in 1997 when Pecharsky and Gschneidner discovered a “colossal”MCE in the system
Gd5(Si4–xGex) near room temperature.199 This discovery opened the way to magnetic refrigeration for practical purposes.200

Scheme 4 A schematic of the magnetic refrigeration cycle that relies on the magnetocaloric effect. Application of the magnetic field (H1 / H2)
causes the magnetic ordering and the increase in material’s temperature. After the heat is removed (DTout), the material is demagnetized (H2 / H3),
to cause the disorder of magnetic moments followed by the decrease in temperature (DTin).
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A 1st-order magnetic transition results in an abrupt change of the magnetization value and, therefore, leads to larger changes in
entropy and temperature as compared to a 2nd-order transition.201 A 1st-order transition is usually observed as a transition between
two magnetically ordered phases. On the other hand, a 2nd-order transition is associated with a disorder-order magnetic transition,
and the MCE at such transitions is reduced by short-range order and spin fluctuations in the disordered state. These effects are absent
in the order-order transitions. Moreover, the order-order transitions are often accompanied by structural phase transitions, which
increase the change in magnetization and enhance the MCE. For example, Gd5Si2Ge2, one of the benchmark magnetocaloric mate-
rials, exhibits simultaneous 1st-order magnetic and structural phase transitions. The FM ordering of Gdmoments at 276 K is accom-
panied by a reversible breaking or making of bonds between Si/Ge sites, which leads to a large entropy change.202 Therefore,
coupling the magnetic and structural phase transitions is one of the desired features of magnetic refrigerants. Below we will discuss
the most promising of such materials, which are summarized in Table 8. Noteworthy, all of them are itinerant magnets. This obser-
vation might be connected to the facile magnetization changes due to rapid dynamics of domain wall propagation in soft magnets
with partially delocalized magnetic electrons. On the other hand, such delocalization unavoidably suppresses the magnetic
moment, thus decreasing the maximum magnetization value and, consequently, lowering the attainable MCE. All these factors
have to be taken into account when designing novel magnetic refrigerants.

With regard to coupling the structural and magnetic phase transition, martensitic magnets are of apparent interest, as long as the
temperature of the martensitic transition (Tm) can be matched with that of magnetic ordering (TC). One of the most promising
examples of such behavior is MnCoGe, which exists as high-temperature hexagonal (HT, the Ni2In type) and low-temperature
orthorhombic (LT, the TiNiSi type) polymorphs.203 Unfortunately, the structural phase transition takes place at 420 K, while FM
ordering in the LT polymorph is observed at 260 K. Hole doping (i.e., the decrease in the number of valence electrons) is expected
to increase the stability of the hexagonal (HT) polymorph.204 Therefore, chemical modification was used to match the temperatures
of the martensitic transformation and FM ordering. For example, creating vacancies in the Mn site led to both transitions occurring
around 290 K in Mn0.965CoGe, causing a large entropy change of 26 J/(kg$K) under applied field of 5 T.205 A similar effect was
achieved by hole doping through substitution of Ga for Ge; MnCoGe0.95Ga0.05 showed –DS ¼ 34 J/(kg$K) under applied field
of 5 T at 318 K.206 The drawback of these materials, however, is the relatively large thermal hysteresis of the 1st-order phase tran-
sition, which has an adverse impact on the MCE values.

AlFe2B2 shows FM ordering near RT, with TC varying from 278 to 310 K depending on the synthetic conditions.207 The change in
TC was traced to minor antisite disorder between the Al and Fe atoms.208 In addition to the practical range of the FM transition, the
recent interest to magnetocaloric properties of this material is explained by its low cost and a relatively large cooling capacity,76 due
to the smaller molar mass, as compared to the majority of other magnetic refrigerants operating near RT. Multiple attempts at chem-
ical substitutions and variable processing conditions have failed to raise the MCE value to become comparable to those observed in
some other prominent magnetocaloric materials (Table 7), although some promising results were obtained with partial substitution
of Ga for Al.209

Tegus et al. reported a large MCE of 18 J/(kg$K) at 5 T for MnFeP0.45As0.55 around RT.210 This material crystallizes in the hexag-
onal Fe2P structure type and exhibits a 1st-order magnetostructural transition under applied magnetic field at 305 K. This field-
induced transition is the reason for the large MCE. Attempts to increase the MCE value by chemical substitution, in general, led
either to the of the 1st-order character of the magnetic phase transition or to the deviation of TC from the desired near-RT range,
even if the MCE value was improved.211

The LaFe13–xSix composition, perhaps, has shown the most promise among near-RT magnetic refrigerants. This material belongs
to the NaZn13 structure type with a face-centered cubic lattice.212 The first report on the magnetocaloric behavior in this series
showed –DS ¼ 20 J/(kg$K) for the sample with x ¼ 1.4 under applied field of 5 T at 210 K. Similar to the previous example, the
large MCE was explained by field-induced 1st-order metamagnetic transition.213 The TC and MCE can be tuned by varying the
Fe/Si ratio, but they appear to show opposite trends. For example, TC decreased to 190 K and MCE increased to 29 J/(kg$K) for
x ¼ 1.3, while the corresponding values of x ¼ 2.2 were 240 K and 10 J/(kg$K). These findings, together with the relatively low
cost of the material due to the dominant Fe content, prompted extensive studies on optimizing the MCE in LaFe13–xSix by chemical
substitutions. Initially, raising both TC and MCE proved to be difficult,214 but eventually hydrogenation was found as a reliable way
to bring the TC close to RT with relatively small losses in the MCE.215 Unfortunately, the stability of such hydrides is low,216 espe-
cially under the condition of the repeating magnetostructural transition associated with cycling of the magnetic field required for the
refrigeration process.

Table 8 Examples of promising magnetocaloric materials and their
magnetic properties.

Compound TC (K) �DS (J/(kg K)) Dm0H (T)

Gd5Si2Ge2 276 30 5
Mn0.965CoGe 290 26 5
MnCoGe0.95Ga0.05 318 34 5
AlFe2B2 307 7.7 5
MnFeP0.45As0.55 305 18 5
Ni50Mn37Sn13 320 18 5
LaFe11.6Si1.4 210 20 5
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Despite the challenges associated with the optimization of MCE and discovery of useful and sustainable magnetocaloric mate-
rials, the rapid progress taking place in this research area over the last 25 years promises to bring practical magnetic refrigeration to
fruition in the nearest decades.

References

1. Carlin, R. L. Magnetochemistry, Springer: Berlin, 1989.
2. Kahn, O. Molecular Magnetism, Wiley-VCH: New York, 1993.
3. Ashcroft, N. W.; Mermin, N. D. Solid State Physics, Thomson Press Ltd, 2003.
4. Kittel, C. Introduction to Solid State Physics, 8th ed.; Wiley: Weinheim, 2005.
5. Getzlaff, M. Fundamentals of Magnetism, Springer: Berlin, 2008.
6. Stöhr, J.; Siegmann, H. C. Magnetism. From Fundamentals to Nanoscale Dynamics, Springer: Berlin, 2006.
7. Garlea, V. O.; Chakoumakos, B. C. Magnetic Structures. In Experimental Methods in The Physical Sciences; Fernandez-Alonso, F., Price, D. L., Eds.; vol. 48; Elsevier, 2015;

pp 203–290.
8. Spaldin, N. Magnetic Materials: Fundamentals and Device Applications, Cambridge University Press: Cambridge, 2003.
9. Goodenough, J. B. Theory of the Role of Covalence in the Perovskite-Type Manganites [La,M(II)]MnO3. Phys. Rev. 1955, 100, 564–573.

10. Goodenough, J. B. An Interpretation of the Magnetic Properties of the Perovskite-Type Mixed Crystals La1� xSrxCoO3�l. J. Phys. Chem. Solid 1958, 6, 287–297.
11. Kanamori, J. Superexchange Interaction and Symmetry Properties of Electron Orbitals. J. Phys. Chem. Solid 1959, 10, 87–98.
12. Komarek, A. C.; Streltsov, S. V.; Isobe, M.; et al. CaCrO3: An Anomalous Antiferromagnetic Metallic Oxide. Phys. Rev. Lett. 2008, 101, 167204.
13. Anguelouch, A.; Gupta, A.; Xiao, G.; et al. Near-Complete Spin Polarization in Atomically-Smooth Chromium-Dioxide Epitaxial Films Prepared Using a CVD Liquid Precursor.

Phys. Rev. B 2001, 64, 180408.
14. Parker, J. S.; Watts, S. M.; Ivanov, P. G.; Xiong, P. Spin Polarization of CrO2 at and across an Artificial Barrier. Phys. Rev. Lett. 2002, 88, 196601.
15. Matthias, B. T.; Bozorth, R. M.; Van Vleck, J. H. Ferromagnetic Interaction in EuO. Phys. Rev. Lett. 1961, 7, 160–161.
16. Coey, J. M. D.; Viret, M.; Von Molnar, S. Mixed-Valence Manganites. Adv. Phys. 1999, 48, 167–293.
17. Thomas, R. M.; Ranno, L.; Coey, J. M. D. Transport Properties of (Sm0.7A0.3)MnO3 (A¼Ca2þ,Sr2þ,Ba2þ,Pb2þ). J. Appl. Phys. 1997, 81, 5763–5765.
18. Shimakawa, Y.; Kubo, Y.; Hamada, N.; et al. Crystal Structure, Magnetic and Transport Properties, and Electronic Band Structure of A2Mn2O7 Pyrochlores (A ¼ Y, In, Lu, and

Tl). Phys. Rev. B 1999, 59, 1249–1254.
19. Subramanian, M. A.; Toby, B. H.; Ramirez, A. P.; et al. Colossal Magnetoresistance without Mn3þ/Mn4þ Double Exchange in the Stoichiometric Pyrochlore Tl2Mn2O7. Science

1996, 273, 81–84.
20. Imai, H.; Shimakawa, Y.; Sushko, Y. V.; Kubo, Y. Carrier Density Change in the Colossal-Magnetoresistance Pyrochlore Tl2Mn2O7. Phys. Rev. B 2000, 62, 12190–12194.
21. Kiyama, T.; Yoshimura, K.; Kosuge, K.; et al. Invar Effect of SrRuO3: Itinerant electron Magnetism of Ru 4d Electrons. Phys. Rev. B 1996, 54, R756–R759.
22. Shull, C. G.; Strauser, W. A.; Wollan, E. O. Neutron Diffraction by Paramagnetic and Antiferromagnetic Substances. Phys. Rev. 1951, 83, 333–345.
23. Goodwin, A. L.; Tucker, M. G.; Dove, M. T.; Keen, D. A. Magnetic Structure of MnO at 10 K from Total Neutron Scattering Data. Phys. Rev. Lett. 2006, 96, 047209.
24. Ressouche, E.; Kernavanois, N.; Regnault, L.-P.; Henry, J.-Y. Magnetic Structures of the Metal Monoxides NiO and CoO Re-Investigated by Spherical Neutron Polarimetry.

Phys. B Condens. Matter 2006, 385-386, 394–397.
25. Roth, W. L. Magnetic Structures of MnO, FeO, CoO, and NiO. Phys. Rev. 1958, 110, 1333–1341.
26. Morin, F. J. Magnetic Susceptibility of a-Fe2O3 and a-Fe2O3 with Added Titanium. Phys. Rev. 1950, 78, 819–820.
27. Hill, A. H.; Jiao, F.; Bruce, P. G.; et al. Neutron Diffraction Study of Mesoporous and Bulk Hematite, a-Fe2O3. Chem. Mater. 2008, 20, 4891–4899.
28. Corliss, L. M.; Hastings, J. M.; Nathans, R.; Shirane, G. Magnetic Structure of Cr2O3. J. Appl. Phys. 1965, 36, 1099–1100.
29. Fiebig, M.; Fröhlich, D.; Thiele, H. J. Determination of Spin Direction in the Spin-Flop Phase of Cr2O3. Phys. Rev. B 1996, 54, R12681–R12684.
30. Fiebig, M.; Fröhlich, D.; Krichevtsov, B. B.; Pisarev, R. V. Second Harmonic Generation and Magnetic-Dipole-Electric-Dipole Interference in Antiferromagnetic Cr2O3. Phys.

Rev. Lett. 1994, 73, 2127–2130.
31. Jeanneau, J.; Toulemonde, P.; Remenyi, G.; et al. Magnetism and Anomalous Apparently Inverse Jahn-Teller Effect in Sr2CrO4. EPL (Europhys. Lett.) 2019, 127, 27002.
32. Rani, M.; Sakurai, H.; Okubo, S.; et al. Antiferromagnetic Ordering in Sr2CrO4. J. Phys. Condens. Matter 2013, 25, 226001.
33. Cao, G.; McCall, S.; Crow, J. E.; Guertin, R. P. Observation of a Metallic Antiferromagnetic Phase and Metal to Nonmetal Transition in Ca3Ru2O7. Phys. Rev. Lett. 1997, 78,

1751–1754.
34. Yoshida, Y.; Ikeda, S.-I.; Matsuhata, H.; et al. Crystal and Magnetic Structure of Ca3Ru2O7. Phys. Rev. B 2005, 72, 054412.
35. Kubota, M.; Fujioka, H.; Hirota, K.; et al. Relation between Crystal and Magnetic Structures of Layered Manganite La2-2xSr1þ2xMn2O7 (0.30 � x � 0.50). J. Physical Soc.

Japan 2000, 69, 1606–1609.
36. Coey, J. M. D.; Viret, M.; von Molnár, S. Mixed-Valence Manganites. Adv. Phys. 2009, 58, 571–697.
37. Wollan, E. O.; Koehler, W. C. Neutron Diffraction Study of the Magnetic Properties of the Series of Perovskite-Type Compounds [(1�x)La,xCa]MnO3. Phys. Rev. 1955, 100,

545–563.
38. Moussa, F.; Hennion, M.; Rodriguez-Carvajal, J.; et al. Spin Waves in the Antiferromagnet Perovskite LaMnO3: A Neutron-Scattering Study. Phys. Rev. B 1996, 54, 15149–

15155.
39. Elemans, J. B. A. A.; Van Laar, B.; Van Der Veen, K. R.; Loopstra, B. O. The Crystallographic and Magnetic Structures of La1� xBaxMn1� xMexO3 (Me ¼ Mn or Ti). J. Solid

State Chem. 1971, 3, 238–242.
40. Huang, Q.; Santoro, A.; Lynn, J. W.; et al. Structure and Magnetic Order in La1� xCaxMnO3 (0 < x < �0.33). Phys. Rev. B 1998, 58, 2684–2691.
41. Radaelli, P. G.; Cox, D. E.; Marezio, M.; et al. Simultaneous Structural, Magnetic, and Electronic Transitions in La1� xCaxMnO3 with x ¼ 0.25 and 0.50. Phys. Rev. Lett. 1995,

75, 4488–4491.
42. Radaelli, P. G.; Cox, D. E.; Capogna, L.; et al. Wigner-Crystal and Bi-Stripe Models for the Magnetic and Crystallographic Superstructures of La0.333Ca0.667MnO3. Phys. Rev. B

1999, 59, 14440–14450.
43. Battle, P. D.; Goodenough, J. B.; Price, R. The Crystal Structures and Magnetic Properties of Ba2LaRuO6 and Ca2LaRuO6. J. Solid State Chem. 1983, 46, 234–244.
44. Mustonen, O. H. J.; Pughe, C. E.; Walker, H. C.; et al. Diamagnetic d-Orbitals Drive Magnetic Structure Selection in the Double Perovskite Ba2MnTeO6. Chem. Mater. 2020,

32, 7070–7079.
45. Mutch, H.; Mustonen, O.; Walker, H. C.; et al. Long- and Short-Range Magnetism in the Frustrated Double Perovskite Ba2MnWO6. Phys. Rev. Mater. 2020, 4, 014408.
46. Rodríguez, E.; López, M. L.; Campo, J.; et al. Crystal and Magnetic Structure of the Perovskites La2MTiO6 (M ¼ Co, Ni). J. Mater. Chem. 2002, 12, 2798–2802.
47. Morrow, R.; Mishra, R.; Restrepo, O. D.; et al. Independent Ordering of Two Interpenetrating Magnetic Sublattices in the Double Perovskite Sr2CoOsO6. J. Am. Chem. Soc.

2013, 135, 18824–18830.
48. Néel, L. Magnetic Properties of Ferrites; Ferrimagnetism and Antiferromagnetism. Ann. Phys. 1948, 3, 137–198.
49. Dronskowski, R. The Little Maghemite Story: A Classic Functional Material. Adv. Funct. Mater. 2001, 11, 27–29.

Magnetic materials 257



50. Mazen, S. A.; Sabrah, B. A. Thermal Effect on Formation and Conduction Mechanism of MnFe2O4. Thermochim. Acta 1986, 105, 1–8.
51. Sawatzky, G. A.; Van Der Woude, F.; Morrish, A. H. Mössbauer Study of Several Ferrimagnetic Spinels. Phys. Rev. 1969, 187, 747–757.
52. Sawatzky, G. A.; Van Der Woude, F.; Morrish, A. H. Recoilless-Fraction Ratios for Fe57 in Octahedral and Tetrahedral Sites of a Spinel and a Garnet. Phys. Rev. 1969, 183,

383–386.
53. Hastings, J. M.; Corliss, L. M. Neutron Diffraction Study of Manganese Ferrite. Phys. Rev. 1956, 104, 328–331.
54. Wickham, D. G.; Mark, J.; Knox, K. Metal iron(III) Oxides. Inorg. Synth. 1967, 9, 152–156.
55. Hong, K. H.; McNally, G. M.; Coduri, M.; Attfield, J. P. Synthesis, Crystal Structure, and Magnetic Properties of MnFe3O5. Z. Anorg. Allg. Chem. 2016, 642, 1355–1358.
56. Hong, K. H.; Arevalo-Lopez, A. M.; Coduri, M.; et al. Cation, Magnetic, and Charge Ordering in MnFe3O5. J. Mater. Chem. C 2018, 6, 3271–3275.
57. Rayaprol, S.; Kaushik, S. D.; Babu, P. D.; Siruguri, V. Structure and Magnetism of FeMnO3. AIP Conf. Proc. 2013, 1512, 1132–1133.
58. Shirk, B. T.; Buessem, W. R. Temperature Dependence of Ms and K1 of BaFe12O19 and SrFe12O19 Single Crystals. J. Appl. Phys. 1969, 40, 1294–1296.
59. Collomb, A.; Wolfers, P.; Obradors, X. Neutron Diffraction Studies of Some Hexagonal Ferrites: BaFe12O19, BaMg2–W and BaCo2–W. J. Magn. Magn. Mater. 1986, 62,

57–67.
60. Granados-Miralles, C.; Jenu�s, P. On the Potential of Hard Ferrite Ceramics for Permanent Magnet TechnologydA Review on Sintering Strategies. J. Phys. D Appl. Phys.

2021, 54, 303001.
61. Geller, S.; Gilleo, M. A. The Crystal Structure and Ferrimagnetism of Yttrium-Iron Garnet, Y3Fe2(FeO4)3. J. Phys. Chem. Solid 1957, 3, 30–36.
62. Rodic, D.; Mitric, M.; Tellgren, R.; et al. True Magnetic Structure of the Ferrimagnetic Garnet Y3Fe5O12 and Magnetic Moments of iron Ions. J. Magn. Magn. Mater. 1999, 191,

137–145.
63. Pauthenet, R. Spontaneous Magnetization of some Garnet Ferrites and the Aluminum-Substituted Garnet Ferrites. J. Appl. Phys. 1958, 29, 253–255.
64. Geller, S.; Remeika, J. P.; Sherwood, R. C.; et al. Magnetic Study of the Heavier Rare-Earth iron Garnets. Phys. Rev. 1965, 137, A1034–A1038.
65. Eppler, W. R.; Kryder, M. H. Garnets for Short Wavelength Magneto-Optic Recording. J. Phys. Chem. Solid 1995, 56, 1479–1490.
66. Vasala, S.; Karppinen, M. A2B0B00O6 Perovskites: A Review. Prog. Solid State Chem. 2015, 43, 1–36.
67. Arulraj, A.; Ramesha, K.; Gopalakrishnan, J.; Rao, C. N. R. Magnetoresistance in the Double Perovskite Sr2CrMoO6. J. Solid State Chem. 2000, 155, 233–237.
68. Kobayashi, K. I.; Kimura, T.; Sawada, H.; et al. Room-Temperature Magnetoresistance in an Oxide Material with an Ordered Double-Perovskite Structure. Nature 1998, 395,

677–680.
69. Feng, H. L.; Arai, M.; Matsushita, Y.; et al. High-Temperature Ferrimagnetism Driven by Lattice Distortion in Double Perovskite Ca2FeOsO6. J. Am. Chem. Soc. 2014, 136,

3326–3329.
70. Krockenberger, Y.; Mogare, K.; Reehuis, M.; et al. Sr2CrOsO6: End Point of a Spin-Polarized Metal-Insulator Transition by 5d Band Filling. Phys. Rev. B 2007, 75, 020404.
71. Serrate, D.; Teresa, J. M. D.; Ibarra, M. R. Double Perovskites with Ferromagnetism above Room Temperature. J. Phys. Condens. Matter 2006, 19, 023201.
72. Pöttgen, R.; Johrendt, D. Intermetallics: Synthesis, Structure, Function, De Gruyter, 2019.
73. Stoner, E. C. Collective Electron Ferromagnetism. Proc. R. Soc. Lond. A Math. Phys. Sci. 1938, 165, 372–414.
74. Gourdon, O.; Bud’ko, S. L.; Williams, D.; Miller, G. J. Crystallographic, Electronic, and Magnetic Studies of z2-GaM (M ¼ Cr, Mn or Fe): Trends in Itinerant Magnetism. Inorg.

Chem. 2004, 43, 3210–3218.
75. Kovnir, K.; Thompson, C. M.; Zhou, H. D.; et al. Tuning Ferro- and Metamagnetic Transitions in Rare-Earth Cobalt Phosphides La1-xPrxCo2P2. Chem. Mater. 2010, 22,

1704–1713.
76. Tan, X.; Chai, P.; Thompson, C. M.; Shatruk, M. Magnetocaloric Effect in AlFe2B2: Toward Magnetic Refrigerants from Earth-Abundant Elements. J. Am. Chem. Soc. 2013,

135, 9553–9557.
77. Landrum, G. A.; Dronskowski, R. Ferromagnetism in Transition Metals: A Chemical Bonding Approach. Angew. Chem. Int. Ed. 1999, 38, 1390–1393.
78. Landrum, G. A.; Dronskowski, R. The Orbital Origins of Magnetism: From Atoms to Molecules to Ferromagnetic Alloys. Angew. Chem. Int. Ed. 2000, 39, 1560–1585.
79. Dronskowski, R.; Blochl, P. E. Crystal Orbital Hamilton Populations (COHP)dEnergy-Resolved Visualization of Chemical Bonding in Solids Based on Density-Functional

Calculations. J. Phys. Chem. 1993, 97, 8617–8624.
80. Shatruk, M. Chemical Aspects of Itinerant Magnetism. In Encyclopedia of Inorganic and Bioinorganic Chemistry; Scott, R. A., Ed., Wiley-VCH: Chichester, 2017; p eibc2494.
81. Antoniak, C.; Spasova, M.; Trunova, A.; et al. Correlation of Magnetic Moments and Local Structure of FePt Nanoparticles. J. Phys. Conf. Ser. 2009, 190, 012118.
82. Coehoorn, R.; Groot, R. A. D. The Electronic Structure of MnBi. J. Phys. F 1985, 15, 2135–2144.
83. Tu, C.; Stutius, W. The Phase Transformation and Physical Properties of the MnBi and Mn1.08Bi Compounds. IEEE Trans. Magn. 1974, 10, 581–586.
84. He, Y.; Gayles, J.; Yao, M.; et al. Large Linear Non-saturating Magnetoresistance and High Mobility in Ferromagnetic MnBi. Nat. Commun. 2021, 12, 4576.
85. Lipson, H.; Shoenberg, D.; Stupart, G. V. The Relation between Atomic Arrangement and Coercivity in an Alloy of iron and Platinum. J. Inst. Met. 1941, 67, 333–340.
86. Wang, F.; Xing, H.; Xu, X. Overcoming the Trilemma Issues of Ultrahigh Density Perpendicular Magnetic Recording Media by L10-Fe(Co)Pt Materials. SPIN 2015, 5, 1530002.
87. Lee, H.; Shin, T.-H.; Cheon, J.; Weissleder, R. Recent Developments in Magnetic Diagnostic Systems. Chem. Rev. 2015, 115, 10690–10724.
88. Wells, A. F. Structural Inorganic Chemistry, 5th ed.; Oxford University Press, 1983.
89. Labroo, S.; Willis, F.; Ali, N. Influence of Mn Moments on the Properties of RMn2 Compounds (R ¼ Y and Light Rare Earths). J. Appl. Phys. 1990, 67, 5295–5297.
90. Buschow, K. H. J.; van Stapele, R. P. Magnetic Properties of some Cubic Rare-Earth-iron Compounds of the Type RFe2 and RxY1� xFe2. J. Appl. Phys. 1970, 41, 4066–4069.
91. Ilarraz, J.; del Moral, A. Magnetic Ordering Temperatures in Rare Earth-Fe2 Laves Phases Determined by DTA. Phys. Status Solidi A 1979, 51, K41–K43.
92. Burzo, E.; Gratz, E.; Pop, V. On the Magnetic Behaviour of ACo2 (A ¼ Y, Lu, Zr, Sc and Hf) Compounds. J. Magn. Magn. Mater. 1993, 123, 159–164.
93. Duc, N. H.; Brommer, P. E. Formation of 3d-Moments and Spin Fluctuations in some Rare-Earth-Cobalt Compounds. In Handbook of Magnetic Materials; Buschow, K. H. J.,

Ed.; vol. 12; Elsevier, 1999; pp 259–394.
94. Inoue, K.; Nakamura, Y.; Yamaguchi, Y.; et al. Neutron Diffraction Study of C14-Laves-Phase, TbMn2 and DyMn2. Phys. B Condens. Matter 1997, 237-238, 579–580.
95. Ouladdiaf, B.; Ritter, C.; Ballou, R.; Deportes, J. Magnetic Ordering of GdMn2. Phys. B Condens. Matter 2000, 276-278, 670–671.
96. Allen, J. W.; Oh, S. J.; Lindau, I.; et al. CeRu2 and CeCo2: Superconductors with 4f Electrons. Phys. Rev. B 1982, 26, 445–448.
97. Ohta, M.; Fujita, A.; Fukamichi, K.; et al. Effect of Spin Fluctuations on Thermal Expansion Characteristics in Paramagnetic Laves-Phase Lu(Co1� xGax)2 Compounds. Phys.

Rev. B 2005, 71, 054412.
98. Brooks, M. S. S.; Johansson, B. Density Functional Theory of the Ground-State Magnetic Properties of Rare Earths and Actinides. In Handbook of Magnetic Materials;

Buschow, K. H. J., Ed.; vol. 7; Elsevier, 1993; pp 139–230.
99. Burzo, E. Magnetic and Crystallographic Properties of Rare-Earth and Yttrium-iron Laves Phases. Z. Angew. Phys. 1971, 32, 127–132.

100. Burzo, E. Crystallographic, Magnetic, and EPR Studies of Rare-Earth and Yttrium-Cobalt Laves Phases. Int. J. Magn. 1972, 3, 161–170.
101. Gutfleisch, O.; Willard, M. A.; Brück, E.; et al. Magnetic Materials and Devices for the 21st Century: Stronger, Lighter, and More Energy Efficient. Adv. Mater. 2011, 23,

821–842.
102. Kohlmann, H.; Hansen, T. C.; Nassif, V. Magnetic Structure of SmCo5 from 5 K to the Curie Temperature. Inorg. Chem. 2018, 57, 1702–1704.
103. Buschow, K. H. J. Intermetallic Compounds of Rare-Earth and 3d Transition Metals. Rep. Prog. Phys. 1977, 40, 1179–1256.
104. Buschow, K. H. J.; Van Diepen, A. M.; De Wijn, H. W. Crystal-Field Anisotropy of Sm3þ in SmCo5. Solid State Commun. 1974, 15, 903–906.
105. Baltz, V.; Manchon, A.; Tsoi, M.; Moriyama, T.; Ono, T.; Tserkovnyak, Y. Antiferromagnetic Spintronics. Rev. Mod. Phys. 2018, 90, 015005.
106. Moruzzi, V. L.; Marcus, P. M. Antiferromagnetic-Ferromagnetic Transition in FeRh. Phys. Rev. B 1992, 46, 2864–2873.
107. Marti, X.; Fina, I.; Frontera, C.; Liu, J.; Wadley, P.; He, Q.; Paull, R. J.; Clarkson, J. D.; Kudrnovský, J.; Turek, I.; Kune�s, J.; Yi, D.; Chu, J. H.; Nelson, C. T.; You, L.;

Arenholz, E.; Salahuddin, S.; Fontcuberta, J.; Jungwirth, T.; Ramesh, R. Room-Temperature Antiferromagnetic Memory Resistor. Nat. Mater. 2014, 13, 367–374.

258 Magnetic materials



108. Barthem, V. M. T. S.; Colin, C. V.; Mayaffre, H.; Julien, M. H.; Givord, D. Revealing the Properties of Mn2au for Antiferromagnetic Spintronics. Nat. Commun. 2013, 4, 2892.
109. Olejník, K.; Seifert, T.; Ka�spar, Z.; Novák, V.; Wadley, P.; Campion, R. P.; Baumgartner, M.; Gambardella, P.; N�emec, P.; Wunderlich, J.; Sinova, J.; Ku�zel, P.; Müller, M.;

Kampfrath, T.; Jungwirth, T. Terahertz Electrical Writing Speed in an Antiferromagnetic Memory. Sci. Adv. 2018, 4, eaar3566.
110. Heusler, F. Manganese Bronze and the Synthesis of Magnetizable Alloys from Non-magnetic Metals. Angew. Chem. 1904, 17, 260–264.
111. Buschow, K. H. J.; Vanengen, P. G.; Jongebreur, R. Magneto-Optical Properties of Metallic Ferromagnetic Materials. J. Magn. Magn. Mater. 1983, 38, 1–22.
112. Heyne, L.; Igarashi, T.; Kanomata, T.; et al. Atomic and Magnetic Order in the Weak Ferromagnet CoVSb: Is it a Half-Metallic Ferromagnet? J. Phys. Condens. Matter 2005,

17, 4991–4999.
113. Otto, M. J.; Van Woerden, R. A. M.; Van der Valk, P. J.; et al. Half-Metallic Ferromagnets. I. Structure and Magnetic Properties of NiMnSb and Related Inter-Metallic

Compounds. J. Phys. Condens. Matter 1989, 1, 2341–2350.
114. Wurmehl, S.; Fecher, G. H.; Kandpal, H. C.; et al. Investigation of Co2FeSi: The Heusler Compound with Highest Curie Temperature and Magnetic Moment. Appl. Phys. Lett.

2006, 88, 032503.
115. Mitra, S.; Ahmad, A.; Chakrabarti, S.; et al. Investigation on Structural, Electronic and Magnetic Properties of Co2FeGe Heusler Alloy: Experiment and Theory. J. Magn. Magn.

Mater. 2022, 552, 169148.
116. Graf, T.; Felser, C.; Parkin, S. S. P. Simple Rules for the Understanding of Heusler Compounds. Prog. Solid State Chem. 2011, 39, 1–50.
117. Shatruk, M. ThCr2Si2 Structure Type: The “Perovskite” of Intermetallics. J. Solid State Chem. 2019, 272, 198–209.
118. Nowik, I.; Levi, Y.; Felner, I.; Bauminger, E. R. New Multiple Magnetic Phase Transitions and Structures in RMn2X2, X ¼ Si or Ge, R ¼ Rare Earth. J. Magn. Magn. Mater.

1995, 147, 373–384.
119. Venturini, G.; Welter, R.; Ressouche, E.; Malaman, B. Neutron Diffraction Studies of LaMn2Ge2 and LaMn2Si2 Compounds: Evidence of Dominant Antiferromagnetic

Components within the Mn planes. J. Alloys Compd. 1994, 210, 213–220.
120. Kido, H.; Hoshikawa, T.; Shimada, M.; Koizumi, M. Synthesis and Magnetic Properties of RMn2Si2 (R ¼ Y, Nd, Gd) and YNi2Si2. Funtai Oyobi Funmatsu Yakin 1984, 31,

67–69.
121. Venturini, G. Magnetic Study of the Compounds RMn2Ge2 (R ¼ La–Sm, Gd) and RxY1� xMn2Ge2 (R ¼ La, Lu; 0 < x < 1) above Room Temperature. J. Alloys Compd. 1996,

232, 133–141.
122. Szytuła, A.; Leciejewicz, J. Magnetic Properties of Ternary Intermetallic Compounds of the RT2X2 Type. In Handbook on the Physics and Chemistry of Rare Earths;

Gschneidner K. A. Jr., Eyring, L., Eds.; vol. 12; Elsevier, 1989; pp 133–211 (Reprinted from: NOT IN FILE).
123. Kolenda, M.; Leciejewicz, J.; Szytuła, A.; et al. Magnetic Transition in TbMn2Si2. J. Alloys Compd. 1996, 241, L1–L3.
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Abstract

Luminescent inorganic materials have become a mainstay in modern life. These solid-state compounds are essential for
applications ranging from solid-state LED-based lighting and display applications to bioimaging and temperature sensing.
The diversity of their uses has required researchers to expand beyond investigating luminescence in naturally occurring
minerals to developing a host of synthetic materials. The success of this field has been driven first and foremost by
a fundamental understanding of the physics dictating an inorganic solid’s optical properties. This chapter introduces the
origin of luminescence in the solid state discussing the various electronic transitions in transition metal and rare-earth
substituted materials. Examples of essential materials systems are covered, including the luminescence of inorganic phos-
phors, scintillators, semiconductors, and quantum dots. Additionally, current applications of rare-earth and transition metal
substituted phosphors are discussed in detail. Finally, recent advances in applying combinatorial, computational, and data-
driven chemistry to discover new luminescent materials are highlighted.

4.09.1 Introduction

It was only�140 years ago that our surroundings were illuminated purely by black-body radiation. Like the sun or a candle, a black-
body radiator emits energy at all wavelengths of the electromagnetic spectrum once that body (or surface) surpasses a temperature
unique to that material. Now, the world is continually illuminated by luminescent materials in the form of LED light bulbs, tele-
visions, and computer screens. Luminescence is different from black-body radiation because light is generated by converting an
external stimulus (energy) into photons through a series of electronic transitions.1

The earliest records of humans using luminescence involved naturally occurring minerals. In 10th-century Japan and China,
a painting of a cow was found to emit visible light after mixing ink with a special kind of pearl shell. In India, legend said that cobras
would carry a luminescent stone in their mouth at night to lure fireflies as prey. The first artificial luminescent material, however, was
not “discovered” until 1603. Vincenzo Cascariolo, a shoemaker and alchemist, attempted to use the mineral barite (BaSO4) to create
gold. His method involved grinding and heating barite that was found near Bologna in modern-day Italy. The compound he made
did not produce gold, but it did yield a material that emitted a surprising yellow-orange afterglow when subjected to sunlight. This
“Stone of Bologna” would become famous and be the center of many studies to identify the origin of its luminescent properties.1 In
1671, Athanasius Kirchner strengthened the observed yellow-orange luminescence by heating BaSO4 with carbon. We now know
that a reaction upon heating caused the formation of BaS, which was the source of the observed light emission. Similar studies
across Europe stemming from the exciting discovery of emission in BaS uncovered numerous other light-emitting stones, eventually
called phosphors, and catalyzed research into solid-state luminescence for centuries to come.

The first breakthroughs that would allow for the practical application of luminescent materials would not occur until the end of
the 19th century.2 The realization of gas discharge and electron beams by Geissler and Braun (1858) and the discovery of X-rays by
Röntgen (1895) spurred the search for materials that could convert these various forms of energy.3–5 Approximately 1 year later,
Pupin (1896) showed that calcium tungstate, CaWO4, could convert X-rays with energies between 20 and 100 keV to blue light
(z430 nm).2 This discovery led to the creation of X-ray intensifying screens that lasted for 75 years until the advent of rare-
earth substituted phosphors. Edison and Braun shortly thereafter used CaWO4 to develop the Hg gas fluorescent lamp and cathode
ray tube, respectively.6 Colored light was made possible by combining the neon or argon gas discharge with colored glass bulbs or,
more interestingly, phosphors that emitted different colors. Indeed, this phosphor conversion methodology was the basis for the
first colored television sets, which combined a cathode ray tube and blue (ZnS:Agþ), red ((Zn,Cd)S:Cuþ, Agþ), and green-emitting
((Zn,Cd)S:Cuþ,Al3þ) phosphors. The synthesis of rare-earth (i.e., Ce3þ, Eu2þ, Tb3þ, etc.) element-based phosphors suggested by
Koedam and Opstelten7 in 1971 and quantum dots by Alexey Ekimov8 in 1981 would yield highly efficient luminescent materials
and mark the second and current major milestone in the application of luminescence.

Before delving into the mechanisms governing luminescence, it is instructive to briefly discuss the origin and classification of the
various types of luminescence. The word luminescence was coined by German physicist Eilhardt Wiedemann in 1888 and origi-
nated from the Latin word lumen, meaning light.1 Here, luminescence is defined as the phenomenon of light production through
the absorption and conversion of external excitation energy. Light includes visible radiation (400–700 nm) and the ultraviolet and
infrared regions of the electromagnetic spectrum. Wiedmann also classified luminescence into six different categories depending on
its form of excitation: photoluminescence, thermoluminescence, electroluminescence, crystalloluminescence, triboluminescence,
and chemiluminescence.1 Photoluminescence is the specific focus of this chapter and involves excitation upon exposure to higher
energy (often ultraviolet or visible) electromagnetic radiation followed by the re-emission of a photon. This process can be broken
down into two subsets, phosphorescence or fluorescence, which is discussed later. Thermoluminescence is light produced from
gentle heating (not to be confused with black-body radiation), whereas electroluminescence is generated by excitation following
the application of an electric field. Crystalloluminescence occurs when a solution crystalizes; in contrast, triboluminescence occurs
when a crystal is crushed and ground. Finally, chemiluminescence occurs as the byproduct of a chemical reaction and is often
observed in nature, like in fireflies and jellyfish. Many other types of luminescence have also been identified, like cathodolumines-
cence, where light is produced from the bombardment of electrons. However, these generally fall into one of the six main categories.

This chapter is divided into four sections. The first describes the general mechanisms involved in photoluminescence (hereafter
referred to generally as luminescence) that apply to all materials. Indeed, inorganic and organic systems exhibit all forms of
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luminescence, but this chapter will focus on inorganic luminescent materials. The second section will discuss the influence of the
crystal structure on the observed luminescence. The third section covers the specific mechanisms governing luminescence in tran-
sition metal and rare-earth substituted phosphors, up-conversion materials, scintillators, and semi-conductors. Notable examples in
the literature back each type of material and their optical properties are discussed in detail. Finally, strategies to identify novel lumi-
nescent materials with enhanced optical properties, such as first-principles calculations and machine learning, are highlighted. This
chapter will provide a thorough review of the history of luminescent materials and themechanisms by which their optical properties
are governed, and the innovative strategies currently being implemented to expedite the discovery of these fascinating materials.

4.09.2 Electronic transitions in inorganic solids

4.09.2.1 Jablonski diagram

Luminescence occurs through the absorption of incident energy that is converted to a different energy photon upon relaxation. The
mechanism of light production is best illustrated through a modified Jablonski diagram, shown in Fig. 1. The Jablonski diagram is
composed of columns, where each column represents a singlet (S0, S1, S2,.,Sn) or triplet (T0, T1, T2,.,Tn) spin multiplicity. Within
each column, black horizontal lines represent the various eigenstates. The vertical axis qualitatively describes the energy difference
between the eigenstates.9 The transitions in a Jablonski diagram follow the various selection rules that constrain the electronic tran-
sitions. The two most important electronic-dipole selection rules that govern optical transitions are the spin selection rule and the
parity selection rule.10 The spin selection rule forbids electronic transitions that involve a change in the spin multiplicity (DS ¼ 0).
The parity (orbital) selection rule (DL ¼ �1) forbids electronic transitions between energy levels with the same parity in centrosym-
metric compounds, i.e., transitions within the d shell, within the f shell, and within the s shells. Transitions between s and p and p to
d are allowed. The word “forbidden” to describe transitions is a bit of a misnomer because the transitions can still occur due to
perturbations from spin-orbit coupling, electron-vibration coupling, and uneven crystal fields.11 As a result, singly forbidden tran-
sitions can still be observed, although the transitions are weak. A complete discussion of all selection rules can be found in The Basics
of Spectroscopy.10

4.09.2.1.1 Absorption
The first electronic transition in any Jablonski diagram is photon absorption, shown by the vertical blue lines in Fig. 1. The photon’s
energy is transferred to an electron, causing the electron to be excited from the ground state (S0), to a higher energy level (Sn), called
an excited state. The absorption process occurs on the order of 10�15 s.12 The Franck-Condon principle governs the specific eigen-
states populated upon the electron transition to the excited state. The absorption spectrum of solid-state materials can be measured
experimentally using diffuse reflectance spectroscopy. Diffuse reflectance spectroscopy measures the reflection (back-scatter) and
transmission of light by a material. The back-reflected light, in which the sample absorbs some light, is then collected by a detector.
The portion of the light that is scattered and returns to the sample surface is the diffuse reflectance. The raw diffuse reflectance spec-
trum is often converted to absorbance through the Kubelka-Munk function, Eq. (1), where RN is absolute reflectance, K is the
absorption coefficient, and S is the scattering coefficient.13 The resulting spectrum upon transformation can then be analyzed using
a Tauc plot, which can provide information on the optical bandgap of the sample. Here, Eq. (2) is used to evaluate a plot of the
measured absorbance, F(RN), against Planck’s constant (h), the photon frequency (n), and n is either ½ for a direct band gap mate-
rial or 2 for an indirect band gap material. A is a constant, and Eg is the measured band gap.14,15

Fig. 1 The Jablonski diagram illustrating the process of absorption (blue), fluorescence (green), phosphorescence (red), internal conversion
(yellow), intersystem crossing (gray), and vibrational relaxation (orange).
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4.09.2.1.2 Non-radiative relaxation
Once the electron is in the excited state, many pathways exist to dissipate the absorbed energy, and this may not always be the form
of a photon re-emission. Indeed, the first pathway of energy loss is non-radiative relaxation, represented by the orange dashed line
in Fig. 1. The electron loses energy through vibrations (kinetic energy) as it relaxes down the various eigenstates.9 Non-radiative
relaxation is a very fast process, between 10�14 and 10�11 s, and occurs immediately after absorption.12 By definition, non-
radiative relaxation occurs within the same excited state. This process is called internal conversion if the relaxation transitions
from a higher (Sn) to a lower electronic excited state (Sn�1). Internal conversion is mechanistically identical to vibrational relaxation
and is caused by a substantial overlap between excited states. In Fig. 1, internal conversion is shown by the yellow squiggly line. It is
important to note that these non-radiative pathways are not the final transition (relaxation) to the ground state. Because there is
a significant energy difference between the first excited state and the ground state, internal conversion to the ground state is pro-
longed. Therefore, once the electron reaches the lowest energy, first excited state (S1), there are competing processes for relaxation.

4.09.2.1.3 Fluorescence and phosphorescence
Fluorescence is one of the competing relaxation processes from the first excited state to the ground state within the same eigenstate
and is represented by the straight green line in Fig. 1. The energy of the emitted photon is the energy difference between the eigen-
states of the transition after subtracting the energy lost through non-radiative pathways. Fluorescence is a quantum-mechanically
allowed transition that occurs on the order of 10�9 to 10�7 s and competes with other non-radiative processes occurring on similar
timescales. Fluorescence from a higher energy excited state, for example, the second excited state (S2), is not often observed because
it occurs on a much slower timescale than non-radiative relaxation, meaning vibrational relaxation and internal conversion
dominate.

The alternative radiative relaxation pathway is called phosphorescence, and it occurs in two steps. The first step, known as inter-
system crossing, occurs when the electron changes its excited state spin multiplicity. As illustrated by the gray squiggly line in Fig. 1,
the electron transitions from the singlet to the triplet excited state. This transition is quantum-mechanically forbidden due to the
requirement of the conservation of spin angular momentum, but spin-orbit coupling makes it a weakly allowed process. As a result,
this process is slow (10�8 to 10�3 s) and can compete with fluorescence, especially in systems containing heavy elements. Once the
system is in the triplet state, the electron can non-radiatively relax to the lowest energy triplet excited state (T1) and finally relax to the
singlet ground state (S0) through the emission of a photon termed phosphorescence, represented by the red line in Fig. 1. Phospho-
rescence is the slowest electronic transition and occurs on a timescale of 10�4 to 10�1 s because this relaxation process is also
a quantum-mechanically forbidden process.9

There are many other methods of non-radiative relaxation between the first excited state and ground state, which is why most
systems do not exhibit luminescence. The two most common processes are external conversion, where energy is lost through colli-
sions and quenching from the Stokes’ shift.11 Non-radiative relaxation through external conversion is not a concern for solid-state
inorganic materials where the atoms are constrained and no collisions occur. On the other hand, the Stokes’ shift, which is defined
as the energy difference between the excitation and emission maxima, dramatically impacts inorganic materials since the emission
energy is inherently lower than excitation energy in down-converting materials. The position of these maxima is related to the equi-
librium position offset DR and the phonon energy, which is detailed in the next section. Recent studies by Wang et al. determined
that the magnitude of the Stokes shift is proportional to the average bond length for compounds with the same structure and anion
type. Moreover, there is no apparent correlation between the magnitude of the Stokes shift and the cation coordination number.16

To reduce non-radiative relaxation, current research is focused on reducing the Stokes shift. One strategy includes preventing access
to non-radiative relaxation pathways in highly rigid crystal structures, which is further discussed in Section 4.09.10.3.

4.09.2.2 Interactions between the activator ion and the host structure

The original solid-state inorganic materials that led to the entire field of phosphor chemistry were based on naturally occurring
compounds. Research eventually showed that most of these materials demonstrate extrinsic luminescence. They are compounds
composed of a solid-state host crystal structure containing a small concentration of an “activator ion.” The host crystal structure
is often an oxide, nitride, halide, or any combination therein, whereas the activator is an impurity ion that has been introduced
into the crystal structure. The observed photoluminescence is considered extrinsic because the luminescence would not occur
without the activator ion. The most common activators include rare-earth ions, like Ce3þ, Eu3þ, Tb3þ, and transition metals
such as Cr3þ or Mn4þ.11 The most intense photoluminescence occurs for elements that have allowed transitions, like the
4f45d transitions of Ce3þ or Eu2þ.17 In cases where the emission from the activator ion is weak, the presence of a secondary acti-
vator ion, called a sensitizer, can also be intentionally introduced into the host structure.18 The role of the sensitizer is to absorb and
transfer the excitation energy to the activator. It is also possible to have intrinsic luminescent materials where the activator ion is
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a fundamental part of the crystal structure, such as in CaWO4, where the tungstate (WO4)
2� polyanion acts as the luminescent

center.
A luminescent material will only emit radiation after the incident excitation energy is absorbed by the phosphor. The absorption

spectrum is composed of several components. Examining the absorption spectrum of a well-known extrinsic luminescent material,
Y2O3:Eu

3þ, a widely used red-emitter in gas-discharge lamps, illustrates multiple components of the absorption spectrum in these
materials.19 Fig. 2A shows many notable features, including an intense broad absorption peak in the ultraviolet region spanning
from 180 nm to 230 nm, a second broad absorption peak centered at 250 nm, and a region of narrow absorption lines at lower
energy. The highest energy absorption band from the host lattice (HL) arises purely from the host, Y2O3, caused by the electronic
transition from the valence band to the conduction band. The other two features, the broad charge transfer (CT) band and the
cluster of narrower line emission, stem from the presence of the Eu3þ activator ion substituted in the structure.11

The excitation spectrum of Y2O3:Eu
3þ, plotted in Fig. 2B, can now be compared to the phosphor’s absorption spectrum. The

absorption and excitation spectra look nearly identical in Y2O3:Eu
3þ. These data demonstrate that Eu3þ can be excited in one of

two ways. The first is a direct method by utilizing ultraviolet and or visible radiation that corresponds to the wavelength of the
narrow Eu3þ absorption/excitation lines. The second, and less obvious method, is to excite the phosphor using a 180–230 nm exci-
tation source. The host lattice will absorb this excitation energy and transfer it to the Eu3þ activator to produce the material’s char-
acteristic red emission. This energy transfer process from the second broad excitation band centered at 250 nm is the origin of the
charge-transfer terminology.11 It is important to note that high-energy excitation, such as fast electrons, g-rays, and X-rays, will
always excite the host lattice.

The varying linewidths of the different features in the absorption band, narrow lines versus a broad excitation band, can be
explained using a configurational coordinate diagram.11 These plots classically depict potential energy curves of the activator ion
as a function of the configurational coordinate and assume the configurational coordinate describes one vibrational mode,
a symmetric stretching mode, between the activator ion and the ligands from the host crystal structure. An example configurational
coordinate diagram (Fig. 3A) shows the energy versus the activator-ligand distance, R, which is the only structural parameter that
varies upon stretching. The lowest energy parabolic curve, centered at R ¼ 0, represents the ground state. The ground state has vibra-
tional energy levels v ¼ 0, 1, 2 ., where v is the frequency of a harmonic oscillator. In the lowest vibrational level, v ¼ 0, the prob-
ability of finding an electron at R0 is the highest, whereas, at higher vibrational levels, v �1, the highest probability of finding the
electron is at the edge of the parabola. Like the Jablonski diagram, an electron can be excited from the ground state to an excited state
parabola. As chemical bonds are slightly weaker in the excited state, the excited state configurational diagram has a slightly different
equilibrium distance, R0

0. Therefore, a transition between the ground state and excited state can be qualitatively understood as
DR ¼ R � R0

0 and can be visualized as starting from R0 and ending at the edge of the excited state parabola. It is also possible
for absorption to begin at Rs R0, leading to a broad absorption band. In fact, the larger the value of DR, the wider the absorption
band tends to appear. Narrow absorption bands result from the excited state parabola lying nearly directly above the ground state,
or DR z 0.

Fig. 2 (A) The absorption spectrum of Y2O3:Eu3þ consists of three components: a host lattice absorption (HL) band, a charge transfer band (CT),
and sharp absorption bands from the electronic transitions of Eu3þ. (B) The excitation spectrum does not show any contribution from the host
crystal structure. The intensity of the absorption bands from the Eu3þ 4f 4 4f transitions are multiplied by 5 for ease of viewing. Panel (A): Modified
from Blasse G.; Grabmaier, B. C. Luminescent Materials. Springer-Verlag: 1994. Panel (B): modified from Wan, J.; Wang, Z.; Chen, X.; Mu, L.; Qian,
Y., Shape-Tailored Photoluminescent Intensity of Red Phosphor Y2O3:Eu3þ. J. Cryst. Growth 2005, 284 (3), 538–543.
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The value of DR is also a measure of electron-phonon coupling in a system. Electron-phonon coupling describes the scattering of
electrons by lattice vibrations where the electrons become paired with a phonon to overcome the repulsive forces from electron-
electron interactions. Therefore, when DR ¼ 0, there is weak electron-phonon coupling that occurs, and DR > 0 and DR [ 0 repre-
sent intermediate and strong electron-phonon coupling, respectively.11 The magnitude of electron-phonon coupling can be
estimated by determining a materials Huang-Rhys factor, S.20,21 The Huang-Rhys parameter of a luminescent material can be exper-
imentally calculated by measuring the full width at half maximum (fwhm) of the emission band as a function of temperature and
fitting the data following Eq. (3).11,22 Here, Zu is the average phonon energy, kB is the Boltzman constant, and T is temperature. A
measure of strong electron-phonon coupling is indicated by a value of S > 5, whereas weak electron-phonon coupling yields
S < 1.23 It can now be immediately inferred that the differences in DR and chemical bonding control the width of the absorption
band.

fwhm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8lnð2Þ

p
Zu

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Scoth

Zu

2kBT0

r
(3)

Non-radiative relaxation can also be reasoned using configurational coordinate diagrams. If the magnitude of DR is large, caused,
for example, by exposing the activator-ligand pair to high temperatures, which increases the bond lengths, there can be a point
where the excited state parabola intersects with the ground state parabola. This intersection is known as the cross-over point and
can serve as a pathway for non-radiative relaxation to the ground state.24 The cross-over point is illustrated in Fig. 3B. The excitation
energy is completely lost in the form of heat. This mechanism explains the significant losses in emission intensity at elevated temper-
atures. It may come as a surprise, but non-radiative relaxation can also occur when the excited and ground state parabolas are
parallel. Although there is no clear cross-over point, if the energy difference between the ground and excited states is less than or
equal to z5 times the highest frequency vibration, this energy is also sufficient to excite the vibrations. The energy is then lost
in the form of heat.11 This process is known as multi-phonon emission. The last configuration that must be considered is the
case of three parabolas: the ground state, a parallel excited state, and a displaced excited state. According to Blasse, the parallel
excited state belongs to the same configuration and is connected to the ground state through forbidden transitions.11 The displaced
excited state arises from a different configuration where relaxation to the ground state occurs through allowed transitions. In this
situation, upon absorption, an electron is promoted to the displaced excited state through an allowed transition where non-
radiative relaxation can occur from the displaced excited state to the parallel excited state. Relaxation to the ground state occurs
in the form of line emission from the parallel excited state. This situation is commonly seen in Eu3þ substituted crystal structures,
which is discussed further in Section 4.09.4.1.1.

Returning to the example of the Y2O3:Eu
3þ absorption spectrum. The host lattice (HL) absorption feature is broad; therefore, it

can be concluded that there is a large DR between the ground and excited states of the host. The charge-transfer band is also broad.
This is a consequence of electron transfer from O2� to Eu3þ, also causing a large DR. The narrow absorption lines are due to elec-
tronic transitions within the non-bonding 4f6 shell of Eu3þ, leading to a DR ¼ 0. Finally, the 4f44f transition is also forbidden by
the parity rule, causing the weak intensity of the transition.

4.09.3 Luminescent transition metal and main group materials

4.09.3.1 Absorption in transition metal complexes

Synthetic solid-state luminescent research efforts are frequently concentrated on the transition metal and main group-containing
materials. Four main types of luminescent compounds are usually studied, and they are classified based on their electron config-
uration. They include d0, dn where 0 < n < 10, d10, and s2 elements. Little was understood about the excited states of these ions,

Fig. 3 (A) A small DR between the ground and excited-state potential energy surfaces indicates less electron-phonon coupling. Narrow emission
bands are expected. (B) Strong electron-phonon coupling causes DR to be large, where a phonon-assisted non-radiative relaxation can occur through
the crossover point. Wide emission bands are expected. Reproduced with permission from Hermus, M.; Phan, P.-C.; Duke, A. C.; Brgoch, J., Tunable
Optical Properties and Increased Thermal Quenching in the Blue-Emitting Phosphor Series: Ba2(Y1–xLux)5B5O17:Ce3þ (x ¼ 0 – 1). Chem. Mater. 2017,
29 (12), 5267–5275.
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particularly the transition metal systems, until 1954 when Yukito Tanabe and Satoru Sugano systematically used crystal field theory
and the Racah parameters to plot the calculated energy of the electronic states of each electron configuration.25–28

Crystal field theory and its counterpart ligand field theory are reliable models for interpreting the bonding interactions between
a transition metal and its coordinating ligands. It is capable of explaining the body color, magnetic properties, structure, and reac-
tivity of transition metal compounds.29 Crystal field theory operates on a basic assumption that the transition metal and ligands can
be treated as a simple positive and negative point charge, respectively.30 The positive and negative ions are assumed to be non-
overlapping spheres at some inter-nuclear distance apart. Coulomb’s Law can describe this interaction, provided in Eq. (4), where
E is the bond energy between the positive and negative ions, q1 and q2 are the charges of the ions, and r is the distance that separates
each point charge.

Ef
q1q2
r

(4)

This equation supports that cations with a low charge, like the alkali and alkali earth metals, tend to form few coordination
compounds. Transition metals, however, have differing numbers of d electrons in their orbitals, which are also not spherical. There-
fore, the bonding energy and properties of the transition metal compound are more accurately described when accounting for the
shape and occupation of the d orbitals.

A free transition metal Mnþ cation has five degenerate nd orbitals. Placing this metal ion in the center of a uniform, spherical
negative charge increases the overall energy of the orbitals but they remain degenerate.28 This degeneracy is lost when the metal
becomes coordinated by other ions following ligand field theory. As the distance between the ligand and the ion decreases, the
repulsion between the two relieves the degeneracy, known as ligand field splitting. Taking the example of a high symmetry octahe-
drally coordinated transition metal ion (Fig. 4), as the ligands approach the ion, the electrons in the dz2 and dx2�y2 orbitals will expe-
rience greater repulsion than the dxy, dxz, and dyz orbitals. As a consequence, the dz2 and dx2�y2 orbitals are pushed higher in energy
relative to the other three orbitals. The dz2 and dx2�y2remain doubly degenerate, whereas the dxy, dxz, and dyz are triply degenerate,
following the Oh point group of the octahedral coordination environment.30 The energy difference between the orbitals for octa-
hedral complexes is commonly referred to Doct. Similarly, the energy difference between the d orbitals in tetrahedral complexes
is 4/9 Doct.

Giulio Racah used crystal (ligand) field theory to develop the Racah parameters, which described inter-electron repulsion within
the metal complex.28 The amount of repulsion between the electrons varies from ion to ion and depends on the number and spin of
the electrons and orbitals they occupy. The parameters A, B, and C describe the total repulsion. A is generally the same for any metal,
B is an approximation of the bond strength between ligand and metal, and C is simplified to 1/4B. Interestingly, there is a decrease
in the B parameter when a free transition-metal ion forms a complex with ligands. The decrease in the B Racah parameter for
transition-metal complexes indicates less inter-electron repulsion relative to free transition-metal ions and suggests the size of
the d-orbital electron cloud is larger in the complex. This is known as the nephelauxetic effect, based on the Greek word for
cloud-expanding, and was proposed by K. C. Jaurgensen.31 This expansion is theorized to occur due to one or both of the following
two reasons. (i) The effective positive charge on the transition-metal is reduced by the negative charge of the ligands or (ii) overlap
between the d-orbitals of the transition-metal and ligand forms covalent bonds. The reduction of B is normally reported as the ratio:
b ¼ B(complex)/B(free ion). It has experimentally been observed that the magnitude of the nephelauxetic effect experienced by
a transition-metal complex is dependent upon the ligand and metal following28,31:

Fig. 4 A free metal cation, Mnþ, has five degenerate nd orbitals. Distributing a negative charge uniformly around a metal cation causes the energy
of the orbitals to increase due to electrostatic repulsion. The d orbitals remain degenerate. If the negative charge is distributed across the vertices of
an octahedron surrounding the metal cation causes the 5d orbitals to split. The dz2 and dx2 � y2 orbitals will be higher in energy while the dxy, dxz,
and dyz orbitals lower in energy. Attractive electrostatic interactions between the negative ligands and the positive metal cause the energy of the 5d
orbitals to decrease while maintaining the splitting.
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ligand : F� < H2O < NH3 < en ethylenediamineð Þ < ox½ �2 oxolateð ÞzH2O < NCS½ �� < Cl� < CN½ �� < Br� < I�

metal : Mn IIð Þ < Ni IIð ÞzCo IIð Þ < Mo IIð Þ < Re IVð Þ < Fe IIIð Þ < Ir IIIð Þ < Co IIIð Þ < Mn IVð Þ
The nephelauxetic effect can thus be used to tune the absorption bands (and the color) of transition-metal compounds. For

example, the absorption in V(H2O)6
3þ could be shifted to higher energy or blue-shifted, by exchanging H2O for any of the ligands

to the right of H2O in the series. In contrast, if a lower absorption energy and thus red body color is desired, then ligands to the left of
H2O should be used. The absorptivity can also be shifted by replacing the transition metal in the same manner; Mn(II) will expe-
rience the smallest nephelauxetic effect, whereas Mn(IV) will experience the largest effect.

Tanabe and Sugano compiled the research on crystal (ligand) field theory and considered the mutual interactions between the
d electrons to develop the famous Tanabe-Sugano diagrams.25–27 The x-axis of the diagram is in terms of the crystal field (D) divided
by the Racah Parameter (B). The left side of the diagram at D/B ¼ 0, lists the energy levels of the free ion. The energy levels may split
into two or more levels when D/Bs 0. The lowest energy level, the ground state, lies on the x-axis at D/B ¼ 0. The free ion energy
levels are marked following 2S þ 1L where S and L are the total spin and orbital angular momentum, respectively. The values of the
total orbital angular momentum can be 0 (S), 1 (P), 2 (D), 3 (F), G (4), etc. The degeneracy of these levels is 2 L þ 1. Crystal field
levels are represented by 2S þ 1X where X can be A (singly degenerate), E (doubly degenerate), or T (triply degenerate), and the
subscript indicates symmetry properties.

There are seven Tanabe-Sugano diagrams to predict the absorption spectrum of d2–8 transition metal ions with octahedral
symmetry usually considered. In terms of luminescence, Cr3þ containing materials provide an excellent example of using
Tanabe-Sugano diagrams. Cr3þ requires a d3 diagram. The ground state term symbol when the d3 ion is in octahedral coordination
is 4F. There are three spin-allowed transitions from the 4A2 ground state: 4A2 /

4T2,
4A2 /

4T1 (4F), and 4A2 /
4T1 (4P). These

three transitions can be seen in an absorption spectrum of a Cr3þ-containing transition metal material.
In the d4–7 Tanabe-Sugano diagrams, a vertical line at specific values of D/B represents discontinuities in the slopes of the excited

states’ energy levels. The discontinuity occurs when the spin pairing energy equals the ligand field splitting energy. Therefore,
complexes with a smaller D/B ratio are known as low-spin, and higher D/B ratios represent high-spin complexes. The d5 diagram
allows the analysis of the transitions in both a high-spin and low-spin case. The slopes of the excited states’ energies change
when D/B z 2.9. In high-spin complexes, there are two spin-allowed transitions from the ground state 2T2:

2T2 /
2T1 and

2T2 /
2A2. The ground state term of low-spin complexes is 6A1, and all optical transitions from this ground state violate either

the spin or parity selection rules. Despite the forbidden nature of these transitions, there are still small (weak) peaks observed in
a d5 absorption spectrum. Interestingly, the width of the absorption bands can differ between transitions, such as in MnF2 where
the 6A1 /

4A1 and
6A1 /

4E bands are very narrow compared to the broad 6A1 /
4T1 and

6A1 /
4T2 transitions. Similar to the

width of the emission bands, this phenomenon is associated with perturbations from electron-phonon coupling. If the energy level
upon absorption is parallel with the ground-state (the x-axis), there is minimal change in DR, and a narrow absorption band can be
expected; however, if there is a considerable change in the excited state slope relative to the ground state, then a variation in DR is
expected, leading to broader absorption bands.

It is worth mentioning that the d1, d9, and d10 Tanabe-Sugano diagrams are not needed to predict the absorption spectrum.25–27

There is no electron repulsion in a d1 complex. The single electron’s ground state term symbol is 2D with fivefold degeneracy. The
degeneracy is lifted by splitting the orbitals into two- and threefold degenerate orbitals, 2E and 2T2, respectively, in octahedral
symmetry. Both terms are doublets because the spin multiplicity is equal to 2S þ 1 where S ¼ 1/2. The only possible optical tran-
sition is from 2T2 to

2E, which is consistent with the single absorption band seen in UV-Vis experiments of d1 transition metals like
[Ti(H2O6]

3þ. The energy difference between the two states is 20,000 cm�1 or 10Doct. Because this transition violates the parity selec-
tion rule, the intensity of the absorption band is weak. The term symbol for d9 transition metal complexes is identical to the d1

complexes, 2D. The transition occurs from the 2E state to the 2T2 state in the same magnitude of Doct, with an opposite sign. Finally,
d10 transition metal complexes have a filled d-shell, and therefore, no Tanabe-Sugano diagrams are available.

4.09.3.2 Emission from d0 transition metals

Materials containing d0 transition metals tend to exhibit broad photoluminescence emission bands with large Stokes shifts of
10,000–20,000 cm�1.11 The excitation band of these systems is primarily composed of a charge transfer (CT) band arising from
the transfer of electrons from the ligand to the metal center. Luminescent d0 transition metal polyanions include TiO4

4�,
MoO4

2�, VO3
4�, NbO6

7�, WO4
2�, and TaO4

3�. Two of the most popular d0 transition metal complexes, WO4
2� and NbO4

2�,
will be discussed here to illustrate the properties of these materials. For a more in-depth review on all of the luminescent d0 tran-
sition metal complexes, the reader is directed to Blasse’s The Luminescence of Closed-Shell Transition-Metal Complexes. New
Developments.32

Scheelite, or CaWO4, is a naturally occurring luminescent material that can also be synthesized in laboratory settings. This
compound has been studied for decades and was once considered a vital intrinsic scintillator used as a counter and laser host mate-
rial. Additionally, CaWO4 was thought to be a suitable material in the search for dark matter. Detectors utilizing CaWO4 as an
absorbing medium could differentiate between electrons and nuclei through the simultaneous detection of scintillation photons
and phonons.33 The excitation and emission band of CaWO4 are shown in Fig. 5. When monitored at an emission wavelength
of 380 nm, the excitation band spans the region from 220 to 325 nm. The excitation band has a maximum at 269 nm, with
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a shoulder located at approximately 250 nm.34 Exciting CaWO4 with 240 nm (short wavelength ultra-violet radiation), X-rays, or
cathode rays generates a broad emission band centered at z420 nm resulting from charge transfer in the WO4

2� groups.35 This
material exhibits a massive Stokes shift of z16,000 cm�1. The emission intensity of CaWO4 as a function of temperature was
also investigated by Powell et al. by monitoring the emission from 10 K to 300 K upon 240 nm excitation. This result showed
that the emission in CaWO4 is incredibly robust against quenching with increasing temperature, making it a popular material
for various applications.34

Another popular phosphor containing a d0 transition metal is YNbO4. YNbO4 crystallizes in the Fergusonite structure and is
considered a distorted Scheelite structure. YNbO4 shows an efficient, intrinsic blue emission (lem ¼ 405 nm) under 260 nm exci-
tation.36 The quantum yield, or the ratio of photons absorbed to photons emitted, at this excitation wavelength is 50% at room
temperature, while the luminescent decay time at 77 K is 15 ms.32 Intentionally introducing Ca2þ and Zr4þ into the YNbO4 structure
showed that the presence of these impurities did not change the position of the excitation and emission bands. However, these ions
did dramatically quench the observed emission.

4.09.3.3 Emission from dn (0 < n < 10) transition metals

The electronic transitions and ensuing absorption/emission spectra of dn (0 < n < 10) transition metal compounds are well
described following the Tanabe Sugano diagrams. Starting first with d3 transition metals, the most familiar example is likely the
characteristic red color seen in rubies, which comes from the presence of Cr3þ (d3) in Al2O3. The emission spectrum of Al2O3:Cr

3þ

consists of two sharp lines, called R-lines (Raman lines R1 and R2), located atz700 nm (Fig. 6A).11,37 The presence of two R-lines is
caused by the splitting of the 2E excited state due to spin-orbit coupling. The emission stems from the 2E / 4A2 transition, corre-
sponding to the transition from the lowest energy excited state to the ground state. Since the parity and spin selection rules are
allowed, the lifetime of the emission decay is on the order of milliseconds.

The 4T2 /
4A2 transition exhibits strong coupling to the lattice generating broad emission bands for many of the Cr3þ-

substituted structures.38 This transition also represents relaxation from the lowest excited state to the ground state, specifically
for systems with relatively lower energy crystal fields. An example where these optical properties are found is in the double perov-
skite, La2MgZrO6:Cr

3þ.39 The excitation spectrum is composed of two distinct transitions, located at 460 nm and 650 nm, that
correspond to the two spin-allowed transitions of Cr3þ, 4A2 /

4T1 and 4A2 /
4T2, respectively. The red emission is attributed

to the transition from the lowest energy excited state, 4T2, to the 4A2 ground state. The emission band, provided in Fig. 6B, is
extremely broad and has a full width at half maximum of 210 nm (2796 cm�1). The broad emission band was reported to arise
from the substitution of Cr3þ on two crystallographically independent sites, Zr4þ and Mg2þ. This was corroborated by fitting the
luminescent decay curve to a bi-exponential with lifetimes of 47 and 159 ms. The long lifetimes are typical for the spin-allowed
4T2 /

4A2 transition. From these examples, we now know that the magnitude of crystal field splitting on the Cr3þ atom controls
the resulting optical properties of the luminescent material.

The emission in these complexes stems from the relaxation of the lowest energy excited state to the ground state. High temper-
ature can yield sufficient energies to thermally occupy the second lowest energy excited state in some cases. For example, in Fig. 6C,
the line emission in Y3Ga5O12:Cr

2þ at 10 K represents the 2E / 4A2 transition, but at higher temperatures (>180 K), the emission
spectrum broadens due to the prevalence for the 4T2 /

4A2 transition.
40

The d5 transition metals, specifically Mn2þ, do not exhibit a line emission and instead have a broad emission that stems from the
different slopes of the excited states indicating DR is >0.11 The emission wavelength depends on the host crystal structure, but the

Fig. 5 (A) The excitation and emission spectrum of CaWO4 and the (B) normalized, integrated emission intensity as a function of temperature.
Modified from. Treadaway, M.J.; Powell, R.C., Luminescence of Calcium Tungstate Crystals. J. Chem. Phys. 1974, 61 (10), 4003–4011.
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emission typically varies between green and deep red. The emission color is dictated by the crystal field splitting of the Mn2þ ion. A
weak crystal field around Mn2þ occurs in tetrahedral coordination environments and usually gives rise to green emission, whereas
a stronger crystal field in an octahedral coordination environment results in a more pronounced red emission. The radiative tran-
sition in Mn2þ containing systems corresponds to 4T1 /

6A1.
One notable example is SrMgAl10O17:Mn2þ. This compound crystallizes in the hexagonal space group P63/mmc in the b-alumina

structure type. The structure is layered and alternates between MgAl10O16 spinel blocks composed of [AlO6] octahedra and [(Al/Mg)
O4] tetrahedra and conduction planes consisting of [AlO4] tetrahedra where the Sr

2þ atoms lie in ninefold coordination.41 The iso-
valent substitution site for Mn2þ is the MgO4 tetrahedra within the crystal structure. As a result, a green emission is expected due to
the weak crystal field from tetrahedral coordination. The excitation band of SrMgAl10O17:Mn2þ has four distinct maxima located at
361, 381, 428, and 453 nm, which stem from the transitions between the ground state, 6A1, and the 4E, 4T2,

4A1,
4E, and 4T2 excited

states, respectively. Non-radiative relaxation occurs from these excited states to the lowest energy excited state, 4T1. Radiative relax-
ation down to the ground state results in green emission centered at 515 nm.42

Placing Mn2þ in octahedral coordination, such as in Cs2NaBiCl6:Mn2þ, results in red emission.43 Cs2NaBiCl6 crystallizes in the
cubic Fm�3m space group, which is typical for double perovskites with the A2B

IBIIIX6 general formula, where A ¼ Cs, Rb, BI ¼ Ag, K,
Na, Li, BIII ¼ Bi, Sb, In, and X ¼ Cl, Br, I. Substituting Mn2þ into the double perovskite occurs on the octahedral [BX6] site. It is
assumed that Mn2þ substitutes on both the Naþ and Bi3þ site following Naþ þ Bi3þ / 2Mn2þ to maintain charge balancing.
The excitation band of Cs2NaBiCl6:Mn2þ consists of two prominent emission peaks and one low-intensity peak located at 294,
354, and 428 nm. The twomore intense peaks correspond to the 1S0 /

3P2 (294 nm) and 1S0 /
3P1 (354 nm) transitions. Exciting

at these maxima results in red-orange emission centered at 590 nm as expected fromMn2þ in octahedral coordination. Considering
UV-A (lem ¼ 320–400 nm) emitting LED chips are not as efficient as violet/blue LEDs (lem ¼ 405–450 nm), Majher et al. attemp-
ted to substitute Br� for Cl� to manipulate the nephelauxetic effect and red-shift the excitation and emission bands of
Cs2NaBiCl6:Mn2þ. Substituting 10% of Br� for Cl� resulted in a 21 nm red-shift of the prominent excitation band to 375 nm
but had a negligible effect on the emission spectrum. This result suggested that the bromide ions did not coordinate the Mn2þ acti-
vator ion.

It is worth noting that there are also instances in which tetrahedral coordination can give rise to red emission. MgSiN2 substituted
with Mn2þ exhibits red emission despite tetrahedral coordination around the activator.44 MgSiN2 crystallizes in Pna21 and is
composed of MgN4 and SiN4 tetrahedra. The Mn2þ atoms are predicted to substitute for Mg2þ due to their isovalency. Exciting
this phosphor using ultraviolet radiation produces a broad emission band from 550 to 800 nm with a maximum centered at
z626 nm. This red emission was ultimately attributed to the presence of the N atoms. The N3� coordination around Mn2þ caused
a stronger nephelauxetic effect due to its smaller electronegativity and larger formal change. As a result, the magnitude of crystal field
splitting on Mn2þ was larger and resulted in a red-shifted emission. The same phenomenon was seen in the isostructural Mn2þ

substituted ZnGeN2 and ZnSiN2.
45

Fig. 6 (A) The room temperature emission spectrum of Al2O3:Cr3þ from the 2E/ 4A2. (B) The room temperature emission spectrum of
La2MgZrO6:Cr3þ from the 4T2 / 4A2 transition. (C) The temperature-dependent emission spectrum of Y3Ga5O12:Cr2þ at 10, 180, and 300 K. Panel
(A): Modified from Kusuma, H. H.; Astuti, B.; Ibrahim, Z., Absorption and Emission Properties of Ruby (Cr:Al2O3) Single Crystal. J. Phys. Conf. Ser.
2019, 1170, 012054. Panel (B): Modified from Zeng, H.; Zhou, T.; Wang, L.; Xie, R.-J., Two-Site Occupation for Exploring Ultra-Broadband Near-
Infrared PhosphordDouble-Perovskite La2MgZrO6:Cr3þ. Chem. Mater. 2019, 31 (14), 5245–5253. Panel (C) Modified from Henderson, B.; Marshall,
A.; Yamaga, M.; O’Donnell, K. P.; Cockayne, B., The Temperature Dependence of Cr3þ Photoluminescence in Some Garnet Crystals. J. Phys. C Solid

State Phys. 1988, 21 (36), 6187–6198.
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4.09.3.4 Emission from d10 transition metals

Luminescent d10 transition metals are typically divided into two different classes, monovalent and multivalent transition metals.
The monovalent transition metals include Cuþ and Agþ, with the optical properties nearly identical between these two ions.
Complexes containing these transition metals often show efficient emission at room temperature stemming from the
3d94s1 / 3d10 transition. The excitation spectra of Cuþ-substituted phosphors, for example, contain two emission bands assigned
to the 1A1g /

1Eg and
1A1g /

1T2g transitions.
46 The emission bands tend to be broad due to the two inherent transitions and larger

magnitudes of electron-phonon coupling. In addition, the emission color is strongly dependent on the host crystal structure and can
be tuned across the visible region. For example, the larger the alkaline earth metal in alkaline-earth sulfide phosphors, the more
blue-shifted the emission becomes, as seen in CaS:Cuþ (lem ¼ 413 nm), SrS:Cuþ (lem ¼ 478 nm), and BaS:Cuþ (lem ¼ 585 nm).47

The luminescence lifetimes of these phosphors are typically on the order of tens of microseconds.46 The natural abundance of Cu
makes it an exciting activator for various applications, including LiF:Mg2þ, Cuþ for thermoluminescence dosimetry, NaCl:Cuþ for
two-dimensional X-ray imaging sensors in computed radiography, and Sr:Cuþ blue-emitting thin films for electroluminescent
displays.48 The main drawback of these materials is the difficulty in identifying host structures capable of Cuþ substitution.
Researchers have focused primarily on developing sulfide,47 sulfate,49 or halosulfate48 phosphors, which can be readily prepared
using wet chemical processes.

The multivalent d10 transition metals include Zn2þ, Ge4þ, Sb5þ, and Te6þ. These ions tend to show intense, broad absorption
bands in the UV region. The absorption and emission bands arise from charge-transfer transitions from the 2p orbitals of oxygen to
an antibonding orbital which lie partly on the d10 ion and partly on the ligand. Intrinsic violet luminescence (lem ¼ 440 nm) can be
observed in Zn4B6O13 from the Zn(II)O4 complex under 250 nm excitation at 4.2 K.50 At room temperature, the emission shifts to
435 nm. At 4.2 K, emission can also be seen in KSbOSiO4 from the Sb(V)O6 complex. Exciting KSbOSiO4 at 240 nm produces cyan
emission (lem ¼ 470, Stokes shift ¼ 20,000 cm�1), which becomes quenched at room temperature.51 RbSbOGeO4 shows intrinsic
luminescence from both Sb3þ and Ge4þ where the emission band has the green emission band from Sb3þ and a weak red emission
band fromGe4þ.51 Finally, Li2ZrTeO6 also exhibits luminescence at low temperatures. Exciting at 305 nm produces yellow emission
from the tellurite octahedron, Te(VI)O6, centered at 610 nm with a Stokes shift of 17,000 cm�1.52

4.09.3.5 Emission from s2 transition metals

Activators with ns2np0 configurations like Pb2þ, Bi3þ, Sn2þ, and Sb3þ are often utilized in various luminescent materials. The ground
state term for a free ns2np0 ion is 1S0. The first excited state is split into four levels: 3P0,

3P1,
3P2, and

1P1 (arranged from lowest to
highest energy) due to spin-orbit coupling and Jahn-Teller interactions.53 Typically, the transitions from 1S0 to the 3P0 and 3P2
excited states are forbidden, whereas the 1S0 transition to the low energy 3P1 state and high energy 1P1 state is parity-allowed
due to spin-orbit coupling. The low energy 1S0 /

3P1 transition typically exhibits higher intensity than the high energy
1S0 /

1P1 transition at room temperature. The high intensity of 1S0 /
3P1 is attributed to spin-orbit mixing between the 3P1

and 1P1 states. The emission from the triplet 3Pn (n ¼ 1, 2, 3) states and 1P1 results in two distinct emission peaks that can be tuned
across the visible spectrum and selectively excited. Typically, the intensity of spin-orbit coupling interactions increases with nuclear
charge, and the stronger the spin-orbit coupling interactions, the less influence Jahn-Teller effects tend to have.

Decades of research on these materials have revealed the dramatic influence the host crystal structure plays on the resulting
optical properties. The full width at half maximum of the emission band is dictated by the Huang Rhys factor, S, which describes
the magnitude of electron-phonon coupling.53 A large Huang Rhys parameter, and thus a large magnitude of electron-phonon
coupling, usually results in a wide (>100 nm) emission band with an approximately Gaussian shape. The host crystal structure
also dictates the magnitude of the Stokes shift. The extent of reorganization that occurs in the excited state, and thus the magnitude
of the Stokes shift, is directly related to the host crystal structure.54 A short Stokes shift can be achieved byminimizing the amount of
excited state reorganization by targeting substitution sites smaller than the preferred activator environment. This minimizes the
probability of relaxation to different equilibrium distances and leads to narrow emission spectra. Large octahedral activator envi-
ronments allow the activator ion to off-center from its equilibrium position due to coupling with vibrational modes known as
a pseudo-Jahn-Teller effect. The Jahn-Teller effect can be observed from the splitting of the 1S0 /

3P1,
1P1 absorption transitions

and, in rare cases, the presence of two emission bands due to different minima on the potential energy surfaces of the excited states.
The emission from Sb3þ, Sn2þ, Bi3þ, and Pb2þ typically share three common characteristics. Luminescence from these activators

is due to the 3P1 /
1S0 transition and the luminescence usually has a large Stokes’ shift, leading to considerably broad emission

spectra. Finally, the luminescence decay is on the order of microseconds due to the spin-forbidden transitions.41 One of the
most famous Sb3þ-substituted phosphors used in commercial fluorescent lamps for decades is Ca10(PO4)6(F,Cl): Sb

3þ,Mn2þ.
The combination of the blue emission from Sb3þ and the yellow emission from Mn2þ under 254 nm excitation appears as white
light.55 Double perovskites and vacancy ordered double perovskites are popular host crystal structures for Sb3þ including the blue-
emitting Cs2NaInCl6:Sb

3þ (fwhm ¼ 80 nm) and cyan-emitting Rb3InCl6:Sb
3þ (fwhm ¼ 129 nm), which both show promise in

near-UV LED driven devices.54,56 Bi3þ has also been successfully incorporated into double perovskites, where the Bi3þ cation fully
occupies a crystallographic position within the crystal structure and acts as an intrinsic luminescent center. For example, in
Cs2NaBiCl6:Mn2þ, the Bi3þ acts as a sensitizer that absorbs UV radiation and transfers the energy to Mn2þ to produce orange emis-
sion.43 Sn2þ has also been used as a sensitizer to improve Mn2þ luminescence in Sr2P2O7:Sn

2þ, Mn2þ.57 On the other hand, lumi-
nescence from Pb2þ usually occurs in the UV to the blue region of the visible spectrum. Both Li6CaB3O8.5:Pb

2þ and
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LiSr4(BO3)3:Pb
2þ emit in the UV at 307 and 328 nm upon excitation at z275 nm.58,59 BaAl2B2O7:Pb

2þ has a blue emission
(lem ¼ 423 nm) upon 266 nm excitation with a very large Stokes shift of 13,953 cm�1.60

4.09.4 Rare-earth substituted materials

The optical properties of luminescent materials depend on both the activator ion and the host crystal structure. The energy levels of
the activator ions upon substitution into the host determine the excitation and emission properties of the material. Focusing first on
rare-earth activated materials that contain at least one of the lanthanides (La–Lu), the optical properties are dictated by one of two
optical transitions: a 4f 4 4f transition or a transition between 4fn�15d1 and 4fn5d0 energy levels.

4.09.4.1 Emission from a 4f 4 4f transition in rare-earth activators

In the 4f 4 4f transition, the host crystal structure (usually) does not heavily influence the activator’s emission energy since the 5d
and 6s electrons shield the 4f electrons. As a result, the excitation energies of these activators have been predicted and represented in
a Dieke diagram. When displaying these energies as a potential energy surface, the excited state lies directly above the ground state,
meaning the emission is observed as sharp, narrow lines. The 4f 4 4f transitions are parity forbidden and are only observed as weak
magnetic-dipole and induced electric-dipole transitions. The host crystal structure has a negligible effect on the intensities of the
magnetic dipole transitions, whereas the crystal structure heavily influences the electric dipole transitions. The intensities arising
from the electric dipole transitions have been successfully predicted using Judd-Ofelt theory, introduced in 1962. Nowadays,
programs exist to automate the process of calculating the Judd-Ofelt intensity parameters; RELIC can calculate the intensity param-
eters from the absorption spectrum of any lanthanide, whereas JOES can calculate the intensity parameter, oscillator strengths,
excited-state lifetimes, and estimates of the quantum efficiencies from the emission spectrum of Eu3þ doped compounds. Because
the 4f 4 4f transitions are forbidden, they tend to have long decay times ranging from microseconds to milliseconds.

4.09.4.1.1 Emission from Eu3þ

Eu3þ substitution in a host lattice usually results in red emission. The emission spectrum consists of sharp lines since DRz0. Each
line seen in the emission spectrum corresponds to a transition between the 5D0 excited state and 7FJ (J ¼ 0, 1, 2, 3, 4, 5, 6) ground
state levels of the 4f6 configuration (Fig. 7). The transitions most commonly observed are 7FJ (J ¼ 0, 1, 2, 4, and 6).61 The obser-
vation (or lack of observation) of these transitions has been extensively studied. Using the Judd-Ofelt approximation, it has been
determined that (1) 5D0 /

7F0 is an electric dipole transition forbidden by the selection rule, (2) the transition between 5D0 /
7F1

is spin forbidden but is allowed from magnetic-dipole interactions due to spin-orbit coupling, and (3) the 5D0 /
7F2 transition is

a forced electric-dipole transition since the electric-dipole transition is not strictly forbidden due to spin-orbit coupling and appear
as weak lines in the spectra whose intensity is heavily influenced by the odd-parity character of the 4f6 wavefunctions.62 The weaker
transitions (usually not seen because the intensity is too weak) are 5D0 /

7F4,6 which are electric-dipole transitions, and
5D0 /

7F3,5 which are forbidden transitions.
Specific trends have been observed regarding the intensity of the most commonly observed transitions. For example, the inten-

sity of the 5D0 /
7F1 is not influenced by the host structure. The intensity of a transition may also be used to probe the site

symmetry of the activator. In this case, the ratio of the intensity of the 5D0 /
7F2 transition to the 5D0 /

7F1 transition is called
the “asymmetry ratio” and helps estimate the noncentrosymmetric nature of the Eu3þ substitution site within the host crystal

Fig. 7 Schematic of the possible electronic transitions in Eu3þ.
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structure. Similarly, the crystal system of the host crystal structure and point group of the activator ion can be determined by corre-
lating the number of observed emission peaks, as seen in Fig. 8.63

One of the most popular Eu3þ-substituted phosphors, Y2O3:Eu
3þ, has been traditionally used in fluorescent lamps, display

applications, cathode ray tubes, field emission displays, and lasers. Y2O3 crystallizes in the cubic Ia�3 space group, provided in
Fig. 9A, and is composed of two crystallographically independent [YO6] octahedra. The Eu3þ substitutes on each Y3þ site in C2

and S6 symmetry to produce an emission band composed of an intense peak at 611 nm from the 5D0 /
7F2 transition and

weak bands from 5D0 /
7F0,1,3,4, respectively (Fig. 9B).64,65 Like many host crystal structures, a range of Eu3þ concentrations

(0.5–20 at.%) can be substituted into Y2O3 with the optimal concentration near 5 at.% for micro-scale powders and 9 at.% for
the nanophosphor. The phosphor also has excellent thermal stability by retaining over 50% of its room-temperature emission
intensity at 810 K, making it an attractive material for application.66

Considering Eu3þ phosphors are standard red emitters in applications like LED light bulbs where the operating temperature is
>420 K, these materials must retain their optical properties even at high temperatures. As a result, researchers have utilized
experimental observations and data science to predict the effect of temperature on a phosphor’s emission. In 1983, Van Dijk
and Schuurmans developed an equation to quantify the rate of non-radiative relaxation as a function of temperature.11 The rate
of temperature-dependent non-radiative relaxation is heavily influenced by the offset between the ground state and excited state

Fig. 8 Flow chart to determine the point group symmetry of Eu3þ based on the observed transitions. Modified from Koen Binnemans; Gorller-
Walrand, C., Application of the Eu3þ Ion for Site Symmetry Determination. J. Rare Earths 1996, 14, 173–180.

Fig. 9 (A) The crystal structure of Y2O3 is composed of two crystallographically independent Y3þ sites. 75% of the sites sit in C2 symmetry and
25% in S6. (B) The emission spectrum of Y2O3:Eu3þ under 254 nm excitation. (B) Modified from Marinkovic, K.; Mancic, L.; Gomez, L. S.; Rabanal,
M. E.; Dramicanin, M.; Milosevic, O., Photoluminescent Properties of Nanostructured Y2O3:Eu3þ Powders Obtained Through Aerosol Synthesis. Opt.
Mater. 2010, 32 (12), 1606–1611.
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configurational coordinate diagrams (DR). As a result, the magnitude of non-radiative relaxation can only be reasonably calculated
for crystal structures with weak electron-phonon coupling.11 The rate of temperature-dependent non-radiative relaxation of the tran-
sitions that occur between the 4f energy levels can be described by Eq. (5).

W Tð Þ ¼ Wð0Þðnþ 1Þr (5)

where

Wð0Þ ¼ b exp½ � ðDE� 2hvmaxÞa� (6)

n ¼ exp
��

hv
kT

�
� 1

��1

(7)

r ¼ DE
hv

(8)

Here,W(T) is the rate of non-radiative relaxation at a specific temperature, T. In the determination ofW(0) using Eq. (6), a and b are
constants, and nmax represents the highest available vibrational frequency surrounding the activator ion. Small DE or higher
vibrational frequencies lead to larger values ofW(0). Finally, the energy difference between the energy levels, DE, contributes to the
exponential term. The values of n and r in Eq. (5) are determined through Eqs. (7) and (8), respectively. This series of equations
represents a leap in understanding non-radiative decay processes as it is possible to calculate the rate of temperature-dependent non-
radiative relaxation with an accuracy of one order of magnitude.

Researchers have more recently attempted to further understand the thermal quenching of Eu3þ-substituted phosphors with
higher accuracy by employing machine learning models.66 A support vector regression (SVR) machine learning model was con-
structed by Zhuo et al. to predict the thermal response of Eu3þ substituted phosphors. The training set data used in the model
was collected from the peer-reviewed literature and resulted in 134 compounds, while 51 compositional features were used to
describe the data. The final model had a coefficient of determination, r2 ¼ 0.71, with a mean absolute error of 31 K. This model
was then used to predict the T50, or temperature at which the room temperature emission intensity of a phosphor is decreased
by 50%, of 1337 oxide compounds compiled in Pearson’s Crystal Database. The predictions were then experimentally validated
by synthesizing five new Eu3þ-substituted phosphors and experimentally determining the thermal quenching temperature. The
five compounds selected, Sr2ScO3F, Cs2MgSi5O12, Ba2P2O7, LiBaB9O15, and Y3Al5O12, represent a diverse chemical space and
differing structural motifs. The excitation spectra of all materials are very similar and indicate that the phosphors can be effectively
excited between 350 and 450 nm, while the different emission spectra vary, as expected, due to the different activator site symme-
tries in the host crystal structure (Fig. 10). The predicted and experimentally determined thermal quenching temperatures show
excellent agreement and differ by a maximum of 21% for Ba2P2O7:Eu

3þ and a minimum of 1% for LiBaB9O15:Eu
3þ. The percent

difference for all of the compounds can be seen in Table 1. Overall, this data-driven approach allows for a rapid and accurate predic-
tion of the thermal quenching temperature of Eu3þ-substituted phosphors.

Fig. 10 The excitation and emission spectra of Y3Al5O12:Eu3þ, LiBaB9O15:Eu3þ, Ba2P2O7:Eu3þ, CS2MgSi5P12:Eu3þ, and Sr2ScO3F:Eu3þ. Reproduced
with permission from Zhuo, Y.; Hariyani, S.; Armijo, E.; Abolade Lawson, Z.; Brgoch, J., Evaluating Thermal Quenching Temperature in Eu3þ-
Substituted Oxide Phosphors via Machine Learning. ACS Appl. Mater. Interfaces 2019.
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4.09.4.1.2 Emission from Dy3þ

Emission from Dy3þ consists of two dominating transitions, 6H15/2 /
4F9/2 and 6H13/2 /

4F9/2, which results in
blue (lem z470 nm) and yellow (lem z570 nm) emission, respectively, and two weaker transitions, 4I15/2 /

6H15/2 and
4F9/2 /

6H11/2 that produce a blue and red emission, respectively.67 A schematic illustrating the relaxation mechanism is
provided in Fig. 11. The combination of the intense blue and yellow emission appears as white light, but because the 4F9/
2 /

6H13/2 transition is more heavily influenced by the host crystal structure the emission may appear more yellow in color.
This difference in the intensity of the emission peaks is commonly referred to as the yellow-to-blue intensity ratio. As Dy3þ-
substituted phosphors with an appropriate blue to yellow emission intensity ratio can produce white light, these materials are
targeted to produce a white-light-emitting device with a single phosphor. As a result, Zou and co-workers have synthesized
various Dy3þ-substituted borate, vanadate, niobate, antimonite, titanite, zirconate, and sulfide phosphors to understand the
effect of the host crystal structure on the yellow-to-blue intensity ratio.68 It was found that the yellow-to-blue intensity ratio
increases with a decreasing charge to ionic radius (Z/r) ratio and with decreasing electronegativity of the next-nearest neighbor
atom (M), Dy-O-M, in the oxides, as listed in Table 2. The site symmetry of the Dy3þ also highly influences the yellow-to-blue
intensity ratio, where Dy3þ occupying a symmetric crystallographic site with an inversion center causes no luminescence to be
observed. Finally, the concentration of Dy3þ substituted into the host crystal structure has a negligible effect on the yellow-to-
blue intensity ratio when the substitution is isovalent; however, the defect states generated from aliovalent substitutions will
impact the observed emission due to changes in the local site symmetry of Dy3þ (Table 3).

4.09.4.1.3 Emission from Tb3þ

Tb3þ typically generates green emission from one dominant, sharp emission peak centered at 545 nm from the 5D4 /
7F5 transi-

tion, with many lower intensity peaks from weaker transitions. Borates have shown excellent promise as host crystal structures for
Tb3þ substitution because borates tend to possess near-UV absorption, generate an intense green emission, and produce higher
color purities than other host structures. For example, the recently discovered NaSrB5O9 crystal structure, which adopts the mono-
clinic P21/c spacegroup, has been reported as a host for Tb3þ substitution. The crystal structure is composed of a boron framework of
three [BO3] trigonal planes and two [BO4] tetrahedra that form a pentaborate group, [B5O9]

3�. The Naþ and Sr2þ cations are

Table 1 The composition, space group, predicted thermal quenching
temperature, experimental thermal quenching temperature, and
the percent difference of Y3Al5O12:Eu3þ, LiBaB9O15:Eu3þ,
Ba2P2O7:Eu3þ, Cs2MgSi5O12:Eu3þ, and Sr2ScO3F:Eu3þ.

Composition Space group Pred. T50 (K) exp. T50 (K) % diff.

Y3Al5O12:Eu3þ Ia�3d 681 760 �10
LiBaB9O15:Eu3þ R�3c 643 650 �1
Ba2P2O7:Eu3þ P�62 m 575 475 21
Cs2MgSi5O12:Eu3þ Ia�3d 553 540 2
Sr2ScO3F:Eu3þ I4/mmm 479 450 6

Reproduced with permission from Zhuo, Y.; Hariyani, S.; Armijo, E.; Abolade Lawson, Z.; Brgoch,
J., Evaluating Thermal Quenching Temperature in Eu3þ-Substituted Oxide Phosphors via
Machine Learning. ACS Appl. Mater. Interfaces 2019, 12, 5244–5250.

Fig. 11 Schematic of the possible electronic transitions in Dy3þ.
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coordinated by 8 oxygen atoms, and both cations are replaced with a single Tb3þ cation to maintain charge balance. The excitation
spectrum of NaSrB5O9:Tb

3þ consists of several sharp emission peaks from the ground state to various excited states: 7F6 /
5H6

(303 nm), 7F6 /
5H7 (317 nm), 7F6 /

5D2 (348 nm), 7F6 /
5L10 (368 nm), 7F6 /

5G6 (379 nm), and 7F6 /
5D4 (485 nm).

The most intense peak arises from the 7F6 /
5G6 (379 nm) transition and was used to excite the phosphor to produce the charac-

teristic green emission from 425 to 650 nm. The green emission results from the combination of the weak 5D3 /
7F4 (442 nm),

5D4 /
7F6 (490 nm), 5D4 /

7F4 (587 nm), and 5D4 /
7F3 (622 nm) transitions and the intense 5D4 /

7F5 (545 nm) transi-
tion.69 Moreover, the phosphor with 1 at.% Tb3þ substitution has a photoluminescent quantum yield of 35% and retains 54%
of the room temperature emission intensity at 483 K.

In Tb3þ and other trivalent rare-earth substituted systems, concentration quenching can occur in the form of cross-relaxation,
which is non-radiative relaxation due to energy transfer between an activator in the excited state to the same activator in the ground
state.70 This process is illustrated in Fig. 12. The occurrence of cross-relaxation in a system is evident by the domination of one tran-
sition over another. For example, in Tb3þ, cross-relaxation occurs in the 5D3 /

7F6 transition meaning the blue emission from Tb3þ

becomes preferentially quenched, and the green emission from the 5D4 /
7F5 transition dominates. Therefore, the emission color

of Tb3þ can be shifted from blue-white at low Tb3þ concentrations to bright green at high Tb3þ concentrations by manipulating
cross-relaxation to simultaneously reduce the population of Tb3þ ions in the 5D3 excited state and increasing the population in
the 5D4 state.

28

The major drawback of Tb3þ-substituted materials is that the 4f 4 4f forbidden transitions cause sharp, weak absorption peaks
in the UV region, which makes it difficult to sufficiently excite the phosphor with a nearly monochromatic LED.71 Fortunately, the
broad emission bands of Ce3þ phosphors (discussed in the next section) that emit in the UV region can serve as an excitation source
for Tb3þ phosphors. As a result, researchers have focused on developing Ce3þ/Tb3þ co-substituted phosphors. Here, the Ce3þ serves
as a sensitizer to increase the absorption of Tb3þ in the near-UV region. This strategy was utilized in the Sr2LiScB4O10 system, where
Ce3þ substitution results in an asymmetric and broad emission band centered at 385 nm under 347 nm excitation. The excitation
band of Sr2LiScB4O10:Tb

3þ, as shown in Fig. 13, overlaps with the emission spectrum of Sr2LiScB4O10:Ce
3þ, indicating that co-

doping may be an effective strategy to produce green emission. Generally, more overlap indicates higher rates of energy transfer.
Indeed, the emission spectrum of Sr2LiScB4O10:Ce

3þ, Tb3þ is composed of two main features, the broad band emission from
235 to 375 nm from the Ce3þ and the sharp emission peak at 544 nm from the 5D4 /

7F5 transition along with the weaker tran-
sitions 5D4 /

7FJ (J ¼ 6, 4, 3) producing emission peaks at 488, 585, and 625 nm, respectively.72

Table 2 Influence of the charge to ionic radius (Z/r) and electronegativity
(E) of the next-nearest neighbor atom (M) in Dy-O-M on the yellow-
to-blue intensity ratio (Y/B).

M Z/r E

Y/B

M3La2(BO3)4 M3Gd2(BO3)4 M3Y2(BO3)4 M2B2O5

Ca 2.02 1.0 0.82 0.96 0.86 2.11
Sr 1.79 1.0 1.05 1.17 1.00 2.46
Ba 1.49 0.9 1.21 1.25 1.35 2.62

Modified from Su, Q.; Pei, Z.; Chi, L.; Zhang, H.; Zhang, Z.; Zou, F., The Yellow-to-Blue Intensity
Ratio (Y/B) of Dy3þ Emission. J. Alloys Compd. 1993, 192 (1), 25–27.

Table 3 Influence of the dysprosium concentration (mol%) on the yellow-
to-blue intensity ratio (Y/B) in systems with isovalent substitution
(La2Ti2O7, Gd2Zr2O7, LaZrSbO6) and aliovalent substitution (CaS).

Dy3þ (mol%)

Y/B

La2Ti2O7 Gd2Zr2O7 LaZrSbO6 CaS

0.5 1.2 1.7 � �
1 1.1 1.7 1.4 3.0
2 1.1 1.7 � �
3 1.1 � 1.4 �
5 1.2 � 1.3 3.33
7.5 � � � 3.61
9 � 1.8 1.5 �
10 � � � 4.20

Modified from Su, Q.; Pei, Z.; Chi, L.; Zhang, H.; Zhang, Z.; Zou, F., The Yellow-to-Blue Intensity
Ratio (Y/B) of Dy3þ Emission. J. Alloys Compd. 1993, 192 (1), 25–27.

Luminescence in the solid state 277



Understanding the mechanism of charge transfer within co-substituted systems is vital for optimizing these systems. Energy
transfer may occur through electronic multipolar interactions or other exchange interactions. These interactions have a critical
distance, Rc, where an Rc less than 5 Å means energy transfer is the dominating interaction, and an Rc greater than 5 Å favors elec-
tronic multipolar interactions. The critical distance may be calculated following Eq. (9),

Rc ¼ 2
�

3V
4pxN

�1=3

(9)

where c represents the optimal Tb3þ doping concentration, which in the Sr2LiScB4O10 example was determined to be c ¼ 0.023,
V is the volume of the unit cell, andN is the number of molecules in one unit cell. The critical distance of Tb3þ ions in Sr2LiScB4O10

was determined to be 11.83 Å using these values, indicating electronic multipolar interactions dominate. The multipolar interac-
tions can be further understood by examining the relationship between Dexter’s energy transfer formula using Reisfeld’s approx-
imation in Eq. (10).73

h0

hs
fCn=3

Ce3þþTb3þ
(10)

Here, h0 and hs are the photoluminescent quantum yields of Sr2LiScB4O10:Ce
3þ and Sr2LiScB4O10:Ce

3þ, Tb3þ, respectively, and C is
the sum of the activator concentrations. The values of h0 and hs can be approximated by the ratio of relative emission intensities of
Sr2LiScB4O10:Ce

3þ and Sr2LiScB4O10:Ce
3þ, Is0/Is. From here, it is possible to determine if exchange interactions or multipolar

Fig. 12 Schematic of the possible electronic transitions in Tb3þ.

Fig. 13 (A) Photoluminescent excitation (black) and emission (blue) spectra of Sr2LiScB4O10:Ce3þ. (B) Photoluminescent excitation (black) and
emission (green) spectra of Sr2LiScB4O10:Tb3þ. (C) The emission spectrum of Sr2LiScB4O10:Ce3þ (blue) and the excitation spectrum of
Sr2LiScB4O10:Tb3þ (black) overlap, indicating potential for charge transfer. (D) Photoluminescent excitation (black) and emission (green) spectra of
Sr2LiScB4O10:Ce3þ, Tb3þ. Modified from Chen, H.; Wang, Y., Sr2LiScB4O10:Ce3þ/Tb3þ: A Green-Emitting Phosphor With High Energy Transfer
Efficiency and Stability for LEDs and FEDs. Inorg. Chem. 2019, 58 (11), 7440–7452.
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interactions are favored. A linear relationship between C and Is0/Is represents exchange interactions, whereas a linear relationship
between Is0/Is and Cn/3 with n ¼ 6, 8, and 10, corresponding to dipole-dipole, dipole-quadrupole, and quadrupole-quadrupole
interactions. In Sr2LiScB4O10:Ce

3þ, Tb3þ, the exchange interaction can automatically be ruled out due to the critical distance,
with the most linear relationship stemming from the dipole-dipole interactions.72 Knowledge of the charge transfer mechanism
allowed the phosphor’s emission color to be tuned from the UV/blue region of the visible spectrum (Ce3þ-substitution) to the green
region of the visible spectrum (Ce3þ-Tb3þ co-substitution), demonstrating the value of co-substitution in phosphors.

4.09.4.2 Emission from Ce3D and Eu2D (4fnL15d1 / 4fn transitions)

The two most common rare-earth ions that exhibit transitions between the 4fn�15d144fn5d0 energy levels are Ce3þ and Eu2þ. The
energy levels of a free, gaseous rare-earth ion differ significantly compared to substituting the ion into a host structure. For example,
the energy difference between the 4f and 5d levels of a gaseous Ce3þ ion is approximately 6.2 eV (50,000 cm�1), meaning this elec-
tronic transition occurs in the UV region.17 However, incorporating this ion in a crystal structure results in inter-electron repulsion
that stabilizes and lowers the energy of the rare-earth 5d energy levels, known as the centroid shift. The magnitude of the centroid
shift is directly proportional to anion polarizability and is inversely proportional with the covalency of the composition of the host.
As the degree of covalency between the activator and its coordination anions increases, the activator’s 5d orbitals become further
stabilized. When the 5d orbitals undergo the centroid shift, they are degenerate, as illustrated in Fig. 14. This degeneracy is lifted
by a second phenomenon, crystal field splitting. The well-shielded 4f orbitals are unaffected and remain nearly constant in energy.
As a result, the combination of the centroid shift and crystal field splitting defines the energy difference between the 4f and the
lowest energy 5d orbital, known as the Stokes’ shift. The magnitude of the crystal field splitting depends on the bond lengths
between the rare-earth ion and coordinating anion, the coordination environment, and the symmetry of the activator site, all deter-
mined by the host structure. Crystal field splitting can be approximated following Eq. (11),

Dq ¼ Ze2r4

6R5 (11)

where Dq is the crystal field splitting, e is the charge of an electron, r is the radius of the 5d wavefunction, and R is the distance
between activator and coordinating anion.74 It is important to note that this equation was derived from a point charge model and is,
therefore, somewhat inaccurate. It is simply an approximation to describe crystal field splitting trends as a function of different bond
lengths. In addition, the magnitude of crystal field splitting depends on polyhedral distortion, which can be described by the bond
length distortion index, D, calculated using Eq. (12),

D ¼ 1
n

Xn

i¼1

jli � lavj
lav

(12)

where li is the distance between the central and coordinating ith atom and lavg is the average bond length. A more distorted
polyhedron would result in increased crystal field splitting. Finally, Dorenbos also noted that the shape of the polyhedral envi-
ronment is correlated to the magnitude of crystal field splitting; Dorenbos determined that octahedral, cubic, and dodecahedral
coordination yields the largest crystal field splitting, and the smallest crystal field splitting is found for activators in tricapped
trigonal prisms and cuboctahedral coordination.75 As a result, if one wanted to red-shift an emission spectrum by increasing the

Fig. 14 A schematic energy level diagram for a rare-earth ion (RE) shows the effect of the centroid shift and crystal field splitting. These
phenomena ultimately decrease the energy difference between the 4f and 5d orbitals, known as the red-shift, D(A). Emission results from the lowest
energy excited 5d orbital to the 4f ground state where the energy difference between these orbitals is known as the Stokes’ shift. Modified from
George, N. C.; Denault, K. A.; Seshadri, R., Phosphors for Solid-State White Lighting. Annu. Rev. Mat. Res. 2013, 43 (1), 481–501.
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crystal field splitting, one would have to choose a host that contain highly symmetric polyhedra with short bond lengths and/or
small coordination numbers.

The electronic transitions in Ce3þ and Eu2þ give rise to broad emission and excitation bands, in contrast to the 4f 4 4f line
transitions. This is due to the large DR between the ground and excited states and the radiative transitions between vibrational
levels.11 Past research has also shown that highly rigid structures can reduce non-radiative relaxation and electron-phonon coupling
in the excited state, which leads to a narrower emission spectrum. Moreover, multiple luminescent centers produce an emission
spectrum with multiple peaks of different shapes and positions. Overlap of these emission bands would cause an overall broad-
ening of the emission band. Finally, host structures substituted with Ce3þ tend to have broader emission bands than those
substituted with Eu2þ. This arises because the degeneracy of the 4f levels is lifted and causes spin-orbit coupling of the 4f ground
state into two levels, 2F5/2 and 2F7/2. The result is the observed dual emission from the lowest energy 5d state (2D3/2) to the two
separate 2F levels giving rise to a broader emission band.17 It is important to note that the emission band of any rare-earth
substituted system undergoing 4fn�15d1 / 4fn5d0 transitions may also be broadened by choosing a host structure with multiple
luminescent centers with different crystal field splitting parameters.

The luminescence from rare-earth activator ions can be described in the simplest terms as an exponential decay.17 The number of
terms in the exponential function used to fit the decay curve and the number of unique luminescence lifetimes typically correspond
to the number of crystallographic independent substitution sites in the host crystal structure. The transition between 4f and 5d
energy levels occurs on a nanosecond time scale due to the transition’s spin and parity allowed nature. Non-radiative relaxation
from higher energy 5d energy levels to the lowest energy excited state takes only 1 ns, or 1/10 of the time required for radiative relax-
ation, due to strong electron-phonon coupling. Generally, Ce3þ has the fastest radiative decay time, on the order of 10–100 ns,
making it the shortest lifetime of all rare-earth activator ions. Eu2þ tends to have slower decay times,z1 ms, because the multiplicity
of the excited spin state can be either an octet or sextet, but the ground state is an octet spin state (8S0), meaning the excited state
relaxation is spin-forbidden, yielding longer decay times.11,76 The fast decay rates of Ce3þ phosphors make them attractive for
general lighting applications, which require short decay times. Further, the fast decay times limit absorption saturation effects
that can negatively influence the optical properties. In general, however, the decay rates of phosphors tend to shorten upon exposure
to elevated temperatures, which are typically experienced in lighting devices. The high temperature promotes non-radiative path-
ways causing shorter decay times.

4.09.4.3 Thermal stability of 4f45d electronic transitions

The emergence of the high brightness InGaN blue LED triggered a search for new phosphors that can be effectively excited by blue
(lex ¼ 450 nm) light. However, the small compact size of modern LED chips generates a sufficient amount of heat that can nega-
tively impact the phosphor’s optical properties. Indeed, the heat activates the phonon modes of the phosphor, which increases the
probability of phonon-assisted non-radiative relaxation, effectively reducing the observed luminescence intensity. Moreover, the
increased temperature changes the local coordination environment that can cause a shift in the phosphor’s emission color. The
ability of a phosphor to resist changes in emission intensity as a function of increasing temperature is known as thermal stability.
The thermal stability of a phosphor is greatly influenced by the position of the activator’s energy levels with respect to the host
conduction and valence band. If the activator’s 5d orbitals energy levels are too close to the host conduction band, an electron
may be promoted from the ground state and into the conduction band, which effectively quenches the emission. This phenomenon,
known as photoionization, may be avoided by choosing a host crystal structure with a band gap in the UV so that it is far from the
activator absorption energy.

The energy barrier,OE, between the activator’s excited state orbitals and the conduction band of the host determines whether
the electron may be thermally promoted and trapped in the conduction band, thereby quenching the emission. It has been
proposed that choosing a host structure with a sufficiently wide band gap may help prevent temperature-induced photoionization.
In fact, machine learning models have been developed to predict host structures that are ideal for producing a thermally robust
emission (discussed in Section 4.09.10.3). Another proposed theory of thermal quenching is known as the cross-over mechanism.
This mechanism describes the non-radiative relaxation of an excited state electron through an intersection point between the 4f
(ground) and lowest excited 5d state. The probability of thermal quenching through this mechanism depends strongly on the

quenching barrier,OE. Research has shown that host structures that undergo minimal electron-phonon coupling (small magni-

tudes ofOR) are structures that contain rigid bonding networks and should be sought when developing new phosphors for LED
and laser-based applications.

The quantitative value of DE can be experimentally determined by investigating the relationship between 5d4 4f rare-earth
emission intensity, I(T), and the temperature, T, following the Arrhenius equation (Eq. 13).

IT ¼ I0

1þ G0
Gv
exp

�
�DE
kBT

� (13)

Here, Gv is the radiative decay rate, G0 is the attempt rate of the thermal quenching process, kB is Boltzmann’s constant, and DE
describes the thermal quenching barrier.77 The value of DE can be determined directly by fitting the normalized, integrated emission
intensity versus temperature decay curve to the Arrhenius equation or by approximating the relationship following Eq. (14).
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DE ¼ T50
680

(14)

This equation contains the crucial T50 quenching temperature or the temperature at which the emission intensity decreases to
50% of its initial intensity. The T50 can be experimentally determined by incrementally heating the sample from liquid nitrogen
or room temperature to elevated temperatures using a cryostat/heater coupled with a spectrofluorometer. From this data, it is
possible to plot the normalized, integrated emission intensity versus temperature to determine T50. The higher the value of the
T50, the more thermally robust a phosphor is considered. Current LEDs can reach operating temperatures approaching 450 K;
thus, a minimum T50 of 450 K is considered essential before a phosphor can be used in conjunction with an LED. The advent
of laser-based lighting has even more stringent T50 requirements.

Fig. 15 depicts an example of a temperature-dependent photoluminescence measurement for BaScO2F:Eu
2þ.78 The emission

spectrum of BaScO2F:Eu
2þ was collected incrementally from 80 K to 500 K with an excitation wavelength of 340 nm. Fig. 15A illus-

trates a contour plot of the emission spectrum. The dark red regions depict the maximum intensity, which is retained until �300 K.
Quenching begins once the temperature is increased beyond 300 K. The normalized, integrated emission intensity from each emis-
sion scan is plotted in Fig. 15B. The T50 was determined to be 387 K by extrapolating the temperature that would yield a normalized
integrated emission intensity of 0.5 (dashed line). This decay curve was fit to the Arrhenius equation (Eq. 13) shown by the orange
line to return an energy barrier of 0.32 eV. Using Eq. (14), the value of the energy barrier is 0.57 eV. This example highlights the
caution in approximating the value of DE.

Temperature-dependent lifetime measurements can also be conducted in a similar manner to determine the T50. A material’s
luminescence lifetime is known to be proportional to the photoluminescent quantum yield of a phosphor. These measurements
can be utilized to corroborate the value of the T50 or determine the T50 if the temperature-dependent emission intensity is ambig-
uous. For example, the temperature-dependent emission intensity of Na2MgPO4F:Eu

2þ does not decay as a function of temperature
as one would expect.79 As shown in Fig. 16A, the emission intensity increases as a function of temperature until 460 K, where the
emission intensity is almost double the 80 K intensity. Increasing the temperature further causes luminescence quenching to set in
by 580 K, and the T50 is finally reached at 634 K. The origin of this odd response is clear from studying the emission spectra as a func-
tion of temperature provided in Fig. 16B. At 80 K, two distinct emission peaks correspond to two Eu2þ atoms substituting on two
crystallographically independent Naþ sites. As the temperature increases, the higher energy peak starts to increase in intensity. This
abnormal increase in the emission intensity is likely due to the depopulation of defect trap states at high temperatures, illustrated in
Fig. 16C. The trap states are a charge compensation mechanism arising from the aliovalent substitution of Eu2þ for Naþ. The
enhanced emission intensity improves the phosphor’s thermal stability but makes determining an accurate T50 difficult. However,
temperature-dependent lifetime measurements are not affected by defect trap states and thus allow for a reliable determination of
T50 for this phosphor.

80 In this case, the material’s T50 was found to be 520 K, which surpasses the minimum of 423 K and makes
this phosphor appropriate for lighting applications.

Previous research has uncovered other strategies to improve the thermal quenching resistance if a phosphor system does not
have a T50 above the threshold. The first strategy involves managing the local activator environment to manage thermal quench-
ing.81 The local activator environment can be manipulated through cationic substitution. This strategy is commonly employed
to tailor the crystal field splitting of the activator to shift a phosphor’s emission color to the desired wavelength. However, it has
recently been determined that a large degree of cation disorder can enhance a phosphor’s thermal stability. For example, Liu
and co-workers reported that cation disorder, which can be calculated by the variance of cation size, r, in a structure by

Fig. 15 (A) Contour plot of the normalized temperature-dependent emission spectra of BaScO2F:Eu2þ under 340 nm excitation. (B) Normalized,
integrated intensity of the emission as a function of temperature. The orange line is the Arrhenius fit, which yields an activation energy of 0.32 eV.
Reproduced with permission from Hariyani, S.; Brgoch, J., Local Structure Distortion Induced Broad Band Emission in the All-Inorganic
BaScO2F:Eu2þ Perovskite. Chem. Mater. 2020, 32 (15), 6640–6649.
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s2 ¼ < r2 > � < r>2, can induce deep trap states that disrupt the inherent lattice vibration of a host structure.82 These trap states
will confine and release electrons at high temperatures, thereby enhancing a phosphor’s thermal stability. This was seen in the Ba2-
xSrxSiO4:Eu

2þ system, where the thermal stability improves as a function of increasing cation disorder. The main consequence of
employing this strategy is determining the correct balance between the creation of trap states and hindering the structural rigidity
of the host structure.

Thermal stability may also be improved through post-processing techniques after the material is already synthesized. One such
post-processing technique is to apply a surface coating on the phosphor. The coating material should be homogenous and trans-
parent to the excitation and emission energy. Examples of popular coating materials include MgO, ZnO, Al2O3, TiO2, and SiO2. The
surface coating is usually carried out in solution. For example, coating Ca2BO3Cl:Eu

2þ involved dispersing the phosphor powder in
a C2H5OH, H2O, and tetraethylorthosilicate (TEOS). TEOS is a common silicon source to produce a SiO2 coating. The solution was
then heated at 60 �C for 1 h at a pH of 9–10. The amount of tetraethylorthosilicate is varied during the coating process to identify
the optimal coating weight percent. In this case, the optimal SiO2 coating percentage for Ca2BO3Cl:Eu

2þ was 8 wt%. Measuring the
temperature-dependent emission revealed that at 473 K, the pristine Ca2BO3Cl:Eu

2þ retained 41% of the room temperature inten-
sity, whereas the coated phosphor was more thermally robust and retained 91% of the room-temperature emission intensity.83

There are two mechanisms proposed to explain the improved thermal stability. The first hypothesis is that a surface coating may
reduce the number of surface defects that contribute to non-radiative relaxation. The second theory suggests that a surface coating
minimizes the phosphor’s contact to air to prevent oxidation of the activator (Eu2þ to Eu3þ) at high temperatures.

4.09.4.4 Notable rare-earth substituted phosphors families

4.09.4.4.1 Garnets
The most popular class of phosphors are garnets that crystallize in the general formula X3Y2Z3O12 where X, Y, and Z represent the
three cationic sites that can accommodate various cations with differing radii. Garnets crystallize in the cubic space group Ia�3d and
are composed of an intricate network of [YO4] tetrahedra and [ZO6] octahedra known as a double gyroid, with 8-coordinate X3þ

cations filling the voids.84 In mineralogy, garnets are referred to as a group of naturally occurring silicate minerals that occur in
a variety of species such as Mg3Al2Si3O12 (Pyrope), Ca3Fe2Si3O12 (Andradite), and Ca3Cr2Si3O12 (Uvarovite). Garnet materials
have been used since the Bronze age as gemstones due to their brilliant color when substituted with transition metal ions and abra-
sives due to their high hardness.85 However, they were not used as luminescent materials until 1967. The first artificial garnets were
synthesized at that time, including the solid solution (Mn1� xYx)3Al2(Si1� xAlx)3O12, where the end member Y3Al5O12 was first
successfully prepared.86 Blasse and Bril found that substituting Ce3þ in Y3Al5O12 produced a yellow emission upon excitation
with blue light (lex z450 nm), which in combination, appears as white light to the human eye.87 The distorted eight-fold coordi-
nated environment around the small Y3þ cation induces a large crystal field splitting of the Ce3þ 5d levels, where the energy differ-
ence between the highest and lowest energy 5d orbitals is �3.3 eV or 26,600 cm�1. Combining the large crystal field splitting and
large centroid shift from covalent bonding leads to an energy difference of�4000 cm�1, resulting in the observed yellow emission.
Exciting Y3Al5O12:Ce

3þ (YAG:Ce3þ) from the ground state 2F5/2 state to the 5d orbitals produces a broad excitation band centered at
�460 nm.17 The broad emission band is centered at 540 nm and is the result of relaxation from the lowest excited 5d state to the
two 4f levels in the ground state split by spin-orbit coupling. The compatibility with a blue LED and the yellow emission makes
YAG:Ce3þ one of the most widely used phosphors in commercial applications. This is further discussed in Section 4.09.7.2.

Fig. 16 (A) Normalized, integrated emission intensity (blue circle) and photoluminescent lifetime (red square) as a function of temperature for
Na2MgPO4F:Eu2þ. (B) Temperature-dependent emission spectra of Na2MgPO4F:Eu2þ. (C) The mechanism of electron de-trapping upon exposure to
thermal energy (kT). Reduced with permission from Hariyani, S.; Brgoch, J., Advancing Human-Centric LED Lighting Using Na2MgPO4F:Eu2þ. ACS
Appl. Mater. Interfaces 2021, 13 (14), 16669–16676.

282 Luminescence in the solid state



Despite its discovery almost 50 years ago, researchers are still attempting to improve YAG:Ce3þ and tune its emission to be suit-
able for a myriad of applications. For example, researchers are attempting to improve the red spectral rendering of YAG:Ce3þ by
incorporating Tb3þ, Gd3þ, and even substituting Si-N with the goal of red-shifting the Ce3þ emission.88 For example, an attempt
to red-shift the emission involved replacing Y3þ (r8-coordinate ¼ 0.90 Å) with Lu3þ (r8-coordinate ¼ 0.86 Å) because the smaller size of
Lu3þ should result in shorter bond distances that increase the magnitude of crystal field splitting around the activator and red-shift
the emission.89 Surprisingly, Lu3Al5O12 emits bright green, with an emission band centered at 511 nm.90 Indeed, it was found that
the magnitude of crystal field splitting in Ce3þ-substituted garnets increases when the radius of the cation on the eight-fold coor-
dinate site increases and shifts the emission to longer wavelengths.91 On the other hand, when the radius of the cations occupying
the tetrahedral and octahedral sites increase, the emission wavelength decreases. These trends are due to large local distortions of the
eight-fold coordinated site, which greatly influences the crystal field splitting. This fundamental understanding of the YAG:Ce3þ

crystal chemistry led researchers to substitute the larger La3þ (r8-coordinate ¼ 1.03 Å), Gd3þ (r8-coordinate ¼ 0.94 Å), and Tb3þ (r8-
coordinate ¼ 0.92 Å) ions to successfully red-shift the emission, but these derivatives show worse photoluminescent quantum yields
and thermal stabilities.

4.09.4.4.2 Silicates
Silicates are crystal structures containing silicon atoms coordinated by oxygen that compose one of the largest classes of naturally
abundant minerals. The family of silicate crystal structures are classified by the bonding of the [SiO4] tetrahedra through the
[SiO4 � x

4 � 2x]n general formula where 0 � x < 2. Orthosilicates, also known as nesosilicates, are crystal structures composed of iso-
lated SiO4

�4 tetrahedra (x ¼ 0), metasilicate crystal structures contain SiO3
2� groups (x ¼ 1), and pyrosilicates contain Si2O7

6�

(x ¼ 0.5, n ¼ 2) groups.92 Recent literature is dominated by orthosilicate phosphors due to their tunable emission, allowing
them to cover most of the visible spectrum. The most popular orthosilicate crystal structures are M2SiO4 and M3SiO5, where
M ¼ Ca, Sr, and Ba.93 In 1968, Blasse and Barry simultaneously investigated the orthosilicates and other silicates such as
M2MgSi2O7 and M3MgSi2O8 as Eu

2þ-substituted phosphors.94

M2SiO4 crystallizes in different space groups depending on the choice of M-site cation. When M ¼ Ba, the compound will only
crystallize in the orthorhombic space group Pmcn.95 Sr2SiO4 has two polymorphs. The first is a low-temperature phase (<85 �C)
where Sr2SiO4 crystallizes in the b-type monoclinic P21/n structure and above 85 �C, Sr2SiO4 is isostructural to Ba2SiO4. Ca2SiO4 is
also polymorphic and can crystallize in the g-type, which has an orthorhombic olivine structure (space group Pbnm) and is stable at
room temperature, and also forms a metastable room temperature b-phase, which is also isostructural to Ba2SiO4.

96 The
M2SiO4:Eu

2þ phosphors emit in the 500–600 nm region upon excitation from 300 to 400 nm, where the emission can be further
tuned through solid solutions between the alkaline earth cations. One of the drawbacks of this structure type is that the compound
contains two crystallographically independent M sites, one 10-coordinate and one 9-coordinate. As a result, the crystal structure
produces a broad emission band that can be observed at low (77 K) temperatures.17 The photoluminescent quantum yield depends
on the choice of M-site cation; Ba2SiO4:Eu

2þ has the highest room-temperature quantum yield of 75%, whereas the Ca and Sr-
containing derivatives have a quantum yield of only 30%. The thermal stability of these materials, on the other hand, is quite
similar, where the emission intensity is 50% of the room temperature intensity at 150 �C. Interestingly, making a 50:50 solid solu-
tion between Sr and Ba, (BaSr)SiO4:Eu

2þ, improves the thermal stability by retaining 50% of the room temperature emission inten-
sity at 225 �C, making it the most thermally stable of the M2SiO4:Eu

2þ phosphors.
The substitution of Ce3þ into theM2SiO4 structure results in violet or blue emission, consistent with crystal field splitting around

the smaller Ce3þ.97 Interestingly, Ce3þ-substituted Ca2SiO4 in the g-type polymorph can also exhibit yellow emission
(lem ¼ 575 nm) under near-UV and blue light excitation. The olivine crystal structure comprises two crystallographically indepen-
dent, highly distorted [CaO6] octahedra, where one octahedron has inversion symmetry, and the other possesses mirror symmetry.
Cheetham and co-workers proposed that Ce3þ substitutes on both [CaO6] sites where the Ce3þ sitting on the site with inversion
symmetry produced a yellow emission based on past research that showed this substitution site yielded a larger crystal field splitting
in olivine structures.96 The second Ce3þ with mirror symmetry yields a blue emission that is fully absorbed by the Ce3þ ion occu-
pying the inversion symmetry site, resulting in only the yellow emission.

The M3SiO5 orthosilicates also crystallize in a different space group depending on the choice of M-site cation. Here, the general
trend is that as theM-site cation becomes larger in ionic size, the symmetry of the crystal structure increases where Ca3SiO5, Sr3SiO5,
and Ba3SiO5 crystallize in the monoclinic Cm, tetragonal P4/ncc, and tetragonal I4/mmm, respectively.17 Substituting Eu2þ in these
materials results in a broad emission peak centered between 500 and 600 nm under 254 nm excitation. Moreover, the emission
band can be tuned to higher energy by increasing the size of the alkaline earth cation, following crystal field splitting. Substituting
Ce3þ in these crystal structures results in a 30 nm red-shifted emission compared to the Eu2þ emission.6 Unfortunately,
Sr3SiO5:Ce

3þ loses 50% of its room-temperature emission intensity by 170 �C.98

In the M2SiO4 and M3SiO5 orthosilicates, the crystal structures contain isolated SiO4 tetrahedra. The M2MgSi2O7 structures, on
the other hand, are composed of corner-connected SiO4 and MgO4 tetrahedra.M2MgSi2O7 (M ¼ Ca and Sr) crystallizes in the Åker-
manite-type structure, P�421m. Ba2MgSi2O7 crystallizes in the monoclinic C2/c. Each crystal structure has only one crystallographic
site for rare-earth substitution. Surprisingly, the emission from these orthosilicates deviates from the expected trend where the Ca,
Sr, and Ba derivatives emit at 575, 470, and 500 nm, respectively.99,100 Preparing a 50:50 solid solution between Sr and Ba, or
SrBaMgSi2O7, does follow the expected crystal field splitting trends where the emission blue shifts to 440 nm. The photolumines-
cent quantum yield of these Eu2þ-substituted phosphors is only 40% at liquid nitrogen temperatures, and the emission becomes
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fully quenched by 350 K, indicating poor thermal stability.101 The poor efficiency and thermal stability may be due to the proximity
between the excited state 5d orbitals and the host conduction band, allowing photoionization to occur.

Finally, M3MgSi2O8 crystallizes in the trigonal P�3 when M ¼ Ba and the monoclinic P21/c when M ¼ Sr and Ca.17 These
compounds are still structurally similar as they both contain two-dimensional sheets of SiO4 and MgO4 tetrahedra with three M
sites that are 6-, 9-, and 10-fold coordinated. These materials have a wide excitation band that spans the UV to near-UV with
a maximum near 400 nm. The emission in these compounds follows crystal field splitting trends where Ba3MgSi2O8:Eu

2þ emits
at 440 nm, and Ca3MgSi2O8:Eu

2þ emits at 475 nm. The quantum yields of these phosphors also increase as the average alkaline
earth cation size increases, where the 40% efficiency of Ca3MgSi2O8:Eu

2þ improves to 80% by full Ba substitution.

4.09.4.4.3 UCr4C4-type materials
The UCr4C4 type crystal structures are fascinating structures that follow the A[B2C2X4] and A[BC3X4] general formulas. This structure
type was first investigated by Schnick and co-workers in Sr[LiAl3N4]:Eu

2þ. This phosphor possesses a narrow full width at half
maximum of 50 nm (1180 cm�1) despite the presence of two crystallographically independent Sr sites for rare-earth substitution
owing to the highly condensed and rigid backbone of [AlN4] and [LiN4] tetrahedra and the symmetric cuboid environment around
the Sr atoms.102 Sr[LiAl3N4]:Eu

2þ emits at 649 nm under 440 nm excitation and possesses a photoluminescent quantum yield of
74%. In addition, the phase retains 95% of its room-temperature emission intensity at 500 K. This symmetric eight-fold coordina-
tion environment is extremely favorable for narrow emission bands and has inspired the discovery of a number of derivatives
including red-emitting Sr[Mg3SiN4]:Eu

2þ (fwhm ¼ 43 nm, 1170 cm�1),103 M[Mg2Al2N4]:Eu
2þ (M ¼ Ca, Sr, Ba) (fwhm ¼ 1815,

1823, and 2331 cm�1 for M ¼ Ca, Sr, and Ba, respectively), and Ba[Mg2Ga2N4]:Eu
2þ (fwhm ¼ 2168 cm�1).104 Synthesizing these

phases require oxygen and water-free gloveboxes and high temperature and pressure sintering; therefore, researchers have turned to
oxide-based UCr4C4 phases called alkali lithosilicates. In addition to the easier synthesis, these phases are also more chemically
stable than their nitride counterparts. A number of these phases have been reported in the A[BC3X4] general formula where
A ¼ Rb, Cs, K, Na, and Li, B ¼ Na and Li, C ¼ Ti, Ge, Si, Al, and X is O with either Eu2þ or Ce3þ substitution.105 Notable phosphors
from this class of materials include RbNa3(Li3SiO4)2:Eu

2þwhich has a cyan emission (lem ¼ 471 nm), an ultra-narrow full width at
half maximum of 22.4 nm (980 cm�1), and retains over 96% of the room temperature emission intensity at 150 �C.106

CsNa2K(Li3SiO4)4:Ce
3þ has two distinct emission bands at 418 nm and 450 nm with full width at half maxima of 22 and

45 nm, respectively, in addition to zero thermal quenching and impressive chemical stability by retaining 97% of its original photo-
luminescent intensity after 90 days of exposure to ambient atmosphere.107

4.09.5 Upconversion materials

4.09.5.1 Mechanisms of upconversion emission

Another class of luminescent materials includes photon up-converting materials. Photon upconversion is a non-linear optical
process that produces high-energy photons through the sequential absorption of two or more low-energy photons.108 Upconverting
materials were envisioned by Bloembergen in 1959 due to a need for detecting and counting infrared (IR) photons through the
interaction of IR photons with phosphors.109 Unfortunately, due to a lack of pumping (excitation) sources, the first upconverting
material was not developed until 1966 by F. Auzel.110 Advances in lasers and optical technology made it possible to experimentally
observe IR to visible photon upconversion in Er3þ-Yb3þ and Tm3þ-Yb3þ systems. Improvements in the synthesis of these phases
lead to various advancements, including resistance to photobleaching, wide excitation bands, outstanding penetration depth in bio-
logical systems, and less sensitivity to particle size. However, upconverting materials still require improvements in efficiency, color
output, and identifying the appropriate energy transfer pathway for the desired emission for specific applications.

There are many mechanisms identified that are either independently or cooperatively involved in the upconversion process.
Time-resolved photoluminescence measurements are often conducted to determine which upconversion mechanism is occurring.
The first mechanism, shown in Fig. 17A, depicts the most straightforward mechanism known as excited-state absorption (ESA). This
mechanism involves multi-step excitation from the ground state to an intermediate state through the sequential absorption of one
or more low-energy photons.108 The photons populate the intermediate state where upconversion occurs. The second pump photon
can be absorbed by the absorption cross-section of the excited ion. The ESA process generally occurs at low activator concentration,
typically less than 1%, as higher activator concentrations have a higher probability of quenching the up-conversion emission
through non-radiative relaxation. However, the drawback to this mechanism is that it occurs in single rare-earth substituted systems,
and the efficiency becomes suppressed due to weak absorption from parity-forbidden 4f44f transitions.

Another mechanism is energy-transfer upconversion (ETUC). This mechanism is more efficient than ESA because it involves two
luminescent centers: an activator and a sensitizer.108 Here, the sensitizer is excited and emits photons that are subsequently
absorbed by the nearest-neighbor activator within a certain photon travel distance, shown in Fig. 17B. Emission from upconversion
occurs from the relaxation of the activator to the ground state or a lower excited state.

It may seem counter-intuitive that an energy-transfer mechanism is more efficient than a direct approach like ESA. In this situ-
ation, the sensitizer provides access to new excitation wavelengths with reduced efficiency since it is the product of two processes
with an efficiency inherently less than 100%. This process’s high efficiency depends on the degree of overlap between the emission
band of the sensitizer and absorption band of the activator, the activator concentration dependence of the sensitizer emission
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spectrum, and the sensitizer lifetime, which is independent of the activator concentration. The probability of energy transfer
between two ions at a distance, R, can be determined by these factors. At even more considerable distances (larger R), the resonant
radiative transfer may permit long-range energy diffusion. This can lead to photon-trapping effects, increasing the lifetime and ulti-
mately increasing the probability of upconversion. In fact, this process is so efficient that it can be obtained from black-body exci-
tation or spontaneous diode emission before lasers were readily available.

Although useful, ETUC is not the most efficient upconversion process. Photon avalanche (PA) is the most efficient way of
producing upconversion emission, and the mechanism is illustrated in Fig. 17C.108 The photon avalanche process is more complex
than the previous two mechanisms as it only occurs after surpassing a specific critical pump density. The pump density must be
sufficiently large to populate the immediate energy levels, known as the intermediate reservoir levels, through the non-resonant
ground state process. This is followed by excited-state absorption or energy-transfer up-conversion of the excited electron to the
up-conversion emitting level. Once in the upconversion energy state, relaxation to the ground state occurs. This causes an increase
in the reservoir and upconversion emission energy levels, leading to an “avalanche” effect that generates excited electrons. This feed-
back loop process explains why the photon avalanche mechanism is the most efficient method to produce upconversion emission.

The cooperative upconversion (CUC) process, illustrated in Fig. 17D, is similar but not as efficient as the energy-transfer upcon-
version process because it also utilizes an activator and sensitizer. In this process, two adjacent sensitizers populate the upconversion
emission level through cooperative energy transfer. This differs from energy transfer upconversion as cooperative upconversion does
not have long-lasting intermediate energy levels compatible with the sensitizer. As a result, cooperative upconversion is most
commonly observed in systems that have been substituted with Yb3þ. Yb3þ acts as the cooperative sensitizer, while the sensitizer
can be any of the rare-earth ions.

The final mechanism to produce upconversion emission is through energy migration-mediated upconversion (EMMUC). This
mechanism, provided in Fig. 17E, was proposed by Liu et al. based on their observation of the energy transfer that occurred in the
NAGdF4:Yb

3þ, Tm3þ@NaGdF4:Ln
3þ (Ln ¼ Tb3þ, Eu3þ, Dy3þ, and Sm3þ) core-shell nanostructures.111 This process is the most

complex as it involves four types of luminescent centers: activator, sensitizer, accumulator, andmigrator. The sensitizer/accumulator
and the activator are separated in separate layers of the core-shell and are connected through the migrator. First, the sensitizer is
excited through ground-state absorption, where it transfers its energy to the accumulator. This promotes the accumulator to a higher
excited state. The accumulator should reside in energy levels with longer lifetimes to accept the sensitizer’s energy transfer. Next, the
energy is shifted from the accumulator to the migrator, followed by energy transfer through the core-shell interface by utilizing the
migrators. Finally, the energy is trapped by an activator in the shell and emits the upconversion luminescence during the relaxation
process.

4.09.5.2 Familiar upconversion systems

Inorganic upconversion systems may contain multiple activators and produce emission through resonance energy transfer. The
choice of activator, however, is crucial and can result in tunable emissive properties. One popular upconversion system capable
of a tunable emission is lanthanide-substituted core-shell NaGdF4 nanoparticles. NaGdF4:Yb

3þ, Tm3þ@NaGdF4:Eu
3þ produces

upconversion emission from Eu3þ upon excitation at 976 nm. In this system, the Yb3þ and Tm3þ ions in the core act as double
sensitizers to promote the Eu3þ emission. The Eu3þ activator can also be replaced with Tb3þ, Dy3þ, or Sm3þ to tune the emission
to the green, yellow, and orange regions of the visible spectrum.111 Wang et al. also investigated the effect of varying the

Fig. 17 Upconversion mechanisms of rare-earth substituted materials where E0 is the ground state, E1 and E2 are excited states, ESA is excited-
state absorption, ETU is energy-transfer upconversion, PA is photon avalanche, CUC is cooperative upconversion, and EMU is energy migration-
mediated up-conversion. Reproduced with permission from Mahata, M. K.; Hofsass, H. C.; Vetter, U., Photon-Upconverting Materials: Advances and
Prospects for Various Emerging Applications. In LuminescencedAn Outlook on the Phenomena and Their Applications, InTech: 2016.
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upconversion activator ion and the emitting activator ion. For example, the emission spectrum of NaYbF4@Na(Yb, Gd)F4@NaGdF4
produces a blue or green emission depending on whether Tm3þ or Ho3þ and Er3þ are chosen as the upconverting ions in the inner
shell layer. However, if the emitting activator ions Dy3þ, Eu3þ, or Tb3þ are substituted in the outermost shell and Tm3þ is utilized as
the upconverting ion in the inner shell, the emission can be tuned in the green to red region of the visible spectrum by extracting
energy from the UV emission of Tm3þ.112 It is important to note, there have been no other examples of effective energy migration in
other lanthanide-substituted upconversion nanoparticles.

The presence of multiple activators in upconverting systems means the color purity of the emission is often low. NaYF4: Yb
3þ,

Er3þ is one of the most popular upconverting systems. NaYF4 can exist as one of two polymorphs, a metastable, high-temperature
cubic phase or the thermodynamically stable low-temperature hexagonal phase. The hexagonal polymorph typically shows higher
upconversion emission efficiency than the cubic phase. Hexagonal NaYF4: Yb

3þ, Er3þ typically shows multiple narrow emission
lines in the red and green region of the visible spectrum.113 This emission is not ideal for many applications such as anti-
counterfeiting, color display, and bioimaging, where a high color purity emission is desired. One solution to enhance color purity
is through manipulating the chemical composition of the host. For example, KMnF3: Yb

3þ, Er3þ yields pure red emission at 660 nm
because the Mn2þ ions quench the green Yb 3þ emission. In addition, the Mn2þ emission can transfer its energy to the Er3þ excited
state to promote the production of the red emission.114 Substituting Mn2þ in NaYF4: Yb

3þ, Er3þ yields a similar result of enhanced
red emission.115 Another popular red-emitting upconversion material is Na3ZrF7: Yb

3þ, Er3þwhich is reported to have five times the
upconversion emission intensity of NaYF4: Yb

3þ, Er3þ which was attributed to the formation of lanthanide-lanthanide clusters in
the nanoparticles. This shortened distance between the activators increases the probability of cross-relaxation to promote the
quenching and energy transfer of the green Yb3þ emission to Er3þ.116

4.09.6 The role of defects and the rise of persistent luminescence

The radiative recombination time, or luminescence lifetime, of Ce3þ is typically on the order of �10–100 ns, whereas Eu2þ phos-
phors decay on the order of microseconds due to the larger degeneracy of the excited state. However, some phosphors exhibit
a unique optical response where the radiative relaxation occurs on a time scale exceeding the typical decay times. This anomalous
radiative decay can last anywhere from seconds to days and is often referred to in the literature as persistence luminescence, after-
glow, or long-lasting phosphorescence.

The prototypical use of persistent luminescence materials is in modern glow-in-the-dark toys, which typically utilize
SrAl2O4:Eu

2þ. SrAl2O4 crystallizes in the monoclinic space group P21 and is composed of [AlO4] tetrahedra that form a corner con-
nected three-dimensional backbone with two crystallographically independent octahedrally coordinated Sr2þ atoms.117 The substi-
tution of Eu2þ produces a broad emission peak composed of two distinct emissions. The first emission is centered at 450 nm, but is
thermally quenched at 150 K. The second and far more dominant emission, is centered at 520 nm, and produces the characteristic
green emission.118When exposed to UV to blue light, SrAl2O4:Eu

2þ can emit forz70 min.119 Interestingly, the addition of a second
activator, notably Dy3þ, can push the lifetime to 30 h.120 While many proposed mechanisms attempt to rationalize the observation
of persistent luminescence, each mechanism agrees that some form of electron trapping/de-trapping gives rise to the optical
phenomenon.

The earliest proposed mechanism for persistent luminescence was by Matsuzawa based on his observations of the famous
SrAl2O4:Eu

2þ.120 This mechanism, illustrated in Fig. 18A, proposed that electron trap states and charge carrier holes arose from
lattice defects. Photoconductivity measurements suggested that Sr2þ vacancies in SrAl2O4:Eu

2þ acted as hole donors. The hypothesis
that electron holes would act as the primary charge carrier was further supported through additional photoconductivity measure-
ments on SrAl2O4:Eu

2þ, Dy3þ. Matsuzawa suggested that when Dy3þ is co-substituted with Eu2þ in SrAl2O4, the Eu
2þ is reduced to

Euþ when an electron from Eu2þ is promoted to the 5d orbitals. This causes Dy3þ to oxidize to Dy4þ since the resulting hole is
carried through the valence band of the Dy3þ 4f orbitals. The Dy4þ oxidation state was accepted due to the presence of Nd4þ in
fluoride phosphors.121 Applying thermal energy causes electron-hole recombination to occur where the electron is released from
its trap state and recombines with Euþ to produce Eu2þ and a photon. This model was believed to have been experimentally vali-
dated through thermoluminescence and photoconductivity measurements and, as a result, was accepted for many years. However,
recent investigations into the oxidation states of Eu2þ and Dy3þ using X-ray absorption spectroscopy (XAS) and electron paramag-
netic resonance spectroscopy (EPR) have not provided any evidence of Eu2þ reduction or Dy3þ oxidation.

The main drawback of this model was that Matsuzawa could not explain how SrAl2O4:Eu
2þ exhibited a long luminescence life-

time without a co-activator. To further investigate the validity of Matsuzawa’s proposed mechanism, the lanthanide energy levels of
many well-known phosphors were calculated to establish localized activator energy levels. It was found that the Eu2þ 4f orbitals
were not energetically favorable to act as a charge carrier hole since the Dy3þ 4f orbitals lay just below the valence band. Using
this new information, Dorenbos proposed another mechanism (Fig. 18B).122 It was proposed that an electronmay be photoionized
into the conduction band where the co-dopant can trap the electron. This would cause Eu2þ to oxidize and the co-activator to
become reduced, which is the opposite of the Matsuzawa model.124 This model successfully verifies the location of the Eu2þ 5d
orbitals but unfortunately failed to explain the presence of trap states in a system with a single activator.

Clabau provided further understanding of these materials by considered persistent luminescence in the absence of a co-activator.
This mechanism was based on the results of EPR on SrAl2O4:Eu

2þ upon continuous UV excitation.123 The EPR measurement
revealed that Eu2þ may be oxidized and can independently partake in the electron trapping and de-trapping process. Clabau placed
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the Eu2þ 5d orbitals near the bottom of the conduction band in his model, similar to the Dorenbos model. The approach of Clabau
differs from the Dorenbos model by suggesting that an electron from Eu2þ may be excited, not photoionized, into the conduction
band, and the presence of Eu3þ arises from the failure to fully reduce Eu2þ during synthesis. The Eu3þ also participates in the trap-
ping and de-trapping through charge transfer to emit photons (Fig. 18C). This suggests that the second, low-temperature emission
peak observed in SrAl2O4:Eu

2þ, centered at 450 nm, arises from the recombination of a Eu3þ hole trapped by a cation (Sr2þ)
vacancy. Simultaneously, an electron from Eu2þ is trapped and released from an anion vacancy, resulting in the dominant emission
peak centered at 520 nm. Unfortunately, extensive crystallographic studies have confirmed that the second, low-temperature emis-
sion peak arises from SrAl2O4:Eu

2þ having two crystallographically independent Sr2þ sites. The Clabau model successfully con-
structed a mechanism that involves a second activator by showing the influential role of lattice defects on persistent luminescence.

More recently, density functional theory calculations have provided more clarity on the energetics driving the formation of
vacancies in these systems. Calculations by Qu et al. show that cation and anion vacancies form simultaneously in CaAl2O4:Eu

2þ,
Nd3þ.125 The oxygen vacancies form close to the bottom of the conduction band and act as trap states, whereas the calcium vacan-
cies lie close to the top of the valence band, which is consistent with EPR measurements. These cation vacancies observed in
CaAl2O4:Eu

2þ, Nd3þ are likely occurring in SrAl2O4:Eu
2þ, Dy3þ, which was observed in photoconductivity experiments. Ultimately,

the ab initio calculations were able to show that the oxygen vacancies and co-activator 5d orbitals form near the bottom of the
conduction band and possess the appropriate energies to act as electron traps. The cation vacancies are not energetically favored
to act as trap states but rather stabilized the anionic vacancies. If a co-activator is in a system, it may act as an electron trap and
an electron donor.

It is now clear that trap states control the ability to produce a long luminescent lifetime in a persistent luminescent phosphor.
The depopulation of these trap states at room temperature is dependent upon the trap state and host structure. Depopulation of
a trap state requires a certain amount of energy, known as the activation energy or trap depth.117 Shallow traps, which have acti-
vation energy less than 0.4 eV from the bottom of the conduction band depopulate immediately at room temperature. In contrast,
deeper traps with energies greater than 1.0 eV require more energy than available at room temperature and remain trapped indef-
initely. As a result, the ideal trap depth is at 0.65 eV.126 Extensive research has been done to classify these trap states as either
Schottky defects, which are unoccupied cationic or anionic sites, Frenkel defects, in which an atom occupies an interstitial site,
leaving a vacancy, or an anti-site defect, where two atoms of different type exchange sites. Computational studies were able to
show that Schottky defects are the most energetically favorable and that these Schottky defect sites have favorable activation energies
with respect to the conduction band minimum.

Fig. 18 (A) Schematic representing the mechanism of persistent luminescence proposed by Matsuzawa where an electron from Eu2þ is excited
from the 4f to the 5d orbitals. The resulting hole is conducted through the valence band and is trapped by a 4f orbital of Dy3þ. Thermal energy, kT,
releases the hole where it recombines with the relaxed electron to form a photon.120 (B) Dorenbos proposed that the excited electron from Eu2þ is
photoionized into the conduction band where it remains trapped in the 5d orbital of the rare-earth (in this case, Dy3þ) co-activator. Thermal energy
releases the electron where it recombines with the hole that remained in the 4f orbital to produce a photon.122 (C) Clabau suggested that the excited
electron from Eu2þ becomes trapped in an anion vacancy (VA) and the hole remains in the 4f orbital. Thermal energy releases the electron where it
recombines with the hole to produce a photon. A different electron from Eu3þ is excited through charge transfer (CT) and its hole trapped in a cation
vacancy (VC). Charge transfer releases the hole and it recombines with the electron to produce a photon.123 Excitation and trapping are blue lines,
thermal release and relaxation are black lines. Electrons are yellow circles, and holes are gray circles. Modified from Finley, E. Structure-Composition
Relationships and Their Influence on Long Luminescent Lifetimes in Persistent Luminescent Phosphor. Houston, TX: University of Houston, 2019.
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4.09.7 Application of rare-earth and transition metal substituted phosphors

Rare-earth and transition metal-substituted phosphors are used in a variety of applications such as general and display lighting,
medical imaging, and temperature sensing, among others. Optical properties such as excitation and emission maximum, quantum
efficiency, thermal stability, and lifetime dictate which application a luminescent material is appropriate for. It should be noted that
a plethora of both rare-earth and transition metal-substituted phosphors can be used in each application, but for brevity, we will
highlight some of the most famous phosphors used in diverse applications that we interact with on a daily basis.

4.09.7.1 Phosphors for LED-based white lighting

The development of the first efficient blue LED brought upon white light-emitting devices by coupling the LED with Y3Al5O12:Ce
3þ

(YAG:Ce3þ), which is the technology that can now be found in smartphone flashlights, car headlights, and LED light bulbs.
YAG:Ce3þ is used in most devices due to its impressive (>90%) photoluminescent quantum yield and its ability to retain 50%
of its room temperature emission intensity up to 550 K.91 Nevertheless, these devices were classically known to have a high corre-
lated color temperature (CCT z5000 K) with a low general color rendering index, Ra > 70, meaning the light has a blue hue that
appears harsh to the eye. This similar problem plagued fluorescent lighting. The correlated color temperature of these lights can be
lowered by adding a second, red-emitting phosphor such as Sr2Si5N8:Eu

2þ.127 This material crystallizes in the orthorhombic Pmn21
and is composed of corner connected Si3N4 tetrahedra with 8-coordinate Sr atoms in the voids. The red emission is due to large
crystal field splitting and a strong nephelauxetic effect from the nitrogen coordination. Sr2Si5N8:Eu

2þ has a broad excitation
band centered at 450 nm, indicating good compatibility with blue LEDs, and 86% of the emission intensity is retained at
150 �C, the temperature regarded as the maximum operating temperature of LED light bulbs.128 The addition of a red-emitter
improves the general color rendering index, Ra, of these devices from 63 to z72, but offers limited color tunability.128,129 Color
tunability is more readily achieved through the addition of an explicit green-emitter. Substituting Y3þ for Lu3þ in Y3Al5O12:Ce

3þ

results in bright green emission upon blue light excitation. The green emission band from Lu3Al5O12:Ce
3þ, centered at

z550 nm, is very broad and covers the region from 500 to 750 nm, making it suitable for full coverage of the visible spectrum
in the production of white light. Increasing the Ce3þ concentration causes a red-shift in the emission spectrum, so the emission
can be tuned from the green to yellow region of the visible spectrum. In addition, Lu3Al5O12:Ce

3þ retains over 85% of its room
temperature emission intensity up to 250 K, making it compatible with LEDs that generate heat during operation.130 In addition,
the emission peak does not drastically shift, indicating excellent chromatic stability. Utilizing both Lu3Al5O12:Ce

3þ and
Sr2Si5N8:Eu

2þ in a device yields a Ra > 80 while improving the overall gamut of available colors.
Another strategy to improve the color tunability and color rendering index of lighting devices is to utilize a UV or near-UV LED

(lem ¼ 365–400 nm) and red, green, and blue-emitting phosphors. This approach has the added advantage of covering the UV to
the blue region, which is lost when using a blue LED. The aforementioned green and red-emitting phosphors can be utilized with
UV and near-UV LEDs. The most famous blue emitter for UV LED-driven devices is BaMgAl10O17:Eu

2þ. While this phosphor has
been historically used in plasma display devices, years of optimization have improved the UV and near-UV absorption to yield pho-
toluminescent quantum yields nearing 100% under 365 nm excitation and 90% 400 nm excitation. In addition, commercially
produced BaMgAl10O17:Eu

2þ has a thermally robust emission with excellent chemical stability.79 Prototype devices containing
a phosphor blend of BaMgAl10O17:Eu

2þ, Lu3Al5O12:Ce
3þ, and Sr2Si5N8:Eu

2þ can produce a cold white light that can be tuned
to a warm white light by manipulating the ratio of each luminescent material. These devices tend to have a Ra > 90. Unfortunately,
these devices have not been widely commercialized due to the higher cost of UV and near-UV LEDs compared to blue-emitting
LEDs.

The many advantages of LED lighting, including affordable cost, wide material availability, and long lifespans, have helped them
gain a significant share of the commercial and residential lighting sector. Unfortunately, the reliance on blue LEDs (lem ¼ 450 nm)
as the excitation source in these devices overstimulates human’s intrinsic photosensitive retinal ganglion cells, which overproduces
dopamine and suppresses melatonin production. This has been shown to cause macular degeneration, cataract formation, mood
disorders, and circadian disruption.131 Therefore, switching to violet LEDs (lem ¼ 405 nm) to create “human-centric” lighting is one
approach that minimizes blue light exposure at nighttime to reduce melatonin suppression.132 Devices utilizing violet LEDs have
been reported to have higher color rendering indexes and luminous efficacies.133 The most straightforward way to produce
a human-centric light is to identify a yellow-emitting phosphor that can be efficiently excited by a violet LED rather than a blue
LED to produce white light. (Ca1� x� ySrxEuy)7(SiO3)6Cl2 fulfills this need by producing a bright yellow emission centered at
580 nm upon 400 nm excitation.134 The crystal structure contains two crystallographically independent sites for rare-earth substi-
tution. Eu2þ can substitute onto the M(1) site, which is coordinated by seven oxygen atoms and one chlorine atom to produce
a blue emission. Yellow emission is obtained when Eu2þ is substituted onto the M(2) site which is asymmetrically coordinated
by a single bridging and four non-bridging oxygen ions and two chlorine ions which gives rise to a large crystal field splitting.
Increasing the Ca content in the crystal structure changes the local structure around theM(2) site causing a red-shift of the emission
where the yellow emission dominates. (Ca0.37Sr0.53Eu0.10)7(SiO3)6Cl2 possess an impressive 91% photoluminescent quantum
yield and retains 75% of its emission intensity at 423 K. Most importantly, fabricating a prototype LED light bulb utilizing a violet
LED, blue-emitting (Ca,Sr)5(PO4)3Cl:Eu

2þ and yellow-emitting (Ca0.37Sr0.53Eu0.10)7(SiO3)6Cl2 produces a white light with less
blue light intensity. Additionally, the device retains 96% of its emission intensity after 3000 h of operation and the correlated color
temperature of the light can be tuned from 3010 to 5070 K by varying the fraction of Ca within the host crystal structure.134 The lack
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of a red spectral component, however, will still hinder the color rendering of the device. Therefore, a device can also be constructed
using a violet LED and blue-, green-, and red-emitting phosphors. While many green-, yellow-, and red-emitting materials are highly
efficient under 405 nm excitation, there is a noticeable gap of blue phosphors with this capability due to the short Stokes shift
required. Na2MgPO4F:Eu

2þ is a new blue-emitting phosphor that has been reported with 70% quantum yield under 405 nm exci-
tation, zero thermal quenching, and moderate chemical stability in high moisture environments.79 Fabricating a prototype LED
light bulb resulted in a device with a correlated color temperature ofz2700 K and an Ra of 93. Comparing this device to a commer-
cial “Soft White” Sylvania light bulb, which uses a blue LED, revealed a similar correlated color temperature but a poor Ra of 83. In
addition, the commercial bulb had significantly higher blue light intensity than the violet LED device, meaning melatonin suppres-
sion will not be significantly disrupted using a violet LED. Therefore, the future of LED lighting consists of human-centric light that
can be produced by utilizing violet LEDs and compatible blue-emitting phosphors such as Na2MgPO4F:Eu

2þ.

4.09.7.2 Phosphors for display panels

Luminescent phosphors are also used in display panels to produce color images. The first color cathode ray tube television display
screens were developed in the 1960s after researchers found that the materials like Zn2SiO4 and CaWO4 produced luminescence in
a gas discharge environment. The resulting televisions used the semi-conducting ZnS host crustal structure substituted with different
activators to produce blue, green, and red emissions.135 Substituting Agþ in ZnS generated a blue emission reported to have an effi-
ciency of 21–25%. Substituting Cd2þ for Zn2þ in ZnS shifted the emission to the red region of the visible spectrum. (Zn, Cd)S:Agþ

produced a broad emission band centered at z675 nm and was quickly replaced with Eu3þ-substituted phosphors once it was
determined a narrow line emission would be more beneficial for color rendering. Substituting Cuþ and Al3þ instead in (Zn, Cd)
S resulted in a green emission that could be tuned from 530 nm to 560 nm by varying the Zn:Cd ratio. The combination of these
three phosphors produced a functional picture in the first cathode ray tube television, but they quickly became antiquated upon the
transition to rare-earth and transition metal luminescent phosphors in 1972.2

The switch to flat panel displays was driven by the rise of rare-earth and transition metal luminescent phosphors that could be
excited by plasma-based technologies. These panels were made up of millions of cells containing a mixture of Xe and Ne gas that
generate a plasma. The Xe and Ne gas plasma discharge is used to generate vacuum ultraviolet radiation used as the excitation source
for red, green, and blue-emitting phosphors coated on the surface of the cells. In general, plasma display panels required lumines-
cent materials that perform this visible-light conversion process efficiently, can withstand constant exposure to vacuum ultraviolet
radiation, and are thermally robust to the heat treatment used during panel processing. Generally, plasma display panels utilized
BaMgAl10O17:Eu

2þ as the blue emitter, ZnSiO4:Mn2þ as the green emitter, and (Y, Gd)BO3:Eu
3þ as the red emitter. Under vacuum

ultraviolet excitation (lex ¼ 147 nm), the emission spectra of these phosphors consisted of two broad band peaks, one at 450 nm
from the 4f65d1 to 4f7 transition in Eu2þ in BaMgAl10O17, and the second centered at 525 nm originating from the 4T1 /

6A1 tran-
sition from Mn2þ in ZnSiO4. The emission spectrum from (Y,Gd)BO3:Eu

3þ consisted of three sharp lines at 595 nm (5D0 /
7F1),

611 nm (5D0 /
7F2), and 626 nm (5D0 /

7F2).
136 BaMgAl10O17:Eu

2þ was the most unstable phosphor among the three used in
plasma display panels. The blue emission degraded drastically due to oxidation of the rare-earth under prolonged use and the inter-
calation of water into the host crystal structure during panel processing, which resulted in a loss of efficiency and color purity.
Despite these drawbacks, BaMgAl10O17:Eu

2þ was 1.5 times more efficient than Y2SiO5:Ce
3þ and had better chromaticity and effi-

ciency under vacuum ultraviolet excitation compared to CaWO4:Pb
2þ and Y2SiO5:Ce

3þ, making it widely used as the blue-emitter
in plasma display lighting.137 The green-emitting ZnSiO4:Mn2þ was far more stable in plasma display panels than
BaMgAl10O17:Eu

2þ, but it suffered from emission degradation through ion bombardment but not in the same magnitude as the
blue-emitter. The main drawback of this material was the long decay time from the 4T1 /

6A1 transition. It was found that
substituting a small percentage of Ba2þ in the host crystal structure can decrease the decay time from 17 to 10 ms, but this decrease
was accompanied by a 20% drop in emission efficiency.136 Tb3þ-activated lanthanide phosphates were also considered as the green
emitter in plasma displays. YPO4:Tb

3þ and (Gd0.74Y0.11)P1.15O8:Tb
3þ were brighter and had shorter decay times than ZnSiO4:

Mn2þ, but poorer color purity.138,139 Red-emitting (Y,Gd)BO3:Eu
3þ possessed high efficiency under vacuum ultraviolet excitation

and remained unaffected from the heat treatment in panel processing. Unfortunately, the strong orange emission from the
5D0 /

7F1 transition resulted in subpar color purity and required a filter to remove this emission. This dramatically reduced the
light output from this phosphor. To counteract this, research focused on improving the quantum efficiency of the phosphor.
Successful techniques include co-substituting (Y,Gd)BO3:Eu

3þwith Bi3þ to enhance absorption in the ultraviolet region or by incor-
porating Lu3þ into the host crystal structure.140 Plasma display technology dominated the market from 1980 to the early 2000s,
with extensive research being conducted to improve the stability and efficiency of these phosphors. However, plasma displays
have become obsolete with the advent of low-cost liquid crystal, LED displays, OLED, and most recently, QLED displays, which
provide higher color quality and resolution.

Modern LED displays require luminescent materials with specific optical properties to meet the industrial demand. The repro-
ducibility of the color of an object, for example, should be high. The color reproducibility is directly impacted by the gamut avail-
able in the device, as the color gamut represents all available colors in a display device. The required color gamut is regulated
through national standards such as the Advanced Television System Committee (ATSC) utilized in North America, Integrated
Services Digital Broadcasting (ISDB-T) used in South America, and Digital Terrestrial Multimedia Broadcast (DVB-T) used in
much of Europe, Africa, and Asia, among others. The goal is to maximize the available color gamut of a device to access the widest
range of colors. This is most easily done by utilizing narrow, highly saturated red, green, and blue-emitters in the display device. The

Luminescence in the solid state 289



blue-emitter commonly used in displays is a blue LED, which gives rise to the name of an LED display. Not only does the LED act as
the blue emitter, but it also acts as the excitation source for the green and red-emitters. The most popular green-emitting phosphor
for display applications is b-SiAlON:Eu2þ. b-SiAlON is a structural derivative of Si3N4, which is a precursor often used to synthesize
oxynitride and nitride phosphors. This phase crystallizes in the hexagonal P63 or P63/m space group. The structure is composed of
continuous channels of (Si/Al)N4 tetrahedra along the c direction, and the Eu2þ atoms sit in the voids present in the crystal structure.
This phosphor produces an intense green emission centered at 538 nm upon blue light excitation. The phosphor is thermally
robust, has a photoluminescent quantum yield approaching 100%, and is the narrowest commercial green phosphor available
today after approximately 20 years of optimization. Finally, the choice of red-emitter is crucial as the emission should occur solely
in the visible region, as near-IR emission can significantly hinder the color rendering index and gamut. As a result, the U. S. Depart-
ment of Energy had set the goal of developing a red-emitter, from 615 nm to 635 nm, with a narrow emission (<40 nm). The most
popular phosphor that meets these requirements is K2SiF6:Mn4þ (KSF:Mn4þ). K2SiF6 crystallizes in the cubic Fm�3m and is
composed of [SiF6] octahedra and [KF12] cuboctahedra. KSF:Mn4þ has a narrow line emission at 630 nm with a full width at
half maximum of 30 nm and is highly efficient due to its strong absorption of blue light. The added advantages of KSF:Mn4þ

over more traditional red-emitting nitride phosphors include that this phosphor emits purely in the red region as the emission
does not overlap in the orange or near-IR region of the visible spectrum, and secondly, the phosphor does not absorb past
510 nm, meaning there is no absorption of green emission or self-absorption.141 Most importantly, these luminescent materials
have highly saturated color coordinates, meaning the color gamut created from these devices is large and can cover upwards of
70% of the desired color gamut.142 The future of television will always look towards expanding the available display color gamut,
meaning research on the discovery of viable ultra-narrow emitting luminescent materials will continue to be a dominating field in
materials science and chemistry.

4.09.7.3 Phosphors for promoting plant growth

The color tunability of LED lights allows these devices to be used in numerous applications beyond traditional display and indoor
lighting. LED light bulbs have also been used to facilitate indoor plant growth by tuning the emission wavelength and intensity of
the light to the photoreceptors in plants that control photosynthesis and flowering. It has been found that blue light (410–500 nm)
influences chlorophyll production, leaf morphogenesis, flower-bud formation, stomatal opening, and phototropism, red light
(610–700 nm)may improve vegetative flowering, budding, and intermodal elongation, and near-infrared light (720 nm) promotes
plant growth and photosynthesis.143

Co-substituting Mn2þ in blue-emitting phosphors with an octahedral substitution site may produce dual blue and red-emitting
phosphors for promoting plant growth. For example, NaSrPO4 crystallizes in P�3m1 and is composed of face sharing [NaO6],
[SrO12], and [(Na/Sr)O10] polyhedra units. Substituting Eu

2þ produces a broad emission band from 400 to 650 nm (lex ¼ 365 nm)
that can be deconvoluted into two Gaussian peaks centered at approximately 450 and 500 nm. These peaks overlap nicely with the
photoreceptors that control chlorophyll production. The two bands arise from the substitution of Eu2þ on both Sr2þ sites.
NaSrPO4:Eu

2þ has a moderate quantum yield of z34% and retains 95% of room temperature emission intensity at 150 �C under
UV excitation, making it a good candidate for Mn2þ substitution on the octahedral site to produce a dual-emitting phosphor.144,145

Choi et al. successfully synthesized NaSr0.5Ba0.5PO4:Eu
2þ, Mn2þ, which has a broad excitation band from 200 to 400 nm and an

emission band with two distinct emission peaks located at 450 nm from the 4f65d1 to 4f7 transition in Eu2þ and 600 nm from the
4T1 to

6A1 transition inMn2þ. The addition of the Mn2þ has a negligible effect on the thermal stability of the phosphor. This material
possessed the required optical properties to promote plant growth, so Choi et al. fabricated a prototype LED-drive light to test its
effect on the growth of oats and onions. The experiment consisted of exposing plants to sunlight only and the second set of plants to
sunlight during the day and the prototype LED light at night. It was found that both the onions and oats with the continual light
simulation experienced germination faster, allowing them to grow more quickly. In addition, the prototype appeared to enhance
photosynthesis in oats since the oats grew taller and seemed greener than the control group. Therefore, using phosphor-converted
LED lights that overlap with the photoreceptors in plants effectively improves crop yields and facilitates growth in areas with poor
light.

4.09.7.4 Upconversion materials for temperature sensing

Upconversion materials have been commonly used in solid-state lasers,146–148 three-dimensional flat panel displays,149 and wave-
length amplification,150,151 as well as temperature sensing and fluorescence imaging. Fluorescence imaging is a widespread tech-
nique for biological and medical applications due to its high image resolution. Conventional fluorescence imaging typically
utilizes down-conversion luminescent materials, i.e., phosphors, to convert high-energy radiation into visible light. Unfortunately,
the high-energy excitation light required for down-conversion phosphors has been reported to damage DNA and cause cell death
from long-term irradiation.152 In addition, these excitation wavelengths can readily excite biological tissue, which, in combination
with low penetration depths, causes low signal-to-noise ratios. Upconversion materials are better suited for fluorescence imaging
because they are excited by infra-red wavelengths that cannot excite the tissue in the body, meaning higher resolution images
can be obtained by minimizing auto-fluorescence. In addition, upconversion materials are resistant to photobleaching and have
excellent photostability. The upconversion materials must be synthesized as nanoparticles and be biologically compatible to be
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used in imaging applications. Recently, NaYF3: Yb
3þ, Er3þ nanoparticles were synthesized and coated with polyethyleneimine,

a thermally stable and hydrophilic polymer that makes the nanoparticles soluble in water and buffers for in vivo imaging and
can be used to conjugate biomolecules to the nanoparticles.152 The coated nanoparticles were injected intradermally and intramus-
cularly into the tissue of rats at various penetration depths and showed intense red (lem ¼ 653 nm) and green (lem ¼ 540 nm)
emission with narrow full width at half maxima of 24 nm and 16 nm, respectively, when exposed to the NIR laser. Moreover, nano-
particle concentrations of 1 mg/mL�1 did not affect cell viability after 48 h, and increasing the concentration to 25 mg/mL�1 caused
cell viability to remain above 90%. The nanoparticles were also found to be non-toxic to bone marrow cells, where no significant
increase in cell death was observed after an incubation period of 5 days. Most importantly, the nanoparticles were undetectable in
the rats 7 days after injection.

Upconversion materials have also been applied in the field of temperature sensing. Temperature sensing is widely used in many
industries, including meteorology, aerodynamics, medicine, military technology, and in our daily lives as air conditioning and
refrigeration.153 Instead of more conventional thermometers, such as those based on thermal expansion and the Seebeck coeffi-
cient, upconversion materials can also be used as optical thermometric sensors. These materials rely on the temperature depen-
dence of upconversion materials and allow for contactless measurement and large-scale imaging, which is helpful in medical
applications that require sterile environments. There are three methods of temperature sensing based on changes in fluorescence
intensity, changes in fluorescence decay lifetime, and the differences in fluorescence intensity of two activators’ emission bands
with different responses to temperature. The fluorescence intensity ratio method of temperature sensing is widely regarded as
the most promising because it reduces the dependence on measurement conditions.154 Upconversion materials are popular for
this method of temperature sensing since the most efficient upconversion materials contain two rare-earths, one as an activator
and one as a sensitizer. Typically, Er3þ and Yb3þ co-substituted upconverting materials are used in temperature sensing
because Yb3þ strongly absorbs at 980 nm and transfers this energy to Er3þ to produce intense green emission bands from the
2H11/2 /

4I15/2 and
4S3/2 /

4I/15/2 transitions.
155 b-NaYF4:Yb

3þ, Er3þ is one of the most popular upconversion materials capable
of temperature sensing.156 The changes in the fluorescence intensity ratio can be seen by exciting b-NaYF4:Yb

3þ, Er3þ with a 29 mW
980 nm laser from 160 to 300 K. As the temperature increases, the fluorescence intensity ratio of the two emission transitions
increase, as seen in Fig. 19A. Plotting the temperature (T) versus the ratio (R) of the integrated emission intensity (Fig. 19B) shows
the data can be well fit with an exponential function:

R ¼ 8:06expð� 1082:1=TÞ (15)

The effective energy difference can be obtained from fitting the data following Eq. (15). This value is 752 cm�1, which is within
the range of splitting between 2H11/2 and

4S3/2 (700–800 cm�1). Furthermore, the relative sensitivity (S) can be derived for a temper-
ature range of 50–500 K by:

S ¼
				
1
R
dR
dR

				 ¼
DE
kT2 (16)

Eq. (16) shows that a more significant energy difference yields better sensitivity at a given temperature, meaning smaller temper-
ature variations can be detected using the fluorescence intensity ratio. In NaYF4:Yb

3þ, Er3þ the large energy difference of 752 cm�1

yields a sensitivity of 1.2% K�1. This impressive sensitivity shows that b-NaYF4:Yb
3þ, Er3þ can be readily used as an upconversion

temperature sensing material.

Fig. 19 (A) The temperature-dependent emission intensity of the 2H11/2 /
4I15/2 (magnified 	5 for ease of viewing) and 4S3/2 / 4I/15/2 transitions

of b-NaYF4:Yb3þ, Er3þ from 160 to 300 K. (B) The temperature versus the ratio, R, of the integrated emission intensity can be fit by an exponential
function, as seen by the black line. Modified from Zhou, S.; Deng, K.; Wei, X.; Jiang, G.; Duan, C.; Chen, Y.; Yin, M., Upconversion Luminescence of
NaYF4: Yb3þ, Er3þ for Temperature Sensing. Opt. Commun. 2013, 291, 138–142.
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4.09.7.5 Persistent luminescent phosphors for lateral flow assays

The bright green emission and incredibly long lifetime of SrAl2O4:Eu
2þ, Dy3þ enables the phosphor to be used in various applica-

tions stemming from emergency signage, novelty toys, and luminescent paints.28,120 More recently, these phosphors have been
considered for bioanalytical applications because the lifetime of these materials is significantly longer than the spin-forbidden tran-
sitions of transition-metal-based complexes.157,158 However, bioanalytical applications require high quality, high purity, and chem-
ically stable submicron-sized particles. As a result, various synthetic routes have been employed to produce SrAl2O4:Eu

2þ, Dy3þ

including sol-gel,159,160 combustion,161,162 hydrothermal,163 and reverse micelle routes.164 Unfortunately, the products of these
methods often include a blue-emitting Sr4Al14O25:Eu

2þ, Dy3þ impurity.165 A pure phase product can most readily be obtained
by sintering at temperatures greater than 1300 �C, which unfortunately produces large, agglomerated particles. These large particles
can be milled to reduce their size and then encapsulated in a water-resistant silica shell before being used in bioanalytical
applications.

The search for a replacement for SrAl2O4:Eu
2þ, Dy3þ in biological applications led researchers to Sr2MgSi2O7:Eu

2þ. This material
crystallizes in the tetragonal space group P�421m in the Åkermanite structure type.166 The excitation band of Sr2MgSi2O7:Eu

2þ spans
the UV to the near-UV region with a maximum at 365 nm. Excitation of this phosphor produces a broad emission band centered at
472 nm that can be blue-shifted by substituting Ba2þ for Sr2þ following (Sr1� xBax)2 MgSi2O7:Eu

2þ (x ¼ 0, 0.125, 0.25, 0.375).126

The substitution of Ba2þ has little effect on the luminescent lifetime as all of the phosphors have a lifetime of z10 min. Co-
substituting the phosphors with Dy3þ increases the average lifetime by approximately 3 min. The trap depths of these materials
were determined through thermoluminescence measurements and were found to be between 0.4 and 0.89 eV, which is near the
ideal value of 0.65 eV.

With seemingly ideal optical properties, Sr2MgSi2O7:Eu
2þ, Dy3þ and SrAl2O4:Eu

2þ, Dy3þ were further investigated for bio-
analytical applications by utilizing the phosphors as an optical reporter in a point-of-care diagnostic. As Sr2MgSi2O7:Eu

2þ, Dy3þ

and SrAl2O4:Eu
2þ, Dy3þ emit in distinctly different wavelengths, there was a unique opportunity to utilize both phosphors in

a multiplex lateral flow assay, capable of detecting both prostate-specific antigens (PSA) and human chorionic gonadotropin
(hCG). Lateral flow assays require nanoparticles to allow the particles to flow freely through the membrane. Therefore, the phos-
phors are first milled to produce their desired nanometer particle size and then fractionated using differential centrifugal sedimen-
tation to get monodisperse particles. The particles are then encapsulated with a silica shell using the Stöber process to make the
nanophosphors moisture resistant. Then the prostate-specific antigen (PSA) was conjugated to SrAl2O4:Eu

2þ, Dy3þ, and human
chorionic gonadotropic (hCG) antibodies were conjugated to Sr2MgSi2O7:Eu

2þ, Dy3þ using reductive amination chemistry.167

The ability to conjugate two different antibodies to two nanophosphors with distinct emissions allows the development of a multi-
plex assay to detect multiple analytes simultaneously. The antibody-conjugated Sr2MgSi2O7:Eu

2þ, Dy3þ and SrAl2O4:Eu
2þ, Dy3þ

were tested for binding with a dilute mixture of hCG and PSA antigens, respectively, in a lateral flow assay. This assay was coupled
to an iPhone 5S smartphone through a custom attachment and the “Luminostics” application that operates the phone’s LED flash,
which acts as the excitation source for the phosphors and the camera for image capture.168 The nanophosphors could be efficiently
excited by the smartphone and produced three distinct bands on the lateral flow assay strip. The first band contains only
SrAl2O4:Eu

2þ, Dy3þ particles binding to the anti-PSA antibodies evidenced by the green emission. Sr2MgSi2O7:Eu
2þ, Dy3þ particles

were bound only to the second test region containing anti-hCG antibodies, which was seen as a blue band. The third band at the
control region appears blue-green because both nanophosphors are bound with anti-mouse antibodies, proving that these two
compounds can be successfully used to detect two different analytes simultaneously. This new point-of-care diagnostic test allows
for rapid, low cost, readily accessible, and a reliable multiplex diagnostic test.

4.09.8 Scintillators

4.09.8.1 Mechanism of gamma-ray conversion to light production

Scintillation, like luminescence, is a mechanism to produce photons. These materials convert high-energy X-ray or gamma-ray
photons that arise from nuclear decay processes into lower-energy visible or near-visible radiation. Scintillators operate by
promoting an electron from the valence band into the conduction band or the exciton band creating electron-hole pairs. The
ensuing relaxation process involving electron-hole recombination results in a photon of visible light with energy less than the
band gap, as seen in Fig. 20A.169

Like phosphors, activators may also be intentionally introduced to shift the photons’ emission wavelength to the visible region.
The addition of the activator creates localized sites, as seen in Fig. 20B, that act as defect states. Energy is transferred to the lumi-
nescent center by the electron-hole pairs resulting in radiative relaxation from the activator ion.170 The amount of energy transferred
to the luminescent centers from the electron-hole pair is known as the transfer efficiency.171 In ideal situations, no energy is lost
during this transfer; however, in reality, some energy is lost when electrons or holes migrate through the crystal structure or
from non-radiative relaxation, impurity quenching, concentration quenching, and electron-phonon coupling. The activator should
also be homogenously substituted into the scintillator as small variations in the light output can directly impact the resolution of
the scintillator. Further, research has shown that ideal scintillators possess emission bands that do not overlap with the absorption
band; otherwise, the material can suffer from self-absorption. Self-absorption can also occur due to quenching from unwanted
impurities.
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The wavelength of the scintillator’s emission is dictated by the energy difference between the host band gap (Eg) and the
activator ions. As a result, scintillators can emit at wavelengths across the visible spectrum. For instance, NaI:Tlþ emits blue light
(Eg,PBE ¼ 3.5 eV; lem ¼ 415 nm) and CsI:Tlþ emits green light (Eg,PBE ¼ 3.9 eV; lem ¼ 540 nm).169 These scintillators are known
as extrinsic scintillators because they are doped with a small percentage of thulium. Examples of intrinsic scintillators include
CdWO4 and BaF2.

33,172 There are many advantages of intrinsic scintillators, including higher thermal stability and avoiding the
inherent non-uniform distribution of the activator in a large single crystal. It is important to note that the optical properties of scin-
tillators do not depend on the orientation of the single crystal; the orientation will only have a significant influence if significant
impurities hinder the crystal. In addition, the presence of a significant number of impurities can cause additional defects within
the crystal structure that can act as electron traps. Relaxation of trapped electrons to the ground state causes undesirable persistent
luminescence, whereas the allowed transitions typically occur within 10�8 s after excitation to produce fluorescence.

The observed emission’s quantum efficiency depends on the incident photon energy that is converted into electron-hole pairs
and eventually into scintillation. The conversion efficiency has been determined by Lempicki173 following Eq. (17),

L ¼ 106

2:3 Eg
bSQ (17)

where L is known as the light output in photons per million electron volts, b is the conversion efficiency in electron-hole pairs
created per million electron volts of incident radiation, S is the efficiency of energy transfer from electron-hole pairs to luminescent
center, andQ is the quantum efficiency of the luminescent center in the excited state. The total scintillation efficiency is described by
bSQ and indicates that the ideal scintillator must (1) efficiently create electron-hole pairs, (2) possess enough electron-hole mobility
to allow recombination, and (3) undergo minimal thermal quenching of the excited state. In theory, the scintillation efficiency is
inversely related to the width of the band gap. However, it has been reported that as the band gap decreases, Q also decreases with
non-radiative transitions dominating the energy transfer process, causing the scintillator to undergo self-absorption. In addition,
extrinsic scintillators show an activator concentration dependence with respect to the quantum efficiency. Finally, the activator
concentration must surpass a certain threshold to enhance electron mobility and provide uniform light output. The quantum
efficiency of the luminescence is also temperature-dependent. The amount of thermal energy present in the system influences the
energy levels of the luminescent center. As more thermal energy penetrates a crystalline system, the equilibrium quantum states
shift, causing an increase in the thermal quenching rates.

There are several components to the light pulse emitted from a scintillator. Each pulse has a distinct rise, decay time, and ampli-
tude. The shape of the pulse can be approximated by the sum of the rise and decay times. The rise time of the light pulse follows Eq.
(18), where lr is the characteristic time required to occupy the luminescent centers in a given crystalline material.

IA tð Þ ¼ � I0e�lr (18)

The decay time for scintillators is larger in magnitude than the rise time and can be described by Eq. 19,

IB tð Þ ¼ � I0e�ld (19)

where ld is the characteristic transition probability for the same material. The decay time is also dependent upon the ambient
temperature and activator concentration. For instance, the decay time of NaI: Tl decreases by a factor of four as the temperature
increases, and the decay time can vary as much as 50% depending on the thallium concentration. The amplitude of the light pulse is
dependent upon several parameters: (1) the amount of incident radiation, (2) the conversion efficiency, (3) the light collection
efficiency of the device coupled to the scintillator, and (4) the signal processing capability of the device.169 Specific applications

Fig. 20 Schematics representing the mechanism of scintillation in an (A) intrinsic and (B) extrinsic scintillator.
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require specific rise and decay times. For example, in positron emission tomography (PET), scintillators with fast rise and decay
times and narrower pulse widths allow for faster data acquisition to occur at higher rates. These qualities are ideal for reducing
imaging time and, consequently, producing higher-quality images due to less patient motion and discomfort.

4.09.8.2 Notable scintillators and their applications

The scintillators used in devices for particle detection are typically large crystals. One of the most famous applications for scintil-
lators is gamma-ray attenuation. Scintillators attenuate gamma-ray radiation following the pencil beam equation, given in Eq. (20).

I xð Þ ¼ I0e�mrx (20)

The intensity of the gamma-ray is reduced by an exponential correction factor which is dependent upon the mass attenuation
coefficient (m), the density of the material (r), and the thickness of the material (x). A scintillator’s relative stopping power can be
determined through the effective atomic number. A larger atomic number yields a higher probability that a photon will be absorbed
in the photoelectric process, where an incident photon gives up all of its energy to a bound electron.169 Small increases in amaterial’s
density or thickness cause substantial increases in a material’s stopping power as a more significant electron density increases the
probability that a gamma-ray photon will be attenuated by Compton scattering. One famous scintillator used in this application is
NaI:Tlþ. This scintillator can attenuate 90% of a 140 keV gamma-ray of 99mTc, a metastable nuclear isomer of technetium-99.169

Unfortunately, NaI:Tlþ is hygroscopic, which limits its long term use.174

One of the most spectacular applications of scintillators is in electromagnetic calorimeters. One of the largest calorimeters was
built at CERN (The European Organization for Nuclear Research) in Geneva and it contains 12,000 Bi4Ge3O12 crystals that are used
to count electrons and photons ejected from high-energy experiments.175 Bi4Ge3O12 crystallizes in the cubic Eulytite structure and
contains isolated GeO4 tetrahedra and distorted BiO6 octahedra.

176 The emission from Bi4Ge3O12 is centered atz480 nm, and the
large Stokes shift implies that the emission is easily thermally quenched. In fact, at room temperature, approximately 66% of the
low-temperature emission intensity is quenched. The room temperature conversion efficiency is 2%. This conversion efficiency may
seem low, but it is sufficient for its application at CERN because the energy of the particles involved in the experiments is so high that
the conversion efficiency of the scintillator can be low (0.08%). In addition, Bi4Ge3O12 is suitable for this application due to its high
density, good chemical stability, and short luminescent lifetime.175

Finally, one of the most extensive uses of scintillation detectors is in medical imaging. The most commonly used scintillation
materials for medical imaging are CdWO4, Lu2SiO5:Ce

3þ, and the previously mentioned NaI:Tlþ and Bi4Ge3O12.
169 These detectors

have been successfully used in isotope preparation, investigating biological samples, in vivo counting, and anatomical imaging.
SPECT, or Single Photon Emission Computed Tomography, is a functional imaging technique where radioisotopes are injected
into the body usually as a labeled isotope. The most common isotope is 99mTc. The emitted radiation (120–150 keV) is then
measured by a g-ray camera which contains NaI:Tlþ. The camera is rotated around the patient to construct a three-dimensional
image of the radioisotope distribution.175 Unfortunately, this method does not allow for accurate corrections for radiation atten-
uation, meaning high-quality images of low-lying organs cannot be obtained. PET imaging utilizes the measurement of annihilated
positrons by an array of scintillator detectors. The imaging technique used positron-emitting radioisotopes, which are injected into
the patient. The emission of the 511 eV photons is detected by either NaI:Tlþ, Bi4Ge3O12, or Lu2SiO5:Ce

3þ, where the signals can be
processed, corrected for radiation attenuations, and an image reconstructed. The first PET imaging systems used NaI:Tlþ crystals, but
eventually, Bi4Ge3O12 and Lu2SiO5:Ce

3þ became more popular due to their higher densities and light output.169

4.09.9 Semiconductors

Thus far, nearly all of the materials discussed here have been based on wide band gap insulators that are generally substituted with
a small percentage of an activator ion substituted into the crystal structure or that have structural units that generate charge-transfer
bands. The electronic transitions of the activator ion occur between the host valence and conduction band, and by varying the crystal
chemistry, it is possible to tune to optical properties. On the other hand, semiconductors have an intrinsically narrower band gap
than insulators, typically less than 3 eV, meaning that electronic transitions from the valence to the conduction band occur in the
(near) visible region. The smaller band gap allows the promotion of an electron into the conduction band, where it exists in a meta-
stable state and can freely move around since it has separated from the positive nucleus of an atom. This electron is known as a nega-
tive charge carrier and causes electrical conductivity in a solid. The charge compensation mechanism for creating this negative charge
carrier is the presence of a positive charge carrier in the valence band, or a hole. The hole represents the lack of an electron and plays
an essential role in the conductivity of a semiconductor. Once the electrons begin to continually cross into the conduction band,
neighboring electrons are pulled into the newly created holes. These holes become filled while new neighboring holes are
created.177

Relaxation to the ground state first involves the electron and hole binding to form an exciton (Fig. 21A). When the exciton
relaxes back to the ground state, an energy equivalent to the energy difference between the electron and hole is released. This process
is known as recombination or band to band recombination. Radiative recombination occurs if the energy released through recom-
bination is in the form of a photon with a characteristic energy similar to the material’s band gap.178 Photon emission is a result of
a large energy difference between the electron and the hole. Radiative recombination is typically associated with band-to-band
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recombination, which occurs in crystal structures with extremely low defect concentrations. Defects can impact interatomic
distances and electron interaction density which can alter the band structure of a material. Additionally, defects can also introduce
intermediate energy levels, which can trap the charge carriers. The trapped carrier is unable to recombine and will eventually return
to its initial state. High concentrations of carrier traps reduce carrier mobility and increase the probability of non-radiative
recombination.179

Besides intermediate energy levels, some energy levels are located equidistant from the conduction and valence bands known as
recombination centers. Recombination centers act similarly to intermediate states since they can trap a charge carrier.180 The differ-
ence between the two states is that there is a small probability that a carrier of an opposite charge can also occupy the recombination
center, leading to a form of recombination known as Shockley-Read-Hall or defect level recombination, as illustrated in
Fig. 21B.181,182 This recombination, however, is not in the form of a photon because the energy difference between the electron
and hole is small. The energy is released through thermal vibration (phonons) in the form of heat, which negatively impacts the
efficiency since electron mobility decreases with increasing phonon concentration.

The final form of recombination is known as non-radiative Auger recombination (Fig. 21B). Auger recombination involves three
carriers. Here, an electron and hole recombine, and the energy released is transferred to an electron within the conduction band
rather than being lost to thermal vibrations. The electron becomes promoted to a higher energy level within the conduction
band and relaxes down to the lowest energy level in the conduction band in the form of thermal vibrations.183 This recombination
method is detrimental to the efficiency of semiconductors with a high concentration of electron donor atoms. In addition, the prob-
ability of Auger recombination increases as a function of increased electron concentration in the conduction band.

There are two distinct types of semiconductors: intrinsic and extrinsic semiconductors.184 Intrinsic semiconductors are also
known as pure or un-doped semiconductors and consist of crystalline structures free from defects and impurities. All intrinsic semi-
conductors are group 14 elements, with the most common and widely studied intrinsic semiconductors being elemental Si and Ge.
Here, the number of electrons and holes in the conduction and valence bands, respectively, is equal. Therefore, intrinsic semicon-
ductors are often called i-type. It is challenging to grow intrinsic semiconductor crystals free of impurity. As impurities negatively
impact the electronic structure, band gap, and recombination rates of semiconductors, purification is conducted to minimize impu-
rity concentrations to less than a few parts per billion. Purification can be expensive and tedious; therefore, industry prefers the use
of extrinsic semiconductors, which is a semiconductor substituted with another element.

There are two types of extrinsic semiconductors: p-type and n-type. The presence of the dopant atom, known as an acceptor,
draws electrons from the valence band. The acceptor is typically a trivalent atom such as B, Ga, In, and Al that replaces Si or Ge.
The trivalent atom will be bonded to four silicon atoms while accepting an electron from an adjacent atom into its covalent
bond, creating a hole. As the concentration of the acceptor increases, the number of holes will exceed the number of mobile elec-
trons, which will lead to an overwhelming positive charge in the system. These semiconductors are thus known as p-type or positive
type. Negative type semiconductors (n-type) possess a negative charge through a large number of electron donor elements that
donate electrons to the conduction band.177 The extra electron comes from the substitution of P, As, Sb, or Bi for one Si or Ge
atom. These acceptor and donor atoms allow electrons to conduct more efficiently in extrinsic semiconductors than intrinsic
semiconductors.

4.09.9.1 LEDs

One of the most famous semiconducting materials is the gallium nitride (GaN) light-emitting diode (LED). Gallium nitride is
a direct band gap (3.4 eV) semiconductor used as the emitter in blue LEDs. Pure GaN crystallizes in the wurtzite crystal structure

Fig. 21 (A) Radiative relaxation, or band to band recombination, through electron-hole recombination. (B) Non-radiative relaxation through
recombination centers (Shockley-Read-Hall defect states) and Auger recombination.

Luminescence in the solid state 295



(hexagonal P63mc). The addition of magnesium or silicon as a dopant shifts GaN from i-type to p-type or n-type, respectively.185

Unfortunately, this substitution causes a high degree of dislocation density within the crystal structure and results in tensile stress
making the material brittle. It also causes the luminescence to be inefficient due to many recombination centers arising from strain
fields absorbing and releasing the energy through vibrations. Instead, a buffer layer can be added when depositing GaN on
a sapphire substrate using molecular beam epitaxy. This allows for the relaxation of the stresses and results in a high-
performance blue-emitting LED. The band gap of GaN can also be tuned to shift the emission from the ultraviolet region to red
in the visible region by adding certain ratios of In, Al, P, or As.186 This can be seen in Fig. 22, where the blue GaN emission can
be blue shifted to the UV and deep UV regions of the visible spectrum by inserting In and Al for Ga, respectively. As the emission
color of the LED is so dependent upon the band gap of the material, it is instructive to discuss the electronic structure of GaN. The
top of the valence band is set by the N 2p orbitals and Ga 4p orbitals. The core of the valence band is composed of the Ga 3s orbitals
with a minor contribution from N 2s orbitals, which sit between �10 and �15 eV. The bottom of the conduction band is set by
both Ga and N, where the PBE-DFT calculated band gap was determined as 1.74 eV.187 For more information on LEDs, the reader is
encouraged to refer to Light-Emitting Diodes.186

4.09.9.2 Quantum dots

Another fascinating class of luminescent semiconductors is quantum dots. Quantum dots are nanostructured materials with optical
and electronic properties that change as a function of particle size. The particle size of these nanostructures is typically less than
100 nm, which allows for quantum confinement to occur. When an electron and hole combine, they form an exciton. The distance
between the electron and hole is known as the exciton Bohr radius. If the radius of a quantum dot approaches the exciton Bohr
radius, then the electrons and holes are confined to the dimension of the quantum dot. The confinement causes the particle’s energy
levels to become discrete and results in the band gap’s size dependence.188 As a result, there is a blue shift in the emission wave-
length as a function of decreasing particle size, where the absorption and emission energy can be tuned by manipulating the particle
size during synthesis. Larger quantum dots with a 5–6 nm diameter have lower confinement energies and typically emit red,
whereas small quantum dots (2–3 nm diameter) usually emit blue. A schematic of this phenomenon can be seen in Fig. 23. It
is important to note that the emission color also depends on the composition of the quantum dot.

Typical quantum dots are binaries such as CdSe, PbS, InAs. Ternary quantum dots have also been synthesized, such as CuIn5Se8.
CdSe quantum dots have been synthesized with particle sizes in the range of z1 to z10 nm. This offers a tunable emission from
the blue to red region of the visible spectrum.188 In particular, CdSe quantum dots with particle sizes of 4.6, 5.4, and 6.8 nm yield
509, 554, and 605 nm emissions, respectively, corresponding to emission from the green to orange-red region, under 365 nm exci-
tation.189 PbS quantum dots are popular materials for optoelectronic devices such as solar cells and photodetectors. These quantum
dots have been synthesized within a particle size range of 2.5–6 nm, corresponding to band gaps of 0.8–1.6 eV, respectively. The
emission of these particles falls within the IR region and can be tuned between 990, 1280, and 1600 nm for the small, medium,
and large quantum dots, and they have impressive photoluminescent quantum yields between 40% and 70%.190 The ternary
quantum dots such as CuIn5Se8 can also emit in the red to IR region, 650–975 nm, by tuning the size from z2.0 to 3.5 nm.191

Quantum dots are zero-dimensional nanostructures with respect to bulk materials. This means that the material has well sepa-
rated energy levels due to the small number of atoms in the quantum dot.188 As a result, quantum dots are referred to as “artificial
atoms” because the wavefunctions of each electronic state mimic those of atoms. In actuality, quantum dots are energetically some-
where between a discrete atom and bulk materials. This phenomenon affects the resulting optical properties because the emission is
atom-like, meaning sharp peaks are observed. The most common mechanism of radiative relaxation in quantum dots is band-to-
band relaxation, where the electron from the conduction band combines with the hole in the valence band. The full width at half

Fig. 22 The tunable emission spectrum of GaN through Al, In, P, and As substitution.186
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maximum of emission from room temperature band-to-band relaxation varies from 15 to 30 nm depending on the average particle
size. Interestingly, Pron et al. have reported a new synthetic route to reduce the emission full width at half maximum of ZnSe
quantum dots to 12.7–16.9 nm that emit from 390 to 440 nm.192

In addition to the incredibly narrow emission, quantum dots can also produce very bright emission with high photoluminescent
quantum yields. CdSe is one of the most popular red-emitting quantum dots due to its high photoluminescent quantum yield of
85%. In addition, it has a narrow full width at half maximum of 23 nm and is stable upon aging for several months.193 The photo-
luminescent quantum yield of quantum dots can also be drastically improved by coating the particles with a wide band-gap semi-
conductor. For example, ZnSe was coated with ZnS, which has 5% lattice mismatch with ZnSe. In its pristine form, ZnSe has a room
temperature photoluminescent quantum yield of z10%, but adding the outer shell improved the quantum yield to 32%.194

In some cases, activator ions such as transition metals or rare-earth elements have been intentionally substituted into a quantum
dot. The predominant mechanism for radiative relaxation is still through electron-hole recombination. However, radiative relaxa-
tion can still occur through the activator. If orbitals are mixed due to relaxed selection rules, then d-d transitions in transition metals
(Mn2þ) and f-f transitions of rare-earth elements (Eu3þ, Tb3þ, Er3þ, Tm3þ) are allowed.195 Many studies have been conducted on
the effect of the activator inclusion on the optical properties of ZnO quantum dots. Tb3þ-substituted ZnO quantum dots exhibited
two distinct emissions. It was found that increasing the concentration of Tb3þ improved the emission from the rare-earth while
simultaneously quenching the ZnO emission. On the other hand, substituting Mn2þ causes preferred orientation of nanorods to
the substrate and the resulting optical properties strongly depend on the synthetic conditions.196 There are reports of Mn2þ causing
the ZnO emission to quench, while others state that the transition metal causes a blue shift in the emission.197,198 In other cases, the
inclusion of the activator was found to increase the photoluminescent quantum yield through charge transfer.199

The nearly monochromatic and incredibly bright emission observed from these materials makes them excellent candidates for
display lighting. For example, in quantum dot light-emitting diode (Q-LED) televisions, a blue LED is used to excite green and red-
emitting quantum dots which are placed in front of the LED. The quantum dots in these devices produce only the necessary colors
required for the image on the screen, making the image brighter, clearer, and more energy-efficient. In 2016, researchers from Sam-
sung Electronics revealed the first Q-LED display that was brighter than liquid-crystal displays while consuming less than one-fifth
of the power. The commercial product utilized InP-based quantum dots as their green and red emitters.200

Quantum dots are also popular materials for biological applications due to the ability to functionalize and assay multiple
quantum dots in a single device with minimal interference. Generally, the intensity, emission spectrum, and lifetime dictate the
application of the quantum dot. High photoluminescent quantum yields are required for intensity-based imaging. Devices that
require assayed quantum dots require that the emission bands are narrow enough to prevent overlap.201,202 Finally, quantum
dots with fluorescent lifetimes of tens of nanoseconds such as CdSe possess a lifetime longer than the autofluorescence seen
from tissue (1 ns), meaning a high signal to noise ratio image can be obtained.188 In some studies, luminescent activators have
been substituted into the quantum dot to elongate the lifetime. The activators create local quantum states within the band gap
and act as trap states to delay radiative relaxation to the ground state. As a result, researchers have used quantum dots for in vivo
and in vitro imaging. For example, CdTe/CdSe quantum dots have been used to image cancerous lymph nodes through in vivo
fluorescence. The near-infrared (NIR) emission from these quantum dots is advantageous since hemoglobin and water have lower
absorption coefficients and scattering in the NIR region.203 These recent advances in quantum dots have led to predictions that these
materials will be able to provide unparalleled sensitivity and selectivity in biomedical imagining, disease detection, drug discovery,
and protein tracking over traditional organic dyes.

Unfortunately, the above applications require that the quantum dot be biologically compatible with the human body. The
majority of quantum dots with exceptional optical properties contain heavy toxic metals such as Cd, Se, and Pb. Son et al. reported
that ion exchange could occur at the surface of a CdSe quantum dot, which causes the release of Cd2þ into the bloodstream.204 To

Fig. 23 Schematic representing the relationship between emission color and the size of a quantum dot.
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help counteract this phenomenon, some quantum dots are coated with a biocompatible shell. Current research also suggests that
these toxic metals may accumulate in organs and tissues for weeks or months after exposure. Finally, recent in vitro studies have
shown that quantum dots may be cytotoxic. CdTe quantum dots coated with a biocompatible shell of mercaptopropionic acid
and cysteamine were cytotoxic to rats at concentrations of 10 mg/mL. The same CdTe quantum dots without the shell were cytotoxic
at just 1 mg/mL. Interestingly, smaller quantum dots (2.2 �0.1 nm) were found to have higher rates of cytotoxicity than larger
quantum dots (5.2 �0.1 nm) at an equal concentration.205 The concerns with safety and the toxicity of heavy metals have led
to the development of the Restriction of Hazardous Substances Directive 2002/95/EC (RoHS), which sets guidelines for the allowed
levels of each metal. The amount of Cd and Pb, for example, used in each device or procedure is limited to less than 0.01 and 0.1 wt
%, respectively, to ensure the safety of those exposed.206,207

Quantum dots also exhibit intermittent photoluminescence known as “blinking” in which the quantum dot emits light for
a period of time followed by a dark period. This blinking effect was first observed by Nirmal et al. who saw the switch between
radiative and non-radiative states from a single CdSe quantum dot at room temperature.208 Further work by Kagan et al. realized
that a single quantum dot spends a significant time (z100 s) in the dark period despite constant exposure to an excitation source.
This observed fluctuation in photoluminescent intensity can interfere with time-lapse imagining for tracking involving quantum
dots. The most widely accepted mechanism for blinking involves illumination-induced charging (luminescence / dark period)
followed by reneutralization (dark period / luminescence) of the quantum dot.209 This process is hypothesized to occur due
to the interaction of an exciton and an excess charge (electron or hole) that resides in deep-trap states and produces an electric field.
This electric field triggers non-radiative Auger recombination. Since Auger recombination can occur on orders of magnitudes faster
than radiative recombination, the observed emission from a charged quantum dot can be severely quenched. Thus, the current goal
of quantum dot research is to eliminate blinking in quantum dots. Current work in this effort has shown that surface-bound ligands
and thicker shells can significantly reduce blinking by eliminating trap-states.210,211 Complete blinking suppression was achieved by
Wang et al. who synthesized alloyed CdZnSe-ZnSe core-shell quantum dots that continually emitted.212 While this advance is crit-
ical for fluorescence detection, the quantum dot has several distinct, broad emission peaks, which makes it unsuitable for tech-
niques involving monitoring several fluorophores.

4.09.10 Discovery of new luminescent materials

The diversity of applications that require luminescent materials means that researchers are continually trying to discover new mate-
rials with appropriate optical properties for each application. As a result, there are many strategies commonly utilized to expedite the
process of phosphor discovery.

4.09.10.1 Rational synthesis through atomic substitution

One of the most popular strategies in the design and discovery of new phosphors is to form a solid solution through atomic substi-
tution. The Hume-Rothery rules for atomic substitution state that atomic substitution can occur between two atoms with a similar
oxidation state, electronegativity, and whose radii differ by no more than 15%.213 In addition, the preliminary crystal structures
must be structurally similar. The differences in atomic radii influence the crystal field splitting around the activator ion by manip-
ulating the distance between activator and ligand, R (recall: Eq. 11). This allows the emission of a phosphor to be tuned to a specific,
desired wavelength by carefully modifying the host crystal structure using atomic substitution. The most common method using
this approach is to modify an existing phosphor with an outstanding photoluminescent quantum yield and thermal stability in
an effort to shift the emission wavelength. Because there is a noticeable gap between the number of reported blue- and cyan-
emitting materials compared to green-emitting materials, an effective strategy is to form a solid solution based on an outstanding
blue-emitting phosphor and shift the emission to the green region of the electromagnetic spectrum. For example, BaSi2O2N2:Eu

2þ is
a cyan-emitting phosphor (lem ¼ 494 nm) that crystallizes in the orthorhombic Cmcm with the Ba2þ in a 12-fold coordinate
cuboid-like environment that gives rise to a narrow full width at half maximum of 35 nm.214,215 The phosphor also has an impres-
sive T50 of 600 K and a quantum yield of 71%. Sr2þ (r12-coord ¼ 1.44 Å) may be substituted for Ba2þ (r12-coord ¼ 1.61 Å) due to the
11% difference in the size of these two cations in 12-fold coordination.89,214 Substituting 100% of Sr2þ for Ba2þ into this structure,
SrSi2O2N2:Eu

2þ, follows the expected crystal field splitting trends and shifts the emission maximum by almost 40–537 nm,
producing a green-emitting phosphor. The smaller size of Sr2þ compared to Ba2þ induces a larger magnitude of crystal field splitting
around Eu2þ, causing the observed red-shift in the emission. Further, the quantum yield of this phosphor improves to 91% while
the T50 remains 600 K, indicating that SrSi2O2N2:Eu

2þ is a viable green-emitting phosphor for lighting applications.214

Solid solutions may also show unexpected improvement in the optical properties of a phosphor. For example, Lu3þ was incre-
mentally substituted for Y3þ following Ba2(Y1� xLux)5B5O17:Ce

3þ (x ¼ 0, 0.25, 0.5, 0.75, 1) in an effort to red-shift the blue emis-
sion of the borate phosphor. Ba2Y5B5O17:Ce

3þ emits blue (lem ¼ 457 nm) under UV excitation and has a moderate quantum yield
of 70% with a T50 of 403 K.216 Interestingly, incrementally substituting Y3þ for Lu3þ blue-shifts the emission maximum by 10–
447 nm. This is unexpected due to crystal field splitting and is likely due to a subtle local structural distortion of the substitution
site from incorporating the smaller Lu3þ into the crystal structure.74 The phosphor’s quantum yield and thermal stability also
improve as Lu3þ was incrementally added to the crystal structure. Upon 100% Lu3þ substitution, the quantum yield increases to
87%, and the T50 improves by 50–452 K. This improvement was attributed to increased structural rigidity stemming from the
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replacement of the larger Y3þ (r7-coord ¼ 0.90 Å) for the smaller Lu3þ (r7-coord ¼ 0.86 Å).89 An increase in local rigidity may improve
the quantum yield by limiting the number of accessible non-radiative pathways and increase the phosphor’s thermal stability by
minimizing the potential for crossover points between the excited and ground states.217 This was corroborated by calculating
the Debye temperature, which is a proxy for structural rigidity, using ab initio calculations; the Debye temperature of Ba2Y5B5O17

is only 336 K, whereas Ba2Lu5B5O17 has a Debye temperature of 355 K.216,218 Therefore, solid solutions, where a larger atom is
replaced with a smaller, chemically harder atom, may be a useful strategy in improving the optical properties of a phosphor.

There are some rare instances where a solid solution may improve the optical properties by enhancing the chemical stability of
the host crystal structure. Sr1.975� xBaxCe0.025AlO4F:Ce

3þ emits bright green with a maximum at 502 nm and a quantum yield
approaching 100% when excited by 400 nm radiation.219 The main drawback of this phosphor is that it degrades upon contact
with moisture, effectively preventing it from any real-world application. Interestingly, a solid solution can be formed with the nearly
isostructural Sr3SiO5:Ce

3þ following Sr2Ba(AlO4F)1� x(SiO5)x:Ce
3þ.98 It was found that the emission red-shifts with each incre-

mental addition of Sr3SiO5:Ce
3þ, reaching a maximum red-shift to 552 nmwhen x ¼ 0.9. The quantum yield also steadily decreases

from near unity to 67%when x ¼ 0.9. The main improvement seen in the phosphor was increased resistance to moisture, where the
compositions when x � 0.5 are stable under ambient conditions. This is likely due to the decrease of fluoride character in the
system, which is commonly known to be susceptible to moisture degradation. Therefore, the composition of the phosphor can
be tuned to balance the loss of quantum yield and improvement in the chemical stability to yield a phosphor suitable for
applications.

4.09.10.2 Identification of new host crystal structures

Traditionally, phosphors are discovered by screening inorganic crystal structure databases such as ICSD (Inorganic Crystal Structure
Database), PCD (Pearson’s Crystal Database) or Materials Project, and substituting activators in a trial-and-error method. This prac-
tice is time-intensive, laborious, and becoming more difficult with most of the obvious candidates having already been investigated.
Instead, new methods should be developed to rapidly screen chemical spaces to identify completely new crystal structures that can
then be substituted with activators to produce photoluminescence. We will discuss two processes that have successfully expedited
the discovery of new phosphors.

4.09.10.2.1 The single particle diagnosis approach
Phosphors are typically synthesized as polycrystalline powders rather than large single crystals. The size of the particles in the
powder varies from several to several tens of micrometers, where the larger particulates could be considered as small single crystals.
In theory, the large particles that exhibit bright luminescence can be isolated and further characterized, but structure determination
from small single crystals is exceptionally challenging due to irregular particle morphology or other imperfections. The single
particle diagnosis approach circumvents this difficulty by performing crystal structure analysis using a high-resolution single-
crystal X-ray diffractometer with a charge-coupled device (CCD) area detector and utilizing multilayer focusing mirrors for structural
analysis and a single-particle fluorescence spectrophotometer to evaluate the optical properties.220 The workflow typically consists
of five steps (Fig. 24). The first step involves choosing a chemical space and synthesizing numerous compositions (50þ) substituted
with Ce3þ or Eu2þ through traditional high-temperature sintering. This forms the “powder library.” The second is to identify and
isolate particles with the desired optical properties and appropriate particle size, morphology, and growth under an optical micro-
scope. The third step involves determining the lattice parameters of the particle using the single crystal X-ray diffractometer and

Fig. 24 Workflow of the single particle diagnosis approach. First, a chemical space should be identified and a powder library synthesized. A particle
of appropriate size and desired luminescence should be identified for single-crystal X-ray diffraction where the lattice parameters will be indexed
against known compositions from inorganic structural databases. If unknown, the composition and photoluminescence properties of the particle are
characterized. Finally, the phase is attempted to be synthesized as a powder. Modified from Wang, X.-J.; Xie, R.-J., Screening and Discovery of
Phosphors by the Single-Particle-Diagnosis Approach. J. Appl. Phys. 2021, 129 (12), 123106, Wang, X.; Takeda, T.; Hirosaki, N.; Funahashi, S.; Xie,
R.-J., Single-Particle-Diagnosis Approach: An Efficient Strategy for Discovering New Nitride Phosphors. J. Rare Earths 2018, 36 (1), 42–48.
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screening the data against the known compounds listed in the crystal structure databases. The particles whose parameters cannot be
matched in the database are treated as new phosphors. The fourth step is characterization, including crystal structure and compo-
sition identification and measuring the optical properties of the phosphor, such as the emission spectrum, photoluminescent
quantum yield, and thermal quenching resistance. Finally, the last step is determining the appropriate synthetic route to obtain
phase pure powders and scale up the sample size.221

This methodology has successfully identified many new phosphors from various compositional spaces, including oxynitridosi-
licates,222 nitridoaluminosilicates,223 nitridolithoaluminates,224 and oxonitridoalumosilicates.225 A particularly exciting system,
Ba2LiAlSi7N12, was identified from the Ba3N2–Li3N–Si3N4–AlN phase space. The particle of Ba2LiAlSi7N12 was chosen from the
powder library due to the plate-like shape and large particle size (46 	 31 	 11 mm), making it suitable for single crystal analysis.
Other particles were also investigated, but lattice parameter analysis revealed that the particles were known phosphors, namely
BaSi7N10:Eu

2þ, Ba2Si5N8:Eu
2þ, and BaSi6N8:Eu

2þ.226–228 Ba2LiAlSi7N12 crystallizes in the orthorhombic Pnnm and the structure
is composed of corner connected (Si,Al)N4 and LiN4 tetrahedra and the single Ba atom sites in the one-dimensional tunnel formed
by the tetrahedra along the b direction.224 The Ba atom is coordinated by 11 N atoms. Exciting this phosphor at 405 nm produces
a narrow green emission with a full width at half maximum of 61 nm and a photoluminescent quantum yield of 79%. The phos-
phor retains 95% and 91% of the room temperature integrated intensities at 200 �C and 300 �C, respectively. The high thermal
stability was attributed to the rigid backbone in the crystal structure from the (Si,Al)N4 and LiN4 tetrahedra. Synthesis of polycrys-
talline BaSi7N10:Eu

2þ resulted in several impurities such as Ba2Si5N8:Eu
2þ and BaSi6N8:Eu

2þ due to the loss of Li during synthesis.
The impurities interfere with the observed luminescence of the polycrystalline sample, but they can be removed through careful
control of the synthetic conditions. It is clear from this example that the single particle diagnosis approach is a successful method
to quickly identify new phosphors.

4.09.10.2.2 Combinatorial chemistry approach
The single particle diagnosis approach, while successful, still relies on extensive trial-and-error. This process could be simplified by
screening composition spaces using combinatorial chemistry to identify new and promising host crystal structures as potential
phosphors. The Sohn group has implemented a new strategy that combines heuristics optimization with high-throughput experi-
mentation to identify novel phosphors.229 The workflow is presented in Fig. 25. In their work, a non-dominated-sorting genetic
algorithm (NSGA) is first used to search multi-dimensional compositional spaces. Then a particle swarm optimization (PSO) is
conducted to reduce the compositional phase space by considering a new parameter called the structural rank, which describes
the novelty of the phosphor. This approach is combined with a solid-state high-throughput experimentation to identify new mate-
rials. This process can be broken down into three steps. The first is to determine the composition space of interest, called the decision
parameter, based on current literature, chemical intuition, and industry demand. The next step is to identify a new phosphor using
an NSGA and PSO-assisted combinatorial materials search based on high-throughput experimentation and the structural rank

Fig. 25 Workflow of the combinatorial chemistry approach to identify new phosphors. First, the composition space of interest should be narrowed
down based on literature, patents, chemical intuition, and industry needs. Next, a heuristic optimization-based combinatorial approach involving
optimization algorithms, experimental evaluation through high-throughput synthesis and characterization, and parameterization of the material novelty
by indexing against known compositions from inorganic structural databases is conducted. Finally, the new phase is identified through compositional
analysis and structural determination and a large-scale phase pure synthesis is attempted. Modified from Park, W. B.; Shin, N.; Hong, K.-P.; Pyo, M.;
Sohn, K.-S., A New Paradigm for Materials Discovery: Heuristics-Assisted Combinatorial Chemistry Involving Parameterization of Material Novelty.
Adv. Funct. Mater. 2012, 22 (11), 2258–2266, Park, W. B.; Singh, S. P.; Sohn, K.-S., Discovery of a Phosphor for Light Emitting Diode Applications
and Its Structural Determination, Ba(Si,Al)5(O,N)8:Eu2þ. J. Am. Chem. Soc. 2014, 136 (6), 2363–2373.
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parameter. The last step is to realize the new material through synthesis, characterization, and identifying the appropriate synthesis
for scale up.

This methodology was applied to identify a new phosphor in the AEO (AE ¼ Mg, Ca, Sr, Ba)-Al2O3-AlN-Si3N4 phase space.
230

This phase space was chosen based on what would likely yield a new phosphor immediately applicable in industrial use. Such
a large, seemingly infinite composition space requires a two-step feedback loop to screen the composition space properly. First,
the phase space was confined to Si3N4-rich compositions based on preliminary high-throughput experimentation, which showed
that compositions outside the specific region often melted at temperatures above 1600 �C and compositions rich in AlN/Al2O3 and
Si3N4 would often produce already known SiAlON phosphors. The resulting phase space was reduced to 16,256 compositions.
While hundreds of phosphor samples were synthesized using high-throughput experimentation, the phase space cannot be suffi-
ciently screened using this brute-force methodology. Applying the NSGA through five generations, where each generation contained
the results of the preliminary experiments, each optimization narrowed the composition space by converging around a specific
composition space of BaO/SrO-Al2O3-Si3N4. Then, a PSO combinatorial material search was employed to fine-tune the results
from the NSGA by further narrowing the phase space to the Si3N4 rich region. With only photoluminescence intensity as an objec-
tive function in the PSO process, five consecutive swarms were able to isolate around the unknown composition. Structural iden-
tification first involved matching the powder diffraction to those reported in inorganic structural databases, similar to the lattice
parameter search done in single-particle diagnosis. After determining that the new phase, Ba(Si/Al)5(O/N)8, did not match any
known phase, the space group was determined as being A21am through indexing, space group determination, and Rietveld refine-
ments. This new phosphor has an AB5X8 structure type, which had never been reported before. The compound contains a three-
dimensional network of corner-connected (Al/Si)(O/N)4 tetrahedra where the Ba2þ lies inside the voids created by the network.
The phosphor emits a bright blue-green light under near-UV excitation. This new combinatorial approach has proven successful
in identifying this new structure type and new compositions such as yellow-emitting Ca1.5Ba0.5Si5O3N6:Eu

2þ and red-emitting
Ca15Si20O10N30:Eu

2þ, which can be immediately used in industrial applications.231,232

4.09.10.3 Data-driven approaches

Machine learning algorithms may also be utilized to screen inorganic structural databases to predict crystal structures that will
produce phosphors with thermally stable and efficient emission upon rare-earth substitution. A workflow of the process of con-
structing and evaluating a machine learning model is provided in Fig. 26.233 First, data are collected from literature, crystal structure
databases, figures, or laboratory notebooks. The data are then translated into a numerical representation so that data can be inter-
preted by a computer. Models are then constructed by applying various algorithms on the data set. The algorithm that yields the best
performance is chosen for further optimization. Finally, the predictive power of the model is evaluated on unseen data.

The Debye temperature (QD) represents the highest temperature that can be achieved due to a single vibration. Recently, the DFT
calculated Debye temperature has been used as a proxy for structural rigidity as materials with a higher QD tend to have higher-
energy phonon modes, which inhibit access to non-radiative pathways and lead to higher quantum efficiencies. In contrast, lower
Debye temperatures signify the presence of softer phonon modes that increase the probability of non-radiative relaxation.21 As
a result, the Debye temperature has been used as a screening tool to identify potential host structures with predicted high efficien-
cies. The only drawback to this approach is that these calculations are computationally expensive. Zhuo et al. proposed an alternate
methodology to expedite the identification process. They developed a machine learning model that could predict, rather than calcu-
late, the Debye temperature of a host structure within a matter of seconds.23 A support vector machine regression model was trained
based on the calculated Debye temperatures of 2610 compounds. The model had a coefficient of determination (r2) of 0.89 with
a mean absolute error of 37.9 K, meaning there is excellent agreement with the calculated Debye temperature values and the
machine learning predicted value of the Debye temperature. Once the model had been successfully trained, the model was used
to predict the Debye temperature of >100,000 compounds from the Pearson’s Crystal Database. The Debye temperature was

Fig. 26 Workflow of the machine learning approach. Data are collected from literature, crystal structure databases, and figures. Next, numerical
representations of the data are created to be interpreted by a computer. The data is then analyzed and cleaned during data pre-processing to remove
irrelevant, redundant, noisy, or unreliable information. The data are then utilized in model construction, where a number of machine learning
algorithms are applied and the highest performing model is chosen. The model is trained using these algorithms, and its predictive power is finally
evaluated on an unseen data set. Modified from Zhuo, Y.; Tehrani, A. M.; Brgoch, J., A New Era of Inorganic Materials Discovery Powered by Data

Science In Machine Learning in Chemistry: The Impact of Artificial Intelligence Cartwright, H. M., (ed.) The Royal Society of Chemistry 2020; pp. 311–
339.
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plotted against its band gap, extracted from the Materials Project, to construct a tool for identifying the most promising host mate-
rials. Recall, crystal structures with wide band gaps tend tominimize temperature-induced photoionization. Therefore, plotting each
compound’s predicted Debye temperature versus the calculated band gap through a sorting diagram can be used to identify and
group classes of host crystal structures with predicted high quantum yields and high thermal quenching resistance, respectively.
Sorting diagrams revealed some general trends between classes of materials. For example, nitrides tend to have band gaps
>4.5 eV and generally high Debye temperatures that arise from covalently bonded, corner connecting tetrahedra present within
the structure. Fluorides have very wide band gaps, between 4 and 8 eV, but low Debye temperatures (< 500 K) likely due to the
ionic bonding in these crystal structures. Finally, borates tend to have wide band gaps, between 4 and 8 eV, and very high Debye
temperatures, greater than 500 K, owing to boron’s small size that promotes dense polyhedral packing. The sorting diagram revealed
that borates are an ideal class of materials that will increase the probability of discovering a phosphor with a high quantum yield.
This led to the identification of NaBaB9O15:Eu

2þ which has a highQD of 729 K and a calculated band gap of 5.5 eV. The hypothesis
that NaBaB9O15:Eu

2þ would have enhanced optical properties based on these two descriptors was validated by the phosphor
producing purple emission (lem ¼ 416 nm) upon 315 nm excitation with a quantum yield of 95% and zero thermal quenching
up to 500 K. Nowadays, researchers have also utilized machine learning to predict thermal quenching temperature,66 centroid
shift,234 and excitation wavelength,235 among other properties, to rapidly identify phosphors for specialized applications.

Finally, data-driven techniques may also aid in identifying new phosphor hosts with predicted desired optical properties. In this
approach, host structures are predicted by density functional theory calculations and experimentally validated. The Ong group
recently performed a high-throughput screening of the SrO-Al2O3-SiO2-SiN3 phase space using a data-mined substitution algorithm
on the prototype structures the ICSD.137 A total of 496 structures were generated as a result. To narrow the phase space, the ther-
modynamic stability of each phase with respect to the elements at 0 K was determined. Compositions with energies�50 meV above
the convex hull, the linear combination of stable phases in a phase diagram, were identified as potentially thermodynamically stable
phases. As mentioned previously, host crystal structures should also possess wide enough band gaps to prevent photoionization and
other quenching mechanisms. Therefore the compositions with a calculated band gap of 3.0–5.5 eV were allowed to remain as
a potential structure. Finally, the Debye temperature was calculated to estimate the rigidity of the remaining host structures. These
parameters narrowed the phase space from 496 structures to 3. Sr3AlSi3O9N and SrAl2Si3O4N were predicted to be metastable,
meaning synthesis would likely be challenging, whereas Sr2AlSi2O6N was identified as a thermodynamically stable crystal structure
with a large band gap (Eg,HSE ¼ 5.41 eV) and high Debye temperature (QD ¼ 525 K). Sr2AlSi2O6N crystallizes in the tetragonal
space group P�421m which is derived from Ba2ZnGeS6O. The structure is composed of alternating layers of [SrO8] and [(Si/Al)
O4] tetrahedra. Substituting Eu2þ into the crystal structure produces an unprecedented broad band emission from 400 to
850 nm with a maximum at 600 nm anddfull width at half maximum of 230 nm. This broad emission, which appears as white
light, was reported to stem from local disorder around the activator stemming from the Al/Si and O/N disorder present in the crystal
structure. The emission is also thermally stable as 88% of the 80 K emission intensity is retained at 420 K. Fabricating a prototype
device using a 375 nm LED and the single, white-emitting phosphor produced a white light with excellent color quality (Ra ¼ 97).
This shows that data-driven approaches can successfully screen compositional spaces by targeting thermodynamically stable struc-
tures predicted to yield phosphors with excellent optical properties.

4.09.11 Conclusion and outlook

In the last century, luminescent materials have gained unprecedented attention due to its facile and ubiquitous integration in
general lighting and display lighting and, more recently, biomedicine for disease detection, imaging, and temperature sensing.
The luminescent materials discussed in this chapter represent only a fraction of the total reported luminescent materials, a field
that is growing exponentially by the day. As illustrated throughout the chapter, luminescence from transition metal and rare-
earth substituted phosphors, semiconductors, and scintillators are dictated by structure-property relationships, which allow
researchers to manipulate these relationships and fine-tune their optical properties for specific applications. The luminescent mate-
rials used today to illuminate our living rooms and create images on our television sets have been studied for decades. Yet, some of
these materials are still not optimal for the application. Therefore, new approaches involving multiple disciplines, including
computer science, data science, and materials engineering, should and are being developed to increase the number of novel lumi-
nescent materials and identify materials with the ideal optical properties to meet a specific industrial need. There is no doubt that
luminescent materials have revolutionized the way we see and interact with the world, and the future impact of these materials is
bright.
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Abstract

Batteries have become a ubiquitous part of life thanks to their ability to power portable electronic devices from cell phones
and laptops to electric vehicles. Batteries also have the potential to play an essential role in enabling a greener transportation
industry and large scale use of intermittent renewable energy such as solar and wind. This chapter is focused on the solid-state
materials chemistry that enables energy storage in battery systems. The concepts and terminology required to understand the
content are explained in the first section. The chapter briefly discusses early battery technology including high temperature
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batteries, alkaline batteries, and Pb-Acid batteries. We then discuss more contemporary chemistry including the significant
conceptual discoveries, such as intercalation chemistry, that led to the successful commercialization of lithium-ion batteries
(LIBs). A comparative review of a variety of significant intercalation cathode and anode materials is presented, with emphasis
on material structure and how it affects their electrochemical properties. In each section a brief history of each material, as
well as a detailed description of its structure, advantageous properties, drawbacks, and current electrochemical research
directions on similar materials is provided. This chapter also covers next-generation battery chemistry including Li-rich
cathode materials, electrodes based on conversion chemistry, such as S8 or O2 cathodes, and Li and Si anodes. The
section concludes with a discussion of development of battery materials for next-generation systems based on other
monovalent working ions, Naþ and Kþ, and multivalent working ions, Mg2þ, Zn2þ, and Ca2þ.

4.10.1 Introduction

A battery converts between electrical energy and chemical energy. The currency of electrical energy is electrons and, in a battery, the
currency of chemical energy is ions. Solid materials often serve as sources and sinks of electrons and ions. Examples of charge storage
in solution are also of interest, however, this chapter will focus on only the solid materials in battery systems. The properties of
electrons or holes are determined by a material’s electronic structure, which is shaped by the chemical bonding environments of
its constituent atoms. In an electrochemical reaction that is confined to the solid-state, the insertion or removal of electrons is
concomitantly charge balanced by the introduction or removal of ions. The latter can result in significant perturbations to the chem-
ical structure. Thus, electrochemical reactions in materials are described by a dynamic interplay between electronic and chemical
structure. To explain mechanisms of charge storage in solid-state materials, it is first necessary to introduce the basic anatomy of
a battery and some relevant terminology.

4.10.1.1 Battery basics

A battery toggles between electrical and chemical energy via electrochemical reactions that occur concomitantly at two electrodes
termed the anode and cathode. An oxidation reaction at the anode releases electrons into the external circuit and is accompanied
by a reduction reaction at the cathode that consumes the electrons. The gain and loss of electrons is charge balanced by ions that
conduct across the electronically insulating electrolyte as depicted in Fig. 1.1

A schematic of a generalized battery during discharge is shown in Fig. 1a. Chemical energy is converted into electrical energy
spontaneously and current flows from the cathode to the anode. By convention, the direction of current flow is opposite to the
flow of electrons. The electrode nomenclature is defined during the discharge when oxidation occurs at the anode and reduction
occurs at the cathode. An easy way to remember this convention is the mnemonic “An Ox” and “Red Cat.” Thermodynamically
speaking, the potential energy of the anode is higher than that of the cathode and thus the reaction is spontaneous.

A schematic of a general battery during charge is shown in Fig. 1b. Analogously, electrical energy is converted into chemical
energy upon applying a voltage across the cell to drive the uphill reaction. Now, the oxidation reaction occurs at the cathode
and the reduction reaction at the anode. Although the opposite reaction is occurring at each electrode, the battery community collo-
quially conserves designation of the electrodes (anode vs cathode) as it was defined for the discharge (spontaneous) reactions.

The reduction and oxidation reactions that occur at the electrodes are called half reactions. The corresponding half reaction at
each electrode is indicated below the electrode in Fig. 1. If the half reactions are irreversible, the battery can only be discharged once
and is called a primary battery/cell. Alternatively, if the half reactions are reversible, the battery is rechargeable and is called
a secondary battery/cell. The two half reactions together give the full redox reaction of the battery. For example, the half reactions
and full reaction for the battery in Fig. 1 are

anode half reaction : j/jþ þ e� (1)

cathode half reaction : iþ þ e�/i (2)

full cell reaction : jþ iþ/jþ þ i (3)

Although the equations are written with cations jþ and iþ and indicate a single electron transfer, jþ and iþ could be replaced by
anions, and the electron transfer could involve multiple electrons. The standard reduction potentials of many half reactions are
tabulated and can be used to estimate the thermodynamic cell potential. The standard reduction potential E0 describes a reduction
reaction at standard conditions and thus the potential of the full cell described above is calculated by Ecell

0 ¼ Ec
0 � Ea

0 where Ec
0 is the

standard reduction potential of the cathodic half reaction and Ea
0 is the standard reduction potential of the anodic half reaction.

Positive cell potentials yield negative Gibbs free energy (OGo) and thus spontaneous reactions:

DGo ¼ �nFEocell

DG ¼ �nFEcell

(4)
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where n is the number of electrons transferred and F is Faraday’s constant (96,485 C mol–1). In the second equation, we drop the
superscript 0 implying that the same relationship holds in non-standard conditions.

The species j and i are called the electrochemically active species. That is, the electrochemically active species are the species in the
anode and cathode which change oxidation state in the half reactions and store charge. Discrete changes in formal oxidation state
are often used to describe the charge compensationmechanisms in battery materials, however, such a description becomes less accu-
rate in materials with delocalized electrons or holes and/or covalent bonds. It is more accurate to say the electrochemically active
species are the species on which changes in charge density are most localized during the half reactions. In other words, the electro-
chemically active species are the species that have occupied density of states near the Fermi level.

The ions þ and� in the electrolyte in Fig. 1 conduct the ionic component of the full cell reaction. As written above,þ and� are
generalized and could refer to any cation or anion. At least one or more of the ions in the electrolyte will also appear in the half-
reactions (consider, for instance, if þ ¼ jþ). Such ions are called working ions. The working ion can undergo reduction and oxida-
tion itself or simply act as a charge compensating ion, as is the case for Liþ in a Li-ion battery (LIB).

To illustrate the relationship between electrical and chemical energy in a battery, we turn to a thermodynamic analysis of a simple
model system with a single working ion: the LIB. The materials andmechanisms in a LIB will be given considerable detail later in the
chapter. For now, however, to explain the relationship between electrical and chemical energy in a battery, we can modify the half-
reactions above to include a Liþworking ion. The Liþ is both in the electrolyte and reacts at the electrodes; the ionþ in Fig. 1 is taken
to be Liþ for this analysis. The half reactions and full cell reaction for a LIB can be generalized as:

anode half reaction : LiM1/Liþ þ e� þM1 (5)

cathode half reaction : Liþ þ e� þM2/LiM2 (6)

full cell reaction : LiM1 þM2/M1 þ LiM2 (7)

Fig. 1 All batteries contain an anode, electrolyte, and cathode. An electrolyte-permeable, electronically-insulating separator between the anode and
cathode prevents electrical contact between the electrodes. The electrolyte is electronically insulating and ionically conducting. In the schematics,
electrons are indicated as e–, the anode material as j, and the cathode material as i. The solvated ions in the electrolyte are indicated as þ and –. (a)
During discharge, j is oxidized to jþ at the anode and iþ is reduced to i at the cathode. Discharge is spontaneous. (b) During charge, jþ is reduced to
j and i is oxidized to iþ. The names of the two electrodes, anode vs. cathode, are defined for the spontaneous reaction. Charging the battery requires
an applied voltage across the cell. For both charge and discharge the direction of e– and current I flow through the external circuit is indicated.

310 Battery materials



Note that the formal oxidation state of Liþ remains unchanged and M1 and M2 are the electrochemically active species. In a LIB,
M1 is often graphite andM2 is a metal oxide. More detail on these materials can be found later in the chapter. For now, we start from
the general thermodynamic identity for the electrochemical Gibbs free energy.

dG ¼
X
a

X
b

�mabdN
a
b (8)

where �G is the electrochemical Gibbs free energy, and �mab is the electrochemical potential of species a in phase b, and Nb
a is the

number of particles of species a in phase b. We assume constant temperature and pressure such that the SdT and VdP terms in the
thermodynamic identity are equal to 0.

Recall that the electrochemical potential �mab is the partial molar Gibbs free energy of a given species b in phase a, composed of the

sum of its chemical potential mb
a, which determines diffusive equilibrium, and electrostatic potential fb

a, which determines elec-
trostatic equilibrium.2

�mab ¼
 
v�Ga

vNa
b

!

T;P

¼ mab þ zbFf
a
b (9)

zb is the signed charge number of b (e.g., þ1, �1, þ2, �2), and F is the Faraday constant (96485 C mol�1).
In the LIB model system, we have only the Liþ working ion and electrons e�, so the thermodynamic identity simplifies as below:

ðd�GÞT;P ¼
X
a

�maLiþdN
a
Liþ þ �mae�dN

a
e� (10)

The derivative in the electrochemical Gibbs free energy of the cell can be written in terms of the Liþ and e� concentrations in all
phases; the three major phases indicated in Fig. 1 are the anode, electrolyte, and cathode.3

ðd�GÞT;P ¼ �manodeLiþ dNanode
Liþ þ �manodee� dNanode

e� þ �mcathodeLiþ dNcathode
Liþ þ �mcathodee� dNcathode

e� þ �m
electrolyte
Liþ dNelectrolyte

Liþ (11)

Note that the electrolyte, unlike the anode and cathode, conducts only Liþ and other dissolved ions. The electrolyte (typically an
organic solvent with a Li salt in an LIB) is highly insulating with respect to e� or hole (hþ) species.

From Eq. (11), it is possible to invoke Eq. (4)OG0 ¼ � nFEcell
0 at equilibrium andOG ¼ � nFEcell at non-equilibrium states

(i.e., during charge and discharge) to derive expressions for Ecell
0 and Ecell, respectively.

2,4,5 We leave this derivation as an exercise for
the reader.

E0cell ¼ ��mcathodee� � �manodee�

e
(12)

Ecell ¼ �
h
�mcathodeLiþ þ �mcathodee�

i
þ
h
� �manodeLiþ � �manodee�

i

e
(13)

Thus, at equilibrium, the total electrical energy per charge Ecell
0 is solely the difference in the electrochemical potential of electrons

e� at the cathode versus the anode, i.e., the net electrochemical potential difference of e� between the electrodes. Whereas, in non-
equilibrium states, the total electrical energy per charge Ecell is the difference in the electrochemical potential of the working ion Liþ

at the cathode versus the anode, minus the difference in electrochemical potential of electrons e� at the cathode versus the anode,
i.e., the net electrochemical potential difference of all charge species between the cathode and the anode.

4.10.1.2 The first battery

The first battery was built by the Italian scientist Alessandro Volta in 1800. The battery was composed of alternating electrodes of
dissimilar metals, for example Zn and Cu, separated by a saltwater electrolyte. It is worth noting here that the term “battery” tech-
nically refers to many cells in series, like the one Volta made. However, single cells are commonly referred to as a batteries in the
literature. Volta was prompted to construct the battery to probe a hypothesis inspired by an experiment by his contemporary, Luigi
Galvani. Galvani observed that the legs of a frog hung from an Fe hook twitched when touched by a Cu probe. While Galvani sug-
gested the twitch came from electricity intrinsic to the frog, Volta hypothesized the electricity was intrinsic to the metals. To test his
hypothesis, Volta constructed the voltaic piledthe first battery (Fig. 2).6

Volta observed that current could be generated from the repetitive stack of two different metals separated by a salt-water soaked
pasteboard. Volta also used Sn in place of Zn and brass or Ag in place of Cu.6 Later study of the voltaic pile by others after Volta
found that the cathode metal is inert and the reaction at the cathode is reduction of protons (Hþ) to hydrogen gas (H2(g)) with the
electrons delivered via Cu (Fig. 2).7 The half reactions, full redox reaction, and equation for the EMF for the voltaic pile are as
follows. The potentials below are standard reduction potentials and are thus referenced to the normal hydrogen electrode (NHE).

anode half reaction : Zn sð Þ/Zn2þaqð Þ þ 2e�
�
E0 ¼ � 0:76 V

�
(14)
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cathode half reaction : 2H aqð Þþ þ 2e�/H2ð gÞ
�
E0 ¼ 0 V

�
(15)

full cell reaction : Zn sð Þ þ 2Hþ
aqð Þ/Zn2þaqð Þ þH2ð gÞ

�
E0cell ¼ 0 V�ð� 0:76 VÞ ¼ 0:76 V

�
(16)

F ¼ �m
H2ð gÞ
2Hþ � m

Zn sð Þ
Zn2þ

2e� (17)

In practice, the voltage across a single cell of the voltaic pile in Fig. 2 is not equal to the thermodynamic value F because the
voltage is perturbed by extraneous factors like side reactions at the anode to form ZnSO4 and ZnO. The voltaic pile consists of several
cells in series so the total voltage is the sum of the individual cells.7

Initial challenges with Volta’s cell included the formation of insulating Zn compounds at the anode and the adherence of H2(g) to
the Cu disks.7 Regardless, Volta’s battery set the stage for future development and study of similar electrochemical cells. Any electro-
chemical cell can be viewed as the sum of its half reactions, and the brief discussion of the voltaic pile introduces the overall mode of
operation of a battery.

4.10.1.3 The lithium-ion battery

The most ubiquitous battery today is the LIB. As an additional example to help frame the next sections, and since it will be a key
focus of the chapter, the LIB is briefly introduced now. A far more detailed discussion follows later in the chapter.

Despite greater chemical complexity compared to the voltaic pile, the LIB can still be defined by its half reactions. The half reac-
tions, full reaction, and equation for the EMF for the LIB during discharge are as follows8:

anode half reaction : LiC6/C6 þ Liþ þ e�
�
E ¼ 0:1 V vs:Li=Liþ

�
(18)

cathode half reaction : 2Li0:5CoO2 þ Liþ þ e�/2LiCoO2
�
E ¼ 3:8 V vs:Li=Liþ

�
(19)

full cell reaction : 2Li0:5CoO2 þ LiC6/2LiCoO2 þC6ðEcell ¼ 3:8 V� 0:1 V ¼ 3:7 VÞ (20)

Fig. 2 A diagram of the voltaic pile as described by Volta. It consisted of several electrochemical cells in series. Each cell consists of a Zn disk
anode, saltwater electrolyte (pasteboard soaked in saltwater), and a H2(g) cathode. The Cu disks are inert electron conductors now called current
collectors. The cell is drawn discharging, when oxidation occurs at the Zn anode and reduction of protons in the electrolyte evolves H2(g) at the
surface of the Cu disk.
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F ¼ �m
LiCoO2
Liþ � m

C6

Liþ

e
(21)

During charge (Fig. 3b) LiCoO2 loses half an equivalent of the working ion, Liþ, whilst the C6 anode incorporates Li from the
electrolyte. The anodic electrochemically active species is C6, and the cathodic electrochemically active species is the Co in LiCoO2.

Why only half an equivalent of Li is removed from and inserted into LiCoO2 will be explained in Section 4.10.3.1.2.1.2.
However, to accurately represent the redox in the LIB it is taken as a fact for now.

4.10.1.4 Battery performance metrics

One paramount figure of merit for a battery is its energy density. That is, the quantity of electrical energy it can store as chemical
energy per unit weight or unit volume. While the factors that determine energy density in a battery are numerous, a principal
component of the energy density includes the intrinsic energy density of the anode and cathode materials. However, as suggested
in Figs. 1 and 2, the total weight or volume of a battery, and overall battery energy density, will depend on the relative voltage
between the anode and cathode materials, weight/volume of the electrolyte, any other insulators/separators (e.g. the pasteboard
in Fig. 2), metal current collectors (connected to the anode and cathode), overall cell design etc. Thus, while energy density is impor-
tant for practical purposes, it is not an intrinsic property of a material. For chemists concerned solely with the impact of the electrode
materials on the energy density it is useful to define an intrinsic gravimetric (by weight) and volumetric (by volume) capacity, as
opposed to energy density, as a metric to easily compare the capacity of various materials.

4.10.1.4.1 Gravimetric vs volumetric capacity
As the energy stored in a battery depends on the relative voltage between specific anode and cathode materials, the intrinsic capacity
of a material on its own cannot be defined in terms of energy. Thus, the capacity is defined in terms of charge stored per unit weight

Fig. 3 (a) The archetypal LIB consists of a graphite (C6) anode, Li salt (LiPF6) in organic carbonate solvent electrolyte, and lithium cobalt oxide
(LiCoO2) cathode. During discharge, the Li0.5CoO2 cathode is lithiated and reduced and the lithiated graphite (LiC6) is delithiated and oxidized. (b)
During charge, the LiCoO2 cathode is delithiated and oxidized, and the C6 anode is lithiated and reduced. In its pristine state as assembled, the LIB is
fully discharged. The causes for and consequences of the pristine state of the Li-ion being the discharged state, as opposed to charged, will be
discussed later in the chapter.
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(gravimetric capacity) or volume (volumetric capacity) as opposed to energy. By convention, the units of gravimetric capacity are
mA h g–1 and the units of volumetric capacity are mA h cm–3. It is intuitive to see how mA h are units of charge as follows:

1 mA,h ¼ 10�3 A,h ¼ 10�3C
s
,h ¼ 10�3,3:6,103

C
s
,s ¼ 3:6C (22)

where mA and A are milliamps and amps, respectively, h is hours, s is seconds and C is Couloumbs. Recall that Coulombs are the
International System of Units (SI) unit of electrical charge where 1 C ¼ 6.242 � 1018 e where e ¼ elementary charge.

The gravimetric and volumetric capacity of a compound used as an electrode are defined as follows:

Gravimetric Capacity
�
mA,h,g�1� ¼ n,x,F

mw,3:6
(23)

Volumetric Capacity
�
mA,h,cm�3� ¼ n,x,F

V,3:6
(24)

where n ¼ Units of charge per working ion, x ¼ theoretical electrochemically accessible equivalents of working ion, F ¼ Faraday’s
constant z 96485 (C mol–1), mw ¼molecular weight (g mol–1), V ¼ volume of 1 mole of unit cells (cm3 mol–1) and 3.6 is a unit
conversion factor (C mA–1 h–1).

Table 1 shows the gravimetric and volumetric capacities of the anode and cathode materials from the voltaic pile (Fig. 2) and LIB
(Fig. 3).

Note that the volumes of 1 mol of unit cells (cm3 mol–1) are scaled to match the stoichiometry. The volumetric capacity for H2(g)

is undefined as it depends drastically on its container, pressure and temperature.
The formulae above define the quantity x, the “Theoretical Electrochemically Accessible Equivalents of Working Ion.” In practice,

not all of the equivalents of working ion in a given material may be electrochemically accessible. For example, for LiCoO2, the theo-
retical capacity calculated in the table above is based on x ¼ 1. However, in practice, only 0.5 equiv. of Liþ are accessible and so the
experimental gravimetric and volumetric capacities are 137 mA h g–1 and 692 mA h cm–3, respectively.

4.10.1.4.2 Power vs energy
Another important distinction in the figures of merit for a battery is between power and energy. For many practical uses not only is
the battery energy density important but also how quickly the battery can convert between electrical and chemical energy, i.e. the
power. At the chemical level, power is determined by the kinetics of the redox reactions where higher (lower) power density corre-
sponds to faster (slower) redox reactions. As the redox kinetics are complex and depend on the specific interface and/or any inter-
phase between an electrode and electrolyte, the power density, like energy density, is not an intrinsic property. Thus, both energy
and power densities cannot be globally defined from first principles. Nonetheless, both metrics are often measured at the device
level in units of W h kg–1 or W h m–3 for gravimetric and volumetric energy densities, respectively, and W kg–1 or W m–3 for gravi-
metric and volumetric power densities, respectively.

4.10.1.5 Electrochemical data

Many electrochemical techniques are used to characterize battery materials. In any electrochemical experiment, either the voltage or
the current can be controlled, but not both. A common experiment used to evaluate materials is executed by controlling the current
flow, i.e. the rate of electron flow, between the electrodes and measuring the voltage response. The direction of current is switched
when either a time cutoff or voltage cutoff is reached. This is a charge/discharge experiment that is also called chronopotentiometry
or galvanostatic cycling.

4.10.1.5.1 C rates
With the definitions of capacity above, it is possible to describe the current applied in a galvanostatic cycling experiment in terms of
the capacity of the compound. By convention, the rate of charge/discharge is called a C rate and it reflects the time it will take to
exhaust the full capacity of the compound. A cell discharged at a rate of nC will exhaust its full capacity in 1/n hours. For instance,
a cell cycled at 2 C will exhaust the capacity in 30 min and a cell cycled at C/2 will exhaust the capacity in two hours. The rate is
controlled by varying the current applied to the cell. To determine the current corresponding to a given C rate, the following equa-
tion can be used:

Table 1 The gravimetric (QGrav) and volumetric capacities (QVol.) of the anode and cathode materials of the voltaic pile and LIB.

Electrode material Working ion n x mw (g mol–1) V (cm3 mol–1) QGrav (Theoretical) mA h g
–1 QVol. (Theoretical) mA h cm

–3

LiCoO2 Liþ 1 1 97.87 38.75 274 1384
LiC6 Liþ 1 1 79.01 35.95 339 746
H2(g) Hþ 1 2 2.016 - 26589 -
Zn(s) Zn2þ 2 1 65.38 9.150 820 5858
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Ij j ¼ m,Qth,n (25)

where I is current in mA, m is the mass of the active material in g, Qth is the theoretical gravimetric capacity of the active material in
mA h g–1, and n is taken from nC and has units of h–1. The current is shown as an absolute value because if the material is oxidized,
then positive current will be applied and if it is reduced, then negative current will be applied. In practice, battery electrodes consist
of a mix of the electrochemically active material and conductive carbons, binders etc. Thus, to calculate the current for a given C rate,
we specify the mass of only the active material. The C rate discussed here is based on the theoretical capacity, but very oftenmaterials
cannot reach the theoretical capacity due to inherent material limitations, electrode fabrication issues, or myriad other issues and
thus the actual time to full discharge or charge is less than the targeted C rate. Thus, a practical C rate can also be defined by
measuring the time required for full discharge or charge at a given current.

The definition above is written in terms of gravimetric capacity, but it could have as easily been written in terms of volumetric
capacity by substituting the mass of the active material for the volume of the active material, and the gravimetric capacity for the
volumetric capacity. In practice, however, the mass of active material is much easier to measure than the volume. Various C rates to
charge 5 mg of the LIB cathode compound LiCoO2 with theoretical gravimetric capacity 137 mA h g–1 are shown in Table 2.

4.10.1.5.2 Galvanostatic cycling
As described above, a constant current is applied in the galvanostatic cycling experiment between the electrodes and the voltage
response is measured. A typical experimental setup resembles Fig. 2b, except often a Li(s) metal anode is used instead of C6. The
setup is called a half cell because the limiting processes occur at the cathode making it easier to study the reactions at the cathode.
Thus, the cathode is the working electrode and the Li anode serves as both the counter and reference electrodes, such that the voltage
between the anode and cathode is relative to Li # Liþ þ e� at 0 V (vs Li/Liþ). Three electrode experiments are also useful to
decouple processes at the working vs the counter electrode, however, the Li metal counter/reference provides a relatively stable
potential and so utilizing a 3rd electrode is often unnecessary. In an example experiment, suppose we have 5 mg of LiCoO2 in
the cathode and wish to cycle it at a rate of 2 C. The material is already lithiated, so the Liþ is first removed from the cathode.
Thus, a positive current of 1.37 mA will be applied to the electrode to drive the oxidation reaction. Even though LiCoO2 is first
oxidized, LiCoO2 sits at a high voltage, or low chemical potential, and is thus defined as the cathode of the battery and the cell
is thus in the discharged state as assembled. Once the capacity is exhausted, ostensibly after 30 min, the current is reversed to reduce
the LiCoO2 and the material is again fully discharged (lithiated) after 30 min.

The most obvious way to plot the voltage response in a galvanostatic cycling experiment would be as a function of time, since the
only independent variable that can be directly measured is the time since the constant current was first applied. However, if the mass
(or volume) of the active material, m, is known, then the gravimetric (or volumetric) capacity can be calculated with the time
elapsed as follows:

Q ¼ Ij j,Dt
m

(26)

whereQ is the measured capacity in units of mA h g–1, I is the applied current applied in units of mA,6 t is the time elapsed in units
of h, and m is the mass of active material in units of g. From the measured capacity, the moles of Liþ, x, exhausted per formula unit
(e.g. Li1–xCoO2) can be calculated as follows:

x ¼ Q,mw,3:6
F

(27)

where mw is the molecular weight of the active material in units of g mol–1, 3.6 is a conversion factor from Coulombs to mA h (i.e.
units of C mA–1 h–1) and F ¼ Faraday’s constant z 96485 C mol–1. Thus, in a galvanostatic cycling experiment, the moles of
working ion exhausted per formula unit x is linearly increased or decreased by the current applied between the electrodes, and the
voltage response is measured.

It follows from Section 4.10.1.1 that x directly relates to the chemical potential by the equation below.
�
vG
vx

�

T;P
¼ mactive material

x (28)

Table 2 The current applied for various C rates to charge 5 mg of the LIB
cathode compound LiCoO2.

Rate (nC) Current (mA) Time to full charge (hh:mm)

0.1 C 0.0685 10:00
0.5 C 0.343 02:00
1 C 0.685 01:00
2 C 1.370 00:30
10 C 6.850 00:06
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Here the subscript x denotes the working ion, and the superscript denotes the active material, whether anode or cathode. Also
recall that the voltage between the electrodes is a function of the chemical potential in Eq. (18). Thus, the voltage response in a gal-
vanostatic cycling experiment provides insight into the Gibbs free energy landscape of the electrochemical activity of a battery via
the chemical potential of the working ion in the active material. Of course, the measured curve also captures kinetic factors but the
thermodynamic factors tend to dominate the overall shape of galvanostatic curves. In fact, we can mathematically derive the shape
of the voltage response based on simple models of the Gibbs free energy landscape. Here, we will consider the single-phase reaction
model and two-phase reaction model, with example materials, both of which explain a great deal of experimental results.

It is worth noting that there are experimental techniques that can be used to decouple thermodynamic contributions to the
voltage response from kinetic contributions such as galvanostatic intermittent titration technique. Such techniques are beyond
the scope of this chapter.

4.10.1.5.2.1 Single-phase reactiondLiCoO2
Fig. 4a shows representative galvanostatic cycling data for the discharge of a cell with an LiCoO2 cathode, starting from Li0.5CoO2.
The curve is characterized by its shallow slope vs x. It is possible to derive the shape mathematically if we assume a single-phase
discharge mechanism. In other words, we assume that for any and all x, the compound is a thermodynamically ideal mixture9

of Li1–xCoO2. The mixing entropy of a thermodynamically ideal mixture is given as below9:

DS ¼ kBðx ln xþð1� xÞ ln 1� xÞ (29)

Thus, the Gibbs free energy as a function of x is as below.10

DG xð Þ ¼ Gð0:5Þþ 3xþ kBTðx ln xþð1� xÞ ln ð1� xÞÞ (30)

Here, G(0.5) is the free energy of the fully discharged active material when x ¼ 0.5 (i.e. the energy of Li0.5CoO2), 3x is the energy
change per Li atom sans any entropic component, and the third term is the entropic contribution to the energy of the ideal mixture
at x. Taking the derivative of G(x) with respect to x yields the chemical potential:

�
vG
vx

�

T;P
¼ m

LiCoO2

Liþ ¼ 3þ kBT ln
� x
1� x

�
(31)

Next, we can plug the above expression into our general equation for the voltage between the electrodes, assuming a Li metal
anode, as follows:

F ¼ �m
LiCoO2

Liþ � m
Li sð Þ
Liþ

e
¼

3þ kBT ln
�

x
1�x

�
� m

Li sð Þ
Liþ

e
(32)

Indeed, the shape of the curve in Fig. 4a resembles Eq. (37). Note that mLiþ
Li(s), the chemical potential of Liþ in the Li metal

anode, is a constant. The Li metal anode is treated as an infinite source/sink of Liþ, so there is no change in Gibbs free energy as
Liþ is inserted or removed from the metal. One aspect of the voltage response that is apparently unexplained by the above treatment
is the sharp transition in the potential near xz 0. In general, if current is still applied once the material available for a certain redox
reaction is exhausted, the cell will polarize until a voltage is reached at which a new reaction can occur or until the experiment is

Fig. 4 (a) Representative galvanostatic discharge curve for LiCoO2.8 (b) The Gibbs free energy landscape for Li1–xCoO2 vs x.10
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stopped at a specified potential limit. If the cell is being charged, for example, eventually the voltage will reach a regime in which the
electrolyte can be irreversibly oxidized (decomposed) and thus potential limits are set on the experiment to avoid electrolyte
decomposition. Mathematically, the transition is best understood via the Nernst Eq. (15), rewritten below for the LiCoO2 half cell.

F ¼ E0LiCoO2
� E0Li0ð sÞ �

RT
F
ln Q (33)

where Q is the reaction quotient. Near x z 0, Q z 0 as there is mostly reactant and little to no product near x z 0. Thus, F is
dominated by the natural logarithm term. While the value of In Q tends to –N for Q z 0, it practically manifests as a sharp
transition of several hundred mV. The single-phase reaction in LiCoO2 ends at x ¼ 0.5, so a similar sharp transition is not observed
at the end of charge (or equivalently at the start of discharge i.e. x ¼ 0.5) asQz 1 and so lnQz 0 (as there are equal parts as many
reactants as products at x ¼ 0.5). In the next example, we will see that the divergent behavior of the voltage is observed at both the
start and end of charge.

4.10.1.5.2.2 Two-phase reactiondLiFePO4
The canonical two-phase LIB cathode is LiFePO4. For now, we will consider how a two-phase reaction mechanism manifests in the
galvanostatic charge/discharge curves. A more detailed discussion of LiFePO4 can be found in Section 4.10.3.1.3.1. As opposed to
the Li1–xCoO2 thermodynamically ideal mixture, Li1–xFePO4 forms two distinct and physically separate phases of x$LiFePO4 and
(1–x)$FePO4 during charge.

Fig. 5a shows representative galvanostatic charge curve for LiFePO4. The curve is flat vs x between x1 and x2, i.e. the chemical
potential of Liþ remains constant as a function of x. Again, it is possible to derive the shape mathematically if we assume a two-
phase mechanism. The two distinct phases manifest as local minima at (x1,G(x1)) and (x2,G(x2)) in the Gibbs free energy landscape
shown in Fig. 5b. Note that the thermodynamic minima fall slightly less than and greater than x ¼ 1 and x ¼ 0, respectively. As we
explained above, the reason for the rise in the Gibbs free energy and sharp transition of the voltage near x ¼ 1 and x ¼ 0 arises from
the off-equilibrium logarithm term in the Nernst equation. Since there is no mixing of the lithiated and delithiated phases for
LiFePO4, we observe the sharp transition in the voltage at both the start and end of charge.

Since none of the intermediate compounds Li1–xFePO4 at any x are more stable than the compositions at x1 and x2, the energy
falls along the tangent between the two minima during charge/discharge. We start with a slope-intercept equation of the form

y ¼ m$x þ b to get a general formula for G(x). Based on Fig. 5, m ¼ Gðx1ÞGðx2Þ
x1�x2

and G(0) ¼ b.

G xð Þ ¼ Gðx1Þ � Gðx2Þ
x1 � x2

,xþ b (34)

We take the derivative of G(x) with respect to x to get the chemical potential as below.
�
vG
vx

�

T;P
¼ m

LiFePO4

Liþ ¼ Gðx1Þ � Gðx2Þ
x1 � x2

zGðx1Þ�Gðx2Þ (35)

where in the last step above we invoked the approximation x1 � x2z 1 because the regions between 1 and x1 and x2 and 0 are small
compared to x1 � x2.

Next, as we did previously, we plug the above expression into our general equation for the voltage as follows:

Fig. 5 (a) Representative galvanostatic charge curve for LiFePO4.8 (b) The Gibbs free energy landscape for LiFePO4 vs x.10
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F ¼ �m
LiFeO4

Liþ � m
Li sð Þ
Liþ

e
¼ Gðx2Þ � Gðx1Þ � m

Li sð Þ
Liþ

e
(36)

Indeed, the shape of the curve in Fig. 5 a resembles the above equation - it is constant between x1 and x2. The slope at values of x
greater than x1 and less than x2 are kinetic artifacts from the electrode/electrolyte interface or other factors.

While LiCoO2 and LiFePO4 are close to model materials for single-phase and two-phase behavior, respectively, most materials
exhibit a complex mix of both. Nonetheless, galvanostatic cycling is a powerful tool to characterize and determine the practical
viability of battery materials. Not only because it gives fundamental insight into the charge/discharge mechanisms, but because gal-
vanostatic cycling can provide insight into the material’s performance under load in a practical cell.

4.10.2 Early battery chemistry

Between the voltaic pile and the modern LIB, several primary and secondary batteries were developed, and some used in industrial
applications. Below, we briefly introduce some of these batteries, their half reactions, and practical applications and limitations.

4.10.2.1 High-temperature batteries

High-temperature batteries became popular in the second half of the twentieth century due to their high energy and power density.
High temperatures are required due to the use of molten-salt or solid ceramic electrolytes. These electrolytes can have much lower
resistances than liquid, aqueous or organic electrolytes. However, this requires temperatures above the melting point of the salt
(typically between 100 and 650 �C) or elevated temperatures at which fast solid-state ion conductivity is enabled in ceramics.11

A typical example of a high-temperature battery is the Li-Cl battery, which consists of a Li metal anode, molten fused-salt LiCl
electrolyte, and Cl2(g) cathode as below:

anode half reaction : Li/Liþ þ e�
�
E0 ¼ � 3:04 V

�
(37)

cathode half reaction :
1
2
Cl2ð gÞ þ e�/Cl�

�
E0 ¼ � 1:40 V

�
(38)

full cell reaction :
1
2
Cl2ð gÞ þ Li/Liþ þCl�

�
E0cell ¼ 1:40 V�ð� 3:04 VÞ ¼ 4:44 V

�
(39)

The high-temperature batteries were mostly based on elemental electrodes and binary salt electrolytes. The use of elemental elec-
trodes instead of composite electrodes, composed conductive additives and binders in addition to the active materials, yields high
energy density batteries. The entire weight/volume of the electrode consists of only the working ions and no other elements, resem-
bling Fig. 1.

However, the practical viability of high-temperature batteries is limited. Firstly, the high temperature requirement precludes its
application in low or moderate temperature applications. Additionally, for the Li-Cl battery, the delivery of Cl2(g) into the battery
presents an engineering challenge. Although a porous carbon electrode enables Cl2(g) to be removed/introduced in a controlled
manner, the accumulation of inert impurities in the Cl2(g) (such as CO2 and N2) at the pores hinders the diffusion of Cl2(g) to
the electrode-electrolyte interface. Additionally, many materials are unstable when in contact with Li, LiCl, and Cl2(g) at high
temperatures. Despite attempts to coat cell components with inert materials, the need for specific materials at different interfaces
further complicates long-term high-temperature battery stability.11 Although only the Li-Cl battery is discussed here as an example,
the key difficulties associated with most of the high-temperature batteries resemble the problems above: chemical contamination of
the cell over time degrading reversibility, and the instability and high reactivity of elemental components at high temperatures.

4.10.2.2 Alkaline/Ni-based batteries

The alkaline/Ni-based batteries are named for their use of a highly alkaline KOH electrolyte and a Ni oxide cathode. The cell chem-
istry was pioneered by Waldemar Jugner in Sweden and Thomas Edison in the United States in the late nineteenth century/early
twentieth century.12 Various anodes are combined with the Ni oxide cathode, most popularly an elemental metal (Cd, Zn or Fe)
or metal hydride anode as below13,14:

cathode half reaction : 2NiO OHð Þþ 2H2Oþ 2e�/2Ni OHð Þ2 þ 2OH� (40)

anode half reaction : Cdþ 2OH�/Cd OHð Þ2 þ 2e� (41)

full cell reaction : 2NiO OHð Þþ 2H2OþCd/2Ni OHð Þ2 þCd OHð Þ2
�
E0cell ¼ 1:3 V

�
(42)

or

anode half reaction : MHþOH�/MþH2Oþ e� (43)
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full cell reaction : NiO OHð ÞþMH/Ni OHð Þ2 þM full reaction
�
E0cell ¼ 1:32 V

�
(44)

The principal drawbacks of alkaline/Ni-based batteries are their toxicity and limited long-term reversibility. For example, the low
natural abundance of Cd and its high toxicity make the Cd anode-based cell expensive and hazardous. Furthermore, the Cd cell
exhibits a memory effect. If the cell is not fully charged/discharged, the capacity on future cycles is limited to that of the incomplete
cycle. The origin of the memory effect is uncertain, but it likely has to do with irreversible morphological changes of unused active
material at intermediate states of charge/discharge. While the Fe and Zn analogs are cheaper, they similarly lack reversibility. For
example, the Fe anode corrodes over time as the open circuit voltage of the charged battery is outside the stability window of
the electrolyte. Thus, the battery slowly self-discharges about 1–2% of its nominal capacity per day in ambient conditions via
H2(g) evolution and/or O reduction.13

The metal hydride anode-based cell resolves most of the cost and toxicity problems associated with Cd. However, the alloys that
store H are prone to crack or even dissolve in the electrolyte over cycling. Moreover, the pressure management necessary to mitigate
such damage is expensive.13 Despite this challenge, the Ni metal-hydride battery saw some success in commercial vehicles and was
implemented in early versions of mass-market hybrid electric vehicles like the Toyota Prius.14

4.10.2.3 Pb-acid battery

Pb-acid batteries were developed by Gaston Planté in France in 1859.12 They consist of a metallic Pb anode, concentrated H2SO4

electrolyte, and PbO2 cathode as follows14:

cathode half reaction : PbO2 þ 4Hþ þ SO2�
4 þ 2e�/PbSO4 þ 2H2O (45)

anode half reaction : Pbþ SO2�
4 /PbSO4 þ 2e� (46)

full cell reaction : PbO2 þPbþ 4Hþ þ 2SO2�
4 /2PbSO4 þ 2H2O

�
E0cell ¼ 2:1 V

�
(47)

The cell chemistry is exceedingly elegant with the product of both the anodic and cathodic reactions being PbSO4. The relatively
high cell voltage (at time of invention), low cost of Pb, and overall high stability at ambient temperatures have ensured the popu-
larity of Pb-acid batteries over decades. Their main shortcomings are low energy density due to the heavy atomic weight of Pb and
short lifetime. Pb-acid batteries are acutely affected by deep discharge, when the build-up of PbSO4 can render the electrode surfaces
inert.15 Nonetheless, Pb-acid batteries play an important role in most internal combustion engine vehicles as an intermittent high
power density power source. Their industrial maturity and lowcost allowed for optimization for many different applications,
including (albeit rarely) storage of energy from intermittent renewable sources.14

Ultimately, the early batteries that preceded the LIB lacked the energy density and chemical reversibility for economically viable,
portable and rechargeable energy storage devices.

4.10.3 Intercalation chemistry and the lithium revolution

Many of the early secondary battery chemistries were based on so-called conversion mechanisms in which the phase of the active
material is converted to a new phase upon redox. The Pb-acid battery, for example, converted Pb metal to dissolved PbSO4 as
described above. Conversion mechanisms, however, elicit significant structural perturbations of the electrodes upon charge and
discharge causing rapid capacity loss as substantial energy is required to facilitate extensive bond breaking and structural reorgani-
zation. Thus, a new paradigm that permitted reversible charge and discharge with minimal changes to the structure was needed. In
the 1970s, Whittingham demonstrated that reversible cycling of electrochemical cells could be achieved through an intercalation
mechanism.16 Intercalation is a topotactic reaction in which a guest species, in this case an ion, is reversibly inserted into a host
structure. During intercalation, the host structure undergoes minimal structural changes, and thus the space group of the host
and that of the resulting intercalation compound are related.17 Generically speaking, an intercalation reaction can be described as:

xGþ L#GxL (48)

where G is the guest molecule/ion, L is the host lattice and GxL is the resulting intercalated compound. Intercalation can occur into
one-, two- and three-dimensional structures, as shown in Fig. 6. Intercalation has been extensively studied for two-dimensional,
layered structures. These structures have been shown to facilitate intercalation of guest ions due to the weakly bonded van der Waals
gaps between the strongly bonded metal-containing layers. In three-dimensional materials, intercalation can occur once interstitial
sites are accessible to the guest species. Thus, in such structures there is a constraint on the size of potential guest species.18

The first demonstration of intercalation chemistry was the intercalation of SO4
2– ions into graphite in 1841.17 In the 1960s, inter-

calation reactions became the focus of extensive investigation, as it was discovered that this reaction type could alter the electronic
and optical properties of materials.19

In the 1970’s, there was growing interest in high-energy rechargeable batteries for electric vehicles and stationary storage of
renewable energy. Initially, high-temperature batteries, discussed in Section 4.10.2.1, were proposed as a solution but safety issues
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prevented application.11 Utilizing intercalation chemistry provided an opportunity to design energy-dense batteries that could oper-
ate at ambient temperature. Liþ emerged as the ideal candidate for the working ion in high-energy batteries as it has the most nega-
tive reduction potential of any metal (–3.04 V vs NHE). Additionally, Liþ is an ideal guest species for intercalation chemistry; it is
a very small monovalent ion, allowing it to fit into interstitial sites in three-dimensional structures. It also has a relatively low charge
density, which permits facile transport through host lattices. The fortuitous combination of these characteristics enabled the devel-
opment of low-weight, energy-dense, high-power batteries.

Modern LIBs utilize intercalation chemistry at both the graphite anode and the LiCoO2 cathode. Notably, the realization of this
technology resulted from nearly half a century of developments in basic solid-state chemistry of materials that are worth exploring
in more detail. The following sections will provide an overview of several critical intercalation electrode materials that played a role
in enabling state-of-the-art secondary battery technology, beginning with intercalation cathodes.

4.10.3.1 Intercalation cathode materials

Cathodes are currently the energy-limiting or potential-limiting electrodes in a LIB. Additionally, in modern commercial LIBs, the
cathode accounts for more than 20% of the battery cost, and the raw materials used account for more than 50% of the cathode’s
cost.20 Thus, further development on cathode materials will play a key role in decreasing battery technology costs, and ultimately
making batteries more economically viable for use in electric cars and grid-scale energy storage applications.

The requirements for effective cathode materials in secondary batteries are as follows:

(1) The host material must contain an ion that can readily participate in redox reactions, e.g. a transition metal.
(2) The host material must support reversible redox reactionsdintercalation mechanisms are ideal to limit structural changes and

irreversibility.
(3) The host material must be structurally stable.
(4) The voltage of the host material should be positive relative to the desired anode material. Greater positive voltages yield higher

energy densitydin modern systems a potential around 4 V vs the anode is preferable.
(5) The material should have a high ionic and electronic conductivity to support fast electrochemical processes, although modi-

fications can be made to accommodate sluggish mobility for either carrier.

The ideal cathode material is composed of abundant, inexpensive, environmentally benign elements. The majority of the reported
and commercialized cathode materials for modern LIBs fall into one of two categories: layered materials in which Liþ can be
inserted and occupy the empty layers or materials with more open structures.21 The latter has an inherent disadvantage in energy
density because the structure itself is denser. The following sections will provide a detailed account of notable materials used as

Fig. 6 3D, 2D, and 1D host materials before and after intercalation of guest species.

320 Battery materials



intercalation cathodes for LIBs. The focus will be on their structure, advantageous/disadvantageous properties, mechanisms of elec-
trochemical processes, and practical uses. The section will conclude with a discussion of cathode materials for next-generation LIBs.

4.10.3.1.1 Sulfides
4.10.3.1.1.1 Layered transition metal disulfides (TiS2)
Building on the development of intercalation chemistry in transition metal disulfides, at Exxon Corporation, Whittingham demon-
strated the first rechargeable battery employing Liþ working ions and intercalation chemistry in 1976.16 The structure of TiS2 is
shown in Fig. 7a. It is a layered material with a trigonal crystal structure (P�3m1). Each layer comprises an arrangement of hexag-
onally close-packed Ti atoms sandwiched between hexagonal close-packed arrangements of S atoms. Thus, the Ti4þ atoms are octa-
hedrally coordinated by S2– ions, forming edge-sharing octahedra. The S atoms decorate the van der Waals gap.22 TiS2 is designated
as an O1 structure, meaning Li is octahedrally coordinated ("O") and the stacking of the metal and Li Layers are directly on top of
each other resulting in a sum of one metal layer in the unit cell ("1"). O1, O2, and O3 structures are discussed in more detail in
Section 4.10.3.1.2.1.2 (pictured for LiCoO2 in Fig. 15 in Section 4.10.3.1.2.1.2).

TiS2 was the lightest of the layered transition metal dichalcogenides being investigated, making it a particularly appealing option
for battery applications. Additionally, it is electronically conducting, so no conducting additive is needed. This maximizes the
amount of active material that can be packed into the cell, resulting in a higher energy density. Initially, it was thought that TiS2
was a semi-metal23; however, later studies attribute the electronic conductivity to the presence of conducting electrons that are
produced by a slight excess of Ti in the van der Waals gap,24 meaning TiS2 is an extrinsic semiconductor and not a semi-metal.
It should be noted that extensive interlayer Ti (1% or more) has been shown to pin the layers together and drastically inhibit,
or even prohibit, the intercalation of guest molecules.25 Thus, it is essential to avoid high-temperature synthesis routes as they
provide sufficient energy for the formation of Ti-vacancy-interstitial pairs that result in interlayer Ti. The most effective phase of
this material for intercalation cathode applications is the ordered structure, which can be prepared at 600 �C.

Fig. 7 (a) The structure of TiS2 (P�3m1) in the bc plane (left) and ab plane (right). (b) A cartoon illustrating the intercalation mechanism by which
Liþ is reversibly inserted into TiS2, ultimately resulting in LiTiS2.
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Crucially, TiS2 was shown to form a single-phase across the entire range Li1–xTiS2. Thus, up to one equivalent of Liþ can be revers-
ibly inserted and removed from the TiS2 structure without the structure undergoing a phase change as shown in Fig. 7b, resulting in
minimal capacity loss and high cycling reversibility.

xLiþ þ xe� þ TiS2#LixTiS2 (49)

Intercalated Liþ occupies octahedral vacancies in the van der Waals gap (Fig. 7b). During intercalation, an electron is drawn from
the external circuit to maintain charge neutrality through the reduction of TiS2. A simple way to understand the charge compensa-
tion mechanism is the reduction of Ti4þ to Ti3þ. However, the TieS bond is partially covalent, due to overlap between the Ti d band
and the S p band, which suggests that S2– may be active in the redox processes in TiS2. For accounting purposes, we will imagine the
formal charge of Ti is reduced from Ti4þ to Ti3þ during intercalation. The impact of transition metal-anion covalency on redox
processes will be explained further in Section 4.10.3.1.4.1. Whittingham demonstrated a battery using a TiS2 cathode paired
with a Li metal anode resulting in a potential of <2.5 V. The reversibility of the intercalation reaction with Li allowed for nearly
1000 cycles without significant capacity loss.21

Although this was an important milestone in the development of high-capacity, long-lasting secondary batteries, it was not
without fault. Shortcomings of Li batteries with TiS2 cathodes included reduction of the electrolyte at the Li metal anode, internal
shorts, thermal runaway, and potentially catastrophic failure (discussed in detail in Section 4.10.5.2.1). These issues, in combina-
tion with the relatively low cell voltage, led researchers to investigate different materials for future LIB cathodes.

In recent work, TiS2 has been proposed as a high performance cathode for K batteries,26 a cathode for Mg2þ intercalation,27 and
TiS2 nanoplates as high-rate cathodes for Na-ion batteries.28 The first two applications will be discussed in more detail in later
sections of this chapter.

4.10.3.1.1.2 Thiospinels (CuM2S4)
Another early sulfide-based material that showed promise as a potential cathode for LIBs was the CuM2S4 (M ¼ Ti, V, Cr, Co) thi-
ospinel phase. This material family was first suggested for battery applications in 1981.29

The structure of CuTi2S4 is shown in (Fig. 8). It forms in a spinel structure (Fd�3m) with cubic close-packed S anions and Cu
cations occupying the 8a tetrahedral sites. The tetrahedra are not connected themselves but are corner-sharing with the Ti octahedra
that occupy the 16d sites. In contrast with layered TiS2, the thiospinel phase is an example of intercalation into a non-layered struc-
ture. One equivalent of Liþ can reversibly intercalate into CuTi2S4 and occupy the vacant 16c octahedral sites.29 The arrangement of
Li sites enables a 3D diffusion pathway in the material.

instead of the 2D pathways in layered materials. Additionally, intercalation into a non-layered structure results in isotropic
expansion and the size selectivity eliminates water or solvent intercalation from the electrolyte. Liþ mobility in CuTi2S4 is slow
because the Cu atoms block the principal diffusion pathway in the material. The 8a tetrahedral sites share all four faces with the
16c sites (which Liþ comes to occupy); therefore removing the Cu atoms from the 8a sites would facilitate the formation of an acces-
sible 3D conduction pathway in the material. A secondary pathway exists through the 48f sites, but this pathway requires much
higher activation energy because it shares two faces with occupied 16d sites. The 8b tetrahedral sites share all four faces with occu-
pied 16d sites and are thus inaccessible to inserted Liþ. Goodenough attempted to synthesize a material that could utilize the
primary, low energy diffusion pathway by extracting Cu from the structure through chemical oxidation with iodine in dry
acetonitrile30:

CuTi2 S4 þ 0:465I2/Cu0:007Ti2 S4 þ 0:93CuI (50)

A greater amount of Li could be reversibly inserted into the Cu0.007Ti2S4 defect thiospinel material (up to 1.93 equiv). Neutron
diffraction studies showed that the Li only occupies the 16c sites and not the 8a sites.31 The remnant Cu atoms occupying the 8a sites
still increase the impedance for Li diffusion through the material. The Cu can be removed entirely, and 1.95 equiv. of Li can be

Fig. 8 The structure of CuTi2S4 (Fd�3m) rotated 22.5� off the a axis and 12.25� off the c axis (left) and along the [110] direction (right).
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reversibly inserted into the resulting cubic titanium sulfide (c–Ti2.05S4), as illustrated in Fig. 9. This represents a substantial increase
over the capacity obtained with CuTi2S4. The redox couple is still Ti

3þ/4þ, so the material’s voltage is comparable to that of layered
TiS2 over the entire Li-composition range. Additionally, the diffusion coefficient of Li in (c-Ti2.05S4) is less than that of the layered
form. Thus, although this material has some benefits over the layered TiS2 phase, its practical application is limited by its low diffu-
sivity and the necessary pairing with a Li metal anode as a Liþ source and to ensure sufficient voltage.

Current electrochemical research areas for thiospinel phases are primarily centered around using tertiary Mg thiospinels like
MgSc2S4 as a potential solid-state electrolyte for all-solid-state Mg-ion batteries,32 and materials like MgTi2S4 as cathodes in Mg-
ion batteries.33

4.10.3.1.2 Oxides
4.10.3.1.2.1 Layered transition metal oxides
Although the layered oxide materials have a similar structure to the sulfides, there was initially minimal interest in the oxides, as it
was thought that Liþ could not be easily removed from them.21 However, to overcome the low voltage associated with the sulfide
cathode materials, the research focus shifted to layered oxide-based materials. A higher cell potential can be attained if there is
a greater negative free energy change for an intercalation reaction, as seen in Eq. 18. The achievable voltage in layered sulfide mate-
rials is limited due to the position of the S 3p band (Fig. 10).

The top of the S 3p band limits the potential of these materials to<2.5 V vs Li/Liþ, as seen in TiS2. Attempts to stabilize a sulfide
based structure with access to a redox couple at a higher potential e.g. Co3þ/4þ would result in the oxidation of S2– into disulfide
ions (S2)

2– and lead to the formation of a pyrite structure instead of the desired layered structure (Fig. 11). The subject of anion
redox, i.e. charge compensation mechanisms that involves the anion, is a discussed in Section 4.10.3.1.5.

However, in an oxide, the top of the O 2p band is at a much lower energy than the S 3p in a sulfide, due to the higher electro-
negativity of oxygen, and thus in oxides lower-lying metal ion energy bands that can facilitate a higher cell potential are accessible.

Fig. 9 The structure of Li2Ti2S4 (Fd�3m) rotated 22.5� off the a axis and 12.25� off the c axis (left) and along the [110] direction (right).

Fig. 10 Positions of the redox energies relative to the top of anion p bands. Adapted from Manthiram, A. A Reflection on Lithium-Ion Battery
Cathode Chemistry. Nat Commun 2020, 11, 1550.
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4.10.3.1.2.1.1 Early binary transition metal oxides (oxides of Mo and V)
Two of the earliest oxides studied as potential cathode materials for secondary LIBs were MoO3 and V2O5. MoO3 is a layered mate-
rial consisting of Mo octahedra that are corner-sharing in the [100] direction and edge-sharing in a zigzag line along the [010] direc-
tion (Fig. 12).

While the elements within a layer are covalently bonded together, the double-layers are held together by van der Waals forces.
The weak bonding combined with an interlayer spacing of 6.929 Å make MoO3 a good intercalation cathode candidate. Although
initial studies claimed MoO3 underwent a disproportionation type reaction with Liþ,34 later studies showed that the introduction of
Liþ is a surprisingly reversible intercalation reaction.35,36 About 1.5 equiv. of Liþ can reversibly intercalate into MoO3 through the
multielectron reduction of Mo6þ to Mo5þ and subsequently Mo4þ:

xLiþ þ xe� þMoO34Liþx Moð6�xÞþO3 (51)

However, the rate capability of MoO3 is poor compared to V2O5 and TiS2 due to slow kinetics. Thus, MoO3 is less suitable for
practical applications.

V2O5 has several polymorphs including orthorhombic a-V2O5, monoclinic b-V2O5 obtained through exposing a-V2O5 to high
temperature and pressure, and g- and ε-V2O5 produced by chemical removal of metals from vanadium oxide bronzes.37 Fig. 13a
and b shows a-V2O5dthe polymorph which was considered to be a promising candidate for battery cathodesdin the bc plane and
the ab plane, respectively. a-V2O5 also has a layered structure in an orthorhombic crystal system (Fig. 13). It consists of chains of
edge-sharing VO5 square pyramids. The chains themselves are corner-sharing. Very weak VeO bonds separate the layers. Thus, the
structure can also be described as having distorted VO6 octahedra, as shown in Fig. 13c, but for this discussion, the former descrip-
tion is more useful. The weak sixth VeO bond affords the ability to insert guest species into the interlayer space. However, Liþ

Fig. 11 The structure of CoS2 (Pa�3) in the bc plane (left) and along the [110] direction (right). CoS2 adopts a pyrite structure with disulfide ions
(S2)2–.

Fig. 12 The structure of layered MoO3 (Pbnm) in the bc plane (left) and in the ab plane (right).
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intercalation/deintercalation in V2O5 is more complicated than previously discussed materials, with numerous phases forming
throughout the process.

The intercalation of Liþ in V2O5 can be simply described as:

xLiþ þ xe� þV2O54Lix V2O5 (52)

The a phase is maintained for (x < 0.1), the ε phase forms for (0.35 < x < 0.7) and the d phase for (0.9 < x < 1) as V5þ is
reduced to V4þ. The three phases form reversibly upon intercalation of less than one equivalent of Liþ. The a-and ε-phases are
very similar, with the ε-phase having puckered layers. The formation of the d-phase corresponds to the shifting of alternating layers
by half a unit cell along the b direction. Minimal energy is required for this process as no strong VeO bonds are broken. In practice,
up to 3 equiv. of Liþ can be inserted. However, irreversible structural changes begin to occur upon intercalation of more than one
equivalent of Liþ. Initially, the g-phase is formed in which the organization of the VO5 pyramids changes from up up down down to
up down up down. Upon insertion of 3 equiv. of Li, the u-phase, which has a rock-salt structure, is formed.38,39 X-ray absorption
spectroscopy (XAS) data determined that capacity fade in the g-and u-phases is a result of the irreversible formation of compounds
like LiVO3 and Li3VO4. If cycled at x < 1, then V2O5 can perform as a suitable intercalation cathode for a LIB. However, while it may
offer long cycle life, V2O5 proved to be a low voltage and low energy density relative to other cathode materials.

4.10.3.1.2.1.2 Lithium cobalt oxide (LiCoO2 or LCO)
In 1980, Goodenough demonstrated that Liþ could be reversibly removed from LiCoO2 electrochemically. Replacing the sulfide-
based cathode with LiCoO2 facilitated access to low-lying energy bands . The increase in the cell voltage achieved with LiCoO2made
it feasible to replace the problematic Li metal anode with a safer material despite the inevitability that the replacement anode would
have a slightly less negative reduction potential. Additionally, since Liþ is already present in LiCoO2, the cathode could serve as a Liþ

source, permitting the use of a delithiated anode such as graphite. Thus, LiCoO2 emerged as an ideal cathode material that satisfied
all the desired criteria.40 LiCoO2 became the prototypical cathode material in LIBs, which swiftly dominated the secondary battery
market after Sony’s commercialization in 1991. Even today, the cathode materials in state-of-the-art LIBs stem from LiCoO2.

Depending on the synthesis temperature, LiCoO2 can form phases with different crystal structures. A low-temperature synthesis
(<400 �C) results in a cubic spinel phase, while a high-temperature synthesis (around 750 �C) results in a trigonal layered structure,
similar to that of the layered sulfides. The layered structure exhibits superior electrochemical performance compared to the cubic
spinel phase. Thus, high-temperature synthesis is vital for practical applications.

The structure of the layered form is shown in Fig. 14. It adopts an a-NaFeO2-type (R�3m) crystal structure of cubic close-packed
O2– ions in the 6c sites, and ordered Liþ and Co3þ ions in the octahedral interstitial sites (3a and 3b, respectively) in alternate (111)
planes. The octahedra are edge-sharing, and each layer is displaced by one third of the lattice parameter to minimize ionic interac-
tions between the cations. The structure is termed an O3-type structure, in which the Liþ is octahedrally coordinated (“O”), and “3”
sets of Co and Li layers are in the unit cell. LiCoO2 can also form a stable O2-type structure, in which 2 of each metal layer are
present in each unit cell, and every second layer is rotated by 60�. The two structures are compared in Fig. 15. Although the O2-
type is capable of similar electrochemical performance as the O3-type, it is more challenging to synthesize, making it inconvenient
for commercial applications.42 Therefore, the focus of the following discussion will be the O3-type material.

Since this cathode material is prepared in the lithiated state, the cell must be charged on assembly. During charge, shown in
forward reaction of Eq. (58), Liþ is extracted from the cathode. The removal of Liþ is charge balanced nominally by oxidation
of Co3þ to Co4þ. At the same time, Liþ is intercalated into the anode, a process which will be discussed in more detail in Section
4.10.4.1.1. Upon discharge, shown in the back reaction of Eq. (58), the Liþ is intercalated into LiCoO2, and Co4þ is reduced to
Co3þ.

Fig. 13 (a) The structure of layered a-V2O5 (Pmnm) in the bc plane and (b) in the ab plane). (c) A visualization of a-V2O5 with VO6 polyhedra
completed by long VeO bond.
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LiCoO24xLiþ þ xe� þ Li1�xCoO2 (53)

LiCoO2 experiences several structural changes during the removal of Liþ from the lattice.43 The severity of the structural change
can be separated into two regions, x < 0.5 and 0.5 � x � 1, where x is the amount of Liþ removed from the structure. As shown in
Fig. 4, the removal of the first 0.5 equiv. of Liþ occurs through a single-phase mechanism. Within this region the structural changes
are minimal and are attributed to the increasing electronic delocalization of Li1–xCoO2, which will be discussed in greater detail later
in this section.44 In the region of 0.5 < x < 1, Li1–xCoO2 undergoes transformations that are detrimental to its electrochemical
performance. Around x ¼ 0.5, Li1–xCoO2 undergoes a phase transformation to a monoclinic phase.45 The formation of the mono-
clinic phase causes dramatic capacity fade. Additional transformations occur after the formation of the monoclinic phase. The
completely delithiated end member CoO2 is a hexagonal O1 phase that was reported by Amatucci et al. using in situ X-ray diffrac-
tion (XRD). About 95% of the removed Liþ can be reinserted into the CoO2 end member on the first discharge46 suggesting that the
drastic capacity fade experienced during deep delithiation is due to iterative phase transitions that likely induce particle cracks and
lead to bulk structural degradation.43 Furthermore, claims have been made that a surface impedance increase occurs around x ¼ 0.5
due to side reactions involving the electrolyte and surface species at the cathode, which would also contribute to capacity fade.47

Additionally, the covalent nature of the CoeO bond, which manifests as an overlap of the O p band with the Co d band in the
pDOS (as shown pictorially in Fig. 10), causes the O2– to play a role in charge compensation. At high degrees of delithiation,
O2– is oxidized leading to O2(g) evolution and contributing further to the structural instability. As a result of these complications,
the practical capacity of an LiCoO2 cathode is limited to half that of the theoretical capacity, or �140 mA h g–1, to avoid rapid
capacity fade. Notably, the practical capacity is lower than that of LiTiS2 at 210 mA h g–1. However, the energy density of a cell
with a LiCoO2 cathode is greater than that of a cell with a TiS2 cathode since the voltage LiCoO2, which can simply be thought
of as the potential of the Co3þ/4þ couple (�4 V vs Li/Liþ), is about twice that of a TiS2 cathode.

Solid-state diffusion of the working ion, Liþ, in the host material is important when considering the rate at which the material
can be cycled. The diffusivity of Liþ in LixCoO2 was determined to be 5 � 10–9 cm2 s–1 across the entire composition range,48 which
is comparable to the Liþ diffusivity in LiTiS2 of 10–8 cm2 s–1.21 High diffusivities enable these cathodes to cycle at relatively high
current densities, 4 and 10 mA cm–2, respectively.49 On the other hand, the electronic conductivity of LiCoO2 is variable. The

Fig. 14 (a) The structure of layered LiCoO2 (R�3m) in the bc plane (left) and in the ab plane (right). (b) Representative galvanostatic cycling of
LiCoO2 with a 1 M LiBF4 in propylene carbonate electrolyte and an Li0.1V2O5 anode and a rate of 1 mA cm–1. The electrochemistry data is from
Ref. 41
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electronic conductivity has been shown to vary significantly with both temperature and Liþ content. Pristine LiCoO2 behaves as
a semiconductor; the conductivity increases three orders of magnitude (10–6 to 10–3 S cm–1) as the temperature increases from
150 K to 300 K. Notably, the Co3þ ions have a low spin t2g

6eg
0 configuration and therefore should not contribute to the electronic

conductivity. The observed conductivity likely arises from small amounts of Co4þ in the pristine material due to deviations from
ideal Liþ stoichiometry during the high-temperature synthesis.44 The Co4þ ions have a low spin t2g

5eg
0 electron configuration, so the

t2g band is no longer full. The presence of edge-sharing octahedra leads to the possibility of direct overlap of the t2g orbitals. Accord-
ing to Goodenough, delocalization of electronic carriers through overlapping t2g orbitals in metal oxides is expected if the metal-
metal distance is smaller than the critical value RC, an empirical value that can be calculated for 3d elements using the following
equation:

RCð3 dÞ ¼ 3:20� 0:05 m� 0:03ðZ�ZTiÞ� 0:04 Sð Sþ 1Þ (54)

where m is the valence of Mmþ, Z is the atomic number of M, and S is the effective spin of M.50 Ménétier et al. demonstrated that the
metal-metal distance in LiCoO2 is smaller than RC regardless of how much Liþ has been removed from the structure.44 Thus, the
direct overlap of the t2g orbitals can account for the unexpected conductivity in the pristine material. Furthermore, LiCoO2 was
shown to be a p-type semiconductor.51 However, at high Liþ contents, the concentration of Co4þ is too small to result in enough
holes in the t2g band for significant conductivity through electronic delocalization. Upon delithiation, during charging of the cell,
a hole is created in the t2g band every time a Liþ vacancy is formed. Early in the deintercalation process, the holes are pinned to the
Liþ vacancies to maintain local charge neutrality. Thus, the material still behaves as a semiconductor with relatively low electronic
conductivity. After more substantial delithiation (0.50 < x < 0.74), both the number of holes and Liþ vacancies is significantly
larger, leading to delocalization and a metal-insulator transition that increases the electronic conductivity by up to 6 orders of
magnitude.44 The change in conductivity at different levels of delithiation is muchmore concerning for battery applications than the
change with temperature. As such, unlike TiS2, an LiCoO2 cathode must be mixed with a conductive additive to ensure optimal
electronic conductivity causing a decrease in the overall energy density and power capability of the cell.

Fig. 15 A comparison of O2 and O3 LiCoO2, monoclinic LiCoO2 formed by the phase transition after removing 1/2 of the Liþ in the structure, and
the O1 structure of the CoO2 end member. The unit cells for each structure are shown in cyan.
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Catastrophic failure associated with thermal runaway is a major concern in practical battery applications. At elevated tempera-
tures (>200 �C), LiCoO2 will decompose to release O2 which can react exothermically with organic compounds in the cell resulting
in thermal runaway. In fact, LiCoO2 exhibits the lowest thermal stability of any commercialized cathode material.52 However, it is
the most stable of the layered transition metal oxides that were reasonable candidates for cathode materials. The stability of LiCoO2

stems from the large octahedral-site stabilization energy (OSSE). The OSSE measures the difference in crystal field stabilization
energy of an element in an octahedral vs a tetrahedral site. Thus, a high OSSE implies that the element will not readily migrate
out of the octahedral site through a tetrahedral site. Since the Co and Li layers are separated by a tetrahedral site, the Co does
not migrate into the Li layer under slight thermal excitation.53 This property ensures the structural stability of LiCoO2, another prop-
erty making it suitable for long life practical battery applications.

Although LiCoO2 proved to be an excellent choice as a cathode material in commercial LIBs, it still has some limitations. In
addition to a limited practical capacity of 50% of theoretical, utilizing LiCoO2 also results in a relatively expensive battery. Co is
the least abundant and most expensive component of standard LIBs. Additionally, nearly 65% of Co mining occurs in the Domin-
ican Republic of Congo (DRC). The geographic isolation of the resource raises reasonable concerns about the possibility of supply
disruptions caused by government policy or socio-political instability as has occurred in the past.54 Humanitarian issues are also of
concern; the mining of Co in the DRC is largely unregulated, leading to thousands of child laborers working in unsafe conditions.55

Thus, an effective cathode material that utilizes less Co, or none at all, would prove to be a more secure, sustainable, long term
option for LIBs. This will be especially important for large scale applications, such as electric vehicles and grid-scale energy storage,
which are of growing importance and is the current focus of much contemporary cathode research. Efforts in this vein have resulted
in cathodes with Ni, Mn, or Al substituted for Co and these materials will be discussed in following sections.

4.10.3.1.2.1.3 Other layered transition metal oxides
After successful demonstration of LiCoO2 as a cathode material in LIBs, many other layered LiMO2 compounds were investigated.
The M]Mn and Fe analogs must be synthesized through ion-exchange with the appropriate NaMO2 phases, which are easily
synthesized.56,57 However, like LiCoO2, the M]Ti, V, Cr, and Ni analogs can be synthesized directly through high-temperature
solid-state synthesis. In the case of LiTiO2 the operating potential is too low for practical batteries.

LiCrO2 is generally known to be electrochemically inactive because the one electron oxidation of Cr3þ/4þ that would occur upon
Liþ deintercalation during charging is thermodynamically difficult. Cr3þ has a very stable t2g

3eg
0 configuration and oxidation would

result in the less stable Cr4þ (t2g
2eg

0), which as a result tends to disproportionate into 2/3 Cr3þ (d3) and 1/3 Cr6þ (d0). A unique three
electron oxidation of Cr3þ to Cr6þ has been observed in LiCrO2, but Li

þ cannot reintercalate into the structure because the Cr6þ

preferentially migrates to the smaller tetrahedral interstitial, resulting in irreversible capacity loss.58

Similarly, LiVO2 presents challenges as a potential cathode material. LiVO2 exhibits a negligible discharge capacity because of
a phase change that occurs upon extraction of more than 1/3 of the Liþ, during which 1/3 of the V migrate to the empty sites in
the Li layer.59 Unlike Co, V (d2) has a low OSSE and can easily migrate through the tetrahedral interstitial into the Li layer. Recent
studies have tried to address this problem by substituting some of the V with electrochemically inactive 3þ elements like Cr to stabi-
lize the structure.60 This has proven to enable cycling, but some minor structural changes still impede long-term capacity retention.
Other recent studies concerning LiVO2 have been focused on the cubic phase with a distorted rock-salt structure, which unexpect-
edly shows a capacity of approximately 130 mA h g–1 and capacity retention over 100 cycles.61

The LiFeO2 phases were extensively studied due to the abundance and non-toxicity of Fe. The a-NaFeO2-type Fe phase did not
show Li deintercalation, making it unsuitable as a Li-ion cathode. Other phases of LiFeO2 have since been investigated, including
a corrugated layered phase, those with ramsdellite and hollandite structures, and an b-NaFeO2-type phase, with tetrahedral Fe3þ

instead of octahedral.57 None of these phases proved to be capable of sustaining long term cycling mainly due to structural trans-
formations upon deintercalation.62

Besides LiCoO2, LiMnO2 and LiNiO2 are the two phases that garnered the most interest for practical applications. Ni is cheaper
than Co and still offers a similar theoretical capacity and voltage as LiCoO2. The Mn phase was presented as the “green” option
because it is cheaper and less toxic than Co or Ni. Unfortunately, both materials have several similar drawbacks that preclude
them from being used as cathodes in practical devices.

Firstly, well-ordered LiNiO2 is difficult to synthesize. Instead, during the high-temperature synthesis (700–800 �C), Ni2þ tends
to form and Liþ is volatile, resulting in Li1–yNi1þyO2 stoichiometries. The additional y equivalents of Ni tend to occupy the Li layer
(3b sites).63 In LiMnO2, Mn is prone to leaching out of the electrode during cycling due to a disproportionation reaction of Mn3þ to
Mn4þ and Mn2þ. Mn2þ leaches from the material and is soluble in the electrolyte,64 which is a challenge for all cathodes containing
Mn. Furthermore, both materials exhibit Jahn-Teller distortions. The Ni3þ, low spin d7 (t2g

6eg
1), and Mn3þ, high spin d4 (t2g

3eg
1), are

both stabilized by the elongation of one MeObond along the octahedral axis. The Jahn-Teller distortions are thought to be partially
responsible for the structural instabilities and observed irreversible phase transformations that occur during delithiation.65 After
removing 0.5 equiv. of Liþ, LiMnO2 undergoes an irreversible transformation to the spinel phase, LiMn2O4. Nearly stoichiometric
LiNiO2 undergoes phase changes upon removing around 0.25 and 0.50 equiv. of Liþ. However, in the non-stoichiometric phases
that readily form at high temperatures, the Ni present in the Li layer anchors the structure and helps prevent these structural changes.
Unfortunately, this is accompanied by inhibition of Liþ diffusion in the layer and thus reduces the power capability.
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Finally, both Ni3þ and Mn3þ, like V3þ, have low OSSE, and thus suffer from transition metal migration through the tetrahedral
site into the Li layer during cycling.19 This results in poor electrochemical performance and correlates to a lower thermal stability
than LiCoO2.

Thus, neither pure LiNiO2 nor LiMnO2 are suitable materials for commercial LIB cathodes. However, strategic combinations of
these layered transition metal oxides enables the development of cathode materials with an agglomeration of their individual bene-
ficial properties. Many mixed-metal layered transition metal oxides have been investigated, including LiNi1–yCoyO2, LiMn1–yCoyO2,
LiNi1–yMnyO2, and several combinations of three different metals. In general, the substitutions affect the structural stability or
chemical stability, impacting the available capacity and retention of capacity on cycling. The following section will focus on mate-
rials that have proven to be most promising and successful for practical applications, those containing Ni, Mn, and Co (NMC), and
those containing Ni, Co, and Al (NCA).

4.10.3.1.2.1.4 LiNix–y–zMnyCozO2 (NMC or NCM)
Mixing Ni, Mn, and Co on the transition metal sites of LiCoO2 has beneficial effects on the electrochemistry and economics. As
previously discussed, Mn is the most abundant and least toxic of the three, thus increasing Mn content leads to a cheaper and
more environmentally safe cathode. Additionally, since the Mn d band lies above the O 2p band, cathodes with higher Mn content
are more chemically stable as no O2– oxidation occurs during Liþ removal. Although Co is the least abundant, most toxic, and least
chemically stable, Co has the most significant impact on structural integrity since it has the highest OSSE. Co also produces the
phase with the highest electronic conductivity. Interestingly, Ni falls between Mn and Co in all of these categories.19 Thus, current
research directions seek to increase the Ni content and decrease the Co content to increase the capacity and lower the cost.

Based on these characteristics, it is unsurprising that LiNix–yMnyO2 (NMO) was one of the phases of intense interest due to its
potential to be the cheapest phase with a high capacity. Since the Mn d band lies above the Ni, Mn3þ tends to reduce Ni3þ during
synthesis. It follows then that NMO tends to form with Mn4þ, which is electrochemically inactive in an octahedral site due to the
stable electron configuration t2g

3eg
0. Thus, Ni2þ is stabilized in the structure. This eliminates problems associated with Jahn-Teller

distortions in the single metal materials. Since the Ni allows for deeper cycling of the material without an irreversible phase change,
NMO can reach higher capacities than LiCoO2. However, as expected, NMO is prone to cation mixing which will significantly affect
the Liþ diffusivity, and thus, the power capabilities.66 More recent studies of this material have suggested making LiNi0.5Mn0.5O2

through an ion exchange process produces a low defect material that can be reversibly cycled with a capacity of 180 mA h g–1 at high
rates.67 However, this phase suffers from low thermal stability, insufficient cycle life, and the use of expensive synthesis procedures.

Logically, Co substitution into NMO can further improve the structural stability. The material LiNi1/3Mn1/3Co1/3O2 (known as
NMC 111 or NMC 333, where the numbers indicate the Ni:Mn:Co ratio) demonstrated about 200 mA h g–1 of reversible capacity
for the first 30 cycles at a similar voltage to LiCoO2.

68 In practical application, due to voltage limitations required to increase the
lifetime, NMC 111 is limited to about 150–160 mA h g–1. This material also exhibits higher thermal stability than LiCoO2 or
LiNiO2 and is cheaper than LiCoO2. NMC 111 was the earliest of these phases and remains the most common for practical appli-
cations today. It is used for electric vehicles, electric bikes, medical devices, and power tools.

In the last decade, propelled by the goal of enabling widespread adoption of EVs, the field has moved toward developing inex-
pensive, high energy NMCmaterials with greater Ni content including NMC 442, 532, 622, and 811. The US Department of Energy
estimates that by 2030, batteries for automotive applications will need to deliver a 300 mile driving range at a pack level cost of
$80 kWh–1.69 The average current cost is $143 kWh–1.69 A 300 mile driving range could be achieved with a 60–70 kWh pack.70

To obtain this energy density, the energy density of the cell must be about 350 Wh kg–1, which corresponds to about
800 Wh kg–1 for the cathode active material.71 For reference, a LIB with an LiCoO2 cathode has an energy density of about
550 Wh kg–1. Increasing Ni content in these materials is the logical way to achieve cost effective, high energy density packs.
However, increasing the Ni content decreases the percentage of Ni that is Ni2þ instead of Ni3þ. In NMC 111, Ni3þ accounts for
approximately 100% of Ni and it decreases to about 60% in 811. Consequently, although these phases are sequentially cheaper
and provide a higher capacity (811 can deliver capacities around 200 mA h g–1), NMC 111 is still the most stable.72 Other reports
suggest that these high Ni content materials are not inherently less stable but that the instability comes from the degree of Li utili-
zation.71 The NMCs with less than 80%Ni content have all been commercialized. NMC 811 has entered the early stages of commer-
cialization. Improvements with regards to rapid capacity and voltage fade can still be made. Thus, current studies are focused on
post-processing steps to realize the commercialization of very high Ni content materials including optimized annealing to control
the amount of Li/Ni disorder and improve electrochemical performance,73 doping the structure with electrochemically inactive
elements, for instance adding inexpensive metals like Al or Mg to act as structural stabilizers, pursuing surface modifications,
and employing concentration gradients using core-shell structures to protect the more vulnerable Ni-rich core.74 Kim et al. exten-
sively outlines these approaches in a review paper.75

4.10.3.1.2.1.5 LiNix–y–zCoyAlzO2 (NCA)
The most common composition of NCA is LiNi0.8Co0.15Al0.05O2. Similar to NMC 811, NCA is another high-Ni content cathode
material that promises the associated benefits: high capacity (200 mA h g–1) and relatively low cost. The development of NCAmate-
rials resulted from the optimization of LiNi0.8Co0.2O2. Although introducing Co into LiNiO2 effectively reduces cation disorder,
LiNi0.8Co0.2O2 nonetheless suffers from a rapid fade due to the formation of a high impedance solid electrolyte interphase
(SEI). The SEI formation occurs due to oxidation of the electrolyte likely fueled by the large amounts of high valent Ni after charging.
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Substitution of 5% Al was shown to decrease the amount of high-oxidation state Ni at a given SOC. Thus, it reduces the formation of
the SEI by reducing oxidation of the electrolyte thereby stabilizing the cathode-electrolyte interface.76 However, it should be noted
that NCA suffers from high capacity fade at temperatures above 40 �C.77 Nonetheless, the high capacity, calendar life, and power
capacities of NCA led to its commercialization. For example, NCA has since seen widespread use in Tesla vehicles.78

4.10.3.1.2.2 Spinel oxides (LiM2O4)
The second class of promising oxide materials for Li-ion intercalation cathodes are spinel oxides. After the demonstration of Liþ

insertion into the spinel magnetite,79 the spinels were further investigated for use as potential high-voltage cathode materials.
The structure of LiMn2O4, shown in Fig. 16a, is similar to the thiospinels discussed earlier, but S is replaced by O. Furthermore,
the structure is related to the a-NaFeO2 structure of the layered oxides, but the cations are distributed between the tetrahedral
and octahedral voids in the cubic close-packed O structure. Unlike in Li2Ti2S4, Li occupies the tetrahedral 8a sites in LiMnO2 instead
of the 16c sites and a mixed 3þ/4þ metal occupies the 16d octahedral sites. The transition metals in period 4 that can form this
phase are Ti, V, and Mn. Again, the low potential afforded by the LiTi2O4 makes it unsuitable as a LIB cathode material. LiV2O4

suffered from kinetic limitations and had to be cycled at low C rates to avoid substantial capacity loss.80 As such, the rest of this
section will focus on LiMn2O4, the prominent spinel oxide employed in LIBs.

LiMn2O4 was identified as an ideal non-toxic, inexpensive cathode material for LIBs. When using a LiMn2O4 cathode and a non-
lithiated anode, the battery must first be charged on assembly, as is the case with LiCoO2.

LiMn2O44xLiþ þ xe� þ Li1�xMn2O4 (55)

During charging the Mn3þ is oxidized to Mn4þ, and Liþ is removed from LiMn2O4. The spinel structure offers a three-
dimensional diffusion pathway for Liþ in one 8a tetrahedral site to hop to another through an empty neighboring 16c octahedral
site, as shown schematically in (Fig. 16b).

Although the structure is mostly maintained during intercalation, the LiMn2O4 cathode discharges in a two-phase, two-step
mechanism. One plateau appears around 4 V and the other around 3 V. The 4 V plateau encompasses the intercalation of about
1 equivalent of Liþ and is associated with the reverse reaction shown in Eq. (60) above. Continued intercalation of Liþ into the
structure beyond one equivalent results in the insertion of Liþ into the octahedral 16c sites. This is accompanied by the

Fig. 16 (a) The structure of spinel LiMn2O4 (Fd�3m) rotated 22.5� off the a axis and 12.25� off the c axis (left) and along the [110] (right). (b) An
illustration of the Li diffusion pathway in LiMn2O4 from 8a lattice site through 16c octahedral void.
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simultaneous displacement of the existing 8a Li into the 16c sites as well. The 3 V plateau is thus correlated with the generation of
the rock-salt phase [Li2]16c[Mn2] 16dO4.

81

Li½ �8c½Mn2�16 dO4 þ Li/½Li2�16c½Mn2�16 dO4 (56)

The Mn4þ is reduced to Mn3þ upon intercalation of Li. As in previously discussed materials, Jahn-Teller distortions associated
with Mn3þ in this rock-salt phase decrease the cubic symmetry to tetragonal. The distortion causes a 16% increase in the unit cell’s
c/a ratio, which is not sustainable for prolonged cycling. Thus, in practical applications, cycling is usually limited to the 4 V plateau,
producing a specific capacity of <130 mA h g–1. Still, the tetragonal phase has been shown to form at the surface of this cathode
under high-rate cycling at 4 V. Most of the capacity fade experienced by this material is due to Mn dissolution. These issues can be
mitigated, and cycle-life improved by substituting 0.05 equiv. of Li for Mn. Only 0.85 equiv. of Liþ can be removed from the result-
ing Li1.05Mn1.95O4 (one for each Mn3þ that can be oxidized), resulting in Li0.2Mn1.95O4 when fully charged. The remaining Liþ

helps to stabilize the fully charged structure. Increasing the concentration of Mn4þ reduces Mn3þ dissociation and the impact of
Jahn-Teller distortions associated with Mn3þ.82 Unlike LiCoO2, this material remains semiconducting throughout Liþ intercalation
and thus also requires the use of a conducting additive in the electrode. LiMn2O4 is still an attractive choice for applications that
require inexpensive, long-lasting cells, such as medical devices and equipment, power tools, and electric bikes. Although it was
initially an option for EVs, it has since been replaced with NCA and NMC.

Recent investigations into spinel materials for electrochemical applications include developing high-voltage phases (approach-
ing 5 V) through the substitution of Mn with other ions like Cr, Co, and Ni. LiMn1.5Ni0.5O4 has been demonstrated with Mn4þ and
Ni2þ as in NMC materials. This material can be cycled at 4.7 V due to the Ni2þ/4þ couple and has a capacity of 135 mA h g–1.
However, it has not been commercialized because of the absence of an electrolyte stable at this high voltage.83,84 In addition to
being suitable cathodes for LIBs, spinel oxides have recently been suggested as potential candidates for both high-voltage high-
capacity Zn and Mg battery cathodes.85,86

4.10.3.1.3 Polyanion cathode materials
4.10.3.1.3.1 Phosphates (LiFePO4)
In addition to the oxide materials, polyanion materials including phosphates, sulfates, and silicates, have also proven to be prom-
ising cathode material candidates for LIBs. The use of phospho-olivines as LIB cathode materials was first reported in 1997 by Good-
enough.87 The first reported material, LiFePO4, continues to be the best-performing in this family. LiFePO4 is made from abundant,
inexpensive, and environmentally benign elements and has so far played a niche role in energy storage. LiFePO4 is touted as
a cheaper, safer, and less-toxic alternative to the commonly utilized LiCoO2 and its derivatives, and boasts a higher thermal stability
than several prominent oxide cathode materials including LiCoO2, LiNiO2, and LiMn2O4.

88,89 Additionally, its stability in common
organic electrolytes and relatively facile synthesis also contribute to its appeal as a cathode material.90

LiFePO4 crystallizes as in an olivine structure, which has an orthorhombic lattice (Pnma). The structure is shown in Fig. 17 and is
characterized by a slightly disordered hexagonal close packed (HCP) array of O atoms, in which the P occupies the 4c tetrahedral
sites and the metals occupy two distinct types of octahedral sites: the Li in the 4a site and Fe in the 4c site. The Fe octahedra are

Fig. 17 (a) The structure of olivine LiFePO4 (Pnma) in the bc plane (left) and in the ab plane (right). (b) The first charge and discharge cycles of
LiFePO4 at 0.12 mA cm–2 with a Li metal anode and 1 M LiPF6 electrolyte (1:1 propylene carbonate:dimethyl carbonate). The galvanostatic cycling
data is from Yamada et al., 2001.91
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corner-sharing forming zigzag chains running parallel to the c-axis, and share an edge with only one PO4 tetrahedron. The Li octa-
hedra are edge sharing in the b direction and separate layers of Li octahedra are linked by PO4 tetrahedra which are corner-sharing
on one end and edge-sharing on the other.92 The olivine structure can be considered as a hexagonal analog of the spinel structure,
which was previously discussed in detail. Both structure types are stoichiometrically A2BX4 compounds, in the case of LiFePO4, A]
Fe & Li (oct), B]P (tet) and X]O. The olivine phase is comparatively less stable than the spinel due to the corner sharing between
octahedra and tetrahedra in the olivine vs the edge sharing octahedra in the spinel.21 Furthermore, under pressure, the olivine phase
converts to the spinel-like phase,21 however, the high pressure spinel-like phase LiFePO4 is electrochemically inactive.93

In the seminal study by Padhi et al., reversible extraction of 0.6 equiv. of Liþ from olivine LiFePO4 was demonstrated using
LiClO4 as the electrolyte, yielding a specific capacity of 100-110 mA h g–1 compared to a theoretical value of 170 mA h g–1.87,88

LiFePO4 could not be fully delithiated electrochemically in this study. Full delithiation was achieved via chemical oxidation but
the product, FePO4, is a new phase isostructural to heterosite (Fe0.65Mn0.35PO4).

87 Later work enabled utilization of >95% of
the theoretical capacity of LiFePO4 through optimization of the synthesis parameters.91 A moderate synthesis temperature of
500 �C < T < 600 �C eliminated undesirable particle growth at T > 600 �C and the presence of noncrystalline residual Fe3þ at
T < 500 �C.91 Electrochemical intercalation/deintercalation of Liþ in LiFePO4 proceeds in a two-phase reaction with the following
forward reaction occurring during extraction (charge):

LiFePO44xFePO4 þ ð1� xÞLiFePO4 þ xLiþ þ xe� (57)

and the reverse reaction upon insertion (discharge). Studies with neutron and X-ray diffraction have identified monophasic
regions at the beginning of charge and discharge where the phases Li0.5FePO4 and Li0.98FePO4 are present, respectively.94

The physical manifestation of the two-phase reaction may proceed in a variety of ways. Two mechanisms are depicted schemat-
ically in Fig. 18. In the shrinking core model, Liþ diffuses through the outer shells of LiFePO4/FePO4 particles. Transport limitations
within each particle may prevent full particle conversion, resulting in multiple phase boundaries within a particle that make the full
capacity of the material inaccessible.95 Delmas et al. suggest that the shrinking core model dominates at an agglomerate scale. A
secondmechanism called the domino cascademodel is likely to dominate in nanoparticles. In the domino cascade model, the inter-
facial zone in individual crystallites contains a high concentration of Liþ vacancies and Fe2þ/Fe3þ polarons due to structural
mismatch between LiFePO4 and FePO4. This destabilizes the interfacial zone and allows for rapid propagation of the phase front
through the crystal.96

A critical factor in the commercial success of LiFePO4 is that the operating voltage is higher than that which is seen in simple iron
oxides using the same Fe3þ/Fe2þ redox couple. In binary iron oxides, e.g. Fe2O3, the potential of the Fe3þ/Fe2þ redox couple
is <2.5 V vs Li/Liþ, which is too low for practical applications. The average potential of the Fe3þ/Fe2þ redox couple in LiFePO4,
however, is increased to about 3.5 V vs Li/Liþ due to inductive effects and structural factors.19,87 The degree of covalency in the
FeeO bond determines the energy of the Fe3þ/Fe2þ redox couple. Decreasing the covalency of the FeeO bonds increases the energy
of bonding orbitals and decreases the energy of the corresponding antibonding orbitals. In an octahedral high-spin Fe3þ (t2g

3eg
2)

compound, the reduction potential is dependent on the energy of the t2g antibonding orbital, since this is the orbital that the elec-
tron occupies after reduction to Fe2þ. Decreasing the energy of the t2g antibonding orbital corresponds to a more facile reduction of
Fe3þ, and thus, a more positive standard reduction potential of Fe3þ/Fe2þ and a higher cell voltage.

Via the inductive effect, the neighboring countercation X (common countercations being Mo, W, or S) in an FeeOeX linkage
will influence the FeeO covalency: stronger (more covalent) XeO bonding results in weaker (less covalent) FeeO bonding and
vice-versa (Fig. 19). Therefore, stronger XeO bonds result in weaker FeeO bonds and a more positive Fe3þ/Fe2þ redox couple,
which corresponds to a larger cell voltage. Consequently, as the covalent bonding strength of the polyanion trends as
SO4

2– > WO4
2– >MoO4

2–, the potential of the Fe3þ/Fe2þ redox couple, and thus the cell voltage, decreases in the same order.97,98

Fig. 18 Schematic showing two proposed two-phase mechanisms for deintercalation and intercalation of LiFePO4.
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The demonstration of this effect in Fe2(MO4)3 materials inspired the investigation of phosphate materials, eventually leading to the
discovery of the LiFePO4 cathode.

19

Other studies have noted that the potential of the Fe3þ/Fe2þ redox couple is different in materials with the same polyanions,
such as Li3Fe2(PO4)3, LiFePO4, LiFeP2O7, and Fe4(P2O7)3. Thus, the structure of these materials must also affect the potential of
the redox couple.92 While these structures have either the phosphate [PO4]

3– or diphosphate [P2O7]
4– polyanion, differences in

the crystal structure and in PeO connectivity resulted in different electrochemical behavior.92 The different PeO connectivity in
each structure is shown in Fig. 20.

Both Li3Fe2(PO4)3 and LiFeP2O7 have a framework of corner-sharing, slightly distorted FeO6 octahedra and PO4 tetrahedra. In
Li3Fe2(PO4)3, The FeO6 octahedra share corners with six PO4 tetrahedra, and in turn the PO4 tetrahedra is connected to four FeO6

octahedra. In LiFeP2O7, as shown in Fig. 20b, each FeO6 octahedra is linked to six PO4 tetrahedra belonging to five different diphos-
phate groups. Two of the PO4 tetrahedra connected to a given FeO6 belong to the same diphosphate group, leading to a [FeP2O11]
unit. Each P in the [P2O7]

4– group contains one long PeO bond to the bridging O (Ob) and three shorter PeO bonds to terminal
oxygens (Ot) coordinated to different Fe atoms. In LiFeP2O7, each PO4 tetrahedron is coordinated to three FeO6 octahedra and one
PO4 tetrahedron, resulting in shorter PeOt bonds than Li3Fe2(PO4)3 and consequently weaker FeeO bonds and thus a higher cell
voltage. Fe4(P2O7)3 consists of two distinct kinds of face shared FeO6 octahedra resulting in Fe2O9 groups, and P2O7 groups, shown
in Fig. 20c. The FeO6 octahedra are distorted and have Fe(1)eOeFe(1)eOtePeObePeOteFe(2)eOeFe(2) bonding, with even
weaker FeeOt bonds than in LiFeP2O7 due to the bonding in Fe4(P2O7)3 and the strength of the PeOt bond.

In the ordered olivine LiFePO4 structure, the phosphate polyanions are isolated from each other, the Fe atoms only share one
edge with a PO4 tetrahedron, and two Fe2þ and one P share the same O, which further decreases the FeeO bond strength. These
structural factors result in ordered olivine structure having a more negative redox potential compared to other similar Li materials
with [PO4]

2– polyanions.92

The primary drawbacks of LiFePO4 as a cathode material are irreversible capacity loss and its relatively low energy density
compared to other LIB cathodes.87,88 The irreversible capacity loss results from diffusion-limited transfer of Li across the two-

Fig. 19 Orbital diagram depicting the inductive effect of polyanions on the Fe3þ/Fe2þ redox potential.

Fig. 20 An illustration of P–O connectivity in (a) Li3Fe2(PO4)3, (b) LiFeP2O7, (c) Fe4(P2O7)3, and (d) LiFePO4. Adapted from Padhi, A. K.;
Nanjundaswamy, K. S.; Masquelier, C.; Okada, S.; Goodenough, J. B. Effect of Structure on the Fe3/Fe2 Redox Couple in Iron Phosphates.
J. Electrochem. Soc. 1997, 144, 6.
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phase interface, as well as the low electronic conductivity of FePO4.
87,99 The diffusion coefficients of Liþ in LiFePO4 and FePO4 are

in the range of 1.8 � 10–14 to 2 � 10–16 cm2 s–1, respectively.100 Consequently, decreasing the particle size results in increased
capacity.87 Several studies have shown that smaller LiFePO4 particle sizes can result in near 100% capacity utilization, and further
evidence of diffusion-limited capacity was shown with elevated temperature cycling studies.89,91,101,102 In addition, carbon-coating
LiFePO4 particles has also allowed the access of higher capacities by improving electrical conductivity.101,102

In an effort to improve the capacities of olivine-based cathode materials, the use of transition metals other than Fe have been
explored in M]Mn, Co, and Ni, all of which have higher redox potentials vs Liþ/Li.88 Reversible extraction and insertion of Liþ in
LiMnPO4 has been demonstrated at 4.1 V vs Li/Liþ initially reported to reach reversible capacities of 140 mA h g–1,103 but a revers-
ible capacity of 168 mA h g–1 was achieved by utilizing nanoplates.104 Despite LixMnPO4 boasting a higher theoretical energy
density due to the higher redox potential and similar capacity, in practical devices it has a lower energy density than LixFePO4 since
the lower electronic conductivity of LiMnPO4 necessitates the use of a greater amount of conductive additives.105,106 An initial study
of the olivine material LiCoPO4 yielded charge and discharge capacities of 86 and 70 mA h g–1, respectively at 4.8 V vs Li/Liþ.107 It
has been hypothesized that the charge and discharge mechanisms of LiCoPO4 differ from its Fe and Mn counterparts by proceeding
via an intermediate phase Li0.7CoPO4.

108 Similar to LiFePO4, high capacities (167 mA h g–1) were achieved in LiCoPO4 by reducing
the particle size.109 Development of both LiCoPO4 and LiMnPO4 as cathode materials is also hindered by their high operating volt-
ages and corresponding need for electrolytes with more positive anodic stability windows.110 More recent work on LiNiPO4 has
shown improvements in synthesis techniques and electrical conductivity leading to discharge capacities of 175 mA h g–1,
150 mA h g–1, and 125 mA h g–1 with corresponding capacity retention of 82.7%, 84.1%, and 82.2% after 100 cycles at 0.05 C,
0.1 C and 1 C rates, respectively.111

4.10.3.1.3.2 Sulfates
Following the discovery of LiFePO4 as a stable, low cost cathode material, several additional cathode materials based on polyanion
frameworks comprised of Earth-abundant elements have been developed. Among these are a family of sulfate compounds,
including Li2Fe(SO4)2, LiFeSO4F, and LiFeSO4OH. Both Li2Fe(SO4)2 and LiFeSO4OH crystallize in the monoclinic P21/c space
group. Li2Fe(SO4)2 is comprised of FeO6 octahedra that share corners with SO4 tetrahedra, with Li atoms in distorted octahedral
sites between SO4 tetrahedra.112 LiFeSO4OH is composed of FeO6 octahedra that share edges in the [010] direction and corners
in the [001] direction to form a layered structure. SO4 tetrahedra share vertices with the FeO6 octahedra on each side of the layer,
and Li atoms are tetrahedrally coordinated to O atoms and rest in the space between layers.113 LiFeSO4F can be synthesized in two
polymorphs. The triclinic tavorite phase (P�1) is composed of a network of FeO4F2 octahedra that share corners through F atoms in
trans positions. The FeO4F2 octahedra are cross-linked by SO4 tetrahedra along the a and b axes, and Li atoms occupy tetrahedral
holes. The monoclinic triplite phase (C2/c) is similar to that of the tavorite, but the Fe and Li atoms both occupy MO4F2 octahedra,
and the F atoms adopt a cis arrangement.114

Sulfate-based cathode materials were proposed as alternatives to LiFePO4 due to their higher voltage vs Li/Liþ. LiFeSO4OH and
tavorite LiFeSO4F both exhibit an open circuit voltage (OCV) of 3.6 V vs Li/Liþ, while Li2Fe(SO4)2 shows an OCV of 3.83 V vs Li/
Liþ,112 and LiFeSO4F shows an OCV of 3.9 V vs Li/Liþ. Up to 0.86 equiv. of Liþ can be reversibly (de)inserted into the Li2Fe(SO4)2
structure by 1D migration along the [100] direction.112,115 Similarly, up to 0.8 equiv. of Liþ can be reversibly (de)inserted into tri-
plite LiFeSO4F, though the Li migration pathway is restricted to the ac plane.116

Despite the high voltages vs Li/Liþ and the low cost of manufacturing sulfate-based cathode materials, the lower experimental
capacities (approx. 150 mA h g–1) and moisture sensitivity preclude the sulfate materials from replacing current cathodes. Current
research on sulfate cathodes examines mixed-alkali materials (ex. LiNaFe(SO4)2) and their utility in Na-based batteries.112,117

4.10.3.1.3.3 Silicates
Polyanion cathodes based on orthosilicates (Li2MSiO4; M]Fe2þ, Mn2þ, Co2þ) have attracted attention for many of the same
reasons as phosphate-based cathode materials. Silicates offer lattice stabilization due to the strong SieO bonds, while the lower
electronegativity of Si compared to P yields a lower band gap and higher electronic conductivity.118 Furthermore, silicates offer
the potential to remove two Liþ per formula unit, leading to greater theoretical capacities.118

Silicates generally adopt a structure in which the oxide anions are tetragonally packed and half of the tetrahedral holes are occu-
pied by cations. Various polymorphs can be generated by altering the cation ordering within the tetrahedral holes or by introducing
structural distortions (see Fig. 21).119 The polymorphs can generally be classified into two categories: b, in which only corner-
sharing tetrahedra are present, and g, in which tetrahedra share both corners and edges.119 The electrochemical properties of Li2Fe-
SiO4 in particular are affected by the FeeO bond distance as dictated by the structuredsimilarly to LiFePO4 as described above, the
shorter and more covalent FeeO bonds in g polymorphs increase the energy of the antibonding states, lowering the voltage at
which Fe2þ/3þ redox occurs.120

Electrochemical cycling and XRD reveal that g-Li2FeSiO4 undergoes a structural change to a b polymorph during the first two
discharge/charge cycles. One equivalent of Liþ can be reversibly (de)inserted to generate LiFeSiO4 (isostructural with Li2FeSiO4).
Typical capacities range from 140 to 160 mA h g–1, or 80–100% of the theoretical maximum.121

Li2MnSiO4 and Li2CoSiO4 both exhibit high initial capacities but rapid irreversible capacity fade upon further cycling.122,123 Li
extraction from Li2MnSiO4 proceeds through an amorphous phase, in contrast to the two-phase reaction evident in Li2FeSiO4. The
poor intercalation kinetics, low rate capability, and irreversible capacity fade in Li2MnSiO4 preclude its use as an independent
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cathode material, but a solid solution of Li2FexMn1–xSiO4 has been synthesized to stabilize the tetrahedral Mn3þ formed upon
discharge.124 The mixed-cation material Li2Fe0.5Mn0.5SiO4 exhibits high capacity (214 mA h g–1) and a wide voltage window
but significant capacity fade over time.124

Current research on silicate cathodes focuses on mixed-alkali configurations (ex. LixNa1–xFeSiO4) and on nanostructuring
composites with carbon to improve electronic conductivity.

4.10.3.1.4 Mixed anion cathode materials
4.10.3.1.4.1 Oxyfluorides
Oxyfluoride cathode materials were developed to improve upon both metal fluorides and transition metal oxide cathodes. Fluo-
rides, such as FeF3, offer high specific capacity and high voltage due to the ionic nature of the MeF bond. However, the higher
ionicity also results in a wider band gap, so most metal fluorides are electronic insulators and require the formation of a nanocom-
posite with a conductive matrix to measure electrochemical activity. Transition metal oxide cathode materials can be electronic
conductors and exhibit long cycle life but offer lower specific capacities than the corresponding metal fluoride. Oxyfluoride cathode
materials were investigated to improve cycling stability and electronic conductivity by introducing more covalent MeO bonds into
the MeF framework.125 Several metal oxyfluorides have been investigated, including VO2F,

126,127 BiOF,128,129 and FeOF,125,130–133

but FeOF has garnered the most attention due to the abundance of Fe in the Earth’s crust and to the success of other Fe-based cath-
odes such as LiFePO4.

FeOF adopts a rutile-type tetragonal structure (P42/nmn). Starting from the precursor FeF2, O can be introduced into the mate-
rial by annealing in air. O is directly substituted onto the anion lattice, and the anion ordering is random due to the similar ionic
radii of F and O. The full solid solution FeOxF2–x can be synthesized, with longer annealing times or higher temperatures yielding
higher oxygen content.125,131

Discharge of the oxyfluoride cathode proceeds through a two-step mechanism. At potentials above 2 V vs Li/Liþ, Fe3þ is reduced
to Fe2þ and Liþ is intercalated into the rutile-type FeOF phase.125 Below 2 V, a conversion reaction occurs in which the fluoride
component is reduced to LiF and Fe0 and a LieFeeO rock salt phase is formed. Upon recharging, the composite material does
not return to the original FeOF rutile-type phase; rather, it forms a F-rich rutile phase and an O-rich rock salt phase.125,131

Despite their high specific capacities, the discussed oxyfluoride materials exhibit an average working potential of just 2.2 V,
which limits their applicability in commercial and industrial settings.134 Current research on oxyfluoride cathodes focuses on mixed
transition metal systems and on incorporating oxyfluorides into Na-ion batteries.135–137

Fig. 21 Structures of various silicate cathode materials Li2MSiO4: the (a) bII polymorph of Li2FeSiO4, (b) bI polymorph of Li2MnSiO4, (c) gS

polymorph of Li2FeSiO4, (d) g0 polymorph of Li2MnSiO4, and (e) gII polymorph of Li2FeSiO4. Adapted from Islam, M. S.; Dominko, R.; Masquelier,
C.; Sirisopanaporn, C.; Armstrong, A. R.; Bruce, P. G. Silicate Cathodes for Lithium Batteries: Alternatives to Phosphates? J. Mater. Chem. 2011, 21,
9811–9818.
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4.10.3.1.5 Li-rich cathode materials involving multi-electron redox
The term “Li-rich” is used to describe materials that contain more than one equivalent of Li per transition metal. Most of the mate-
rials discussed thus far are limited to removal and insertion of up to one Li per transition metal, but Li-rich materials can go beyond
this limit to achieve higher theoretical capacities. Removal of more than one equivalent of Li necessitates oxidation of more than
one electron per transition metal which is termed multielectron redox.138 For simplicity’s sake, we can again account for charge
compensation considering formal oxidation states. Multielectron oxidation on the transition metal would result in high-valent
metals. Metals with multiple stable oxidation states, like V, are capable of multielectron redox. Alternatively, the anions could
also participate in charge compensation and this mechanism is termed anion redox. An ideal multielectron cathode material would
demonstrate increased capacity without compromising desirable characteristics such as high operating voltage, high reversibility,
good compatibility with electrolytes, and safe operation.

4.10.3.1.5.1 Li-rich metal sulfides
The idea of anion redox was first conceptualized in metal sulfides in the 1980s by the pioneering works of Rouxel et al.139,140 Rouxel
explained that the anionic sp band of oxides generally lies below the transition metal d band (except for metals in the highest oxida-
tion states), which reduces the interaction between the two bands (Fig. 22a) and results in highly ionic character. However, the sp
bands in later-group chalcogenides are higher in energy and may interact with certain transition metal d bands. The interaction
between an appropriate transition metal-anion combination is characterized by increased covalency. If empty transition metal
d levels energetically overlap with the anionic levels, the states with majority metal d character will be filled at the expense of
the states with majority anion character . The resulting hole in the anion states enables the redox participation of the anion
(Fig. 22b).139,140 An example of this is the transition from the layered structure to the pyrite structure in metal sulfides that was
discussed in Section 4.10.3.1.2. Interestingly, although the high energy sulfur p states initially limited the voltage of intercalation
compounds, it is now of interest to leverage this property to engage anion redox. As will be discussed in the next section, electro-
chemical analysis of oxides for anion redox is difficult because anion redox in oxides often occurs outside the electrochemical
stability window of established electrolytes.

A few metal sulfides have emerged based on TiS2 that exhibit reversible (de)lithiation of more than one equivalent of Li. LiTiS2,
the lithiated form of TiS2, adopts an equivalent structure to that of oxides with the O1 structural designation.141,142 This structure
can be made “Li-rich” as Li can occupy 1/3 of the transition metal sites to yield Li2TiS3, or Li(Li0.33Ti0.66)S2. Li2TiS3 adopts the same
O3-type structure as the commercial LiCoO2.

143 The oxidation state of Ti in the fully lithiated Li2TiS3 is 4þ which makes the Ti d0

and renders thematerial redox inactive if only transitionmetal redox was to be considered. Solid-solutions of Li(LixTi1–x)S2 from the
end members LiTiS2 and Li2TiS3 yield mixed Ti3þ/4þ and exhibit capacities higher than those obtained through utilization of the
Ti3þ/4þ redox couple only (based on the amount of Ti in the material). The excess capacity may be enabled by anion redox.143 Two
different regions are observed in the voltage profile -an initial sloping region followed by a long plateau at 2.8 V. X-ray photoelec-
tron spectroscopy (XPS) is used to assign the initial sloping region to the Ti3þ/4þ couple, and the subsequent long plateau at 2.8 V to
2S2–/(S2)

2– couple.143 Several polymorphs of Li2TiS3, including Fm�3m and an amorphous phase, also exhibit reversible electro-
chemical cycling within a similar voltage window.144,145

The 3d0 electronic configuration of Ti4þ in Li2TiS3 can also be altered through aliovalent substitution of the transition metal.
Saha et al. introduced Fe2þ to form Li1.33–2x/3Ti0.67–x/3FexS2 (Ti4þ and Fe2þ) via solid-state reaction of Li2S, TiS2, and FeS, and
demonstrated the feasibility of anion redox.146 Not only is the Fe2þ (3d6) capable of oxidation, but it is also more covalent in nature
with the S 3p band compared to that of Ti3þ/4þ. Since this entire family of materials is isostructural to LiCoO2, direct comparison
between oxides and sulfides can be achieved. Fe substitution of 10% results in a significantly larger capacity than what would be
expected from the Fe2þ/3þ redox couple, and, for 0.3 � x �0.5, the capacity observed is very close to the theoretical capacity.

Fig. 22 Density of states schematics for (a) ionic and (b) covalent chalcogenides. Adapted from Rouxel, J. Anion–Cation Redox Competition and
the Formation of New Compounds in Highly Covalent Systems. Chem. Eur. J. 1996, 2, 1053–1059.
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Li1.13 Ti0.57Fe0.3S2 shows the highest capacity of 245 mA h g–1. Voltage profiles of Li1.33–2x/3Ti0.67–x/3FexS2 also resemble those of
Li(LixTi1–x)S2 in that an initial sloping region is followed by a long plateau at 2.8 V. Synchrotron XRD data suggest that both the
TieS and SeS bond lengths are shorter at the end of charge, although that of SeS at the end of charge (3.344 Å) is much larger
than the (SeS)2– bond length reported for TiS3 (2.04 Å) suggesting that there is no SeS dimerization.147 Nonetheless, partial
Density of States (pDOS) calculations as well as S K-edge XAS data strongly suggest S2– oxidation to Sn–, which explains why
the observed capacity is higher than that which would be produced through cation redox alone.

Li2FeS2 is another metal sulfide material that shows redox contributions from the anions.139,148 Li2FeS2, first reported by Sharma
et al. in 1976, exhibited signs of anion redox as reported by Rouxel.139 The structure, solved by Batchelor et al., has a different
layered structure compared to aforementioned sulfides.148,149 Layers of edge-sharing Li octahedra are separated by layers of mixed
Li/Fe edge-sharing tetrahedral sites.149,150

The charge profile for Li2FeS2 is characterized by an initial sloping region followed by a long plateau at�2.5 V (Fig. 23b). Li2FeS2
accommodates the removal of �1.8 equiv. of Liþ in cycle 1, achieving a capacity of 350 mA h g–1. Li2FeS2 also exhibits high
Coulombic efficiencies.151,152 Fe and S K–edge XAS data of Li2FeS2 provided direct evidence of cation and anion oxidation during
charge.151 The rising Fe K–edge shifts to higher energy after the initial sloping region, suggesting Fe2þ oxidation upon charge. The
plateau region is mostly defined by sulfide oxidation to persulfides, as evidenced by a new pre-edge feature in the S K–edge spectrum
that matches the pre-edge feature associated with persulfides in pyrite FeS2. The shapes of the Fe and S K–edge X-ray absorption near
edge structure (XANES) resemble those of pristine material at the end of discharge, suggesting high reversibility. Hansen et al.
demonstrated that Li2FeS2 not only invokes anion redox, but also involves reversible redox on the 2S2–/(S2)

2– couple during cycling.
From Li2FeS2, the position of the anion sp bands can be modulated by introducing Se in the S sites and creating the chalcogenide
solid solution Li2FeS2–ySey.

153 As Se is titrated into Li2FeS2–ySey, the voltage of the long plateau during which anion oxidation occurs
systematically shifts to more negative potentials. Changes in the electronic structure affect the contribution of the cation and anion
during cycling, presenting direct control over the functional properties of multielectron redox materials.153 Further discussion of
anion redox in sulfides can be found in our recent perspective article.154

4.10.3.1.5.2 Li-rich metal oxides
Although the concept of anion redox was first developed in metal sulfides, anion redox in oxides is of great interest to produce mate-
rials with higher energy densities. However, because oxides are intrinsically more ionic in nature due to the lower lying sp band of
oxygen, the operating voltage needs to be drastically higher to invoke anion redox. The required voltages tend to be outside of the
electrochemical stability window of common electrolytes; therefore, many undesirable side reactions are encountered.

Efforts to understand anion redox in oxides emerged in the 1990s. A study in 1996 characterized fully delithiated LiCoO2, which
suggested that Co was not fully oxidized to 4þ and that something besides Co must have been oxidized to compensate for Li
removal.46 Synchrotron XRD also suggested that the OeO interplanar distance decreased upon oxidation, making the participation
of lattice anions more plausible.155 Li2RuO3, developed by James and Goodenough in 1987, is a thermodynamically stable Li-rich
layered structure capable of reversible cycling, although only the transition metal redox couple was utilized.156,157 Subsequently, it
was demonstrated that Li2MnO3 showed electrochemical activity, despite the octahedral Mn4þ being electrochemically

Fig. 23 (a) The structure of layered Li2FeS2 (P�3m1) in the bc plane and (b) ab plane. (c) Representative galvanostatic cycling of Li2FeS2 with
LP100 electrolyte and a Li anode at C/10. The electrochemistry data is from Ref. 151.
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inactive.158,159 Li2MnO3 is isostructural to Li2TiS3 and the layered transition metal oxides. Li2MnO3 does not show any capacity in
the conventional voltage window used for LiCoO2 and NMCs. At voltages higher than 4 V vs Li/Liþ, Li2MnO3 can be oxidized result-
ing in O2 gas evolution from oxide oxidation. The large structural changes and loss of O2 gas renders the anion redox
irreversible.159,160

Efforts to improve the electrochemistry of Li2MnO3 focused on substituting Mn with redox-active transition metals. Substitution
of Ni2þ for Mn4þ and Liþ enabled oxidation below 4 V and increased the capacity contributions above 4 V to yield 230 mA h g–1.161

Substitution of other transition metals followed in the form of xLiMO2 þ (1 – x)Li(Li1/3Mn2/3)O2, where M ¼ Mn, Co, Cr, and so
on, among which Li(Li0.2Ni0.13Mn0.54Co0.13)O2 exhibited high capacities of over 250 mA h g–1.138,162 However, so-called Li-rich
NMCs suffered from a large capacity loss in the first cycle accompanied by irreversible CO2(g) and O2(g) release.

138,163,164 The initial
capacity loss as a result of cycling at high voltages permanently affects the electrochemical activity, irreversibly changing charge and
discharge shapes. With continued cycling, voltage decay is observed during discharge, which decreases the energy efficiency of the
cell. Because of these puzzling results, researchers needed more concrete evidence to assign bulk cationic and anionic redox
processes as the main contributors to the charge compensation mechanism in Li-rich oxides.

Metals in the 4d and 5d blocks are able to formmore covalentM–O interactions than 3dmetals, because the spatial expansion of
the 4d and 5d orbitals allows for better orbital overlap with O, and they are more electronegative than 3d metals due to the poor
shielding of the nucleus by the diffuse d orbitals. Thus, isostructural materials based on these 4d and 5d metals serve as good model
systems to study anion redox. Building upon Goodenough’s structural work on Li2RuO3 that exhibited reversible cation redox
couple below 4 V, Sathiya et al. synthesized Li2Ru1–ySnyO3 materials with redox-inactive Sn4þ that provided strong evidence for
anion redox.156,157,165 Ru–Sn materials exhibited minimal gas release in the first cycle and showed no gas evolution on further
cycling, compared to Li-rich NMCs or even isostructural Ru-Mnmaterials that released 3–6 times more O2 gas. The authors attribute
this reduction in O2 gas release to the enhanced flexibility of the SneO bonds.165 Also, Sn-containing Li-rich materials exhibit
minimal voltage capacity fade compared to Li-rich NMCs or isostructural Ru-Ti materials, which suggested that the larger, less
mobile Sn4þ ions are less likely to migrate into the tetrahedral sites.138,165,166 In addition, XPS and electron paramagnetic resonance
spectroscopy (EPR) provided evidence of the presence of oxidized O species in Li2Ru0.5Sn0.5O3. This led the authors to propose
a reductive coupling mechanism in which peroxo– and superoxo– moieties form that result in the reduction of surrounding metal
centers. A similar model system, Li2Ir1–ySnyO3, directly showed the deformation of the IrO6 octahedra as a result of anion oxidation,
which was also supported by DFT calculations.138

Building upon insights from characterization techniques that provided direct evidence of anion redox in these model systems,
recent measurement techniques as well as theoretical works further confirmed the bulk anionic redox activity in Li-rich NMCs. For
instance, XPS and hard-XPS of Li-rich NMCs suggest a quantitative contribution of 34% of oxidized lattice oxygen to the capacity,
and the constant intensity of the oxidized lattice oxygen feature with increased penetration depth suggested the presence of On–

(n < 2) in the bulk.167 Also, resonant inelastic X-ray scattering (RIXS) is suggested to provide direct observation of oxidized lattice
O in Li1.2Ni0.2Mn0.6O2,

168 although the origins of the RIXS features are still under debate. Alternatively, first principles calculations
proposed that the oxidation of Mn4þ to Mn7þ accompanied by migration from octahedral to tetrahedral sites may trigger sponta-
neous formation of O2 molecules or peroxide ions and also account for some experimental results such as the observation of tetra-
hedral occupancy at the end of charge through X-ray diffraction.169,170

Although reversible bulk cationic and anionic redox activities have been confirmed in Li-rich NMCmaterials, they still face some
hurdles that need to be overcome before they can be used commercially. Firstly, stable electrolytes that support reversible cation and
anion redox activities must be developed. Anion redox in oxides occurs at high voltages (>4 V vs Li/Liþ), subjecting conventional
carbonate electrolytes to degradation reactions. For example, alkyl-carbonate-based electrolytes can undergo oxidation leading to
Hþ generation.159

Electrolyte degradation can also lead to CO(g) and O2(g) evolution.
159,171 Different combinations of solvents or additives are

under investigation to mitigate electrolyte degradation. Secondly, voltage fade is observed in Li-rich NMCs, which is promoted
at high potentials.167 The comparison between Sn- and Ti-substituted Li2RuO3 materials have shown that Ti-substituted materials
exhibit more rapid voltage fade due to the higher mobility of Ti that allows it to readily migrate to the tetrahedral site.166 In Li-rich
NMCs, migration of Mn to the tetrahedral site has been shown lead to a phase transition to the spinel.172,173 To that end, chemical
modifications, especially on the particle level, have been pursued.174,175 Next, the initial irreversible capacity loss that occurs mostly
in the first charge must be addressed. The capacity loss likely stems from lattice anion oxidation and leads to O2(g) evolution.
Different coating methods and materials have been applied and can mitigate the irreversible capacity loss to a certain extent.176,177

Lastly, the challenge of voltage hysteresis, which results in decreasing energy efficiency, has not yet been fully addressed. Cation
migration is correlated with voltage hysteresis, but it is unclear whether anion redox or structural instability associated with cation
migration is the direct cause.178–180

There is ongoing research in the field of anion redox in Li–rich oxides to mitigate these drawbacks and to ultimately reach
optimal performances for practical applications. In doing so, lessons learned throughout the journey are motivating different
systems such as the aforementioned Li-rich sulfides and materials with different mobile ions such as Naþ or divalent ions which
will be discussed in more detail later in the chapter.
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4.10.4 Anode materials for LIBs

4.10.4.1 Intercalation anode materials

Next, we will discuss the negative electrode for LIBs in detail. The crucial requirements for successful anode materials in secondary
batteries that ensure high energy, high power densities, and safety are as follows:

(1) utilization of light-weight materials with a high degree of Li accommodation per formula unit to maximize the gravimetric
capacity;

(2) constant, very negative reduction potential (as close to the reduction potential of Li/Liþ as possible) to optimize the overall
voltage of the cell;

(3) high electronic and ionic conductivity to ensure fast transport of Liþ and electrons;
(4) innately safe structural designs to prevent thermal runaway of the battery.

We will first explore the development of graphite as the most widely used anode material, focusing on its mechanism and charac-
teristics, and then discuss other intercalation-based anode candidates.

4.10.4.1.1 Graphite as an intercalation host
The first commercial LIBs used LiCoO2 as the cathode and graphite as the anode. Both electrode materials act as intercalation hosts
for Liþ. However, graphite was not the first material to be proposed for use as an anode in secondary Li batteries. Li metal was often
used as an anode in early Li-based batteries to achieve the highest voltage for a Li battery system with any given cathode material.
However, problems related to the reactivity of Li metal, short circuiting, and thermal runaway hindered the commercialization of
these batteries. These issues are discussed in detail in Section 4.10.5.2.1. In fact, shortly after the first rechargeable Li–metal batteries
were introduced in the 1980s, there were reports of catastrophic failure resulting in fires. These safety concerns ultimately led to an
end of efforts to commercialize Li metal batteries at the time.

Initially, intercalation-based materials did not receive attention as anode candidates because of their compromised capacity and
voltage compared to pure Li metal. However, following the challenges with employing Li metal anodes, the high reversibility of
intercalation materials made them promising candidates despite the lower voltages and capacities. In addition, the balance between
energy density and reversibility is tunable in intercalation materials because the chemical interaction between the host material and
Liþ affects the reactivity of Liþ and thus the electrode potential.

Graphite consists of layers of graphene sheets held together by van der Waals forces. Graphite is by far the most common and
commercially used intercalation material for the anode (Fig. 24).182 During battery discharge, the C in the anode is oxidized
spontaneously:

LiC6/C6 þ Liþ þ e� (58)

During charge, external voltage is applied to reverse the above half reaction, and graphite is reduced. In fact, the term “Li-ion
battery” gained its name after implementing a carbonaceous anode host, to emphasize the fact that the cell is free of pure Li

Fig. 24 Structure of lithiated C6 (a) along the [110] direction and (b) in the ab plane. (c) Charging/discharging profiles of graphite between 0.01
and 2.5 V at a rate of C/5. The irreversible capacity on the first cycle is due to electrolyte decomposition to form the solid electrolyte interphase. The
electrochemical data is from Ref. 181
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metal.183 Carbonaceous hosts exhibit reduction potentials very close to that of Li metal (0.1 V vs Li/Liþ), thus minimizing voltage
loss incurred by moving away from pure Li metal. The higher natural abundance of graphite over Li metal results in a substantial
reduction in cost. Furthermore, Li intercalated graphite is less prone to dendrite formation and is thus a safer alternative to Li metal.
These advantages made the lower capacity of graphite (372 mA h g–1), compared to that of Li metal (3856 mA h g–1), an acceptable
trade off. However, several challenges arose during the development of graphite as the standard anode host due to its reactivity with
prominent electrolytes.

4.10.4.1.1.1 Solid electrolyte interphase (SEI)
Challenges associated with developing graphite as the anode stemmed from its strong reducing potential. The reduction potential of
LiC6 lies below the reductive stability window of common electrolytes. Therefore, the electrolyte was prone to decomposition when
in contact with the graphite anode. In the initial investigations of graphite as a potential anode material, unbeknownst to the inves-
tigators, propylene carbonate (PC) solvent molecules co-intercalated along with Liþ during reduction and subsequently decom-
posed. As the solvent molecules decomposed, they destroyed the structure of graphite and caused the graphene layers to
separate in a process called exfoliation Exfoliation led to poor electrochemical performance, minimal discharge current, and ulti-
mately the investigation of graphite as an anode was abandoned (Fig. 25).184 It was not until 20 years after first reports of different
organic electrolytes for carbonaceous anodes that researchers discovered that the simple substitution of PC with a similar molecule,
ethylene carbonate (EC), solved the problem.

Although EC was first evaluated in 1958 as a solvent candidate for electrolytes, PC had been preferred over EC mainly due to the
higher melting point of EC (34 �C), which made it solid at room temperature, and the general assumption in the field that the small
structural difference of a methyl group would not dramatically impact the electrochemical results.185 In fact, the effects of EC were
not studied extensively until after the first generation of commercial LIBs was made available by Sony in 1991.186 EC did not induce
the destructive exfoliation process; instead, EC irreversibly decomposed into an interfacial layer on the surface of graphite. This
protective layer formed as a result of controlled EC co-intercalation and decomposition is known as a solid-electrolyte interphase
(SEI).187

The SEI, first proposed by Peled in 1979, helps the graphitic anode maintain the structural integrity by preventing further inter-
calation of solvent molecules.187 Liþ is able to diffuse through the SEI without the solvent molecules, leading to stable, reversible
charge/discharge cycles. Furthermore, the SEI is electronically insulating such that the potential at the graphite electrode does not
drop to values at which electrolyte decomposition occurs and thus, the electrolyte decomposition becomes self-limiting. Many
experimental and computational efforts aimed at elucidating the composition of the layer revealed that SEI consists of lithium salts
of alkylcarbonates as a result of carbonate reduction.188–195 The layer is formed when a negative potential is applied to the graphite
electrode immersed in the electrolyte. In the electrochemistry, SEI formation is observed as irreversible capacity on cycle 1 discharge
(Fig. 24b). Products of the reduction of salt anions such as LiF, LiCl, and Li2O precipitate on the electrode surface and prevent elec-
trolytes from further contact with the electrode (Fig. 25).196 Reduction of solvent is followed by the formation of both insoluble
components such as Li2CO3 and partially soluble semi–carbonates and polymers. These materials exist as a mosaic of microphases,
as depicted in Fig. 25.197 The current understanding of the diffusion of Liþ is that solvated Liþ lose their solvation shells while pene-
trating the SEI and enter the graphite in a solvent-free form.196 The SEI conducts Liþ through vacancies and interstitial lattice defects.

Because the SEI formed in the initial cycle is permanent, the formation of SEI must be done in a controlled manner. In modern
LIB-manufacturing facilities, cells are assembled in the discharged configuration and deliberately charged during the “formation
cycle” to ensure safe and optimized SEI formation prior to use. The cell must be assembled in a discharged configuration, with a fully
lithiated cathode and delithiated graphite as the anode. Assembling the cell in a discharged state avoids both economic and safety
challenges, as manufacturing lithiated graphite is more costly, and LiC6 is not only reactive to moisture, but also to electrolytes,
especially in the absence of the stable SEI.182 The discovery of the spontaneous formation of an SEI that serves as a protective layer
enabled the proliferation of LIBs, and efforts are ongoing to transfer this concept to other battery systems.

Fig. 25 SEI components and Liþ intercalation during reduction. Adapted from Gauthier, M.; Carney, T. J.; Grimaud, A.; Giordano, L.; Pour, N.;
Chang, H.-H.; Fen-ning, D. P.; Lux, S. F.; Paschos, O.; Bauer, C.; Maglia, F.; Lupart, S.; Lamp, P.; Shao-Horn, Y. Electrode-Electrolyte Interface in Li-
Ion Batteries: Current Understanding and New Insights. J. Phys. Chem. Lett. 2015, 6, 4653–4672.
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4.10.4.1.1.2 Electrochemical Liþ intercalation mechanism in graphite
Liþ intercalates into the interlayer spacing between graphite layers during charging. The theoretical capacity of 372 mA h g–1 is based
on full lithiation to LiC6, in which up to one Li atom is intercalated per six carbon atoms which leaves the adjacent sites empty
(Fig. 24). During reduction, Liþ maintain their cationic form while the six sp2–hybridized Cs share the negative charge, with the
electron density being higher near the Liþ ion.198 Intercalation of more than one Li atom per six carbon atoms at ambient pressure
and temperature would lead to shorter LidLi distance and eventually Li with an unstable metallic nature.

During intercalation, Liþ initially enters the graphite lattice via the prismatic surface and diffuses between two basal planes
(Fig. 24). As intercalation of Liþ continues, the Liþ preferentially intercalates between certain layers of graphite and leaves some
interlayer spaces unoccupied in a process called ‘staging’. Staging occurs because the repulsive Coulombic interactions between
Liþ are lower in energy than the energy that is required to expand the van der Waals gap between two layers. Therefore, Liþ atoms
accumulate in one layer until a threshold is reached. After the threshold is reached, a new layer ordering is established. As the Liþ

concentration increases during charging, the number of periodic unoccupied carbon layers between two nearest Liþ layers decreases.
This process is denoted by the stage index. For instance, fully occupied LiC6 is described as stage I as two Liþ layers are separated by
only one carbon layer. Stage II denotes separation by two carbon layers, and so forth. The exact ordering mechanism of inserted Liþ

is still under debate, but it is largely determined by minimizing the free energy based on different factors such as the strain energy as
a function of Liþ concentration and the charging rate.181,199–202 The presence of stage I, II, III, and IV have been supported by char-
acterization techniques such as XRD and Raman spectroscopy.203–207

The staging behavior of graphite can be shown in an electrochemical potential curve as a function of capacity, or degree of Liþ

intercalation in LixC6 during reduction. After an initial sloping region, multiple plateaus are observed (Fig. 26). The plateau indi-
cates two stages are present at the same time. These two-phase regions are liquid-like and disordered, i.e. there is no in-plane
ordering.201,208 In these plateau regions, the pre-existing stage undergoes phase transformation and becomes more dense and
ordered. Though the exact staging mechanism is still unknown, some structural changes have been identified during the progression
from stage II to stage I. The stacking of graphene sheets changes from ABAB to AAA to fully accommodate all Liþ and becomes highly
ordered and crystalline.181,208,209 Also, the interlayer spacing increases by 10.3% when fully lithiated.208,210,211 Interestingly, the
first charge cycle exhibits a capacity higher than the theoretical capacity of LiC6, which is then followed by subsequent cycles
with high Coulombic efficiencies. The initial irreversible capacity that exceeds the theoretical capacity is attributed to the solvent
cointercalation and SEI formation as discussed in the previous section.212

LiC6 is a successful anode material, and research efforts have discovered unique characteristics such as the formation of the
protective SEI and the staging mechanism. Applying what has been discovered in graphite intercalation compounds to different
families of materials in the future will offer insights to ultimately develop design rules for next-generation anode materials that
enable higher energy and power density while ensuring safety.

4.10.4.2 Other intercalation-based anode structures

Although graphite is the most widely used anodematerial, researchers are developing other intercalation-based anodematerials that
can overcome disadvantages associated with graphite or that are tailored for specific applications in which graphite anodes perform
poorly. For instance, TiO2, which has a theoretical capacity of 335 mA h g–1, exhibits high thermal stability. TiO2 has many stable
polymorphs that are shown in Fig. 27 and each displays different electrochemical behavior. The most suitable TiO2 phase for anode
applications is anatase. The anatase phase crystallizes in a body-centered tetragonal phase with interstitial sites available for Liþ

intercalation.42 TiO2 can be lithiated and delithiated above 1 V vs Li/Liþ. While more positive redox potential (lower operating

Fig. 26 Different stages of LixC6 shown with the reduction profile during charge. Adapted from Liu, Q.; Li, S.; Wang, S.; Zhang, X.; Zhou, S.; Bai,
Y.; Zheng, J.; Lu, X. Kinetically Determined Phase Transition From Stage II (LiC 12) to Stage I (LiC 6) in a Graphite Anode for Li-Ion Batteries. J.
Phys. Chem. Lett. 2018, 9, 5567–5573.
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voltage) results in safer operations by avoiding electrolyte decomposition and dendrite formation, it also means decreased energy
density. The prioritization of these characteristics must be considered for different applications. Notably, the use of nanocomposites
of TiO2 led to improved electrochemical behavior.42,213–216

Another Ti-based oxide material is Li4Ti5O12 (or Li1.33Ti1.67O4) (LTO), which crystalizes in a spinel structure in which 1/6 of the
total Ti ions in octahedral sites are replaced Li. LTO utilizes the Ti3þ/4þ redox couple at 1.55 V vs Li/Liþ, again avoiding both the
electrolyte decomposition and dendrite formation that occur at low potentials.217–219 The lithiation of LTO occurs via a two-phase
reaction with minimal hysteresis, and the structural stability of LTO is maintained. Similarly to TiO2, LTO also benefits from nano-
scaling.220,221 Additionally, the interplanar distance in LTO doesn’t change upon (de)intercalation. This unique zero-strain property
of LTOmakes it a good candidate to be utilized with other materials, as surface coating for cathodes or as nanocrystals of dual-phase
LTO and TiO2.

222 Also, recent efforts showed that LTO aliovalently substituted with Y exhibits improved electrochemical properties.
Y-doped LTO delivers 141.3 mA h g–1 after 1800 cycles at a rate of 10 C.42,223 LTO has the potential to be particularly useful in
applications in which safety is integral, such as EV applications.

The last example of an intercalation-based anode material that will be discussed is Nb2O5. Nb2O5 has gained attention for its
high-rate Li intercalation similar to nanostructured electrodes, which can be useful in high-rate cycling and intercalation pseudo-
capacitance.224,225 Operating between 1 and 2 V vs Li/Liþ, Nb2O5 does not cause unstable electrolyte decomposition that generally
occurs below 1 V vs Li/Liþ and, thus, avoids dendrite formation as well.226–228 Nb2O5 also exists in multiple polymorphs, such as
TT–, T–, and B–Nb2O5, whose formation depend on synthesis conditions such as the temperature and choice of precursor
compounds. Consequently, the differences in inherent crystallographic properties affect their corresponding electrochemical perfor-
mance. Of the different polymorphs, bulk TT– and T–Nb2O5 perform similar to nanostructured Nb2O5.

225,229 T–Nb2O5, shown in
Fig. 28, is composed of primarily highly distorted octahedral and pentagonal bipyramidal Nb environments and partially occupied
Nb sites, while the TT-phase is a metastable structure whose structural details are not fully understood.225 The structure of T–Nb2O5

can be described as layers of Nb polygons bridged by O, with the interlayer with a distance of 3.93 Å creating room for facile Liþ

diffusion. Nearly degenerate 2D diffusion pathways perpendicular to the c axis without obvious minima to trap Liþ throughout the
structure can be visualized (Fig. 28).225 The activation barrier in T–Nb2O5, 58 meV as T–Li2Nb2O5, is significantly lower than those
of other LIB materials.225 Unlike TiO2 whose electrochemical performance is highly dependent on the particle size, Nb2O5 shows
optimal performance even on the micrometer scale.

Fig. 27 Polymorphs of TiO2 include (a) anatase, (b) rutile, (c) brookite, and (d) bronze.

Fig. 28 Structure of T–Nb2O5 in the bc plane (left) and ab plane (right).
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4.10.5 Conversion batteries

4.10.5.1 Conversion cathodes

Much of the discussion so far has focused on intercalation mechanisms for charge storage in which the delithiated structure is crys-
tallographically related to the lithiated one. Conversion electrodes, on the other hand, undergo a significant phase change upon
charging or discharging. Fig. 29 schematically demonstrates the difference between conversion and intercalation reactions. Because
conversion electrodes are not limited by the number of crystallographic sites which can accommodate an intercalated ion, they offer
much higher gravimetric and volumetric capacities than intercalation-based electrodes.

4.10.5.1.1 Sulfur
S8 is a promising conversion cathode material for next generation Li-based batteries. S8 is inexpensive, lightweight, nontoxic, and
readily available as a product of petroleum refining, and S8 cathodes offer high theoretical capacities of 1672 mA h g–1. S8 cathodes
are often paired with Li metal anodes, and LieS batteries offer theoretical energy densities of 2600 Wh kg–1dapproximately five
times greater than that of a conventional LIB.230

Elemental S is stable in many polymorphs; the most stable structure at room temperature is orthorhombic a-S8 which is
composed of eight-membered S rings. The monoclinic b- and g-S8 can be prepared at elevated temperatures.

The half reaction at the cathode of a LieS battery during discharge is:

S8 þ 16Liþ þ 16e�/8Li2S (59)

The LieS convex hull (Fig. 30) suggests that Li2S, S8, and Li are the only stable crystalline solid-state phases in the LieS phase
diagram.231,232 A solid-state reduction would then involve a single two-phase reduction resulting in a single plateau in the discharge
curve around 2 V vs Li/Liþ (Fig. 30b).231 However, in practice, the LieS discharge is characterized by two discrete plateaus (Fig. 31).
The multi-step mechanism arises because the reduction produces dissolved intermediate lithium polysulfides (LixSy) via a solution-
mediated mechanism. The polysulfide intermediates can undergo several disproportionation reactions and are difficult to conclu-
sively identify. Therefore, assigning each plateau in the discharge profile is exceedingly difficult. At first, the discharge was suggested
to involve a cascading reduction from S8 to Li2S via Li2S8, then Li2S6, etc. The first discharge plateau, near 2.3 V vs Li/Liþ, was sug-
gested to correspond to cleavage of the S8 ring and reduction of solid S8 to solution-phase long-chain polysulfides such as Li2S8 and
subsequently Li2S6 through the disproportionation reaction

4 Li2S8/4 Li2S6 þ S8 (60)

and the second plateau near 2.1 V vs Li/Liþ indicates reduction of long-chain polysulfides to shorter-chain polysulfides like Li2S4,
Li2S2, and the final solid discharge product Li2S.

234,235 However, evidence for solid Li2S earlier in the discharge pathway suggests
a different mechanism. The first plateau can be understood as reduction of S8 to soluble LixSy and Li2S in a three-phase mechanism.
The potential drops when S8 is consumed and dissolved LixSy are reduced to Li2S.

231

Fig. 29 Illustration of crystallographic changes during intercalation of guest species into a host lattice (left) and conversion reactions (right), in
which a new phase is formed.
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Saturation of the electrolyte with polysulfide species has also been proposed to limit S8 reduction beyond the first plateau235; the
second discharge plateau then consists of further reduction of dissolved polysulfides to solid Li2S.

231 Early works hypothesized the
existence of a secondary solid discharge product Li2S2, but Li2S2 falls above the convex hull and is thus thought to be unstable, and
experimental evidence has since confirmed that solid Li2S2 is not formed during discharge.231,232

The charge mechanism in a LieS battery is similarly convoluted by the simultaneous presence of several polysulfide species
undergoing multiple disproportionation reactions and by the transient nature of polysulfide oxidation intermediates. A typical
charge curve exhibits one sloping plateau (Fig. 31, black trace).233 In general, solid Li2S is thought to be oxidized first to
solution-phase short-chain polysulfides such as Li2S4, which are then oxidized further to longer-chain polysulfides (Li2Sy, y > 4).
The long-chain polysulfides exist in equilibrium through complex disproportionation reactions until solid elemental S (S8) is recov-
ered at potentials above 2.9 V vs Li/Liþ.235’236

Due to the solubility of polysulfide intermediates, S8 cathodes must contend with rapid failure as a result of the polysulfide
shuttle effect. Li polysulfides, formed during S8 reduction on discharge, can dissolve into the organic liquid electrolyte, diffuse
away from the cathode, and reduce further at the Li anode to form insoluble Li2S (Fig. 32).230 The loss of active material at the
cathode leads to significant capacity fade over time, as well as poor Coulombic efficiency. As the ionic conductivity of Li2S is approx-
imately 10–14 S cm–1,237 the insulating Li2S formed at the Li anode also passivates the Li surface and leads to degradation of the
anode and increased internal resistance of the cell.

Fig. 30 (a) The Li-S convex hull reveals only one thermodynamically stable solid-state product: Li2S. (b) If the discharge of a Li-S battery followed
a solid-state conversion reaction pathway to form Li2S, a single plateau would be observed around 2 V vs Li/Liþ. Adapted from See, K. A.; Leskes,
M.; Griffin, J. M.; Britto, S.; Matthews, P. D.; Emly, A.; Van der Ven, A.; Wright, D. S.; Morris, A. J.; Grey, C. P.; Seshadri, R. Ab Initio Structure
Search and in Situ 7Li NMR Studies of Discharge Products in the Li–S Battery System. J. Am. Chem. Soc. 2014, 136, 16368–16377.

Fig. 31 Discharge/charge profiles of a Li-S battery with different electrolytes. In a conventional electrolyte such as 1 M LiTFSI in DOL/DME (black
trace), the discharge reaction proceeds through a solution-mediated pathway with two distinct plateaus, while a concentrated solvate electrolyte such
as 4.2 M LiTFSI in acetonitrile (green trace, fluorinated ether cosolvent added to reduce viscosity) forces a quasi-solid-state S reduction pathway.
Electrochemical data is from Lee et al.233 Cells were cycled at C/30 and 55 �C.
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New electrolyte systems are being developed to reduce the solubility of Li polysulfides. Highly concentrated electrolytes known
as solvate electrolytes employ stoichiometric ratios of salt:solvent to generate unique coordination structures.238–240 The high
concentrations force coordination of most solvent molecules to the electrolyte salt, leaving little free solvent available to dissolve
polysulfide compounds. The low solubility of intermediate polysulfide species alters the S8 reduction pathway, yielding an “equi-
potential bi-plateau” in the discharge trace (Fig. 31).239 The mechanism of S8 reduction is thought to proceed through a quasi-solid-
state pathway in which S8 is first reduced to Li2S4, which is enabled by the very slight solubility of polysulfide species in the solvate
electrolyte. Following a dip in the discharge profile ascribed to a nucleation overpotential for Li2S, the slightly soluble polysulfides
are reduced to solid Li2S. Solvate electrolytes have the added benefit of reducing catastrophic solvent decomposition at the Li
anode,238 but the high viscosity and low conductivity associated with such concentrated solutions require the addition of cosolvents
or increased temperatures to achieve high capacities during operation.

Despite their many advantages over conventional Li battery cathodes, S8 cathodes are subject to several limitations that have
prevented commercialization to date. S8 and its reduction products are ionically and electronically insulating, and S8 cathodes
must include conductive additives such as carbon to facilitate charge transfer over a large surface area. S8 can be infiltrated into
the pores of high surface area mesoporous carbons such as CMK-3 (cubic ordered mesoporous carbon) to improve the electrochem-
ical accessibility of the S8 as was done in the seminal work by Ji et al.241 Such infiltration is one of the most commonly employed
methods of establishing high conductivity in S8 cathodes, but the addition of the carbon matrix limits the energy density of the cell.
It is additionally challenging to cycle cathodes of high areal loading for similar reasons. Furthermore, because the mechanism
involves solution phase intermediates, the performance of the cell depends on factors like the S8-to-electrolyte ratio. Cycling cells
without excess electrolyte in so-called “lean” conditions is challenging.

S8 cathodes are being actively investigated as a promising next generation energy storage solution. Current research focuses on
addressing many of the challenges described above as well as incorporating S8 cathodes into new electrochemical systems. Nano-
structured conductive matrices are being developed to inhibit polysulfide dissolution while maintaining good electrical contact.
These nanostructures typically constrain active S8 within hollow carbon nanospheres or other frameworks with high tortuosity
to prevent polysulfides from migrating away from the cathode surface.242–244 Recently, solid-state electrolytes have been incorpo-
rated into LieS cells.245,246 Though solid electrolytes are mainly employed to mitigate dendrite growth at the Li anode, the
controlled diffusion pathways can also prevent dissolution and diffusion of long-chain polysulfides away from the cathode surface.
S8 electrodes are also being incorporated into emerging Naþ batteries due to their potential as an exceptionally low cost energy
storage system.247,248 Naþ batteries will be discussed further in Section 4.10.5.

4.10.5.1.2 Oxygen
O2-based cathodes are the only cathode materials capable of competing with liquid fuels on an energy density scale. When used in
concert with a Li metal anode, O2-based batteries offer the highest theoretical energy density of any currently known system at
11.4 kW h g–1dsince O2 can be obtained from ambient air, the energy density of the battery is limited by the amount of Li in
the anode.249 Due to the added mass of the electrolyte and cell components, the practical energy density of a LieO2 battery is
around 3600 Wh kg–1,250 which is comparable to that of gasoline (1700 Wh kg–1). The best-performing batteries also offer
discharge capacities above 5500 mA h g–1, well above the capacities of current Liþ batteries (around 150 mA h g–1).251

O2-based batteries were first investigated in the 1970s,252 but research in the LieO2 system accelerated beginning in the mid-
1990s when Abraham et al. developed a reversible LieO2 battery using a nonaqueous electrolyte.253 Nonaqueous electrolytes
have since dominated research on LieO2 batteries due to their greater compatibility with the Li anode, but aqueous, hybrid,
and solid-state electrolytes have also been employed.254

Fig. 32 Schematic of the polysulfide shuttle in Li-S batteries. Adapted from Bresser, D.; Passerini, S.; Scrosati, B. Recent Progress and Remaining
Challenges in Sulfur-Based Lithium Secondary BatteriesdA Review. Chem. Commun. 2013, 49, 10545–10562.
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The discharge mechanism for a LieO2 battery relies on the O2 reduction reaction (ORR). Li and O2 combine to form Li2O2 in an
overall two electron reduction mechanism. The formation of Li2O2 proceeds through a thermodynamically unstable LiO2 interme-
diate. First LiO2 is formed by a one electron reduction of O2:

Liþ e� þO2/LiO2 (61)

LiO2 can then be converted to Li2O2 via another single electron reduction:

LiO2 þ Liþ þ e�/Li2O2 (62)

or by disproportionation222,255,256:

2LiO2/Li2O2 þO2 (63)

During charge, Li2O2 is oxidized to form Liþ and O2 but does not form the LiO2 intermediate.222,255,256

A catalyst is required to capture and reduce O2. Several properties must be considered when selecting a catalyst (Fig. 33).257 The
material must exhibit high electronic conductivity, high ORR and oxygen evolution reaction (OER) activity, and sufficient chemical
and electrochemical stability. Li oxidation occurs much more quickly than O2 reduction, so the rate capability of the battery is
limited by the ORR/OER activity of the cathode. The catalyst must also have a large surface area, since O2 reduction occurs only
at the surface of the electrode, and it must be porous to allow O2 to permeate the full depth of the electrode. The pore size
must be carefully selected to be large enough to prevent clogging as Li2O2 is plated during discharge while remaining small enough
to maximize the available surface area without sacrificing volumetric energy density.257

Such limitations to the catalyst composition present a significant barrier to further development of LieO2 batteries. Porous
carbon frameworks are often used as substrates due to their high surface areas and permeability, but C exhibits intrinsically low
ORR/OER activity. Several metallic catalysts such as Ni foam also offer high porosity but only act as catalysts for either the discharge
or charge reaction, not both.258 Metal surfaces are also prone to oxidation under the highly oxidative conditions of the cathode and
to decomposition following reaction with O2

– formed during the initial one electron reduction of O2, limiting their conductivity
and imposing large overpotentials. However, C and metal systems can also function as supports for more appropriate catalysts.
Noble metals such as Au259 and Pd260 can be effective electrode materials if supported on a conductive and porous framework,
as can transition metal oxides such as MnO2 or Co3O4.

261
’
262

Other issues have also hindered commercialization of LieO2 batteries. While several systems that rely on pure, dry O2 have been
developed, fewer exist that can utilize environmental O2. To utilize O2 from the air, the O2must first be separated from the N2, H2O,
CO2, and other gases that can reduce the efficiency of the battery or react unfavorably with either the cathode or the anode. Li in the
electrolyte can easily and irreversibly react with H2O to form LiOH or with CO2 to form Li2CO3 at the cathode surface. These side
products can passivate the cathode surface, limiting the number of active sites available for ORR/OER and preventing the diffusion
of O2 through the catalyst pores. O2-selective membranes can prevent a significant fraction of external gases from reaching the
cathode and forming unwanted side products, or from reaching the anode and passivating the Li metal surface. Commonly
employed membranes include Si oil or silicate zeolites immobilized in a polytetrafluoroethylene (PTFE) matrix,249 polysilox-
anes,263 and high density polyethylene (HDPE).264

Addressing the above challenges with O2 cathodes is an active area of research. Development of O2-selective membranes with
low water permeability is of particular importance, as the best membranes to date exhibit O2/H2O selectivities <4.249 Significant
quantities of H2O therefore still enter the catalyst framework and passivate the electrode through undesirable side reactions, and
membranes with higher O2 selectivity are necessary to extend the lifetime of the cathode. Improvements in catalyst design, such

Fig. 33 Major challenges in the design of cathodes for metal-air batteries. Adapted from Jung, J.-W.; Cho, S.-H.; Nam, J. S.; Kim, I.-D. Current and
Future Cathode Materials for Non-Aqueous Li-Air (O2) Battery TechnologydA Focused Review. Energy Storage Materials 2020, 24, 512–528.
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as new morphologies and composite materials will enable greater capacity, cyclability, and chemical stability at the O2 cathode.
Furthermore, parasitic side reactions as well as variable Li2O2 crystallinity andmorphology (see examples in Fig. 34) lead to compli-
cations in interpreting the charge profile and a consequent poor understanding of the true OER mechanism on charge.250,257,260

Developing in situ characterization techniques to elucidate the charge mechanism will inform future catalyst design.

4.10.5.2 Conversion anodes

Conversion anodes offer significantly higher capacities than state-of-the-art, intercalation-based graphite anodes, making them suit-
able for use with high-capacity cathodes such as S8 and O2/air in potential next-generation batteries.

4.10.5.2.1 Lithium metal
Li metal is often regarded as the “holy grail” of anode materials due to its high theoretical capacity (3862 mA h g–1) and highly
negative reduction potential (�3.04 V vs NHE). Li anodes have been investigated in many energy storage systems, including in
LieS and LieO2 batteries.

265 The processes and mechanisms at a Li metal electrode will only be touched on briefly here.
The plating and stripping of Li metal is enabled by the SEI formed on the anode surface during cycling. The low reduction poten-

tial of Li is outside the electrochemical stability window of most organic electrolytes, and the electrolyte decomposes upon contact
with the Li metal surface to form Li2O, LiOH, and other inorganic Li species, as well as Li2CO3 and LiOR, similar to the SEI formed
on lithiated graphite anodes. The ionically conductive, electronically insulating SEI protects the electrolyte from further decompo-
sition at the Li metal surface and can enable reversible Li plating and stripping at low current densities. At high current densities,
however, the SEI is subject to breakage during Li deposition due to the large volume change at the anode and the formation of
dendrites.

Dendrites are needle-like structures formed at metal anodes following uneven deposition on a rough surface during charging (i.e.
electrodeposition of Liþ at the anode) at high current density. The uneven deposition morphology can be caused by inhomogene-
ities in the SEI and by a high barrier to self-diffusion of adsorbed ions at the Li surface.266 The electric field (and thus local current
density) at peaks formed from uneven deposition is greater than the field at smooth surfaces, lowering the energetic barrier for metal
deposition at peaks and propagating further uneven deposition. After several cycles of plating and stripping, dendrites grow to such
an extent that they can pierce the separator between the anode and cathode, providing a low-resistance pathway for electron transfer
directly between the two electrodes and short-circuiting the cell (Fig. 35). Electrons will flow through the low-resistance pathway,
generating a large electrical current that rapidly increases the temperature within the cell and ignites the organic electrolyte. High
operating temperatures or current densities exacerbate the effects of unevenmetal deposition and increase the likelihood of dendrite

Fig. 34 Various deposition morphologies of Li2O2. Adapted from Yang, Y.; Zhang, T.; Wang, X.; Chen, L.; Wu, N.; Liu, W.; Lu, H.; Xiao, L.; Fu, L.;

Zhuang, L. Tuning the Morphology and Crystal Structure of Li2O2: A Graphene Model Electrode Study for Li–O2 Battery. ACS Appl. Mater. Interfaces 2016, 8,
21350–21357.
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formation. Several strategies are currently being employed to mitigate dendrite growth, including modifying electrolyte chem-
istry,238,267 introducing artificial SEIs,268–270 and nanostructuring the Li anode to spatially restrict dendrite growth.271,272

4.10.5.2.2 Silicon
Safety concerns over dendritic deposition of Li have led researchers to investigate other high capacity anode materials. Among these,
Si possesses the highest theoretical gravimetric capacity of 4200 mA h g–1, corresponding to the fully lithiated alloy Li22Si5.

273 In
high temperature systems with molten salt electrolytes, several distinct crystalline phases can be formed during discharge, including
Li12Si7, Li7Si3, Li13Si4, and Li22Si5.

274 At room temperature, an amorphous phase is formed on discharge and crystallizes into cubic
Li15Si4 at low potentials vs Li/Liþ,275 with a theoretical capacity of 3579 mA h g–1, approximately 10 times higher than that of the
graphite anodes currently used in Liþ batteries. Si is also abundant and nontoxic, and it exhibits a low electrochemical reduction
potential of 0.37 V vs Li/Liþ. However, due to the large volume increase of 300–400% upon alloying with Li, batteries with Si
anodes are subject to repeated breakage of the SEI and severe electrolyte decomposition, leading to poor cyclability.276,277 Several
nanostructures have been developed to mitigate the mechanical strain caused by volume expansion, but improvements in strain
tolerance often come at the expense of lowered density and reduced volumetric capacity.278–282 Current research on Si anodes
focuses on designing artificial SEIs to better accommodate the large volume changes during cycling.283–285

4.10.5.2.3 Conversion oxides
Several transition metal oxides have also been investigated as anode materials for LIBs due to their high theoretical capacities, which
are often 2–3 times larger than that of graphite anodes (372 mA h g–1). During the discharge conversion reaction, the metal oxide is
reduced to the corresponding metal and Li2O:

MxOy þ 2yLiþ þ 2ye�/xM0 þ yLi2O (64)

As with Si anodes, the large volume changes associated with the conversion reactions, as well as irreversible capacity fade during
initial cycles, lead to low cyclability and electrolyte depletion as the SEI deforms and fresh electrode surface is exposed to the elec-
trolyte. Nanostructuring the metal oxide materials can help to mitigate large volume changes, and forming composite electrodes
with conductive carbon improves the conductivity and mechanical flexibility of the electrode even after several discharge/charge
cycles.286,287

4.10.6 Beyond Li

Despite the success of the modern Liþ battery and the promise of next-generation batteries based on Liþ chemistry, there are also
current significant research efforts to develop beyond-Li chemistry. Such research is motivated by several factors, perhaps the most

Fig. 35 (a) A smooth deposition morphology prevents short circuits and forces electrons through the external load, powering a device during
discharge. (b) Dendrites provide a low-resistance path between electrodes that can lead to rapid Joule heating. Adapted from Bai, P.; Li, J.; Brushett,
F. R.; Bazant, M. Z. Transition of Lithium Growth Mechanisms in Liquid Electrolytes. Energy Environ. Sci. 2016, 9, 3221–3229.
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prominent of which is Li resource criticality that could limit the mass proliferation of Li-based batteries. The global reserves of Li are
highly concentrated in a few regions, and despite efforts to expand current mining and develop new methods to mine previously
untapped sources of Li, the Li supply will likely fall short of demand for extended periods of time over the 21st century.288 Alter-
natives like monovalent Na and K; divalent Mg, Zn and Ca; and even trivalent Al are far more abundant and do not have the same
natural resource limitations as Li. The possibility of higher energy density batteries based on multivalent elements due to the greater
charge stored and transferred per ion is also an attractive quality for higher energy density next-generation batteries. We briefly over-
view some of these research directions below.

4.10.6.1 Na and K ion batteries

Na and K batteries are attractive candidates for next-generation batteries because of the higher natural abundance and lower cost of
Na and K compared to Li. However, in current Li batteries, the low natural abundances of Co and Ni are the limiting factors rather
than the natural abundance of Li.289 Nonetheless, competitive Na and K batteries could make a large impact on the economic
viability and ubiquity of battery-based energy storage.

Although Na and K are similar to Li in that they are all monovalent, they each differ significantly in atomic radii and charge
density as shown below in Table 3.290 Thus, the three alkali metals each demand unique properties of their host structure/material
to enable its use as a working ion.

4.10.6.1.1 Na and K intercalation cathodes
The principal challenge with developing intercalation cathodes for Na and K compared to Li is the larger radii of the former
compared to the latter. Next-generation Naþ and Kþ cathodes need to accommodate greater structural distortions than their current
Li counterparts. Here, three types of cathodes will be briefly discussed: oxides, polyanions, and Prussian blue analogs.

4.10.6.1.1.1 Oxides
Because of the success of metal oxide cathodes in the Li battery field, several ternary NaxMO2 and KxMO2 phases have been explored
for Na and K batteries where M ¼ Ti, V, Cr, Mn, Fe, Co, Ni. Of greatest importance are those phases which crystallize in the O3
(x ¼ 1) and P2 (x z 0.67) structures. The O3 phase is isostructural to LiCoO2, in which the alkali layer consists of octahedrally-
coordinated Na or K connected by tetrahedral voids. The P2 phase consists of prismatically-coordinated Na or K that share
rectangular faces. As it is more difficult for Na or K to migrate through a tetrahedral interstitial site as opposed to through a shared
rectangular face, the P2 phases generally outperform the O3 ones.289

The larger radii of Na and K relative to Li leads to more weakly coordinated alkali ions, i.e. the O2– to Naþ/Kþ bond distances are
longer, and so the interlayer spacing in the Na and K materials is larger. Thus, the O2– less effectively screens Naþ/Kþ compared to
Liþ. As a result, the alkali-alkali repulsion in the Na and Kmaterials is stronger than in the Li materials, and so the former have lower
energy densities and steeper charge/discharge curves as in Fig. 36.

4.10.6.1.1.2 Polyanions
Cathodes with polyanions, similar in stoichiometry to LiFePO4, are posited to better screen alkali ions and increase the distance
between working ions. Such an effect would reduce the slope of the charge curves of Na and K materials. The most well-studied
of the polyanionic materials are the Na superionic conductors (NASICONs), which have the general chemical formula
NaxNM(PO4)3 where x is between 0 and 4 and N and M are metals such as Ti, V, Cr, Mn. The general structure of the NASICONs
is an open three-dimensional framework that enables fast Naþ migration. The structure of Na3V2(PO4)3 with the R�3c space group is
shown in Fig. 37 and reversibly cycles up to two Na equivalents.291

As in LiFePO4, the inductive effect in polyanionic Na and Kmaterials raises the redox voltage compared to their pure oxide coun-
terparts. The inductive effect can be further enhanced in the structurally related Na fluorophosphates, in which the presence of fluo-
rine further increases the voltage.292 The charge/discharge voltage of Na3V2(PO4)2F3-yOy continuously increases as y decreases.293

Table 3 Atomic properties of Li, Na, and K and theoretical capacities of their
respective elemental anodes.

Li Na K

Relative atomic mass 6.94 23.00 39.10
Shannon-Prewitt ionic radii for coordination
number of 6 (Å)

0.76 1.02 1.38

Standard reduction potential vs NHE (V) �3.04 �2.71 �2.93
Theoretical gravimetric capacity (mA h g–1) 3861 1166 685
Theoretical volumetric capacity (mA h cm–3) 2062 1131 591
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4.10.6.1.1.3 Prussian blue analogs
The flexible structures and large voids of Prussian blue analogs (PBAs) enable high Naþ and Kþ mobility and make them candidates
for Na and K cathodes. PBAs have a general formula of A2–xMA[MB(CN)6]1–y,y $ zH2O where A is either Na or K, MA and MB are
transition metals, , is a M(CN)6 vacancy, and z is typically between 1 and 5. The metals form a network of corner-sharing octa-
hedra bridged by cyano ligands. The voids formed by the bridged octahedra are cubic and form an open, cage-like structure that
facilitates Naþ or Kþ diffusion.292

While the charge/discharge voltages for Na and K oxides and polyanionic materials are generally lower compared to those of
their Li counterparts, the discharge voltages for Na and K Prussian blue analogs are higher compared to those of their Li analogs.
This is likely due to the stronger interaction of the larger Naþ and Kþ with the metal organic framework compared to the smaller
Liþ.294 The crystal structure of hexacyanoferrate Prussian blue is shown in Fig. 38.

Fig. 36 Charge curves of several of Li, Na and K layered oxides. The slopes of the charge curves generally increase from Li to Na to K. Unlike in
LiCoO2, the Na and K metal oxide curves are not as smooth, implying that the mid-charge phases are not thermodynamically ideal mixtures. This
may be due to vacancies and alkali ion ordering at different x caused by stronger alkali-alkali interactions. Adapted from Tian, Y.; Zeng, G.; Rutt, A.;
Shi, T.; Kim, H.; Wang, J.; Koettgen, J.; Sun, Y.; Ouyang, B.; Chen, T.; Lun, Z.; Rong, Z.; Persson, K.; Ceder, G. Promises and Challenges of Next-
Generation “Beyond Li-Ion” Batteries for Electric Vehicles and Grid Decarbonization. Chem. Rev. 2021, 121, 1623–1669.

Fig. 37 The structure of Na3V2(PO4)3
�
R�3c
�
, in the bc plane (left) and the AB plane (right). The open pathways between Na sites enable high Naþ

conductivity even at room temperature.
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4.10.6.1.2 Na and K intercalation anodes
The principal challenge for Na and K anodes echoes the challenge for cathodes: the large atomic radii relative to Li. Overall research
efforts toward Na and K anodes are less extensive than toward cathodes.289 Thus, three types of Na and K anodes will be discussed
very briefly here: Na and K metals, carbonaceous anodes (hard carbon for Na, graphite for K), and other intercalation anodes.

Metallic Na and K develop dendrites over cycling just as metallic Li does, for similar physicochemical reasons related to the acti-
vation energy for self-diffusion of Naþ and Kþ on the surface of the metal electrode.295 While significant efforts have been made to
suppress dendrite growth, it remains an unsolved problem.

Curiously, Na cannot intercalate into graphite at comparable levels to Li and K.296 Two main arguments have been put forward
as to why. The first suggests that Li and K are able to intercalate into graphite because their atomic radii match the lattice parameters
of graphite, whereas the atomic radius of Na does not. The mismatch induces stress that delaminates the graphite layers before high
levels of Naþ can intercalate.297 The second argument suggests that the difference in ionization energy of Na relative to Li and K
prevents Na intercalation into graphite.298 Regardless, the extremely low capacity of graphite as an Na anode led to the development
of an alternative carbon-based anode for Na: hard carbon. Hard carbon consists of graphite flakes with curvature created by sp3-
hybridized CeC bonds that are absent in graphite. The intercalation mechanism for Na into hard carbon is mostly unknown,
but its high capacity of nearly 350 mA h g–1 for Na has led to its use in commercial Na-ion batteries.299,300

Lastly, a few low-voltage intercalation anodes for Na and K are reported. For example, Na2Ti3O7 can host up to two Naþ revers-
ibly with a demonstrated capacity of approximately 180 mA h g–1 (617 mA h cm–3) at �0.3 V vs Na/Naþ.301 Most other intercala-
tion anodes cannot achieve such low voltages, resulting in lower overall cell energy density.

4.10.6.1.3 Commercial Naþ batteries
Despite limited study compared to Li, Na and K have the potential for large commercial impacts due to their high natural abun-
dances and low costs. Commercial battery progress for K is limited, but several companies have commercialized Naþ batteries based
on hard carbon anodes paired with oxide or Prussian blue analog cathodes and the Na analog of organic carbonate-based electro-
lytes in commercial Liþ cells. That said, the overall performance, life-time, energy density and market share of Naþ cells pale in
comparison to Liþ cells.300 Nonetheless, recent advancements in Naþ electrolytes have shown improved performance with oxide
cathodes and perhaps a pathway to competitive Na batteries.302

4.10.6.2 Multivalent intercalation

Multivalent batteries offer additional alternatives to Li with the potential of being more cost-effective and environmentally friendly.
The higher density of the corresponding metals also allows for higher volumetric capacitiesd3833, 5848, 8046, and
2072 mA h cm–3 for Mg, Zn, Al, and Ca, respectively, compared to 2046 mA h cm–3 for Li metal anodes.303,304 The primary obsta-
cles in the development of multivalent intercalation batteries stem from challenges associated with the electrochemistry of charge-
dense multivalent ions including solvating the working ion in electrolyte, achieving reversible multielectron redox, and conducting
the working ion in the solid-state. Multivalent ion conduction in solids is discussed at length in our recent perspective article.[305]

Cathodes for multivalent batteries must accommodate the higher charge density while maintaining structural integrity for revers-
ibility. Both chemical and electrochemical multivalent cation intercalation were first studied in the 1980s and 1990s. Mg is the most
studied divalent working ion in electrochemical systems and this section will focus primarily on Mg batteries. By 1991, chemical
incorporation of Mg into V6O13; V2O5; WO3; layered and cubic TiS2; b-, g-, and l-MnO2; and MoO2 had all been demonstrated.306

Anodes for multivalent batteries are primarily the metals themselves. Advantages for the use of Mgmetal over Li metal include its
low cost, high theoretical volumetric capacity, and relatively smooth deposition morphology.27 Mg batteries may provide safer,
more environmentally friendly alternatives to Pb-acid and Ni-Cd batteries. They may also be useful in heavy load applications
where Li is not practical.307 Advancement of Mg batteries has been hindered by the lack of suitable electrolytes that support Mg

Fig. 38 The annotated crystal structure of hexacyanoferrate Prussian blue. Adapted from Kundu, D.; Talaie, E.; Duffort, V.; Nazar, L. F. The
Emerging Chemistry of Sodium Ion Batteries for Electrochemical Energy Storage. Angew. Chem. Int. Ed. 2015, 54, 3431–3448.
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electrodeposition and stripping and a dearth of intercalation cathodematerials.307 A fundamental understanding of electrolytes that
dissolve Mg2þ, are compatible with the Mgmetal anode and the intercalation cathode, and facilitate Mg electrodeposition and strip-
ping is an active area of research. In this chapter, however, we will focus on what is currently known for cathode materials.

4.10.6.2.1 Sulfides
The slow rate of Mg diffusion and conversion in oxides has led to a focus on softer lattices like sulfides and selenides.27 The softer
anions generate a weaker Coulombic attraction between Mg2þ and the host lattice than harder anions, resulting in increased ion
mobility.33

4.10.6.2.1.1 Mo6S8
Electrochemical Mg2þ intercalation was first demonstrated in 2000 with a Chevrel phase cathode material, Mo6S8 ðR�3Þ.307 Zn2þ,
Cd2þ, Ni2þ, Mn2þ, Co2þ, and Fe2þ have all also been successfully electrochemically inserted into this material.308–310 The Chevrel
phase has a unique structure, shown in Fig. 39, where eight S anions form the corners of a cube whose faces are populated by six Mo
cations, forming Mo6 octahedra. The Mo6S8 clusters pack in quasi-simple-cubic packing, leaving 3D channels that support ion
diffusion.311

The Chevrel phase can accommodate Mg2þ in two different sites, shown as Mg1 and Mg2 in Fig. 39a. Intercalation into the
distinct lattice sites manifest as two distinct plateaus around 1.2 V and 1 V vs Mg RE in the discharge profile shown in Fig. 39b.
In Mg2Mo6S8, one Mg2þ per formula unit is located in the inner sites, and another in the outer sites.312 Aurbach et al. suggested
that the 1.2 V vs Mg RE plateau represents magnesiation of the inner site, Mg1, and the second 1 V vs Mg RE plateau indicates mag-
nesiation of the outer site, Mg2.307 Consequently, intercalation into Mo6S8 occurs in two steps:

Mg2þ þ 2e� þMo6S8/MgMo6S8 (65)

and

Mg2þ þ 2e� þMgMo6S8/Mg2Mo6S8 (66)

The diffusion of Mg2þ in Chevrel phase occurs between tetrahedral sites, crossing through an intermediate three-coordinate site.
The deformation and polarizability of the anionic framework affect the activation energy for Mg2þ diffusion, along with the polar-
izing power of the cation defined by the ratio of the cation charge to its ionic radius. Mg has about twice the polarizing power of Li,
making the polarizability of the anionic framework a significant factor in Mg diffusion kinetics. This explains, and is corroborated
by, the more facile diffusion of Mg2þ in Mo6Se8 than Mo6S8, as the ionic radii of S

2– and Se2– are 1.82 and 1.92 Å, respectively.313

At moderate-to-high intercalation levels in the Chevrel phase, mobility of Mg2þ is comparable to that of Liþ. In contrast, the
lower Mg2þ mobility at low intercalation levels is due to trapping of Mg2þ in the Mo6S8 matrix and is likely due to the larger acti-
vation energy required for Mg2þ to be removed from the more stable inner sites, Mg1.313 When Mg2þ are present in both the inner
and outer sites, the repulsive force between them aids bulk diffusion.312 The facile diffusion of Mg2þ in the Chevrel phase contrasts
dramatically with the sluggish Mg2þ diffusion typically seen in transition metal oxides and sulfides.313

Sluggish Mg2þ diffusion is not only due to strong ionic interactions, but also to difficulties distributing the extra charge upon
intercalation in the host material. The high density of redox active atoms in the clusters of the Chevrel phase allow the material
to easily accommodate the divalent cation. A more recent XPS study has shed light on the charge-transfer mechanism of Mg2þ inser-
tion into the Chevrel phase. The two Mg insertion sites (inner and outer) were identified by their different polarizations, and a two-

Fig. 39 (a) Structure of Mg2Mo6S8 and (b) discharge and charge curves of Mo6S8 at 0.3 mA cm–2 with an Mg metal anode and 0.25 M
Mg(AlCl2BuEt)2 in tetrahydrofuran (THF) electrolyte. The two discharge plateaus and their corresponding intercalation sites are also shown. The
electrochemistry is adapted from Aurbach et al. (2000).307
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step Mg insertion process was confirmed. The first step involves the redistribution of charge toward axial S, while the Mo6 cluster
helps to stabilize electron deficiency during the second galvanostatic plateau.314

While the Chevrel phase has excellent reversibility and a theoretical capacity of 122 mA h g–1, it has a relatively low operating
voltage of between 1 and 1.3 V vs Mg/Mg2þ.307,314,315 Subsequent material investigations have sought to increase operating voltages
while retaining the reversibility and high ionic mobility of the working ion.

4.10.6.2.1.2 TiS2
The cubic and layered forms for TiS2 were described and shown in Sections 4.10.3.1.1.1 and 4.10.3.1.1.2. Chemical intercalation of
Mg2þ into both cubic and layered TiS2 was demonstrated in the early 1990s by Bruce et al.306,316 However, while Liþ had been elec-
trochemically intercalated into TiS2 by the late 1970s,

317 electrochemical intercalation of Mg2þ in TiS2 was not shown until 2004 in
layered TiS2 nanotubes.

318

The first paper on TiS2 as a Mg cathode material reported a maximum capacity of 236 mA h g–1 at a discharge rate of 10 mA g–1

for a total of 0.49Mg2þ intercalated per formula unit of TiS2 at 20 �C. An inverse relationship between capacity and temperature was
also observed, in addition to roughly 22% capacity fade over 80 cycles.318 Mg2þ intercalation into cubic TiS2 was reported by Amir
et al. in 2007.319 In a system with Mg(AlCl2BuEt)2/THF electrolyte, first discharge capacities of approximately 87 and 15 mA h g–1

were reported for cubic and layered TiS2, respectively. Capacity fading was also observed to such an extent that Amir et al. dismissed
TiS2 as a viable cathode for Mg entirely.319 Interest in TiS2 as an Mg cathode material was only renewed by a combination of theo-
retical and experimental studies in the mid-2010s, although these studies also indicated Mg2þ diffusion would be difficult and
required elevated temperatures. A computational study from Emly et al. predicted substantial migration barriers for Mg2þ, on
the order of 1 eV higher than Li, and suggested that transition metals more amenable to changes in valence state such as Mo would
be better chalcogenide cathode candidates. Such metals would be likely to rehybridize more easily, allowing for lower migration
barriers.320 The same study predicted octahedral occupation in both forms of TiS2 with diffusion through the surrounding tetrahe-
dral sites, with the energy difference between tetrahedral and octahedral occupancy decreasing with increasing c lattice parameter.320

Sun et al. first demonstrated discharge capacities of over 100 mA h g–1 in both layered and cubic TiS2 with 2PhMgCl-AlCl3 (all-
phenyl complex, or APC)/THF at 60 �C.27,33 In layered TiS2, Mg first preferentially intercalates into octahedral sites in an electro-
chemically irreversible step, followed by the reversible occupation of both octahedral and tetrahedral sites at sufficiently high
Mg concentrations. This manifests in the galvanostatic cycling profiles as plateaus around 1.0 V and 0.5 V vs Mg/Mg2þ. Using oper-
ando XRD, four phases were observed over the course of cycling. The second and third phases show larger c parameters than their
respective prior phases, and appear at Mg0.05TiS2 and Mg0.17TiS2, respectively. The fourth phase has a significantly expanded
a parameter compared to the third phase, and is present at the end of discharge (Mg0.56TiS2).

27 In contrast, cubic TiS2 exhibits
a sloping discharge curve indicative of a single-phase insertion mechanism. Similar to layered TiS2, cubic TiS2 (containing trace
Cu, as discussed in Section 4.10.3.1.1.2) also promotes multi-step intercalation with the filling of octahedral sites first, followed
by redistribution across both octahedral and tetrahedral sites past 0.6 Mg per Cu0.1Ti2S4 unit.

33 This finding of multiple-site occu-
pancy was corroborated by later first-principle studies.321

Although our understanding of Mg-TiS2 electrochemistry has improved greatly in recent years, many improvements are necessary
before it can become a viable Mg cathode material. At the present, more work is required to improve the low operating voltage (1 V
vs Mg/Mg2þ), combat pronounced capacity fade, and reduce the high operating temperatures.27,318

Fig. 40 Structure of VS4 (I2/c) in the bc plane (left) and in the ab plane (right).
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4.10.6.2.1.3 VS4
VS4 is a linear chain compound in which V4þ is octahedrally coordinated to S dimers (S2

2�), and crystallizes in the monoclinic I2/c
space group (Fig. 40). The chains are spaced 5.38 Å apart and weakly bonded together by van der Waals forces, potentially offering
facile diffusion paths between chains. Combined with a relatively small bandgap close to 1.0 eV and consequently, a high electronic
conductivity, VS4 is an attractive multivalent cathode candidate.322

VS4 was first explored as an Mg cathode material in 2018. Wang et al. used highly-branching nanostructured VS4 in composite
cathodes to achieve capacities of 251 mA h g–1 at 100 mA g–1 in coin cells assembled with 0.4 M APC electrolyte in THF.322 Cyclic
voltammograms taken between 0.2 V and 2.2 V vs Mg/Mg2þ showed a cathodic wave around 0.35 V. Subsequent cycles show
coupled reduction and oxidation waves at 1.18 V and 1.25 V vs Mg/Mg2þ, respectively. The assembled cells displayed remarkable
cyclability, with a maximum discharge capacity of 177 mA h g–1 achieved after 133 cycles and 150 mA h g–1 after 180 cycles at
100 mA g–1. The authors credit the weak VS4/Mg2þ interactions, linear open channels of VS4, and large Mg2þ storage capacity
for the observed cycling stability. Through Raman and XPS studies, they determined that the VS4 structure remained relatively undis-
turbed after discharge up to Mg0.875VS4 and that both cation and anion redox occurred throughout the cycling process. They
concluded that during discharge, some S2

2� is reduced to S2– and, interestingly, some V4þ is oxidized to V5þ. No evidence for
MgS or elemental V is observed.322

A more recent study improved the capacity of the Mg-VS4 system with the Mg tetrakis(hexafluoroisopropyloxy)borate (Mg
[B(hfip)4]2) electrolyte and demonstrated reversible electrochemistry of VS4 in a Ca cell with a Ca[B(hfip)4]2 electrolyte.

323 Removal
of Mg2þ was confirmed with XPS and both ex-situ and operando Raman.323 The bulk structural changes of a 0.25 MMg(AlCl2EtBu)2/
THF based Mg-VS4 system were investigated in 2020.324 Using XANES, pair distribution function (PDF), and 54V NMR studies, Dey
et al. identified the intermediate phase Mg3V2S8. In contrast with the previous two studies, MgS and V metal were also characterized
in the reduction products.324 The exact reaction mechanism of this material is still under debate, and may depend heavily on the
electrolyte. For example, desolvation of Mg2þ in chloride-containing electrolytes is difficult, resulting in incorporation of species like
MgClþ which can alter the reaction pathway.325

4.10.6.2.2 Oxides
Although oxides have been relatively successful Li-ion cathodes and are desirable for their higher energy densities, advancements in
multivalent oxide cathodes have been hindered by decreased ionic mobility.313,315 While reducing particle size may help improve
oxide diffusion kinetics, the resulting increase in electrode surface area also increases capacitive contributions.315 Some reports have
suggested that water incorporated into the crystal can faciliate multivalent ion diffusion, but it is unclear if the resulting capacity
increases are due to increases in Mg intercalation or proton or hydronium intercalation. In general, water in Mg batteries is undesir-
able due to its passivating effect on Mg metal anodes and low anodic and cathodic stability.315 Another barrier in the development
of Mg oxide cathode materials is the low free energy of formation of MgO, whichmay form as an undesired reduction product. Mg is
extremely oxophilic. At one electron reduction stages, MgO formation is generally not expected and intercalation is favored over
conversion. However, the kinetic challenges imposed by low Mg2þ ion mobility cause local regions of high Mg2þ concentration,
leading to a higher number of electrons transferred locally and increasing the chance of conversion to MgO.315

Despite these challenges, oxides remain appealing cathode candidates for several reasons: the wealth of prior knowledge about
structure and intercalation mechanisms in LIBs, high intercalation voltage compared to sulfides, and large capacities.324,326

4.10.6.2.2.1 V2O5
The structure of V2O5 and its various polymorphs were detailed in Section 4.10.3.1.2.1.1. As previously discussed, V2O5 is a well-
known intercalation material from LIB studies with a theoretically high capacity of 440 mA h g–1. However, while roughly 3 equiv.
of Liþ can be inserted into V2O5, the insertion limit for Mg2þ is much lower at around 0.5 s or 0.6 equivalents with high-surface area
morphologies.327,328 In Li systems, V2O5 experiences a series of transitions between polymorphs as Liþ is incorporated, but in Mg
systems, primarily the a, d, and 3phases are relevant. The a and d phases are very similar with alternating layers along the b axis
shifted by a/2 in the d phase compared to a-V2O5. In both phases, the Mg sites are located between layers close to the middle of
the VO5 pyramids, though the Mg sites are 8-coordinate in a-V2O5 and 6-coordinate in d-V2O5.

327,328 While the fully-
magnesiated phase MgV2O5 is chemically synthesized as the d phase, theory has predicted and experiments have shown that
electrochemically-cycled V2O5 produces the partially-magnesiated, Mg-ordered 3phase. Electrochemical products can be different
from chemically synthesized products due to the kinetic effects allowing for the preparation of metastable phases. If the magnesia-
tion reaction of V2O5 were to proceed via a two-phase nucleation and growth of d-V2O5 mechanism, there should be no barrier to
magnesiation up to one equivalent of Mg. However, the reaction instead appears to proceed through the development of the meta-
stable 3-V2O5 phase, likely because the former pathway requires kinetically unfavorable structural rearrangement and the generation
of high interfacial energies. Gautam et al. have suggested that cycling d-V2O5, which has higher Mg-mobility than a-V2O5, may allow
for the access of higher intercalation limits and capacities (the calculated migration barriers are 600–760 meV and 975–1120 meV,
respectively).328

As mentioned, the use of water-rich electrolytes has been suggested to improve the performance of V2O5 as a Mg cathode;
however, such an electrolyte presents significant challenges for use with Mg metal anodes. Significantly higher capacities have
been achieved in wet compared to dry electrolyte systems. In an Mg|Mg(TFSI)2/G2|V2O5 cell, Sa et al. observed more than a four-
fold increase in capacity between a system with 2600 ppm H2O and one with 15 ppm H2O (�260 mA h g–1 vs �60 mA h g–1,
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respectively).329 However, subsequent 1H NMR studies confirmed the involvement of proton intercalation. The change in V valence
state in dry electrolyte as determined through Extended X-ray Absorption Fine Structure (EXAFS) corresponds to the intercalation of
0.2 equivalents of Mg2þ per unit V2O5.

329 These results provide more evidence of limited Mg intercalation, and emphasize the
importance of differentiating proton and Mg contributions to capacities in Mg-V2O5 systems.

4.10.6.2.2.2 MoO3
The structure of MoO3 was detailed in Section 4.10.3.1.2.1.1. In 1995, Spahr et al. were the first to demonstrate Mg2þ intercalation
MoO3. In contrast with monovalent Liþ and Naþ, Mg2þ failed to demonstrate electrochemical insertion in dry polycarbonate-based
electrolytes. However, using a molten salt mixture of 41 wt% 1-ethyl-3-methylimidazolium chloride (EMIC), 56 wt% AlCl3, and
3 wt% MgCl2, Mg2þ insertion was suggested by both cyclic voltammetry and galvanostatic cycling. Initial discharge achieved
a capacity of 150 mA h g–1 corresponding to 0.76 electrons or 0.38 Mg2þ per f.u. MoO3.

330

Mg intercalation sites are located within and between the layers along the c axis.311 Magnesiation occurs in two steps at 1.80 V
and 1.74 V, while demagnesiation is a single oxidation event at 2.15 V.331 During slow galvanostatic titration (0.3 mA cm–2), thin
film MoO3 can achieve reversible capacities of 220 mA h g–1 corresponding to 0.59 equivalents of Mg per f.u. MoO3, and 95%
Coulombic reversibility.311,331 However, electrochemical conditioning in the form of initial intercalation with a small galvanostatic
current is necessary for reversible cycling, and the overpotential for demagnesiation of MoO3 increases with decreasing Mg content.
Both effects may result from changes in the electronic conductivity as Mg2þ content changes. Increasing Mg content enhances the
electronic conductivity and promotes favorable kinetics upon insertion while decreasing Mg content reduces electronic conductivity
and hinders de-insertion. However, the overpotential increases during demagnesiation may also indicate voltage-induced structural
damage.331 The conditional reversibility and sluggish kinetics of Mg2þ intercalation into MoO3 require further attention before it
can be a feasible cathode material in Mg batteries.

4.10.6.2.2.3 MnO2
MnO2 has a wide variety of polymorphs that have been studied as Mg cathode materials to varying degrees. a-MnO2, also known as
hollandite MnO2, as shown in Fig. 41 crystallizes in the I4/m space group and has a 2 x 2 tunnel structure with both corner-and
edge-sharing MnO6 octahedra. l-MnO2 takes on a spinel structure ðFd�3mÞ with edge-sharing MnO6 octahedra.261,315 R–MnO2,
or ramsdellite MnO2 (Pbnm), has both corner-and edge-sharing MnO6 octahedra in a 2 x 1 tunnel structure, and d-MnO2, or bir-
nessite MnO2 (C2/m) shown in Fig. 42 consists of stacked MnO2 planes with or without interlayer water.315,332,333

a-MnO2 when cycled in a 0.2 M magnesium bis(hexamethyldisilazide), or Mg(HMDS)2, in THF electrolyte has promising first
charge and discharge capacities at 280 and 240 mA h g–1, respectively.261 However, similar to the case for LIBs, Mg batteries with
MnO2 cathodes experience severe capacity fade during subsequent cycling, initially attributed to structural changes resulting from
Jahn-Teller distortions as the concentration of d4 Mn3þ ions increase. EXAFS data suggest that the MnO6 octahedra corner links are
broken during Mg2þ insertion, whichmay cause the ion diffusion pathways to collapse.261 Later studies have suggested a conversion
mechanism rather than an intercalation mechanism for several forms of MnO2. The conversion pathway is likely favored due to the
high stability of the MgO product.334 Evidence for the conversion pathway is the strong correlation between achievable capacity and
available surface area. Cathodes with surface areas above 70 m2 g–1 had initial capacities of 250 mA h g–1, regardless of which
MnO2 polymorph was used. If an intercalation mechanism were in operation, a capacity dependence on tunnel size would be
expected, but none was observed.335 Several possible conversion reactions occur, including conversion to Mn2O3, MgO, and
(MgMn)O.

In d-MnO2, structural water also participates in the conversion reaction. While pristine, as-synthesized d-Mg0.15MnO2 $ 0.9 H2O
in 0.25 M Mg(TFSI)2 in diglyme shows an initial capacity of 80 mA h g–1, the capacity increases to 135 mA h g–1 after conditioning
for 20 cycles.

Fig. 41 The structure of a-MnO2 (l4/m) in the bc plane (left) and in the ab plane (right).
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Electrolyte water content increases during conditioning and the XRD reflection corresponding to structural water at (001) disap-
pears, confirming the release of structural water into the electrolyte where it may participate in the following reaction336:

Mg0:15MnO2 þH2Oþ xMg2þ þ 2xe�/ð2x� 0:70ÞMnOþð1:70� 2xÞMnOOHþðxþ 0:15ÞMg OHð Þ2 (67)

Notably, although conversion reactions appear to dominate in both dry and wet organic electrolytes, different mechanisms have
been observed in aqueous electrolytes. When Mg0.15MnO2 $ 0.9 H2O is cycled in aqueous 0.5 M Mg(ClO4)2, an initial capacity of
150 mAh g–1 is obtained. Subsequent capacity fade is attributed to dissolution of the active material as determined by SEM images
of precipitated Mn-containing particles. A contraction of the interlayer spacing from 7 Å to 4.86 Å is observed via XRD, correspond-
ing to a transformation to the octahedral plane spacing in spinel MgMn2O4.

336 Annular bright-field (ABF) Scanning transmission
electronmicroscopy (STEM) images also showed direct evidence of Mg2þ intercalation in an aqueous electrolyte with a spinel MnO2

cathode.337

The various polymorphs of MnO2 have also received special interest as cathodes for Zn-ion batteries. Zn metal anodes are
compatible with aqueous electrolytes because although the standard reduction potential is negative of NHE, the kinetics for
H2O reduction on Zn metal are very slow. Zn2þ intercalation in MnO2 yields a high theoretical capacity of 616 mAh g–1 assuming
a two electron reduction of Mn4þ.338

2 MnO2 þZn2þ þ 2e�/ZnMn2O4 (68)

However, while several Zn/MnO2 systems with capacities on the order of 200 mAh g–1 have been studied, their reaction mech-
anisms remain under debate with the possibilities of Hþ, Zn2þ, or both Hþ and Zn2þ insertion contributing to the observed capac-
ities. The mechanism may also differ between the varying crystal structures.338
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Abstract

Quantum materials have emerged as an exciting interface between materials chemistry, materials science, and condensed
matter physics. A quantum material is one in which the structure, behavior, or reactivity arise from quantum mechanical
interactions that are not adequately captured by classical models and calculations. The chapter gives a brief history of the field
and sets the context for understanding recent advances by giving two different classification schemes by which to organize
different quantum materials and phenomena. Drawing on exemplars of the behavior, the connections between chemistry
and quantum materials is discussed and explored. Real compounds and real materials are then discussed in the context of
these classifications, and limitations of existing approaches evaluated. The frontiers of the field – covering synthesis, char-
acterization, and theory – and involving convergences with data science and quantum information science and engineering
are proposed. The scalable atomic control of synthesis is identified as a particular urgent need, and will be enabled by the
development of a comprehensive understanding of solid state reactivity in the vein of retrosynthetic analysis familiar to most
molecular chemists. The content of the chapter is particularly targeted at chemists of all education levels interested in joining
the worldwide efforts in quantum materials to further fundamental knowledge and society.

4.11.1 A chemical definition of “quantum material”

In this chapter, an overview of the history, recent progress, and potential future directions of quantum materials is presented. First,
a definition is needed: what is a quantum material? A survey of the literature over the past decade1–6 gives a variety of definitions,
Table 1. Several features from these definitions are apparent:

1. Quantum materials are related to strongly correlated electronic systems
2. Quantum materials are related to emergent phenomena
3. Quantum materials exhibit macroscopic behaviors that uniquely arise from quantum mechanics (e.g., entanglement)

Given these obviously strong roots and connections of quantummaterials to open questions within condensed matter physics, it is
natural to ask: what are the connections to chemistry, and particularly inorganic and materials chemistry? A search of current top
chemistry journals in October 2021 including Journal of the American Chemical Society, Nature Chemistry, Chemical Science, and
Angewandte Chemie for the keyword “quantum materials” yields results primarily related to quantum dots. Certainly quantum
dots would seem to fit under the definitions in Table 1 – with emergent phenomena arising from a combination of dimensional
confinement with the quantum mechanical nature of electrons – but is the chemistry connection limited to this one class of
quantum material?

We answer this question in the negative, finding strong connections between outstanding chemical questions – including about
the transformation of matter, the making and breaking of chemical bonds, and descriptions of the configuration of electrons in
matter. This leads to our inorganic chemist’s definition of a quantum material:

A quantum material is one in which the structure, behavior, or reactivity arise from quantum mechanical interactions that are not adequately captured
by classical models and calculations.
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Crucially, simply having quantum mechanics present (as all matter does) is not sufficient; instead, quantum materials are those
in which behavior does not degenerate to that describable by classical models, and instead require direct consideration of quantum
entanglement, quantum coherence, and/or quantum fluctuations.

4.11.2 A short history of quantum materials

The term quantummaterial is a relatively recent invention, coming into mainstream lingo around 2012.6 But scientific fields, unlike
say electron-positron pairs, do not spontaneously appear out of a vacuum.7 They are evolutions –merges, branches, or otherwise –
of earlier areas of research. Of course quantum mechanics itself began with unexpected observations – from the photoelectric effect

Table 1 Definitions of “quantum material.”

“Quantum materials is a label that has come to signify
the area of condensed-matter physics formerly
known as strongly correlated electronic systems.
Although the field is broad, a unifying theme is the
discovery and investigation of materials whose
electronic properties cannot be understood with
concepts from contemporary condensed-matter
textbooks.”

Orenstein6

“Emergent phenomena are common in condensed
matter. Their study now extends beyond strongly
correlated electron systems, giving rise to the
broader concept of quantum materials.”

Nat. Phys.
uncredited1

“Quantum materials are solids with exotic physical
properties, arising from the quantum mechanical
properties of their constituent electrons; such
materials have great scientific and/or technological
potential.”

Broholm, et al.2

“[W]hile quantum mechanics ultimately determines
materials properties at the macroscale, matter wave
characteristics generally fade from view through de-
coherence in a quantum to classical cross-over
regime. In quantum materials on the other hand, the
veil is lifted on the quantum world and the deeply
confounding features of quantum mechanics
including entanglement, coherence, and quantum
fluctuations directly impact materials properties and
thus can be harnessed to create exotic and/or
powerful new phenomena.”

Broholm, et al.3

“This rather broad class of materials has its roots in
everything we rely on in lives and occupations that
include everything from electronics and
computational technologies to energy usage and
storage. These materials can generally be defined as
being shown to exhibit exotic properties where
electron correlations are at the forefront for these
properties to be manifested.”

Tobash and Bobev4

“For chemists, we would say that the simplest of
definitions is that a quantum material is one whose
electronic or magnetic properties are best described
as having a nontrivial quantum mechanical
origindin other words materials where classical
particles or calculations that do not take into account
the full character of the system do not adequately
describe the electronic or magnetic properties
displayed.”

Cava, et al.5

“A quantum material is one in which the structure,
behavior, or reactivity arise from quantum
mechanical interactions that are not adequately
captured by classical models and calculations.”

This work
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to the discovery of cathode rays and black body radiation – and the field properly born in the 1920s by luminaries Born, Heisenberg,
Pauli, and others.

A line of inquiry developed in parallel involves emergence. A term perhaps first used in its modern form by philosopher G.H.
Lewis in the 1870s,8 the central observation was that many physical phenomena – be it the flocking of birds, schooling of fish, or
maybe even life itself – could not seemingly be broken down into smaller parts, instead appearing to behave as greater than the sum
of the individual constituents. Emergence was being found in virtually every system built of a large number of parts – i.e. complex
systems – whether in nature or in human constructions (economies, etc.). And this extended to the behavior of materials, Fig. 1.

In order to apply the then new theories of quantummechanics to condensed matter (i.e. solid/liquid) systems, it was not gener-
ally possible to fully solve the underlying equations because of the great complexity arising from a large number of identical, and
interacting, particles. Solutions to this soon appeared from Landau10 and others,11 in the form of recognizing that in some cases the
problem could be transformed into a simpler one by replacing the real particles by fictitious ones – known as quasiparticles – and
the real (complex) interactions by simpler effective interactions. That is, the collective behaviors between many constituents as spec-
ified by quantum mechanics could be rewritten in terms of new, emergent objects (the quasiparticles) and correspondingly distinct
(and emergent) interactions. This led to a band description/theory of electron states in metals/insulators that provided both a phys-
ical model explaining discoveries of classical semiconductor behavior such as the photovoltaic effect and the foundation on which
new devices – such as the transistor – would be built, thus beginning the new field known as semiconductor physics.

The union of quantum mechanics and emergence also led to natural explanations for other discoveries. For example, the cele-
brated BCS theory12,13 in 1957 provided a quantum mechanical, microscopic description of the phenomenon known as supercon-
ductivity (itself discovered in mercury in 1911),14 with pairs of electrons – Cooper pairs – as the emergent object. At the same time,
a whole zoo of new behaviors was being observed in condensed matter materials – charge and spin density waves, heavy fermion
physics, the fractional quantum hall effect, and more – each of which seemingly represented a different type of emergence from the
underlying quantummechanics, and requiring different treatment to explain and predict. The common theme, microscopically, was
that the interactions between the electrons are not weak and cannot be simplified into a simple effective interaction, and hence this
area of research became known as strongly correlated electron physics.

Within the domain of strongly correlated electron physics, many phenomena that could not be readily extracted via simpler
effective models of the underlying quantummechanics were also found. The most famous is high temperature superconductivity,15

Fig. 2. Phenomenologically the same as all other known superconductors, the microscopic BCS model is unable to account for the
observed transition temperatures – Tc ¼ 93 K for YBa2Cu3O7

16,17 (an application of BCS theory using classical band models of elec-
tron behavior gives a predicted Tc of only a few kelvins). On the theoretical front, an example is the quantum spin liquid,18–22 in
which strongly interacting spins produce a long range entangled state with no magnetic order at T ¼ 0 K. What sets these examples
apart from, e.g., the magnetic order of a ferromagnet, or the electrical conductivity of a metal, is that they are not reducible to an
effective single particle picture. With the recognition that the underlying origin of the difficulty in such a reduction is rooted in the
indistinguishable and quantum mechanical nature of the microscopic particles, the field of quantum materials was born.

Fig. 1 Complexity emerges from simple microscopic interactions. Electrons are attracted to nuclei; there is an energy gain for electrons from being
able to move (hop) between nuclear (sites) [or, equivalently, it takes energy to confine an electron – as anyone who has solved particle in a box
knows], but there is an electrostatic energy cost of doing so due to electron-electron repulsion and Pauli exclusion. Out of these simple interactions,
a variety of complex, emergent, states can appear, including dimerization (a la H2), Mott insulators (a la antiferromagnetism), spontaneous charge
disproportionation (a la charge density wave), or electronic – without nuclear – dimerization (a bond order wave9).
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4.11.3 Classification of quantum materials: Scheme I

Since the defining characteristic of a quantummaterial is that quantummechanical behavior is directly manifest, it is useful to cate-
gorize quantummaterials based on the specific quantum phenomena present. This in turn requires classification based on the labels
used to describe the underlying particles and quantum states. Table 2 gives examples of each of these types of labels. For example,
consider a pair of entangled photons that have been physically separated in space. In such a system, the underlying particles are
photons of light, the phenomena is that of entanglement, and the quantum states are defined by the observable set in the prepa-
ration of the entangled state – e.g. the polarization of the photons. Despite this system’s apparent simplicity, and perhaps not even
being a real quantum material (because it is made of photons, not matter), it is one of few examples where quantum mechanical
entanglement has been directly verified by tests of violation of Bell’s Inequality,23–30 and thus serves as an important benchmark
example in understanding the progress of the study of quantum materials.

Using the general classification labels of Table 2, mainstream quantummaterials exhibit various combinations of all of the listed
phenomena. At the same time, they almost exclusively involve electrons as the underlying particle. It is thus useful to further distin-
guish the behaviors of quantum matter based on the specific electron states. To do so, there are two helpful limits to consider:

1. Fully Localized (“Real Space”) Limit: good quantum numbers, i.e. good descriptors of the electron states, come from the total
spin of the electrons combined with the spatial position of the nuclei. A canonical example is a reaction coordinate diagram,
which shows the energy of electron states as a function of nuclear positions. In this limit, electrons are well localized in real space.

2. Fully Delocalized (“Reciprocal Space”) Limit: good quantum numbers come from the total spin of the electrons combined with
the periodicity of the nuclei. A canonical example is an electronic band structure, which shows the energy of electron states as
a function of crystal momentum (which is defined by the atomic periodicity). In this limit, electrons are delocalized over
a periodic pattern of nuclei that extends infinitely.

A good quantum number is the eigenvalue of an operator that commutes with the Hamiltonian (that is, it is possible to know both
this quantum number and the energy from the Hamiltonian precisely and simultaneously). Roald Hoffmann has an excellent set
of works describing these limits and their connections.31–33 There are also online tools including the Bilbao Crystallographic
Server34–36 and ISODISTORT37,38 that help visualize the connections between real and reciprocal space. In addition to these limits,
the symmetries that are present play a key role in defining the underlying electronic states.

Utilizing this classification scheme, Fig. 3 diagrams a non-exhaustive list of behavior associated with quantum materials. It is
immediately apparent that in many cases there is a correspondence between behaviors in the real and reciprocal space limits.
For example, conical intersections, or places where two electronic energy surfaces of appropriate symmetry intersect with an avoided
crossing in a molecular electronic structure, are pivotal in accurately describing the excited state dynamics and reactivity of mole-
cules.39–41 In particular, they are responsible for non-adiabatic relaxation processes in which classical models that do not take into
account the quantum mechanical nature of the states, and the resultant p Berry phase around these intersections, fail to describe.

Fig. 2 A Nd2Fe14B magnet suspended over a piece of the high temperature superconductor YBa2Cu3O7. The high temperature superconductor is an
example of a quantum material.

Table 2 General classification labels for quantum materials based on the
phenomena, the underlying particles, and their states.

Phenomena Particles States

Entanglement Nuclei Momentum
Coherence Electrons Spin (Angular Momentum)
Fluctuations Photons Position
Continuity Polarization

A single quantum material can involve more than one label from each column, and some
combinations of labels describe quantum systems that are not considered quantum materials.
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Fig. 3 Sample quantum behaviors. Electron states that cross will mix and form avoided crossings. Due to continuity and smoothness requirements
of the wavefunctions, these crossings can leave residual effects in the potential energy surfaces, specifically the wave function picking up a “Berry
phase” of p (i.e. if a system is moved in a closed circle enclosing the point, instead of returning to the original state, the wavefunction inverts).39 In
real space, these are known as conical intersections and result in non-adiabatic relaxation between states.40,41 In reciprocal space, these are known
as Dirac crossings and result in metallic surface states between normal and topological insulators.42–45 Metal insulator transitions occur due to
electron localization on atoms (real space) or electron localization in energy to open an energy gap (reciprocal space).46,47 Electrons in an H2
molecule form a fully entangled singlet state. If the two H atoms are then separated in space, without a measurement occurring to keep the quantum
coherence, a pair of spatially separated electrons result. If different configurations of electron spin are similarly paired across many atomic sites, as
in a periodic solid like a kagomé lattice, and mixed to form a single quantum state, the result is a quantum spin liquid.18–22 Separation of charge in
real space results in charge order. Separation of charge in reciprocal space results in a charge density wave.48 Ordering of electron spins in real
space results in magnetic (spin) order.49 Ordering of spins in reciprocal space results in a spin density wave. Some quantum behaviors have no
obvious real/reciprocal space pairs, for example: What is the real space analog of a superconductor?12–14 What is the reciprocal space analog of the
kinetic isotope effect from atomic tunneling?50,51
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The corresponding behavior in reciprocal space is known as a topological insulator; at the interface between a normal insulator,
such as vacuum, and a topological insulator there are cone-like, linearly dispersing, metallic surface states that also have a p Berry
phase around the crossing point; as with conical intersections, such surface states are not expected without considering the quantum
mechanical nature of the electrons.42–45

In other cases, the correspondence of behavior between these two limits is not as clear. For example, superconductivity, discov-
ered in 1911,14 arises from the entanglement of pairs of electrons to form cooper pairs that adopt phase coherence below Tc. The
celebrated BCS theory defines a microscopic mechanism based on the electron pairing in reciprocal space.12,13 While such pairing
can readily occur between electrons well described in the real-space limit, it is also not obvious what phenomena results.52 As
a second example, the kinetic isotope effect, in which the rate of a chemical reaction varies with nuclear mass, experimentally known
since at least the 1940s and invaluable in the elucidation of reaction mechanisms, is easily described as arising from the change in
vibrational frequencies driven by the nuclear mass change in a real space picture combined with quantum mechanical
tunneling.50,51 While such changes in vibrational frequencies in the reciprocal space limit are well known, and underlie the isotope
effect on superconducting Tc, what new phenomena this produces is not known.53

It is outside the scope of this work to provide a comprehensive description of the chemistry of each of these classes of quantum
material, and the reader is instead referred to the excellent books and review articles referenced above for more detailed discussion.

4.11.4 Classification of quantum materials: Scheme II

The prior section classified quantum materials based on the underlying particles, states involved, and quantum-specific behavior
present. An alternative classification scheme is based on the chemical constituents – i.e. what atoms, in what arrangement, with
what bonds – and then what quantum materials phenomena are possible within that space. For example, most theoretical models
for a quantum spin liquid (QSL) state start with the assumption that electrons are fully localized on individual atomic or molecular
sites, with specific geometric connectivity between sites (often based on triangles). So a dense packing of atoms like in iron metal, or
arranging atoms on squares, are unlikely to yield a QSL.

The formal language used to describe the arrangement of atoms are based on symmetry and the application of group theory. All
chemists are familiar with these in the context of molecular symmetry and point groups. For quantum materials, two additional
ingredients are needed. The first, not familiar to all chemists, is that a proper treatment of electron spin requires use of double
groups. A double group, as the name implies, has twice the symmetry operators of a normal group, and arises because rotating
the wavefunction (j) of a half-integer spin particle (like an electron) by 2p (360�) can be said to return not j but -j. This has
no effect on observables (which depend on quantities that go like |j |2), but is of course essential for proper treatment of electron
spin.54–56 The second additional ingredient is that there are also translational symmetry elements, Fig. 4.

Table 3 gives this author’s attempt at a representative but non-exhaustive list of how atom identities, electron counts, and
symmetry/connectivity conspire to produce known families of quantum materials and phenomena, and the reader is encouraged
to consult the given references for details.

Several trends are immediately apparent. High temperature superconductivity is clustered in materials with strong two dimen-
sional connectivity, and mostly derived from common structure types – e.g. perovskites and ThCr2Si2.

97,98 Quantum spin liquid
candidates are also clustered in materials with strong two dimensional connectivity, but often less prevalent structure types and
with triangles as a common motif. Topological states, being a direct consequence of symmetry, draw from multiple structural

Fig. 4 Symmetry and group theory classify quantum materials. The symmetry element of a rotation by 360� (C1¼R) returns atoms to their original
places but inverts the wavefunction. Applying this operation twice returns both atoms and the wavefunction to the original configuration and is the
identity operator (C12 ¼ E). The closed set of allowed symmetry operations (group) for a system with C3v symmetry gives rise to a set of orthogonal
irreducible representations. Time reversal symmetry can require additional equivalencies (case B: G5 ¼ G6) or not (cases A and C). Periodic solids
add translational symmetries to these point groups, which can also give rise to combined symmetry operations that are independent objects (e.g.
glide plane, shown).
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classes, but unified based on the space group of the material. Some structural families, e.g. Heusler, encompass sufficient chemical
and structural flexibility to exhibit nearly any quantum state depending on the details. Single spin centers, as used in qubits and
quantum sensing are unified by being well-separated objects in a semiconducting/insulating host lattice.

Table 3 Representative atomic connectivity, electron counts, and observed quantum behaviors.

Connectivity Electron Count Behavior References

fcc/bcc and A15 structure 4.5 or 7 valence electrons superconductivity 57,58
CuO2/NiO2 planes d9 antiferromagnetic insulator or nonmagnetic metal 59–61

d7 MIT, charge and spin ordering 62–64
d9-d superconductivity 65–68

M2X2 layers 28-d e/layer superconductivity 69–71
28 e/layer antiferromagnetism 72
33–34 e/layer charge density wave 73,74

Kagomé (corner sharing triangles) MXx layers Integer 120� magnetic order or quantum spin liquid or valence
bond order

18–22

Non-Integer Dirac Metal 75–77
Honeycomb MXx layers Integer magnetic order or quantum spin liquid 78,79
Triangular MXx layers Integer magnetic order or classical spin liquid or superconductor 80–82

Non-Integer Superconductor or charge/spin density wave 83,84
Pyrochlore M2X (corner sharing tetrahedra) Integer or Non-Integer Spin ice or topological insulator/semimetal or

superconductor
85–87

M2X3 quintuple layers Integer Topological insulator 88,89
MX-M’2Y3 heterostructures Integer Magnetic Topological insulator 90,91
fcc (Half-)Heusler X2- > 1YZ Various Various 92
Defect centers (e.g. NV center in diamond, Si vacancy
center in SiC, Rare earth in host)

Various Spin qubit or optical mixing (e.g. laser) or scintillation 93,94

Molecular Complexes Various Various (most recently, qubit centers) 95,96

Fig. 5 (A) The internal energy cost (DU or DH) of forming a defect (imperfection) is positive since by definition it stretches and or breaks/makes
chemical bonds that are not at their (local) energy minima (red line). However, adding an imperfection at any temperature T > 0 K is entropically
favorable because it adds configurational entropy (so -TDS ¼ –kBTlnU, black line). The result is that the total thermodynamic energy (blue line)
minimum, and hence equilibrium number of defects, is greater than zero (yellow dashed lines). Thus, at equilibrium, all materials have defects. (B)
Kinetics do not improve the matter. While the thermodynamic number of defects reduces when T is small, the number of kinetically stabilized defects
rises as atoms form bonds to what they encounter first, and then are unable to diffuse/move to the ideal/optimum locations. For any synthesis
carried out in finite time, this results in a “bathtub” shaped curve where the number of defects is minimized (not zero) at some intermediate
temperature. The only way to make a material defect free is to carry out the synthesis at absolute zero, and to wait infinite time for its completion.
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4.11.5 Ideality meets reality

The forgoing sections have a built-in assumption: that the compounds/materials being considered have a well-defined (and often
periodic) structure and composition. Is this rigorously true? For any synthesis carried out at a temperature greater than absolute
zero, the answer is sadly “probably not,” as described in Fig. 5.

While thermodynamic and kinetic considerations dictate defects in general, that does not necessarily mean that it applies in all
situations. For example, if the system size is very small, then the entropic energy gain of forming a single defect might not in fact
outweigh the energy cost. For example, consider the case of a benzene molecule, C6H6, and its “defect” version pyridine C5H5N,
where a CeH has been replaced by N. The enthalpic energy cost is the energy difference between the two molecules99: 100 kJ/
mol – 49 kJ/mol ¼ 51 kJ/mol, or about DHdefect ¼ 0.5 eV/molecule. The entropic energy gain from such a substitution is
–TDS ¼ -TkBln(6) ¼ � T(1.5 � 10�4 eV/molecule) since there are six equivalent choices of CeH to replace with N. So as long as
the synthesis temperature stays below �3300 K (a highly likely event), then a defect free material is possible. This explains the exis-
tence of well-defined, defect free, single molecules.

But now consider a single mL of liquid benzene. At a density of 0.88 g/mL and a molecular weight of 78.1 g/mol, there are
6.8 � 1021 molecules. Starting with a solution of perfect benzene molecules, the energy cost of introducing a single pyridine defect
is still 0.5 eV/molecule. But the entropic energy gain is now -TDS ¼ -TkBln(6$6.8 � 1021) ¼ �T(5 � 10�3 eV/molecule), so a defect
free solution is only possible when prepared below �100 K. This explains the non-existence of 100% pure reagents.

What does this mean for quantum materials? It means that all real quantum materials have defects, and including them – from
theoretical treatment to data interpretation is essential. A large suite of experimental and theoretical methods to detect and quantify
defects in materials have been developed, Table 4.

Some of these methods (e.g. photoluminescence) have been used for decades in the fields leading up to quantum materials.
Others (e.g. X-ray micro Computed Tomography) are only more recently being deployed for the understanding of quantum mate-
rials. Of course the full range of techniques available is much broader than Table 4 as there are many variations on the techniques
listed (e.g. hyperspectral imaging blends UV/Vis emission and optical imaging or numerical simulations) and nearly any observable
is directly or indirectly coupled to defects that are present. For example, electrical measurements in the presence of thermal or optical
excitation or detection are often used for defect characterization in semiconductors, and “simple” quantities such as density can put
bounds on the type and number of defects present.

Table 4 Select methods for observing and quantifying defects in quantum materials.

(Scanning) Transmission electron microscopy 100 UV/Vis/IR/THz Absorption/emission 101,102 Photoluminescence or fluorescence 103

X-ray/Neutron/Electron Diffraction104 Diffuse Scattering/Pair Distribution Function105 Inductively Coupled Plasma or Glow Discharge –
Mass or Emission Spectroscopy (ICP-MS/
GDMS)106

X-ray micro computed tomography107 Defect etching108 (Polarized) Optical Imaging109

Scanning Tunneling Microscopy / Atomic Force
Microscopy110

Electron Paramagnetic or Nuclear Magnetic
Resonance111

Raman/Inelastic Scattering/Microscopy112

Density Functional Theory Supercells113 Quantum Monte Carlo114 Quantum Oscillations115

Table 5 Frontiers in quantum materials synthesis.

Direction Innovations needed Potential outcomes

New extremes (higher pressures, temperatures,
rates)128,129

Stronger materials
Better (thermal) insulators

New kinds of bonding involving “core” electrons
Higher temperature superconductors

Synthesis methods at intermediate
temperatures118

Methods to tailor bond strength/specific bond
breaking in the solid state

Nearly defect free quantum behaviors and all new
phenomena that will result

Lithography in three dimensions Extremely rapid (kHz rate) single atomic layer
patterning techniques

Moore’s law continues
Lossless photonics
Defect free quantum spin liquids

Atomic scale 3D printing Single atom deposition
Universal elemental feedstocks

New quantum sensors and qubits
High performance catalysts
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4.11.6 Preparation of quantum materials

Many excellent books, reviews, and perspectives exist on methods to design and synthesize quantum materials and the reader is
directed to them.116–127 For our purposes, it is most useful to consider what is not currently possible, but might become possible
with sufficient chemical and community innovations. A selection of key directions, necessary chemical innovations, and likely
outcomes if successful, are given in Table 5.

Although quite varied, a common ingredient is evident: advances in preparation revolve around greater (and, ideally, atomic
level) control over where atoms are placed and how they are bonded to their neighbors. This is essential because while it is not
possible to remove all defects, control over the type, number, and distribution of defects is possible, and essential to preparing
new quantum materials with novel and superior properties and performance.130,131 Another unifying theme is that the field of
quantum materials synthesis is where organic synthesis was ca. 50 years ago: a large zoo of reactions and known reactivity, but
without the connective tissue – the understanding of reactivity – to enable nearly limitless control over what structures are
produced. Developing this connective tissue – a coherent understanding of chemical reactivity – is imperative, but will not be
easy given little progress has been made over the past 20 years.120 It also extends beyond quantum materials to all other areas
of solid state inorganic materials.

4.11.7 Other frontiers

In addition to developing methods to put every atom in its place (scalably), there are a number of other prospective future direc-
tions with quantum materials that may come to fruition over the next decade, particularly in the chemical space. These include:

• Developing the connection between topology and chemical reactivity. Existing models of chemical reactivity rely heavily on consid-
eration of orbital overlaps and electron transfer to decide (in the absence of experimental or computational thermodynamic or
kinetic data) whether a given chemical transformation will occur or not. Recent work has shown that there are unexpected
connections between topology and some classical rules of chemical reactivity.132 This perhaps suggests that there is more to be
learned in the “real space” limit for this type of quantummaterial. Relatedly, there are efforts to understand whether topological
states can be used to improve catalysis and catalyst design.133

• Extended defects/structures as design elements. Compared to a decade ago, there is much activity now in the control and use of point
defects in tailoring the behavior (and indeed building) quantum materials. Compared to the ceramics or metallurgy
communities however, extended defects – e.g. antiphase domain boundaries, or aperiodic but locally constrained atomic
displacements – are only rarely quantified, and even more rarely considered as sources of quantum phenomena in materials.
With the rise of layered heterostructures, this is changing in the context of controlled interfacial materials. It is natural to expand
this to more general extended structures in materials across multiple lengthscales and dimensions.

• The intersection with Quantum Information Science and Engineering (QISE). Born out of lasers and atomic clocks, QISE is seeing the
development of the first practical quantum computers, and the first practical quantum sensors. Both of these have the potential
to greatly influence the future of quantum materials – enabling new regimes of predictive power and enabling quantification of
defect structures and probing of entanglement that are not possible today.134 QISE will also likely be substantially impacted by
chemical quantummaterials advances, as sources of improved materials for single site or superconducting qubits and sensors, as
current state of the art materials in QISE (e.g. NV centers in diamond, Nb/Ta/Al superconductors) are likely too simple on the
materials complexity – performance scale.135,136

• The intersection with data science. Computing power has advanced to the level that theoretical tools first described more than 50
years ago, such as convolutional neural networks, are now possible to implement and apply to real data and real systems. These
tools excel at identifying patterns and relationships when there is a high dimensionality (ie. large number of) inputs indirectly
linked to outputs, exactly as found in quantum materials – both theoretically (from the underlying quantum mechanics to the
emergent phenomena), and experimentally (from the large number of known and unknown synthesis variables to behavior of
the material so produced). These tools will certainly lead to advances in our understanding and control over synthesis and
design of quantum materials in individual laboratories.137–139 If the community can come together to pool (i.e. publish) data,
they may have an even more transformative impact.140–145
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Ulrich Schwarza, Kristina Spektorb, and Ulrich Häussermannc, a Chemische Metallkunde, MPI-CPS, Dresden, Germany;
b Inorganic Chemistry, Faculty for Chemistry and Mineralogy, Leipzig University, Leipzig, Germany; and c Department of Materials
and Environmental Chemistry, Stockholm University, Stockholm, Sweden

© 2023 Elsevier Ltd. All rights reserved.

4.12.1 Introduction 377
4.12.1.1 Background 377
4.12.1.2 Devices for high pressure chemistry 378
4.12.1.3 Challenges compared to “ambient pressure” chemistry and strategies 380
4.12.2 Inorganic materials from high pressure synthesis 381
4.12.2.1 Intermetallic compounds 381
4.12.2.1.1 Borides, carbides and nitrides of transition metals 381
4.12.2.1.2 Silicides 382
4.12.2.1.3 Germanides 383
4.12.2.1.4 Intermetallic clathrates 383
4.12.2.1.5 Bismuthides 384
4.12.2.2 Hydrides 385
4.12.2.2.1 Transition metal hydrides 385
4.12.2.2.2 Active metal hydrides 387
4.12.2.2.3 p-element hydrides 388
4.12.2.3 Carbides and nitrides 389
4.12.2.3.1 Salt-like carbides and nitrides MN . MN2 390
4.12.2.3.2 Compounds with N2 species: diazenides (N2)

2� vs pernitrides (N2)
4� 392

4.12.2.3.3 Unsaturated moieties as precursors for carbon and nitrogen based materials 394
4.12.2.4 Oxides 397
4.12.2.4.1 Non-metal oxides 397
4.12.2.4.2 Binary metal oxides 399
4.12.2.4.3 Mixed metal (multinary) transition metal oxides 399
4.12.2.5 Exotic halide and noble gas compounds 403
4.12.2.5.1 Halides 403
4.12.2.5.2 Noble gas compounds 404
4.12.2.6 Multi-anion systems 405
4.12.2.6.1 Oxynitrides 406
4.12.2.6.2 Transition metal oxyfluorides 408
4.12.2.6.3 Transition metal oxyhydrides 408
4.12.2.6.4 Miscellaneous 410
4.12.2.7 Molecular anion and tetrahedron-based network compounds 410
4.12.2.7.1 Borates, carbonates, silicates, phosphates 410
4.12.2.7.2 Nitridosilicates and oxonitridosilicates 412
4.12.2.7.3 Nitridophosphates and oxonitridophosphates 413
4.12.2.8 Open framework materials 415
4.12.2.8.1 High pressure as synthesis tool for open frameworks 415
4.12.2.8.2 (Structural) response of porous materials to high pressure conditions 415
4.12.2.8.3 Porous frameworks as reaction containers for pressure induced reactions 415
4.12.3 Conclusions and outlook 415
Acknowledgments 416
References 416

Abbreviations
1D One-dimensional
2D Two-dimensional
3D Three-dimensional
A Alkali (metal)
ADOR Assembly-disassembly-organization-reassembly

376 Comprehensive Inorganic Chemistry III, Volume 4 https://doi.org/10.1016/B978-0-12-823144-9.00144-8

https://doi.org/10.1016/B978-0-12-823144-9.00144-8


Ae Alkaline earth (metal)
BCS Bardeen–Cooper–Schrieffer
CTMH Complex transition metal hydrides
DAC Diamond anvil cell
DFT Density functional theory
EELS Electron energy loss spectroscopy
FIB Focused ion beam
FM, AFM Ferromagnetic, antiferromagnetic
GC–MS Gas chromatography–mass spectrometry
HPHT High pressure, high temperature
LH-DAC Laser heated diamond anvil cell
LVP Large volume press
MA Multi-anvil
MD Molecular dynamics
MOF Metal-organic framework
PC Piston cylinder
PIA Pressure-induced amorphization
PIP Pressure-induced polymerization
PTM Pressure-transmitting medium
RE Rare-earth
SSP Single source precursor
T Transition metal
XAS X-ray absorption spectroscopy
XRD X-ray diffraction
ZIF Zeolitic imidazolate framework

Abstract

High pressure chemistrydemploying pressures from 1 to beyond 100 GPa for chemical synthesis in large volume press and
laser heated diamond anvil cell devicesdhas developed into a highly active and broad field. Here we give an overview of
recent trends along with a presentation of diverse inorganic compounds produced during the past decade.

4.12.1 Introduction

4.12.1.1 Background

Over the past 25–30 years high pressure chemistry has developed from a niche area into a highly active and diverse field, with
a seemingly rapid increasing number of players. This development has been promoted by a better accessibility of and major tech-
nological advances in high pressure instrumentation, but alsodand foremostdby recognizing the potential of high pressures to
expand into completely new families of compounds.

Pressure in high pressure chemistry is typically specified in GPa, 1 GPa ¼ 10 kbar ¼ 9869 atm. Accordingly, atmospheric pres-
sure corresponds to 10�4 GPa, and to relate, the pressure at the deepest part of the ocean (10 km) is about 10�1 GPa (1.1 kbar), and
the pressure at the Earth’s core is 360 GPa (Fig. 1). The influence of pressure to thermodynamic relations (chemical equilibria) and

Fig. 1 Pressure scale (logarithmic) with markers relevant to the Earth and “exotic” materials recently synthesized at pressures around 1 Mbar.
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kinetics for simple reactions or transformations is –vDG/ v p ¼ v lnK/vp � RT ¼ �DVo and v lnk/vp � RT ¼ �DV# (with DVo being
the difference of molar volumes for products and reactants (reaction volume) and DV# being the volume of activation). A pressure
range 1–100 GPa is routinely accessed with current devices. Depending on the compressibility of a material, DG may change
(increase) by 1–200 kJ/mol upon pressurization from atmospheric pressure to 10 GPa.1 In principle, whereas temperature influ-
ences the distribution of phonons and electrons on energy levels, pressure induced density changes alter a material’s vibrational
and electronic energy levels. As a consequence, when approaching Mbar pressures, previously unconceivable compound classes
may emerge (cf. Fig. 1).

The effect of pressure may be illustrated from E-V curves from which H-p relations can be extracted (Fig. 2, note that the effect of
temperature is neglected in this presentation). Per se, compounds formed or transformed at high pressure conditions have a higher
H (or G at finite temperature) than the normal pressure ground state anddunless prevented by kinetic barriersdwill revert when
pressure is released. It is, however, not uncommon that high pressure phasesdor more general, compounds/materials obtained at
high pressuresdcan be retained in a metastable state at ambient pressure. The high pressure form of carbon, diamond, serves as
a most prominent example. For chemists it is usually highly desirable not only to detect nonambient phases but also isolate kinet-
ically stabilized phases at ambient pressure. This enables detailed structure and property characterizations of newmaterials and also
gives the opportunity to subject them to further chemical modifications. Thus, synthesis efforts will be targeting” kinetic” phases
where a substantial energy barrier prevents transformation into the normal pressure ground state.2 Pathways for reversion to the
normal pressure ground state may depend on p,T conditions during recovery and/or the choice of precursor materials in the
synthesis experiment, which can be exploited in order to isolate metastable phases at ambient pressure.

Importantly, the effect of high pressure is not only to reach into metastable compounds. High pressure will also help accessing
new materials that are thermodynamically stable at ambient pressure by enabling kinetics (through shortened diffusion paths) and
by raising thermal stability (beyond the reaction/synthesis temperature) with respect to decomposition.2,3 As a matter of fact, a great
deal of compounds from high pressure synthesis, for which pressures up to 10 GPa were applied, do not correspond to metastable
high pressure phases, but thermodynamic ground state phases. A good example is b-SiB3, which is a thermodynamical stable
compound in the binary B-Si phase diagram. Yet its synthesis from the elements is impeded by the kinetically driven formation
of a-SiB3�x. When using pressures in a range 5.5–8 GPa the refractory semiconductor b-SiB3 forms quantitatively within hours.4

There are numerous excellent reviews addressing various aspects of high pressure chemistry, often highlighting the potential of
high pressure for obtaining new materials and/or emphasizing on new or improved properties, or specific compound classes ob-
tained from high pressure synthesis.5–16 Here we attempt an overview of recent trends in high pressure chemistry and the manifold
of new chemical compounds from high pressure synthesis across the periodic table. Importantly, our focus is on experimentally
corroborated results. Computational predictions, which have become numerousdand are invaluable for directing synthesis
effortsdwill be only addressed if they closely relate to (or extend) experimental findings.

4.12.1.2 Devices for high pressure chemistry

Chemists have a long tradition in exploiting lower pressures (p < 1 GPa) in synthesis by developing and using autoclave devices
(and also continuous flow apparatuses) for solid-gas and hydro/solvothermal reactions. In this review, however, we will not
consider results from this technology, but report on chemistry performed at gigapascal pressures. For achieving gigapascal pressures,
high pressure methodology is typically divided into large volume press (LVP) and diamond anvil cell (DAC) branches, for each of
which there are excellent reviews.17–20 Clearly, since p ¼ F/A one faces small sample volumes at high pressures (“pressure-volume
dilemma”) which is of concern to chemists since it limits the prospects for extensive and detailed property investigations of new
compounds as well as their further chemical modification by ambient pressure post processing.

Highest pressures can be achieved with DACs. The basic principle of these cells is to drive two (large) single crystal diamonds into
the sample space confined by a metal gasket with a circular hole (Fig. 3A). The diamonds are cut so that they have a circular facet
(culet facet) at the pavillon facing the sample. The culet size may range from 0.1 to 1 mm in diameter, the former allowing for pres-
sures exceeding hundred GPa. Naturally, multiple Mbar pressures will imply very small sample volumes,<10�3 mm3. Pressure can
be increased manually by simply tightening screws or, more conveniently, remotely using a gas pressure-driven metal membrane
device. For pressure determination, calibrants (gauges) have to be included. Also, if (close to-) hydrostatic conditions are desired in

Fig. 2 E-V and H-p relations for a compound exhibiting three polymorphs a, b, g. With pressure a transition a / g will be observed at around
10 GPa. The sketch to the right depicts the difference between a metastable and non-recoverable high pressure phase.
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the sample space, a pressure transmitting medium (PTM) has to be added. This may be an inert gas (He, Ar, N2) condensed into the
sample space, or salt (e.g., NaCl or MgO). Oftentimes when pursuing chemical reactions the presence of a PTM leads to undesired
side effects. Therefore, chemists will frequently tolerate pressure gradients and exclude the PTM, unless the PTM is intentionally used
as one of the reactants (“reactive” PTM) or is needed for isolation purposes. Chemical reactions are mostly induced by heating.
Resistive heater designs provide reasonably uniform temperatures in the sample space, but diamonds have to be protected from
burning and achievable temperatures are typically below 1273 K. Using laser heating (LH-DAC),21,25 much higher temperatures
(in excess of 5000 K) can be reached in the local area of the sample space hit by the laser beam, which can be variably focused.
As we will see later, many spectacular results were produced from LH-DAC experiments. When pursuing laser heating, it is important
to isolate the sample from the highly thermally conducting diamond anvils by a ceramic/salt with a high melting point, like NaCl or
MgO, which then at the same time will act as a PTM. The accurate determination of the actual p,T conditions in LH-DAC experiments
is challenging. Especially T may be off by hundreds of K, and there are large T gradients.

The transparency of diamonds allows in-situ investigations of compressed samples by a variety of spectroscopy and diffraction
methods. Although small-sized DACs are conveniently handled in a laboratory environment, the number of possible in-house
investigations is rather limited. Preferably, DAC investigations are performed at X-ray synchrotron diffraction and spectroscopy
beamlines, which would also provide the complex infrastructure for laser heating.

Fig. 3 Pressure-sample volume capability of high pressure devices used for inorganic materials synthesis. (A) Basic components of a DAC,
according to Ref. 20 (and reproduced from Shen, G.; Mao, H.K. High-Pressure Studies with x-Rays Using Diamond Anvil Cells. Rep. Prog. Phys.
2017, 80 (1), https://doi.org/10.1088/1361-6633/80/1/016101): opposing anvils, a confining gasket, and sample chamber. A beveled-anvil geometry
is shown with culet size A beveled to B at a bevel angle q. The lower part shows a typical sample configuration and the configuration for double-
sided laser heating. Insulating layers are essential for efficient heating and minimizing temperature gradients. To the right is shown a scheme of the
laser beam targeting on the sample inside the DAC in experiments with synchrotron X-ray radiation at ID15B (ESRF) (reproduced from Fedotenko, T.;
Dubrovinsky, L.; Aprilis, G.; Koemets, E.; Snigirev, A.; Snigireva, I.; Barannikov, A.; Ershov, P.; Cova, F.; Hanfland, M.; Dubrovinskaia, N. Laser
Heating Setup for Diamond Anvil Cells for in Situ Synchrotron and in House High and Ultra-High Pressure Studies. Rev. Sci. Instrum. 2019, 90 (10),
104501. https://doi.org/10.1063/1.5117786). (B) Aspects of MA-LVP activities. To the left is shown the LVP at the beamline P61B (PETRA III) with
cubic geometry (Refs. 22, 23) and to the right a laboratory press operating a Walker-type module. The middle part shows sketches of a pressure cell,
the built up of a 6–8 assembly, and the positioning of a 6–8 assembly in an in-situ experiment at a synchrotron. (C) Belt-type LVP equipment as
used in industrial processing of e.g., hard materials (Ref. 24).
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LVP methods are based on hydraulic presses driving piston cylinder (PC) or anvil devices.17,18,26 Anvil devices come in different
flavors: belt, multi-anvil (MA), toroid. Compared to DACs, maximal attainable pressures are reduced by an order of magnitude
(typically 20–25 GPa in routine applications) whereas sample volumes are drastically increased (10–103 mm3 in laboratory
settings). Importantly, sample temperatures (up to 2500 �C) are uniform and reaction environments at high p,T conditions can
be stably maintained and controlled over long times (up to several days, if necessary). LVP techniques are also used in industrial
settings for e.g., the synthesis of hard materials.27 The principle of MA-LVP methodology, which is wide-spread in laboratory
settings, is illustrated in Fig. 3B. One distinguishes two modes of operation, MA6-6 and MA6-8. The former allows for pressures
up to 10 GPa, the latter up to 25 GPa. In both cases a cylindrical reaction volume is confined within a pressure cell that is shaped
into either a cube (MA6-6) or an octahedron (MA6-8). The MA6-8 octahedron is enclosed by an assembly of 8 tungsten carbide
cubic anvils with truncated corners, which then yields the shape of a cube. In the cubic apparatus, the sample is isotropically
compressed along the cube’s [100] directions. However, in laboratory settings the most popular LVP-MA design employs uniaxial
compression along the [111] direction and pressure distributes through a cluster of steel wedges, which are situated in a confinement
ring.28,29 High temperatures are produced using a cylindrical resistance heater contained within the pressure cell andmeasured accu-
rately with thermocouples. The pressure is determined from load calibrations. In contrast with DACs, direct observation of the
sample during an experiment is virtually impossible. In-situ diffraction experiments are feasible at some synchrotron facilities,
such as the ESRF and PETRA III, which are equipped with LVP-MA beamlines (cubic design) and/or toroid based Paris-
Edinburgh presses.22,23,30

LVP devices have been traditional tools in geosciences, but are now increasingly employed by inorganic chemists as a tool for
exploratory synthesis. Industrial settings would prefer belt-type methodology, since it offers the largest pressure-volume capability
up to 10 GPa (Fig. 3C).27 Assembly parts, gaskets, and anvils have been standardized and are nowadays commercially available.31

The same holds true for DACs and accessories for changing and measuring pressure as well as for resistive heating. FIB techniques
allow the highly precise and reproducible machining of miniature parts for DACs.

Considering the various devices, what would be most useful for (inorganic) chemistry? As mentioned before, the size of sample
volume and the recoverably of products are very important aspects. Then arguably, LVP based methods are most useful for high
pressure chemistry as they provide precise p,T control of larger reaction volumes over prolonged periods of time. This allows setup
of more complex, multicomponent, reaction schemes. It is noteworthy that the moderate pressure achievable with simple PC
devices (�3 GPa) can already give access to variety of metastable inorganic materials.32 LVP based methods also provide the possi-
bility to adjoin to industrial processing (based on belt-type methodology which is restricted to p < 10 GPa).24 At the same time
pressures are limited, and explorations at p > 15–20 GPa will require the application of LH-DACs.

4.12.1.3 Challenges compared to “ambient pressure” chemistry and strategies

What kind of reactions can be performed at gigapascal pressures? Traditionally, since high pressure chemistry using gigapascal pres-
sures evolved from geosciences, the focus has been primarily on the transformation of solids and solid-solid reactions. Still, most of
the current activities are in the realm of solid state chemistry, but there are increasing efforts toward the application of more diverse
reaction schemes, likemethathesis reactions or using elaborate precursor strategies. Furthermore, solid-gas(fluid) reactions and reac-
tions including volatile species (flux-mediated or hydrothermal reactions) at gigapascal pressures are emerging (Table 1).

Compared to ambient pressure synthesis there are a number of differences and certainly challenges. Apart from the smallness of
sample volumes, adding an additional dimension to phase relations complicates considerably the task of finding compositions and
formation conditions for new materials. Exploration of the multi-dimensional p,T, composition phase space is a daunting task.
High throughput investigations at high pressures are severely limited. LH-DAC experiments may offer an opening, since with
the combination of a highly focused X-ray and laser beam (at synchrotron facilities) different regions of sample space can be heated
and probed independently and at different pressures, yielding many data points during a single experiment.

Importantly, and as initially mentioned, isolated products at ambient pressure from laboratory LVP experiment may not have
originally formed at the applied high pressure, high temperature (HPHT) conditions but during the recovery process. Insight from

Table 1 Diversification of reaction schemes in high pressure chemistry.

Reaction scheme Reactions/products Pressures Examples

Solid-gas/fluid Hydrogenations, nitridations, oxidations 1– >100 GPa 3 MgH2 þ Cr þ H2 / Mg3CrH8
Re þ 2 N2 / Re(N2)N2

Hydrothermal Oxides, oxyhydroxides 1–10 GPa SiO2 (glass) / Si0.99O2H0.04 (hydrous stishovite)
Single source precursor Intermetallics, nitrides, mixed-anion systems 4– >100 GPa (NH4)2[OsxPt1-xCl6]/ OsxPt1-x alloys

Sn3N4-O/ Sn2O2N
Reactive precursor Nitrides, mixed-anion systems 4–15 GPa 2 (PNCl2)3 þ 3 NH4N3 þ 2 BN/ 2 BP3N6 þ 12

HCl þ 4 N2

Metathesis Nitrides 4–15 GPa ZnF2 þ SnF4 þ 2 Li3N/ ZnSnN2þ 6 LiF
Na2MO4 þ 2 BN/ MoN2 þ 2 NaBO2
2 PrF3 þ 3 LiPN2 þ Li3N/ Pr2P3N7 þ 6 LiF
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in-situ experiments is invaluable for determining p,T reaction conditions and to identify reaction pathways/intermediates, and for
elucidating p-T pathways for their recovery. The great majority of in-situ experiments is done at X-ray synchrotron facilities and as
powder diffraction studies. As a major challenge, the quality of in-situ diffraction patterns is frequently insufficient for the unam-
biguous characterization of products or intermediates. A recent advancement is the coupling of the LH-DAC sample environment
with single crystal diffraction from which reliable data for structure solution and refinement can be obtained even at Mbar
pressures.33

Lastly, high pressure chemistry has received a great stimulus from computational simulations. During the past 10 years crystal
structure prediction methods based on first-principles calculations have become a robust tool to explore emergent behavior under
pressure.34–36 The goal of structure prediction is to determine unit cell parameters and atomic coordinates that correspond to the
global minimum on the potential energy surface. Structure prediction allows envisioning thermodynamically stable compositions
and structures at high pressures, which can then guide synthesis efforts. The pool of predicted structures is often of great help for the
experimentalist to identify products or transients in in-situ experiments. Also, theory may give reasonable suggestions for reaction
pathways and can help to consolidate crystal structures where experimental data are insufficient to do so.

4.12.2 Inorganic materials from high pressure synthesis

4.12.2.1 Intermetallic compounds

The synthesis of intermetallic phases at high pressures covers a wide field from exploration of phase stability,37,38 crystal growth39,40

or manufacture of newmodifications41–43 to enhanced reactivity in binary systems, e.g., compression stimulated compound forma-
tion in the system.44 Although some studies report the manufacture of new ternary phases like the cluster compound
Ce7Au13 þ xGe10� x,

45 the majority of studies concerns (pseudo-) binary phases of a fewmain group elements. Here, we rather focus
on new compounds like B6Se

46 or Mn3Ge5,
47 which have been manufactured roughly within the past 10 years, and the selection

presented below is grouped into larger classes according to their constituents.

4.12.2.1.1 Borides, carbides and nitrides of transition metals
Recently manufactured high pressure phases of boron and transition metals exhibit predominantly extended networks of the main
group element and not the otherwise typical icosahedral units. While Fe2B7 forms a unique boron network,48 the crystal structure of
FeB4 is isotypic to CrB4 and features a boron network with channels filled by iron atoms (Fig. 4). Alternatively, this arrangement
may be described as columns of FeB12 polyhedra, which are condensed along the c direction by common edges.49 FeB4 is a super-
hard material which becomes superconducting at low temperatures. A similar arrangement is adopted by MnB4, but the distortion
of the 3D boron network is subtly different.50

In contrast to the boron compounds, the selection of carbides and nitrides will be restricted to phases in which the non-metal
atoms of carbon or nitrogen are positioned on interstitial sites. Several of the transition metal carbides have been synthesized using
LH-DACs, e.g., the synthesis of rocksalt-type PtC and cementite-type Ni3C requires extreme conditions with regards to temperature
and pressure which can currently only be realized in such setups.51,52 The phase is of some importance for high pressure research as
it represents a side product in laser heating experiments with platinum being added for pressure calibration. Even higher pressures
demands the manufacture of ReC with an atomic arrangement isotypic to tungsten carbide, and state-of-the-art techniques are
needed for generating sufficiently high pressures.53 Laser heating is also required for the synthesis of Ru2C.

54 In contrast, the manu-
facture of the metal-richer rhenium carbide Re2C,

55 manganese carbide MnC with zinc blende structure,56 and the iron carbide
Fe7C3

57 requires moderate pressure only and can be accessed with LVP devices.

Fig. 4 Crystal structure of FeB4 (CrB4 type) in a projection along the c-axis. The four-connected boron atoms (red spheres) form a 3D network with
[001] oriented channels accommodating transition-metal atoms (yellow).
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Although alternative synthesis routes have been reported for molybdenum and tungsten nitride,58,59 LH-DACs are often the
method of choice in the manufacture of new transition metal nitrides. The reason is that in the device nitrogen can be provided
in pure form by compression into the liquid or solid state. The method yielded new compounds in the system rheniumdnitrogen,
and by combining X-ray diffraction experiments and DFT model calculations their composition and structure were determined. The
concerted study showed that the yielded phases Re3N and Re2N involve the same metal arrangement as in elemental rhenium with
nitrogen in interstitial positions.60 In contrast, the nitride Re7N3 adopts the more complex Th7Fe3-type arrangement comprising
units of condensed NRe6 trigonal prisms.61 The combination of laser heating with Moessbauer spectroscopy on the 57Fe nucleus
as a local probe led to the discovery of NiAs-type iron nitride, FeN.62

4.12.2.1.2 Silicides
Silicon forms a number of intermetallic compounds in which the interdependence of electron count and connectivity of the anionic
tetrel partial structure is established by the 8-N rule and the Zintl concept. The spectrum of compositions, which is accessible at
ambient pressure, is somewhat limited as the binary systems of silicon with alkaline earth metals like calcium or strontium and
the related rare-earth metal europium are characterized by the absence of compounds with a higher silicon content than AeSi2
(Ae ¼ Ca, Sr, Eu). Compounds with silicon-richer compositions often require high pressure synthesis techniques. Following the
investigation of mixtures Eu-Ga-Si, which evidenced the formation of the binary compound EuSi6 upon compression,63 analogous
binary alkaline-earth compounds CaSi6, SrSi6 and BaSi6 were discovered.64–67 The silicides exhibit a EuGa2Ge4-type crystal struc-
tures in which irregular polyhedra constituted by 18 silicon atoms accommodate the enclosed metal atoms (Fig. 5A). The resulting
framework comprises solely four-bonded silicon atoms. Electrons, which are transferred from the cationic metal atoms onto the
silicon polyanion, are located in antibonding states. In line with this picture of excess electrons occupying states in the conduction
band, metal-type electrical conductivity is observed for the high pressure phases AeSi6.

The related framework compound MgSi5 of the lighter alkaline-earth metal magnesium forms at a slightly different composi-
tion.68 Here, the silicon partial structure exhibits 15 atom cages enclosing the Mg cations. Two types of smaller cages remain empty.
While the silicon framework exhibits conventional two-center two-electron (2c-2e) bonds, the magnesium-silicon interaction is
procured by quite unusual multi-center bonding. Recent in-situ laser-heating experiments evidenced a second high pressure phase,
Mg2Si7. The silicon atoms form 8 to 12 SieSi contacts and the total coordination sphere comprises 11 or 12 next neighbors. The
magnesium atoms are located in [001] oriented channels of the silicon framework.69

The same composition, but a different spatial organization is realized by phases of the rare earth metals cerium and gadoli-
nium.70 The structure pattern of compounds RESi5 (RE ¼ Ce, Gd) is isotypic to that of earlier characterized LaGe5

71 and contains
puckered silicon layers comprising five- and eight-coordinated silicon (Fig. 5B). Chemical bonding analysis of CeSi5 indicates that
the silicon atoms realize three covalent two-center bonds within the corrugated layers plus a silicon-cerium interaction, which is
similar to a stereochemically active electron pair. The eight-coordinated silicon shows multicenter bonding between the silicon
framework and the cerium atoms. The pronounced non-spherical symmetry (structuring) of the fifth shell of cerium evidences
a participation of the semi-core states in the chemical bonding. In addition, the system CeeSi features a second compound of
composition Ce2Si7 with a unique silicon framework showing 4 to 6 SieSi contacts per silicon atoms. The complete coordination
spheres of the silicon atoms comprise 8, 9 or 10 next neighbors.70

The binary system LaeSi holds two polymorphic forms of LaSi5, which are structurally different.72 They consist of unique frame-
works formed by three- and four-bonded silicon atoms. The silicon-richer compound LaSi10 features condensed polyhedra of 18
silicon atoms similar to those in the alkaline earth metal hexasilicides. LaSi10 and one modification of LaSi5 are metallic conductors,
which become superconducting at low temperatures.

Continued systematic exploration of binary silicon systems also resulted in the discovery of high pressure phases MSi3 (M ¼ Ca,
Y, Lu).73 The remarkable crystal structure is characterized by layers of condensed molecule-like Si2 dimers (Fig. 5C). The alkaline

Fig. 5 (A) Crystal structure of compounds MSi6 (M ¼ Ca, Sr, Ba; Eu) in a projection along the c-axis. Four-bonded silicon atoms (red spheres)
form a 3D framework. Channels in [001] orientation contain the metal atoms (yellow). (B) Crystal structure of silicides MSi5 (M ¼ Ce, Gd; LaGe5-
type). Corrugated layers of silicon atoms (smaller red spheres) with (001) orientation enclose the rare-earth metal (yellow) and a second type of
silicon atoms (larger red spheres). (C) Crystal structure of silicides MSi3 (M ¼ Ca, Y; Ho, Yb, Lu; CaGe3-type). Silicon dumbbells oriented parallel to
[001] form tetragonal prisms, which are connected by other Si2-units into (001) oriented slabs. Metal atoms are located between these 2D structure
segments. Silicon atoms are shown as red spheres, metal atoms are displayed in yellow.
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earth element adopts the usual oxidation state þ2, while the rare earth and transition metals realize þ3. Independent from these
differences in electron count, the compounds exhibit BCS-type superconductivity with weak electron–phonon coupling. GdSi3,
HoSi3 and YbSi3 adopt isotypic crystal structures,

74–76 while the larger barium causes a unique distortion of the framework.77

4.12.2.1.3 Germanides
The high pressure chemistry of germanium is closely related to that of the lighter homologue silicon, e.g., BaGe6 is isotypic to the
silicides MSi6 (M ¼ Ca, Sr, Ba; Eu) with EuGa2Ge4-type crystal structures, cf. Fig. 5A.

78 Yet, SrGe6 adopts a unique atomic arrange-
ment and is an electron precise Zintl phase comprising three- and four-bonded silicon atoms.79 Moreover, partial disintegration of
network segments by defect formation has been observed in in the phase SrGe5.5.

80 Later experiments evidenced incommensurate
modulations of both atomic positions and site occupancy in the phases SrGe6�x and BaGe6�x.

78,81 The finding of defect varieties is
in line with the tendency that silicides often tolerate an excess of electrons while germanium (and tin) compounds are inclined to
reduce the surplus by formation of vacancies. According to the bonding analysis of BaGe6� x, the defect formation is associated with
the establishment of free electron pairs around the defects resulting in an electron precise composition for x ¼ 0.5.78 In agreement
with this result, physical measurements evidence semiconducting electron transport properties for this defect concentration.

Compounds REGe5 (RE ¼ La, Nd, Sm, Gd, Tb)71,82–84 adopt the same atomic arrangement as silicides RESi5 (RE ¼ Ce, Gd), cf.
Fig. 5B, but the defect varieties MGe4.5 (M ¼ Nd, Sm, usually labelled as M2Ge9) are only observed for the germanium phases.85

Finally, barium forms the compound BaGe5 containing special double layers of germanium,86 and the composition has no equiv-
alent in the silicon chemistry of barium and its lighter homologues strontium and calcium.

At composition 1:3, compounds like CaGe3, SrGe3 and one modification of BaGe3 exhibit the same atomic patterns as the cor-
responding silicon phases (cf. Fig. 5C), i.e., they contain intricate layers of condensed Ge2 dumbbells and become superconducting
at low temperatures.87–89 Barium germanide BaGe3 exists in a second modification, which is isotypic to BaSn3 (Ni3Sn type repre-
senting a hexagonal variant of Cu3Au) and exhibits superconductivity as well.90

Phases REGe3 (RE ¼ La, Ce, Sm, Eu and Lu) exhibit a remarkable structural diversity. Triangular cluster units Ge3 are a common
feature of LaGe3 and EuGe3,

91,92 while neighboring SmGe3 forms a third variety resembling a unique distortion of the densest-
packed Cu3Au type,93 which is formed by CeGe3.

94 Yet another combination of building units is found for LuGe3.
95 The crystal

structure of the DyGe3-type features layers of condensed Ge2-dumbbells as well as germanium zigzag chains as building units.
The same type of folded strings is observed in the high pressure phase LuGe.96 Here, 2c GeeGe bonds in the 1D germanium poly-
anion go along with 4c bonds between the lutetium atoms. This is a very rare situation as polyanionic and polycationic species are
realized in the same crystal structure.

At ambient pressure, magnesium and germanium form only the CaF2-type Zintl phase Mg2Ge. High pressure synthesis yields
a compound of approximate composition Mg9Ge5, which has a cotunnite-related modulated crystal structure with incommensurate
modulations.97 A recent investigation essentially confirmed these findings, but described the phase as a filled UCl3 variety with
options for a precise electron balance.98 Similar phases Mg9Si5 and Mg9Sn5 are formed by the homologues elements silicon and
tin.97,99,100

4.12.2.1.4 Intermetallic clathrates
Silicon and germanium form a number of intermetallic clathrates. These fascinating materials comprise frameworks of typically
four-bonded host atoms, which enclose a minority of guest species in polyhedral cages (Fig. 6). The role of substitution atoms
and defects in the covalent network has been reviewed recently.101

Despite early efforts to incorporate rare-earth metals102 into the cages, it was the pioneering synthesis of superconducting
clathrate-I barium silicide Ba8�xSi46

103–106 which stimulated broader interest and diverse efforts to expand the spectrum of

Fig. 6 The crystal structure of type-I clathrates comprises a network of four-bonded host atoms (mainly Si, Ge or Sn). The atomic arrangement
provides polyhedral cages surrounded by 24 (orange) and 20 atoms (yellow) encapsulating the host atoms of the minority metals.
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accessible compositions by application of HPHT synthesis. Thus, the corresponding clathrate Sr8Si46 was successfully synthesized
only recently, and resistivity measurements clearly show that the strontium compound is also a type-II superconductor.107 An even
more important issue of the compound is revealed by the analysis of its chemical bonding behavior. The quantum chemical tools
evidence that the conventional covalent bonding within the silicon network is accompanied by previously unnoticed multi-center
bonding interactions between silicon framework and strontium atoms in the cages.

High pressure methods also paved the way for the manufacture of new alkali metal clathrates. While high pressure experiments
in the binary systems germaniumdsodium indicate only the formation of Na4Ge13,

108 investigations in the corresponding silicon
system evidenced a complex behavior involving clathrate formation. At low temperatures (or as a precursor phase), clathrate–II
Na24þ xSi136

109 is formed while clathrate-I type Na8Si46 requires higher temperatures.110 The corresponding section of the phase
diagram including NaSi6 has been established by in-situ large volume techniques.111

Application of high pressure also opened a promising route to clathrates of the heavier and, thus, bigger alkali metals. The
expanded framework of Cs8� xSi46

112 and the analogous, defect-bearing germanium network of Cs8� xGe46�y require compression
for synthesis.113 Lately, heavy alkali metals were incorporated in even smaller boron-substituted silicon clathrates like Rb8B8Si38
and Cs8B8Si38.

114,115 With the same approach, the evenmore demanding synthesis of carbon-based clathrates was achieved recently
and compounds SrB3C6 and LaB3C6 with a clathrate VII structure adopting the cubic bipartite sodalite structure have been synthe-
sized.38,116 The framework of sp3-bonded atoms comprises the metal atoms in truncated octahedral C12B12 cages. According to
band structure calculations, the electron-precise lanthanum compound is a semiconductor with an indirect band gap of approxi-
mately 1.3 eV.

4.12.2.1.5 Bismuthides
Heavy p-block metals like bismuth or lead exhibit exceptional chemical properties which manifest, e.g., in immiscibility with 3d
transition metals even in the liquid state. The unusual properties can be traced back to the characteristic sequence of electronic
energy levels caused by the pronounced spin-orbit splitting commonly ascribed to relativistic effects. Motivated by the quest for
new superconducting intermetallic phases of bismuth, the constructive synthesis of superconducting CoBi3

117 laid the basis for
ongoing preparation activities in other binary systems of bismuth and revealed that the state variable pressure is suited to overcome
the barriers of compound formation in some systems.

High pressure synthesis granted access to the phases MnBi2, FeBi2 and MoBi2, which adopt crystal structures of the Al2Cu type
(Fig. 7A).118–120 Interestingly, this atomic arrangement is closely related to one of the high pressure modifications of elemental
bismuth.121

The neighboring metal cobalt forms the compound CoBi3 with a NiBi3-like motif of 1D building units (Fig. 7B), which is also
adopted by the corresponding compound RhBi3 of the heavier group homologue of cobalt.117 Prototypic NiBi3 undergoes at
elevated pressure a phase transformation into NiBi2 (Fig. 7C), which can also be synthesized directly form the elements.122 Further
increase of pressure stabilizes b-NiBi.123 The crystal structures of the nickel compounds can be rationalized as increasingly
condensed atomic arrangements of the 1D segments.

Copper forms two quenchable phases with bismuth upon compression. The crystal structure of Cu11Bi7 is a unique defect
variant of the NiAs structure type.124 Temperature-dependent electrical resistivity and heat capacity measurements reveal a bulk
superconducting transition at low temperatures. In accordance with the experimental findings, density functional theory calcula-
tions confirm that Cu11Bi7 is stabilized (relative to decomposition into the elements) at HPHT.125 The second compound in the
binary system, CuBi, comprises slabs of puckered Cu layers sandwiched between Bi planes.126 Bonding analysis reveals negligible
charge transfer between the metals, and the interactions within the BieCueBi slabs have multicenter nature. Additional lone-pair
interactions of the van der Waals type interconnect the 2D entities. CuBi exhibits metal-type electrical conductivity with supercon-
ductivity below Tc ¼ 1.3 K. Moreover, copper is the first mid to late first-row transition metal for which the pressure-induced forma-
tion of a binary lead compound is reported. The crystal structure of Cu3Pb (Mn3Sn type) can be envisioned as a direct mixture of the

Fig. 7 (A) The atomic patterns of MnBi2 and FeBi2 (CuAl2 type) consist of condensed tetragonal antiprisms of bismuth atoms (red spheres). The
resulting channels in direction [001] are centered by transition metal atoms (orange). (B) The crystal structure of CoBi3 (isotypic to NiBi3 and RhBi3)
comprises [010] oriented columns of Co atoms (yellow spheres) which are connected and enclosed by bismuth atoms (red). (C) In the structure of
NiBi2 the columns are condensed into layers by bridging bismuth atoms.
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elemental lattices of its constituents.127 Computations of its electronic structure evidence band crossings near the Fermi level, sug-
gesting that Cu3Pb may qualify as a topologically nontrivial material.

4.12.2.2 Hydrides

Inorganic chemistry textbooks divide hydrides into ionic (in conjunction with active metals A (alkali), Ae (alkaline earth), RE (rare
earth)), covalent (in conjunction with p-elements), and interstitial hydrides (for transition metals). The application of high pres-
sures has been revolutionary for both metal and nonmetal hydride chemistry. Especially, the finding of high temperature supercon-
ductivity in highly compressed H2S in 2015128 caused a tremendous surge of activity, which in turn has led to the discovery of
unprecedented hydrogen-rich hydrides.129–132 These hydrides, also called super- or polyhydrides, exhibit stunning hydrogen struc-
tures and compositions beyond conventional valence and bonding concepts.

For high pressure hydride synthesis both DAC and LVP techniques have been employed. H2 can be loaded into DACs (together
with the precursor to be hydrogenated (elements and/or ambient pressure stable hydrides)) and compound formation of
compressed samples is induced by laser heating. In contrast, hydrogenation reactions using LVPs have to be performed with an
internal hydrogen source. This source (e.g., ammonia borane, BH3NH3) is a material that releases hydrogen irreversibly at slightly
elevated temperatures and leaves a chemically inert decomposition residual behind. Many times structural characterization, and
especially locating H atoms, is a formidable challenge, especially in DAC synthesis experiments. Here a fruitful synergy between
theory and experiment has evolved. Theory would predict hydride phases potentially stable at high pressure conditions, which
are then matched against experimental data (mostly diffraction patterns or Raman spectra), or helps establishing the H content
of phases and the location of H atoms in case unit cell and heavy atom positions can be extracted from experiment.

This chapter focuses on compounds from gigapascal hydrogenations (or from high pressure induced decompositions of molec-
ular hydrides).

4.12.2.2.1 Transition metal hydrides
Early transition metals from the SceV (3–5) groups react readily with elemental hydrogen to form binary hydrides (e.g., TiH2, V2H).
In contrast, with the exception of Pd, late transition metals (group 6–10) require gigapascal pressure conditions (1–5 GPa), which
yields solid solution phases TH1�x with sizeable homogeneity ranges. The p,T dependence of TH1�x phase relations of the late tran-
sition metals were investigated up to 7–8 GPa already in the 1990s using LVP methodology.133,134 For x z 0 TH1� x phases attain
structures based on close packings of metal atoms in which octahedral voids are preferentially occupied by H (i.e., anti-NiAs and
NaCl structures for hcp and fcc metal arrangements, respectively). These phases can be retained at ambient pressure when decom-
pression is performed at liquid N2 temperature. Recent LH-DAC research showed that binary transition metal hydrides can be
considerably extended when applying pressures in the range 20–150 GPa (Table 2). The emerging phases depart the classification
of interstitial hydrides.

For Zr and Hf, hydrides with the Th4H15 structure were established
135 and for T ¼ Nb and Tb a phase was found with the compo-

sition TH2þx (x ¼ 0.2–0.5).136,137 This phase is based on an hcp arrangement of metal atoms and hosts H atoms in all octahedral
and a little more than half of the tetrahedral holes.138 Above 55–60 GPa Nb and Ta hydrides attain a more hydrogen-rich compo-
sition, TH3, which adopts the body centered cubic domeykite (Cu3As) structure.136,139 New Cr hydrides, extending previously
known 3-hcp-CrH, form above 10 GPa (Cr2H3) and 30 GPa (CrH2).

140 The structures of Cr hydrides are all based on a hcp metal
structure with completely filled octahedral and increasingly filled tetrahedral voids (Fig. 8). Most complex and interesting is the
situation with the Fe group, and especially Fe itself, for which the row of phases FeH2–FeH3–FeH5 (Fig. 9) extends previously
known dhcp-FeH.141,142 FeH2 and FeH3 were discovered at 67 and 86 GPa, respectively. The tetragonal structure of FeH2 does

Table 2 Binary transition metal hydrides obtained from gigapascal pressure
hydrogenations.

Group 4 Group 5 Group 6 Group 7 Group 8 Group 9 Group 10

Ti V Cr
CrH
Cr2H3

CrH2

Mn
MnH

Fe
FeH
FeH2

FeH3
FeH5

Co
CoH
CoH2

CoH3

Ni
NiH
Ni2H3

Hf
Hf4H15

Nb
NbH2.5

NbH3

Mo
MoH

Tc Ru
RuH
Ru3H8
RuH4

Rh
RhH
RhH2

Pd
PdH

Zr
Zr4H15

Ta
TaH2.2
TaH3

W
WH1.3

Re
ReH0.85

Os
OsH

Ir
IrH3

Pt
PtH
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not relate to the hcp derived structures of CrH2, NbH2 and TaH2. Instead, H atoms are arranged in square nets, which alternate with
layers of Fe atoms (Fig. 9A). Fe is coordinated by 8 H atoms whereas H attains a tetrahedral coordination by 4 Fe atoms. FeH3

adopts a simple primitive cubic structure which is analogous to auricupride AuCu3 (Fig. 9B). Fe is cuboctahedrally surrounded
by 12 H atoms and H tetrahedrally by four Fe atoms (Fig. 9C). Tetragonal FeH5 was synthesized at 130 GPa and exhibits a structure
in which corrugated 44 layers of H are inserted between quasicubic slabs of FeH3 structure (Fig. 9D). The inserted H atoms increase
the coordination of Fe to 13 H atoms and cap a square face of each cubocahedron in FeH3 (Fig. 9E). The distances between the
capping and cuboctahedron H atoms are very short, 1.32 Å. For the heavier congener Ru the previously unknown monohydride
RhH was established (NaCl structure) at 14 GPa.143 The compositions RuH2 and RuH3 do not seem to be stable. Instead Ru3H8

and RuH4 were obtained which both have complex H substructures.144 Moving to the Co group, hydrides display a simpler struc-
tural chemistry. CoH2 and RhH2 were discovered above 44 and 8 GPa, respectively, and adopt both the cubic fluorite struc-
ture.145,146 At higher pressures, above 75 GPa, CoH3 with the Pm-3m structure of FeH3 was found stable.145,147 This phase has
not been reported for Rh, but for Ir as a distorted cubic variant (at about 55 GPa).148 Neither IrH nor IrH2 have been reported until
today.

With a few exceptions (e.g., RhH2) binary group 10–16 transition metal hydrides TmHn with n/m > 1 are not recoverable at
ambient pressure but decompose into monohydrides even at l-N2 temperatures. A few of these superhydrides display superconduct-
ing properties. E.g., CoH3 has a Tc of 23 K above 18 GPa.147

Compared to their lighter congeners the 5d metals W, Re, and Os appear more difficult to hydrogenate. Os would produce fcc
(NaCl) OsH only at hydrogen pressures far beyond 100 GPa and upon laser heating,149 Re accepts some H into its hcp structure at

Fig. 8 Hcp based structures of CrH2 and Cr2H3 with both octahedral and tetrahedral voids filled by H (grey and light blue, respectively). CrH2

corresponds to the cotunnite structure where all octahedral and 50% of the tetrahedral voids in a hcp layer (defined by two consecutive 36 metal
atom nets) are filled. In Cr2H3 layers with exclusively filled octahedral voids alternate with cotunnite-like ones.

Fig. 9 (A) Crystal structure of tetragonal FeH2 (I4/mmm). AuCu3-type structure of FeH3 shown as atom arrangement (B) and arrangement of
cuboctahedral FeH12 polyhedra (C). Structure of FeH5, again represented as atom arrangement (D) and arrangement of FeH13 polyhedra (E). The
arrows in (D) indicate blocks corresponding to the FeH3 structure. Fe and H atoms are depicted in green and grey, respectively.
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a few GPa, x z 0.22, which at 15 GPa increases to �0.5. At pressures above 23 GPa and when heated to temperatures above 420 K
hydrogen solubility saturates at x z 0.85.150 W requires hydrogen pressures in excess of 25 GPa to form the anti-NiAs-type mono-
hydride WH. Above 25 GPa a gradual occupation of tetrahedral interstitial sites was observed, which saturated at a composition
WH�1.3.

151 As for group 10, Ni2H3 with a monoclinic structure was discovered as post-NiH phase. Ni2H3 is stable above
20 GPa.152,153 Prototypic palladium hydride PdHx would not absorb hydrogen beyond x z 1 even at hydrogen pressures approach-
ing 100 GPa and while applying laser heating.154 Pt forms trigonal PtH at a pressure of 27 GPa (PtH-I). At higher pressures this
phase transitions into hexagonal PtH with the conventional anti-NiAs structure (PtH-II), which is stable up to at least 53 GPa.155

The difficulty to obtain binary hydrides of late transition metals is contrasted by the ease with which these metals form ternary/
multinary complex transition metal hydrides (CMTHs) when combined with active metals. CTMHs consist of negatively charged
homoleptic hydrido complexes [THm]

n� and active metal cations. Occasionally, CTMHs also contain interstitial H which is exclu-
sively coordinated by metal cations. Typically, the transition metal T is from groups 7 to 10. The complex anions [THm]

n�, in which
hydridic H is covalently bonded to T, exhibit a perplexing range of coordination numbers and geometries, which rivals that of
carbonyl complexes. CTMHs are conventionally prepared from reactive sintering of mixtures of transition metal and active metal
hydrides in a hydrogen atmosphere employing autoclave techniques.156

It has been long believed that group 7 represents a sharp boundary between complex hydride forming late T and interstitial/ionic
hydride forming early T (Fig. 10).157 This boundary was attributed to the fact that early T are less electronegative and thus would
favor interstitial bonding scenarios with H, leading to metallic hydrides as opposed to semiconducting complex hydrides. However,
recently it has been shown that the application of high pressures, in the range 4–5 GPa, affords CTMHs also for all group 6 metals,
the heavier group 5 metals Nb and Ta, and even group 4 Ti. The corresponding compounds are Mg3CrH8 with pentagonal bipyr-
amidal [CrH7]

5�,158 Li5TH11 (T ¼ Mo, W) and Li6TH11 (T ¼ Nb, Ta) with tricapped trigonal prismatic complexes [TH9]
3�/4–159 and

BaCa2Ti2H14 with a binuclear titanium hydride complex Ti2H14
6� with ninefold coordination.160 Ti2H14

6� is composed of two face-
sharing monocapped square antiprisms and features Ti in the oxidation state IV (cf. Fig. 10). The sharing H atoms are involved in
bent 3c-2e TieHeTi bonds. Furthermore, high pressure synthesis employing 8–10 GPa established H-rich complexes also for first-
row transition metals, e.g., in Na3FeH7, Na3CoH6, Na3NiH5, as well as the perovskite compound NaNiH3

161,162 (LiNiH3 can be
obtained at much lower pressure, between 2 and 3 GPa163). These results not only demonstrate the shift of the previously assumed
CTMH boundary, but also emphasize the versatility of the H� ligand for transition metals.157,164

In contrast with the binary transition metal superhydrides, the described examples of hydrogen-rich ternary/multinary CMTHs
were afforded by LVP synthesis and represent ambient pressure thermodynamically stable compounds, although they may occur as
a different (high pressure) phase at the conditions of formation. High pressure is however needed for their synthesis for overcoming
kinetics and thermal lability. Importantly, when pursuing LVP synthesis, H-structures of recovered hydridesdand even of in-situ
products165dcan be ascertained by neutron diffraction.

4.12.2.2.2 Active metal hydrides
Analogous to transition metal hydrides, the application of high pressuredthrough LH-DAC experimentsdalso extended signifi-
cantly hydrides of active metals in surprising ways. Following computational predictions for the systems A-H and Ae-H166 the
compounds LiH2 (2LiH � H2) and Ca2H5 ¼ (2CaH2) � H2, CaH4 (CaH2 � H2) were discovered.167–170 At first sight their struc-
tures may be described as insertion of H2 units in the salt like structures of AH and AeH2. However, the HeH bond appears elon-
gated, as indicated in the red shift of the H2 stretching mode, which signals substantial charge transfer into the antibonding s*
molecular orbital (H2

d�). Ca2H5 was obtained at 20 GPa and CaH4 was found stable above 25 GPa.170 Its tetragonal structure
relates to the intermetallic BaAl4 (ThCr2Si2) structure (Fig. 11A). The formation of Li polyhydrides was shown in the pressure range

Fig. 10 Depiction of the traditional group 6 barrier for complex transition metal hydrides with the coordination number for THm
n� complexes

indicated. Recent examples from high pressure synthesis breaking the barrier are grouped around. In addition, high pressure synthesis led to
coordination increases for Ni (NiH5

3�), Co (CoH6
3�) and Fe (FeH7

3�). The figure is adapted from reference Takagi, S.; Orimo, S. New Functionalities
of Hydride Complexes with High Hydrogen Coordination. J. Phys. Soc. Japan 2020, 89 (5), 051010. https://doi.org/10.7566/JPSJ.89.051010 ((c)
(2020) The Physical Society of Japan).
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30–180 GPa.167,168 Presumably with increasing pressure four phases develop with increasing (but experimentally unknown) H
composition.168 Polyhydrides for Na with compositions NaH3 and NaH7 were discovered at pressure above 40 GPa.171 Whereas
NaH3 may be considered as insertion compound NaH � H2, the structure of NaH7 indicates the development of hypervalently
(3c4e) bonded H3

� units (NaH3 � 2H2).
Be makes an insertion polyhydride compound Be2H4(H2) at remarkably low pressures, 5–8 GPa.172 The hexagonal (P63/mmc)

structure of Be2H4(H2) constitutes corner-sharing BeH4 tetrahedra and H2 molecules occupying an interstitial site. At substantially
higher pressures polyhydrides of Ae adopt clathrate-like cage structures. Ca forms CaH6 at pressures of 160–190 GPa which has a H
substructure that is topologically equivalent to sodalite.173 Its measured superconducting critical temperature Tc is 215 K at
172 GPa. Ba forms Ba8H46 at 50 GPa and pseudocubic BaH12 above 100 GPa.174 The former compound adopts the cubic type I
clathrate structure which is prolific among Zintl phase clathrates and clathrate hydrates (Fig. 11B, cf. Fig. 6).

Similar to Aemetals a common trend for RE and actinides is the formation of a tetrahydride phaseMH4 with the tetragonal CaH4

structure (M ¼ Ce, Pr, Nd, Th) in the pressure range 30–70 GPa, which at higher pressures, in the Mbar range, is superseded by
clathrate-like structures (cubic Fm-3m MH10 for M ¼ La, Ce, Pr, Th (Fig. 11C) and hexagonal P63/mmc MH9 for M ¼ Ce, Pr, Nd,
Th (Fig. 11D)).175–182 In the Fm-3m structure metal atoms are encapsulated in H32 cages, in the P63/mmc structure in H29 cages.
As a common feature clathrate-like hydride phases are high temperature superconductors, with Tc values approaching room temper-
ature. Uranium forms the sequence of hydrides b-UH3, hcp-UH7 and fcc-UH8 when compressed in excess hydrogen.183,184 In the
structures of P63/mmc UH7 and Fm-3m UH8 H atoms are arranged as cubes. The UH8 structure corresponds to a NaCl-like arrange-
ment of U and H8 cubes (Fig. 11E), whereas in the UH7 structure U atoms display a hcp arrangement and H8 cubes, centered at the
position of the octahedral voids, form chains by sharing corners across the body diagonal (Fig. 11F). The (calculated) HeH
distances in clathrate-like polyhydrides are in a range 1.5–1.8 Å and these phases are typically only stable at pressures in excess
of 50 GPa, similar to transition metal superhydrides TmHn with n/m > 2.

4.12.2.2.3 p-element hydrides
The discovery of superconductivity with Tc values of 203 K in highly compressed H2S at 155 GPa marked a decisive advance toward
room-temperature superconductivity.128 The high TC superconducting species has been identified to be H3S, which forms, even
below room temperature, from the pressure-induced decomposition of H2S (3H2S ¼ 2H3S þ S).185,186 Recently, also pure H3S
was prepared by direct in-situ synthesis from the elements in a LH-DAC experiment at pressures above 150 GPa.187 H3S is polymor-
phic. The Im-3m phase has a simple structure which can be considered as two interpenetrating ReO3-type substructures built from
corner-connected SH6 octahedra (Fig. 12A). Hypervalently coordinated S by H is a new feature, which also has been related to the
superconducting properties of H3S. At pressures below 150 GPa a rhombohedral distortion of the Im-3m phase takes place, and at
even lower pressures H3S dissociates intrinsically into a non-metallic orthorhombic phase with intercalated H2 molecules
(2H2S � H2). Intricate SeH chemistry is further revealed by the discovery of exotic compounds with S/H ratios 1:1.2–1:1.4
when heating S in LH-DAC experiments with PTMs that only provide a limited hydrogen reservoir (e.g., paraffin oil).188 The sub-
stoichiometric sulfur hydride compounds have large unit cell structures which feature hypervalently bonded S, involving coordina-
tion to both H and neighboring S atoms (Fig. 12B).

Fig. 11 Crystal structures of CaH4 (A), Ba8H46 (B), LaH10 (C), CeH9 (D), UH8 (E), and UH7 (F). Metal and H atoms are depicted in golden and grey,
respectively.
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The high pressure chemistry of phosphor hydrides is experimentally less explored and hypervalent (and superconducting)
species PH2 and PH3 have been merely predicted.189–191 As for Si hydrides, the recoverable ternary compounds K2SiH6 and Rb2SiH6

with hypervalent SiH6
2� complexes were synthesized at 4–9 GPa.192 It is interesting to note that although p-element hydrides (e.g.,

H3S) and clathrate-like active metal hydrides (e.g., LaH10) are chemically very different they both represent BCS type
superconductors.193

4.12.2.3 Carbides and nitrides

Analogous to hydrides, carbides and nitrides may be classified as interstitial, covalent and ionic, depending on the electronegativity
of the counterelement(s). Interstitial carbides and nitrides are mostly associated with intermetallic compounds and therefore
addressed in Section 4.12.2.1.1. Carbide and especially nitride materials represent an important class of solid state compounds
with useful functional properties ranging from refractory ceramics (Si3N4, AlN, SiC) to widegap semiconductors (GaN), supercon-
ductors (NbN) and high-hardness metals (WC, MoN, TiN). Accordingly, carbides and nitrides have been intensely investigated.

Similar to hydrides, the aim of high pressure synthesis is to increase the C or N content in binary/ternary compounds and/or to
achieve compound formation with elemental combinations not previously known. Nitrides are frequently thermally rather labile
and an important aspect is their stabilization at high pressures in order to achieve sufficiently high temperatures for initiating the
often kinetically hindered formation reactions. Again, similar to hydrides, high pressure chemistry has significantly expanded
carbide and nitride compounds, based on both main group and transition metals.

Synthesis efforts into nitrides have been broad and also quite involved. Various reaction schemes have been devised for LVP
synthesis, using single component and reactive precursor strategies, metathesis reactions, or nitrogen sources such as NaN3 and
NH4Cl, which at the same time may act as a flux or mineralizer for promoting crystal growth. A single source precursor (SSP)
contains all elements of the targeted product, with an identical or similar stoichiometry. The SSP may represent a molecular species,
such as [Rh(NH3)6]3(N3)5Cl4 which has been employed for the synthesis of rhodium pernitride, RhN2 (see below), polymers from
condensation reactions, or amorphous/nanocrystalline binary or multinary metal nitride ceramic materials prepared by ammonol-
ysis reactions. Reactive precursors are metastable, high energy materials which are supposed to provide reduced kinetic barriers in
high pressure nitridation reactions. For example, polymeric (PNCl2)n or trimeric (PNCl2)3 have been shown to be versatile precur-
sors for the synthesis of a range of PeNmaterials. LH-DAC experiments are ideally suited for exploring the formation of nitrides at
highly extreme conditions because N2 can be conveniently loaded as reactive PTM. And alike to hydrides, quite spectacular results
were obtained. At very high pressures, in the megabar range, high reaction temperatures can be applied which enabled the synthesis
of exotic nitrogen-rich high energy density materials. Carbide synthesis efforts primarily employed reactions involving elements, or

Fig. 12 Crystal structure of H3S (A) and tetragonal (tI140) S140H176 (B). S and H atoms are depicted in yellow and grey, respectively. The lower
row shows H3S as two interpenetrating ReO3-type substructures and a strand of hypervalently bonded S in S140H176, respectively.
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transformations of ambient pressure stable carbides. Because of their broad significance as materials, the high pressure chemistry of
nitrides has been the subject to several reviews, e.g., Ref. 194,195. Further, the assessment of the chemical potential of N2 at HPHT
by Alkhaldi and Kroll represents an important contribution to understanding the high pressure synthesis of nitrides.196

4.12.2.3.1 Salt-like carbides and nitrides MN . MN2
4.12.2.3.1.1 Carbides
The heavier alkaline earth metals Ca–Ba form acetylide carbides AeC2 from direct reaction of the elements. This is not the case for
Mg. Instead, MgC2 is obtained when reacting Mg and acetylene C2H2. Above 770 K, MgC2 transforms into a mixture of Mg2C3 pos-
sessing allylenide anions, C3

4�, and graphite. In contrast with the acetylide carbides of Ca–Ba, both MgC2 and Mg2C3 are thermo-
dynamically metastable with respect to their formation from the elements. High pressure synthesis revealed the existence of a third
Mg carbide, Mg2C (with the anti-fluorite structure) which was obtained in a LVP device at 15 GPa and temperatures between 1770
and 2000 K by reacting stoichiometric elemental mixtures.197 Mg2C can be recovered to ambient pressure and is metastable up to
500 K. At higher temperature it decomposes to Mg2C3 and Mg.198 The so obtained Mg2C3 is analogous to the phase obtained from
the decomposition of MgC2 (orthorhombic, Pnnm). From high pressure synthesis another form of Mg2C3 (b-Mg2C3) could then be
obtained.199 In the MgeC phase diagram b-Mg2C3 is stable at pressures above 19 GPa. However, as Mg2C, b-Mg2C3 can be retained
metastably at ambient pressure. In the monoclinic crystal structure (C2/c) trimeric C3

4� units are aligned parallel whereas they are
mutually canted (by about 70�) in the a polymorph.

4.12.2.3.1.2 Main group nitrides
The technologically significant IIIeN semiconductors AlN, GaN, and InN crystallize with the hexagonal wurtzite structure and trans-
form at pressures between 5 and 25 GPa into the cubic rocksalt (rs) structure with 6-coordinated ions. Typically the rs forms cannot
be retained at ambient conditions, with the exception of rs-AlN for which recovery succeeded when w-AlN nanopowders were used
as precursors.200 Similar to the chalcopyrite variations of IIIeV semiconductors ternary II-IV-N2 materials provide an inherently
greater variety of electronic/band gap properties compared to binary IIIeN materials. Famura et al. reported on the successful
high pressure synthesis of ZnSnN2 and MgSnN2 attaining cation disordered average wurtzite and rocksalt structures, respec-
tively.201,202 They applied an interesting metathesis strategy which employed the metals as fluoride precursors, according to
MgF2 þ SnF4 þ 6 NaN3 ¼MgSnN2 þ 6 NaF þ 8 N2 and ZnF2 þ SnF4 þ 2 Li3N ¼ ZnSnN2 þ 6 LiF. Reactions were performed in
an LVP belt apparatus. MgSnN2 was synthesized at pressures above 5.5 GPa and 1023 K, whereas ZnSnN2 was obtained in a broad
p,T wedge from 2.5 GPa to 7 GPa and temperatures 873–1273 K. Further compositional variations include II-(II0)2-N2 systems.
Among these is CaZn2N2 with a direct band gap of 1.8 eV which was synthesized at 5 GPa and 1473 K from a stoichiometric mixture
of Ca3N2 and Zn3N2.

203

The synthesis of the group 14 nitrides g-Si3N4, g-Ge3N4 and Sn3N4 in the years 1999–2000 represented a milestone as these
compounds represented the first nitride spinels. Cubic g-Si3N4 was originally obtained by a direct reaction of the elements using
a LH-DAC (at about 15 GPa and 2200 K)204 and later also from conversion of the ambient pressure forms of Si3N4 using a MA-
LVP device.205 The synthesis of g-Ge3N4 is possible at lower p,T (above 10 GPa and 1473 K)206 and spinel structured Sn3N4 can
even be obtained at ambient pressure, through a low temperature route from SnI4 and KNH2 in liquid NH3. Spinel-Si3N4 revealed
for the first time octahedrally coordinated Si by N. Recent investigations related to group 14 3:4 nitrides resulted in the discovery of
the ternary nitride spinel BeP2N4 (obtained from the transformation of phenakite BeP2N4 at 47 GPa in a LH-DAC) featuring elusive
PN6 octahedra (Fig. 13A)

209 and the solid solution phase Si3�xTixN4�d (with x about 0.18, 8 at.% Ti) from conversion of SSP Sie-
TieN ceramics at 15–20 GPa and 2073–2273 K.210

Similar to Si3N4 also the group 15 nitride P3N5 adopts a tetrahedra based structure at ambient conditions which above 10 GPa
transforms to a high pressure form.211 This phase, termed g-P3N5, features a network of PN4 tetrahedra and square pyramidal PN5.
Recent investigations produced the remarkable double nitride BP3N6 (BN � P3N5), which was obtained from reactive precursor
strategy in which PNCl2 was reacted with h-BN and N-source NH4N3 at 8 GPa and 1373 K in a MA-LVP apparatus, according to
2 (PNCl2)3 þ 3 NH4N3 þ 2 BN ¼ 2 BP3N6 þ 12 HCl þ 4 N2.

207 In the presence of NH4Cl, acting as a mineralizer, BP3N6 is afforded
as bladed single crystals with 10 � 100 mm size. The monoclinic crystal structure (P21/c) blends features of the a-P3N5 and c-BN
structures by being composed of pairs of edge-sharing PN4 tetrahedra and all-side corner-sharing BN4 tetrahedra, yielding a highly
condensed BePeN framework (Fig. 13B). A high pressure modification of BP3N6 (b-BP3N6) with a 23% reduced volume was ob-
tained when laser heating a-BP3N6 crystals at 42 GPa. b-BP3N6 can be retained at ambient pressure.208 The orthorhombic structure
relates to a hexagonal close packing of N atoms with B and P atoms in tetrahedral and octahedral voids, respectively (Fig. 13C).
b-BP3N6 was the first example of a nitride with P in a sixfold, octahedral, N-coordination. Further advances within the PeN theme
refer to phosphorous nitride imides. A high pressure form of PN(NH) with a cristobalite-like structure was synthesized at 6 GPa and
1273 K,212 and b-P4N6(NH) with a unique tetrahedral framework topology was obtained when reacting a-P3N5 and NH4Cl at
6 GPa and 1073 K.213 Targeting a double silicon phosphorous nitride (SiPN3) by reacting Si3N4 with the reactive precursor
PNCl2 and using NH4N3 as N-source (analogous to the synthesis of a-BP3N6, see above) resulted instead in the binary nitride imide
SiP2N4(NH).214 The compound was obtained at 8 GPa and 1373 K. The orthorhombic crystal structure (Pnma) combines octahe-
dral SiN6 and tetrahedral PN4 units, with the NH group coordinating to P.

At ambient pressure sulfur forms a ring-like tetrameric nitride S4N4 which can be polymerized into metallic polythiazyl [(SN)x]
with a 1D chain structure.215 In LH-DAC experiments sulfur-nitrogen mixtures react to SN2 at pressures above 65 GPa. SN2 was
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characterized by in-situ single crystal X-ray diffraction. It attains the orthorhombic CaCl2 structure (Pnnm) in which S is octahedrally
coordinated by N. S assumes an oxidation state VI and bonding is assumed highly polar covalent. SN2 is sustained down to 20 GPa,
below which it decomposes spontaneously into the constituting elements.216

4.12.2.3.1.3 Transition metal nitrides
The discovery of g-Si3N4 stimulated high pressure synthesis efforts also for the group 4 (Ti–Hf) nitrides. Nitrides for these early
transition metals had been known only as MN compounds and it was expected that with pressure also the highest oxidation state
with composition 3:4 becomes accessible. Indeed, similar to the initial synthesis of g-Si3N4, direct reaction of the elements in a LH-
DAC at about 18 GPa and temperatures up to 3000 K produced Zr3N4 and Hf3N4 with the cubic Th3P4 structure in which the metal
attains an eightfold N coordination (Fig. 14A).217 Recent work showed that c-Zr3N4 can be actually obtained at considerably lower
pressures, in the 6–8 GPa region, and at temperatures around 1750 K when using a nanocrystalline Zr3N4 þ x precursor.

218 The
synthesis was achieved in a belt-type LVP which suggests that production of c-Zr3N4 and its oxygen-bearing variants can be per-
formed on an industrial scale. Finally the existence of long-sought c-Ti3N4 was also shown experimentally in a LH-DAC experiment
when applying 75 GPa and 2400 K.219 In contrast with the heavier congeners, the formation of c-Ti3N4 from the elements requires
highly extreme conditions and the compound is accessible only in a very narrow p,T wedge. Experiments at very similar conditions
produced the pernitride TiN2 (see below). In contrast with Zr3N4 and Hf3N4, Ti3N4 is not recoverable to ambient pressure but
decomposes to TiN and N2 below 10 GPa upon depressurization.

Transition metals beyond group 4 do not realize their highest possible oxidation states as nitrides, apart from Ta3N5, which is
a well-known semiconductor and photocatalyst that can be synthesized from Ta2O5 by high temperature ammonolysis. A mixture
of two new dense and metallic polymorphs of Ta3N5 with the U3Se5 and U3Te5 structures was obtained from an amorphous Ta3N5

precursor upon laser heating at 22 GPa.220 Previous attempts to access these computationally predicted polymorphs by high pres-
sure synthesis from the elements or other forms of Ta2N5 only produced Ta2N3 with Ta in amixed IV/V oxidation state.221 A range of
nitrogen-rich binary nitrides (N/M � 1) were obtained for group 5 and 6 transition metals when employing the highly versatile
metathesis reaction between metallates (e.g., NaVO3 and Na2MO4 (M ¼ Cr, Mo, W)) and BN, yielding transition metal nitride
and alkali metal borate.222 For example, the formation of CrN can be envisioned as a two-step reaction, according to (1)
Na2CrO4 þ BN / NaCrO2 þ NaBO2 þ ½ N2 and (2) NaCrO2 þ BN/ CrN þ NaBO2.

223 Apart from bulk CrN, also W3N4,
W2N3,

224 the superconductors g- and d-MoN,225 and even MoN2 with Mo in the highest attainable oxidation state (VI)226 were
produced through this metathesis route. MoN2 is isostructural to MoS2 with Mo in a trigonal prismatic environment by 6 N atoms.
Metallate–BN metathesis reactions have been performed using LVP devices and take place at moderate pressures, at around 5 GPa.
Although versatile, their inherent disadvantage is the co-product NaBO2 whose removal from the nitride requires lengthy washing
protocols involving HCl or HNO3. More unconventional N-sources are melamin and NH4Cl which afforded pure samples of WC
and MoC-type WN, respectively at pressures between 5 and 6 GPa.58,227 Although Re(VI)N2 (with the MoS2 structure, analogous to
MoN2) was synthesized from a metathesis reaction between ReCl5 and Li3N at 7.7 GPa,228 transition metals beyond group 6 gener-
ally require pressures above 10 GPa for nitride formation. For example FeN with the NiAs structure was found at pressures between
10 and 45 GPa when reacting elemental iron with N2 PTM in a LH-DAC at 1300 K (see Section 4.12.2.1.1).62

An interesting territory for high pressure synthesis are ternary active metal/transition metal nitrides (nitridometallates) which are
characterized by complex ions or polyanionic arrangements [TNm]

n�.229 Typically the transition metal does not attain a high

Fig. 13 (A) Ternary spinel structure of BeP2N4. Be, Si and N atoms are drawn as golden, plum, and blue circles. (B) Monoclinic structure of
a-BP3N6 (representing a highly condensed tetrahedron framework) and (C) orthorhombic structure of b-BP3N6 (containing octahedrally coordinated
P). (B) and (C) are taken from Vogel, S.; Bykov, M.; Bykova, E.; Wendl, S.; Kloß, S. D.; Pakhomova, A.; Dubrovinskaia, N.; Dubrovinsky, L.; Schnick,
W. Nitride Spinel: An Ultraincompressible High-Pressure Form of BeP2N4. Angew. Chem. Int. Ed. 2020, 59 (7), 2730–2734, https://doi.org/10.1002/
anie.201910998 and Bhat, S.; Lale, A.; Bernard, S.; Zhang, W.; Ishikawa, R.; Haseen, S.; Kroll, P.; Wiehl, L.; Farla, R.; Katsura, T.; Ikuhara, Y.; Riedel,
R. Discovery of Ternary Silicon Titanium Nitride with Spinel-Type Structure. Sci. Rep. 2020, 10 (1), 7372. https://doi.org/10.1038/s41598-020-64101-
5, respectively.
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oxidation state (> III) in nitridometallates. High pressure synthesis afforded Ca4FeN4 which features trigonal planar [FeN3]
5� ions

with low spin Fe(IV) (d4) and antiferromagnetic ordering below 25 K (Fig. 14B). The synthesis employed a precursor mixture Ca3N2

and Fe2N and was performed in a LVP device at 6 GPa and 1473 K. NaN3 was utilized as N-source, with the added benefit that
molten Na metal promoted growth of single crystals.230 In a similar reaction the nitrido perovskite LaReN3 was obtained from
LaN and Re (at 8 GPa and 1273–1473 K).231 This compound is a metal and has a triclinic 2 � 2 � 2 superstructure with respect
to the basic cubic perovskite cell. The low symmetry has been attributed to orbital ordering with strong spin-orbit coupling distor-
tions. LaReN3 is a metal and can be topotactically reduced above 773 K to layered tetragonal LaReN2.

4.12.2.3.2 Compounds with N2 species: diazenides (N2)
2� vs pernitrides (N2)

4�

Nitrogen-rich compounds containing N2 species are divided into diazenides (N atoms are linked by a double bond, (N2)
2�) and

pernitrides (N atoms are linked by a single bond, (N2)
4�). These N2 species can be distinguished by their characteristic interatomic

distance and associated vibron frequency which can be monitored by Raman spectroscopy: the NeN distance is about 1.4 Å in the
pernitride species (800 cm�1) and in the range 1.2–1.3 Å (1300–1550 cm�1) for the diazenide ones (the corresponding values for
neutral dinitrogen are 1.1 Å and 2400 cm�1).

4.12.2.3.2.1 Diazenides
Diazenides were first obtained for Sr and Ba when subjecting the metals to N2 pressures of 5.5 kbar in an autoclave.232 Their crystal
structures relate to the corresponding alkaline earth metal acetylide carbides, AeC2. Recently it was shown that AeN2 (Ae ¼ Ca–Ba)
can be conveniently obtained by controlled decomposition of the corresponding azides Ae(N3)2 at gigapascal pressures (12, 9,
3 GPa at 1073, 823, 723 K for Ae ¼ Ca, Sr, Ba) in a LVP device.233 Further examples include Li2N2 (obtained from the decompo-
sition of LiN3 at 9 GPa and 750 K)234 and ternary, metallic, Li2Ca3(N2)3, which was synthesized frommixtures of LiN3 and Ca(N3)2
at 9 GPa and 973 K.235 Interestingly, Li2N2 was also observed when laser heating amixture of Li(Li3N) and N2 in a LH-DAC between
25 and 74 GPa.236 However, in this case Li2N2 crystallizes in a Cmcm structure with differently aligned N2 dumbbells and represents
a high pressure polymorph. Moreover, in the same experiment LiN2 (with N2

�) was identified above 10 GPa and appears to be the
thermodynamically stable compound in the LieN system between 9 and 45 GPa. LiN2 crystallizes in the hexagonal NiAs structure
with Li on the position of Ni and the center of gravity of the N2 dumbbell corresponding to As. The laser-heating initiated decom-
position of NaN3 at 4 GPa yielded NaN2 which is isostructural to tetragonal FeSi2 (P4/mmm).237 At higher pressures (around
30 GPa) Na3(N2)4 with obviously a non-integer formal charge (�0.75) on the N2 units was obtained. The structure of this

Fig. 14 (A) Cubic structure of T3N4 (T ¼ Ti, Zr, Hf). M atoms (green) are coordinated by 8 N atoms (blue) in a triangle dodecahedral (disphenoidal)
fashion. These polyhedra are connected via common edges and faces to 8 neighboring ones. (B) Orthorhombic structure of Ca4FeN4 (Ibca) exhibiting
trigonal planar FeN3

5� complexes and isolated nitride N3� ions. Ca, Fe, and N atoms are represented in golden, green and blue, respectively.
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compound relates to the a-ThSi2 structure type (I41/amd). Na3(N2)4 decomposes to NaN2 upon pressure release, at around 7 GPa,
and NaN2 decomposes into the elements below 3 GPa.

4.12.2.3.2.2 Pernitrides
The discovery of Pt nitride, the first noble metal nitride, received a lot of attention. Its synthesis was achieved in a LH-DAC at about
50 GPa and 2000 K using elemental N2 as (reactive) PTM.238 The compound was initially believed to be a mononitride, but later
identified as pernitride PtN2 with the cubic pyrite structure and Pt in the oxidation state IV. With similar conditions also IrN2, which
adopts the monoclinic arsenopyrite structure, was synthesized. Both pernitrides are recoverable to ambient conditions. The meta-
stable behavior in conjunction with interesting materials properties, such as outstanding hardness, fueled a systematic investigation
of transition metal pernitrides. Today about a dozen representatives are known, in particular for all elements from groups 8, 9, 10 as
well as for the early transition metals Ti and Cr and the late transition metal Cu.239–248 Their structures distribute over 6 different
structure types: pyrite (PtN2, PdN2) arsenopyrite (IrN2, RhN2-I), marcasite (FeN2, CoN2, NiN2, RuN2, RhN2-II, OsN2), CuAl2 (TiN2),
anti-NiAs (CrN2), as well as NiAs (CuN2) (Fig. 15). Some of them are polymorphic. For example, LH-DAC synthesis of RhN2 from
the elements at 43 GPa produced marcasite, whereas using an SSP yielded the arsenopyrite structure at somewhat milder conditions
(39 GPa, 1600 K).249 Both structures are closely related.250 The first row transition metals pernitrides from FeN2 to CuN2 should be
rather considered as diazenides, (N2)

2�, because of the otherwise unrealistically high oxidation state of the transition metal. As
a matter of fact it has been suggested that Cu in CuN2 corresponds to Cuþ (d10) (balanced by N2

�), making it isoelectronic to
LiN2.

248 As LiN2 (see above), CuN2 adopts the NiAs structure with Cu in an undistorted octahedral environment of 6 N2 units.
In this context it is interesting to note that marcasite NiN2 transforms upon pressure release at around 4 GPa into a tetragonal,
layered structured, polymorph with diazenide moieties.251 CrN2 crystallizes with an anti-NiAs structure in which N2 moieties
are aligned one-dimensionally along the hexagonal c direction.247 The pressure range for the synthesis of transition metal perni-
trides ranges from just above 30 GPa (Co, Ru) to about 70 GPa (Ti, Cr, Fe). Most pernitrides are recoverable to ambient pressure
with the exception of PdN2, NiN2, CoN2 and CuN2.

To conclude pernitrides, we discuss peculiar ReN2 which actually corresponds to Re2(N2)
4�(N3�)2 containing both nitride and

pernitride units and Re in the oxidation state V (Fig. 16).252 ReN2 can be obtained by reacting Re and N2 in a LH-DAC above
40 GPa, but has been also synthesized in a LVP at 33 GPa and 2273 K (i.e., at the limit of conventional LVP pressure capability)
and using NH4N3 as N-source. The material has been described as an ultra-incompressible and very hard metal. Finally, a pernitride

Fig. 15 Structure types adopted by transition metal TN2 compounds. (A) Hexagonal anti-NiAs (CrN2), (B) tetragonal CuAl2 (TiN2), (C) orthorhombic
marcasite (FeN2, CoN2, NiN2, RuN2, RhN2-II, OsN2), (D) hexagonal NiAs (CuN2), (E) monoclinic arsenopyrite (IrN2, RhN2-I), and (F) cubic pyrite
(PtN2, PdN2). T and N atoms are depicted in green and blue, respectively. N dimer units are connected by light orange bonds.
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was also reported for Si. As previously mentioned (Section 4.12.2.3.1.2), LH-DAC synthesis experiments yielded spinel g-Si3N4

above 15 GPa. When increasing pressures above 60 GPa SiN2 with the pyrite structure forms.253

4.12.2.3.3 Unsaturated moieties as precursors for carbon and nitrogen based materials
A lot of recent synthesis activities into new carbon and nitrogen based materials can be attributed to the idea of achieving pressure-
induced oligo- or polymerization (PIP) of triple-bonded moieties isoelectronic to N2 (as occurring in precursors containing, e.g.,
acetylide carbide C2

2� or cyanide CN� ions), or double-bonded moieties isoelectronic to CO2 (as occurring in precursors contain-
ing, e.g., BN2

3�, CN2
2�, or C3

4� ions), see Fig. 17.254 The idea is fueled by the large negative reaction volumes. Yet the energetics for
PIP may be unfavorable when considering the relative strength of s and p contributions to bonding between the 2nd period low Z
elements. Also, PIP will result in negatively charged (polyanionic) low Z substructures, which need to be stabilized by electrostatic
interactions from the environment of countercations.

4.12.2.3.3.1 Carbon and carbide materials
PIP is well established for neutral unsaturated hydrocarbon molecules, such as acetylene, which can react at pairs of carbons to form
well-known ordered, linear polymers such as crystalline polyethylene. At the same time there is a strong tendency to form extended
amorphous carbon networks which are challenging to characterize.255 This is especially the case with aromatic molecules/precur-
sors. Therefore it came as a surprise when Fitzgibbons et al. reported the pressure (or possibly rather stress) induced conversion of
benzene to 1D nanothreads composed of sp3 carbon and terminated by H.256,257 This conversion occurs at 20–23 GPa and at room
temperature. Polymerized benzene samples are recoverable to ambient pressure and can be produced in macroscopic quantities
using LVPs. The nanothreads have a length of >100 nm and assemble as crystalline packings from which they can be exfoliated.
They display extraordinary strength and stiffness.258 Recently PIP of highly oriented p-stacked co-crystals of arenes and perfluoroar-
ene resulted in a more systematic approach to thread-like columnar hydro(fluoro)carbons.259

A range of acetylide carbides, such as Li2C2, CaC2, BaC2, for which theory predicted various polycarbide phases (with supercon-
ducting properties) from PIP, were investigated.260,261 Room temperature compression would typically yield high pressure phases
of the acetylides based on closer packings of dumbbell anions and cations, and eventually lead to amorphization above �25 GPa.
This also holds for NaC2H containing C2H

� ions, for which, however, the amorphization pressure appears to be substantially lower
(at around 15 GPa).262 An exception is ThC2 for which dimerization to tetrameric, trans-butadiene shaped, moieties was observed
during a crystal-crystal transition at around 10 GPa.263 The pressure induced amorphized products of CaC2, Li2C2, and NaC2H were
recovered.264,265 Their hydrolysis products, analyzed by GC–MS, showed the presence of a wider range of hydrocarbon molecules,
including benzene, which proved the occurrence of PIP. Li2C2 and reaction mixtures CaeC were also subjected to LH-DAC exper-
iments which produced the new carbide phases Ca2C3 (an allylenide carbide with linear C3

4� ions, at 17 GPa), Ca2C (with a “quasi-

Fig. 16 Fragments of the crystal structure of Re2(N2)(N)2 (P21/c), Re atomsdgrey, N1 atomsdblue, N2 atomsdred. Upper row: Projection of the
crystal structure along the b-axis and connection of ReN7 polyhedra with each other. Lower row: ReN7 coordination polyhedra and coordination of
N2 atoms and N1–N1 dumbbells. Figure taken from reference Bykov, M.; Chariton, S.; Fei, H.; Fedotenko, T.; Aprilis, G.; Ponomareva, A. V.; Tasnádi,
F.; Abrikosov, I. A.; Merle, B.; Feldner, P.; Vogel, S.; Schnick, W.; Prakapenka, V. B.; Greenberg, E.; Hanfland, M.; Pakhomova, A.; Liermann, H.-P.;
Katsura, T.; Dubrovinskaia, N.; Dubrovinsky, L. High-Pressure Synthesis of Ultraincompressible Hard Rhenium Nitride Pernitride Re2(N2)(N)2 Stable
at Ambient Conditions. Nat. Commun. 2019, 10 (1), 2994. https://doi.org/10.1038/s41467-019-10995-3.
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2D-metal” structure, at 22 GPa),266 LiC2 (a completely intercalated graphite with the AlB2 structure, at 23 GPa), and Li3C4 with
a polyazinide structure (at 37 GPa).267

4.12.2.3.3.2 CeN materials
CeNmaterials have attracted great interest ever since the prediction of super hard c-C3N4 with sp3 bonded C and N from high pres-
sure synthesis.268 Despite many efforts and using a wide range of molecular and polymeric CeN precursors, the formation of this
material remains elusive.269 However, a number of interesting and important discoveries have been made. Using dicyandiamide,
C2N4H4, as a precursor produced at 27 GPa and above 443 K crystalline carbon nitride dimide, C2N2(NH), with all tetrahedral
coordination of C and N in a defect wurtzite structure.270 Using layered polytriazine imide, C6N9H3, resulted in a family of
pillared-layered solids,271 whereas laser heating of layered “graphitic” g-C3N4 compressed to 40 GPa produced open framework
CeN structures with mixed sp2 and sp3 environments.272 Tetracyanomethane, C(CN)4, has been only investigated by room temper-
ature compression, during which it transforms above 7 GPa into a disordered network which is recoverable to ambient pressure.273

Lastly, analogous to the PIP of benzene, carbon nitride derived nanothreads were obtained from pyridine when pressurizing to
23 GPa at room temperature.274 Molecular precursors toward modified CeN materials include phosphorus tricyanide, P(CN)3.
Its polymerization at 12 GPa and 1273 K in a LVP device resulted in a ambient pressure recoverable sp2 s-triazin network C3N3P
in which P substitutes the bridging N atoms in layered g-C3N4.

275 Glassy C3N3P is a semiconductor with a considerably higher hard-
ness and thermal stability compared to g-C3N4. Salt like precursors, such as cyanides or cyanamides, undergo pressure induced
amorphizations in a similar pressure range as acetylides when compressing at room temperature. The amorphous phases are recov-
erable to ambient conditions. They exhibit a broad and strong Raman band at around 1550 cm�1, which indicates the presence of
sp2 hybridized CeN bonds and a layer-structured arrangement.276,277

4.12.2.3.3.3 Nitrogen and nitride materials
Turning to nitrogen materials, the synthesis of crystalline polymeric “cubic-gauge” nitrogen, cg-N, from molecular nitrogen was
achieved at temperatures above 2000 K and pressures above 110 GPa using a laser-heated diamond cell and reported in
2004.278 Cg-N attains a structure of three-bonded N and bond lengths are the same for all pairs of atoms, 1.35 Å at 115 GPa.
Cg-N is metastable down to about 42 GPa below which dissociation occurs into a molecular nitrogen. An allotrope isostructural
to orthorhombic black P was recently obtained at 140 GPa after laser heating and corresponds to the structure of rhombohedral
black phosphorus.279 In contrast with the 3D structure of cg-N, 3-bonded N atoms are arranged in corrugated hexagon layers
(armchair conformation), attaining a similar bond length as in cg-N. Several strategies have been discussed to recover polymeric

Fig. 17 Examples of unsaturated species prone to undergo PIP (left) and observed and computationally predicted polymeric species (right).
Nanothread figure adapted from reference Fitzgibbons, T. C.; Guthrie, M.; Xu, E.; Crespi, V. H.; Davidowski, S. K.; Cody, G. D.; Alem, N.; Badding, J.
V. Benzene-Derived Carbon Nanothreads. Nat. Mater. 2015, 14 (1), 43–47. https://doi.org/10.1038/nmat4088.
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nitrogen to ambient pressure. From computations it was suggested that a composite with the noble gas He, HeN4, is stable (with
respect to decomposition into elements) down to 8.5 GPa. In the proposed tetragonal structure of the composite phase N forms
a 3D framework (built of 3-bonded N atoms), which is isostructural to the Si framework in LiSi (built of 3b Si� moieties).280

A range of metal polynitride compounds have been prepared by LH-DAC synthesis using nitrogen as reactive PTM. The proce-
dure is analogous to the synthesis of polyhydrides/hydrogen-rich hydrides, and polynitrides are on a similar trajectory in producing
astonishing novel compounds. In contrast with polycarbides, polynitrides are more prone to form crystalline products which allow
for unambiguous structure characterization. MgN4 and Mg2N4 were obtained simultaneously when reacting Mg and N2 above
53 GPa and 1773 K.281 Orthorhombic MgN4 (Ibam) features N4

2� polyanions with a 1D chain structure that resembles isolectronic
polythiazyl [(SN)x] (Fig. 18A). Mg2N4 constitutes tetrameric N4

4� entities which can be regarded as cis (2-)NeN]NeN(2-), which is
isoelectronic to (cis)N2F2. Mg2N4 undergoes a phase transition upon decompression and is recoverable to ambient pressure as low
pressure polymorph a-Mg2N4 phase (MgN4 is not). Similarly, BeN4 was obtained at 84 GPa and 1973 K. This compound features
also 1D polythiazyl-like N-chains but crystallizes in the triclinic structure of FeN4 (described below).282 BeN4 undergoes a phase
transition to a layered van der Waals bonded polymorph upon decompression. The low pressure polymorph decomposes slowly
to a-Be3N2 and N2 at ambient pressure.

Laser heating of CsN3 in an N2 environment at 60 GPa produced CsN5 featuring the N5
� pentazolate ion.283 Upon pressure

release CsN5 decomposes below 18 GPa. Further, the pentazolates LiN5 and NaN5 were prepared at pressures above 45 GPa
(Fig. 18B).284,285 In contrast with NaN5 and CsN5, LiN5 can be recovered as a metastable phase to ambient pressure. Yet the detailed
characterization of its crystal structure is still outstanding. Cyclo N5

�, which is the N-analogue of the aromatic cyclopentadienyl
(C5H5)

� anion, has been a long sought-after and elusive species. Interestingly, coinciding with the high pressure synthesis of pen-
tazolates organic chemists succeeded with the (ambient pressure) bulk synthesis of N5

� via selective CeN bond cleavage in multi-
substituted arylpentazole by oxidative dearylation.286 Accordingly, the ligand behavior of N5

� towardmetals could bemore broadly
explored which even enabled the preparation of Na pentazolate in an open framework zeolitic architecture.287

Nitrides of transition metals were extended from pernitrides (which typically form below 100 GPa, see above) to polynitrides
when performing LH-DAC experiments above 100 GPa. The 1D chain of the polyanionic N4

2� moiety present in MgN4 appears as
a recurring theme also for transition metal polynitrides. In ReN8 � xN2 these trans-1,4 N chains run along the [100] direction in the
orthorhombic structure and are mutually tilted by 45 degrees (Fig. 18C). Re(IV) is coordinated as in spirocycles by N atoms from 4
chains.288 The intersecting perpendicular planes of Re and N atoms give rise to square channels along the chain direction. The

Fig. 18 Crystal structures of the polynitride compounds MgN4 (A), LiN5 (B), ReN8 � xN2 (C), and FeN4 (D). Li, Mgdgolden, Tdgreen, Ndblue.
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channels host extra molecular N2. ReN8 � xN2 was synthesized at 105 and 121 GPa using laser heating to 2300–2700 K. The
amount of extra N2 depends on the synthesis pressure. Below 90 GPa ReN8 � xN2 crystals deteriorate, which may relate to a release
of included N2, and the compound is not recoverable to ambient pressure. Non-recoverable open metal-polynitride frameworks
were also obtained for W, Hf, and Os using similar synthesis conditions as for ReN8 � xN2.

289 W(IV)N8 � N2 is isostructural to
ReN8 � xN2. Os5N28 � 3 N2 and Hf4N20 � N2 can be expressed as Os(IV)5(N4

2�)4(N2
2�)6 � 3 N2 and

Hf(IV)4(N4
2�)4(N2

2�)(N3�)2 � N2, respectively. Their metal-N frameworks contain in addition to the N4
2� chain diazenide and

nitride species. In contrast, the 3d metal Fe produces FeN4 at 106 GPa. In the triclinic structure Fe(II) is octahedrally coordinated
by 4 N atoms from two parallel running N4

2� chains, and 2 N from perpendicular ones (Fig. 18D). The FeN4 structure is consid-
erably more compact than the MgN4 one. In the latter Mg is coordinated by 8 N atoms from 4 different chains. FeN4 can be decom-
pressed down to 23 GPa.290. R-3m-structured WN6 was obtained at 126–165 GPa after laser heating to 3500 K.291 In contrast with
W(IV)N8 � N2 the oxidation state of W is VI in WN6 and nominally singly charged (2-bonded) N ions form armchair-like hexazine
(N6) rings. The calculated NeN bond length is 1.46 Å at ambient pressure and 1.39 Å at 130 GPa, which compares well with singly
bonded pernitride N2

4� species. Below 69 GPaWN6 decomposes into W(IV)N8 � N2 and cg-N. Another interesting transition metal
polynitride is orthorhombic (Fdd2) TaN5 featuring branched all-single bonded N chains.292 This compound was formed at around
100 GPa and 2200 K as a mixture with TaN4. TaN4 is built of tetrameric N units.

4.12.2.4 Oxides

Oxide compounds are certainly very diverse, ranging from apparently simple molecular non-metal oxides to complex structured
multinary metal oxides with a broad range of compositions, chemical and physical properties. Aims of high pressure chemistry
include new polymeric low Z materials from PIP of molecular nonmetal oxides and locking unusual oxidation states or coordina-
tion environment in metal oxides into dense phases that are metastable upon recovery to ambient pressure. Because of their high
relevance to Earth sciences, the high pressure synthesis of metal oxides and investigations into the phase stability of metal oxides at
HPHT conditions has a long tradition.

High pressure reactions typically employ component (binary) oxides as precursors.293 Sometimes (e.g., if high oxidation states
are aspired) reactions are performed in the presence of oxidants, which may be peroxides, chlorates, or perchlorates.294 Peroxides
are also called “self-oxidizers” since the metal constituent will be participating in the reaction.295 Chlorates and perchlorates would
decompose into inert chlorides. Note that oxygen gas loading of DACs is rarely performed so that LH-DAC investigations also
would employ solid oxidants, if desired.

4.12.2.4.1 Non-metal oxides
CO and CO2 are low Z molecules with multiple bonded atoms and thus expected to undergo PIP. CO is isoelectronic to dinitrogen
but much more reactive due to its polarity. In room temperature DAC investigations PIP into a black solid phase I is already
observed at around 5.5 GPa and at room temperature.296 This phase is succeeded by a translucent phase II at 7.8 GPa and a trans-
parent phase III above 50 GPa.297 Phases I and II were also prepared in an LVP device utilizing liquid COwhich was loaded at liquid
N2 temperature.297 The polymeric forms of CO (pCO) are afforded as amorphous materials and their characterization is chal-
lenging, not at least because of their high photosensitivity. It is thought that the polymerization occurs stepwise, with phase I pos-
sessing a low-density chain or a 2D conjugated ladder structure.298 Translucent phase II corresponds to a high-density 3D network
whereas transparent phase III adopts a 2D layer structure that metallizes above 150 GPa. The latter trend would mirror that of dini-
trogen where cg-N obtained at 118 GPa possesses a (crystalline) 3D structure which at high pressures turns into the more compress-
ible black phosphorus 2D layer structure.278,279 Similar to N2, nonpolar CO2 is very resistant to PIP. Compression to above 40 GPa
and heating to moderate temperatures (around 673 K) produces amorphous carbonia glass containing carbon that is 3- and 4-
coordinated by oxygen.299 Upon (laser)heating to between 1500 and 3000 K the crystalline polymeric phase V is obtained (phases
II–IV are denser molecular forms).300 The crystal structure of phase V corresponds to a 3D network of corner sharing CO4 tetrahedra
and resembles that of tetragonal b-cristobalite (Fig. 19A).302 Phase V is stable over a wide p,T range (up to at least 120 GPa and
2700 K) and can be retained down to 8 GPa, where dissociation into molecular phase I takes place303 (note that polymeric cg-N
can only be retained down to 42 GPa).

Remarkably, molecular CO2 and polymeric SiO2 (in the form of porous silicalite) react when pressurizing modestly to 16–
22 GPa and heating at 600–900 K.304 The so-obtained silicon carbonate phase cannot be retained at ambient pressure. The possi-
bility of carbon dioxide reacting with dense silica and forming a solid solution at similar pressures and higher temperatures (above
2000 K) by laser heating has, however, been ruled out by direct characterization of the thermodynamically stable phases of CO2 and
SiO2 at those p,T conditions.305,306 This characterization revealed at the same time a remarkable reactivity of CO2 and carbonates at
HPHT to oxidize the 5d transition metals W, Re, Pt, and Au.306,307

Dense forms of silica containing SiO6 octahedra are stable at pressures above �9 GPa. Stishovite with the rutile structure is the
lowest pressure polymorph of this type (Fig. 20A). The pressure induced transition from tetrahedrally to octahedrally coordinated Si
in silica is well studied. An analogous transition has been expected for the heavier homologue SiS2 but not been observed until
recently. At room temperature SiS2 transforms sluggishly in the pressure range 15–22 GPa into a polymorph with the CdI2 structure
in which SiS6 octahedra form 2D layers (Fig. 20B).308 CdI2-type SiS2 is stable up to at least 65 GPa and Raman spectroscopy indi-
cates a band gap closure at about 57 GPa. In contrast with rutile SiO2, CdI2-type SiS2 cannot be retained at ambient pressure. It can
also be synthesized directly from the elements in a DAC at 7.5–9 GPa upon laser heating (1300–1700 K).309 The quartz homeotype
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AlPO4 undergoes a two-stage transition toward six-coordination of cations, first assuming an octahedral coordination for Al at
around 14 GPa by adopting the CrVO4 structure type (Fig. 20C), and then transforming at above 50 GPa to the CaCl2-type in which
also P attains an octahedral coordination by O (Fig. 20D).310 Both transitions are kinetically hindered and were initiated by laser
heating. The CaCl2 structure is very similar to rutile and is also known for SiO2 as a post-stishovite phase.

311 The sixfold coordina-
tion of P by O is extremely rare.

The hypervalent (molecular) oxides P2O5 and SO2 also possess double bonds and thus are expected to undergo PIP. However,
they have been rarely studied because of their extreme hygroscopicity.312 P2O5 has been predicted to convert to dense forms with 5-
and 6-coordinated P at 20–30 GPa.313 SO2 has been investigated in room and low temperature (77–210 K) DAC experiments using

Fig. 19 (A) Crystal structure of polymeric CO2 (CO2-V, b-crystobalite). (B) Fragment of polymeric SO2 according to ab initio molecular dynamics
simulations (Ref. 301). Cdlight grey, Sdyellow, Odred.

Fig. 20 (A) Stishovite SiO2 with octahedrally coordinated Si (rutile structure). (B) High pressure form of SiS2 with octahedrally coordinated Si (CdI2
structure). High pressure forms of AlPO4 with octahedrally coordinated Al (CrVO4 structure) (C) and with both Al and P octahedrally coordinated
(CaCl2 structure) (D). Al, Sidlight grey, Pdplum, Odred, Sdyellow.
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Raman and synchrotron X-ray diffraction.301 SO2 undergoes first a crystalline to amorphous molecular transition in the pressure
range 5–10 GPa, and then transforms to a polymeric amorphous form at around 26 GPa (polyamorphism). The transition between
the amorphous forms is reversible. FromMD simulations it is suggested that the amorphous polysulfite corresponds to intertwined
chains in which S is 3-coordinated by O atoms (Fig. 19B).

4.12.2.4.2 Binary metal oxides
First-row transitionmetal monoxides constitute a well studied class of materials. Due to their many interesting properties they repre-
sent functional materials in catalysis, magnetic and optoelectronic applications, as well as gas-sensing. The interplay between the
energetically close lying wurtzite (tetrahedrally coordinated M) and rocksalt (octahedrally coordinated M) forms is an important
feature as it allows altering the properties. Earlier transition metal oxides (e.g., CoO) adopt the rocksalt structure and the metastable
wurtzite formmay be obtained under hydrothermal synthesis conditions.314 ZnO has a wurtzite ground state structure. At pressures
above 6 GPa rocksalt ZnO is the stable polymorph, which, however, persistently reverts to the wurtzite form upon pressure
release.315 Recoverable, ambient pressure metastable rs-ZnO was obtained when employing as precursor w-ZnO nanocrystals
with sizes below 45 nm and a narrow size distribution. Quantitative conversion was achieved in a LVP device at 7.7 GPa and
low enough temperatures (773–823 K) for not coarsening the precursor crystals.316 The finding relates closely to the earlier
described synthesis of recoverable rs-AlN from w-AlN nanopowders (Section 4.12.2.3.1.2).200 It exploits the particle size-
dependence of the kinetic barrier for reversal and underlines the significance of precursor strategies in high pressure chemistry.

Turning to metal sesquioxides, M2O3, the rhombohedral corundum structure (e.g., for Al2O3, Cr2O3, Mn2O3, Fe2O3) and cubic
bixbyite structure (e.g., for RE2O3) are most prolific. Also these oxides have a range of interesting properties and display complex p,T
phase diagrams. In2O3 is a transparent conducting oxide and, similar to ZnO, an interesting material in optoelectronic applications.
The ambient form is cubic bixbyite phase. Two quenchable high pressure polymorphs were synthesized using LVP devices. Using the
bixbyite as precursor, corundum-In2O3 was produced at 12 GPa and 1650 K 317,318 whereas an orthorhombic form with the Rh2O3-
II structure was obtained when treating the corundum phase at 8–9 GPa and 873–1373 K.319

Mn2O3 is a rare example of a binary oxide that can adopt a complex distorted perovskite structure. The perovskite polymorph (z-
Mn2O3) was obtained when heating bixbyite structured Mn2O3 at pressures above 20 GPa to between 900 and 1300 K.320 Lower
pressures would produce corundum structured Mn2O3, and at higher temperatures decomposition to Mn3O4 occurs. Both
corundum and perovskite structured Mn2O3 are quenchable to ambient pressure. The triclinic structure of z-Mn2O3 displays heavily
tilted MnO6 octahedra and corresponds to a 4 � 4 � 4 supercell of the simple cubic perovskite ABO3 (Fig. 21). In perovskites, typi-
cally the B-cation is small and highly charged whereas the A-cation is large and possesses a lower charge. In peculiar binary perov-
skites both A and B-type cations correspond to the same element but in different oxidation states. From EELS spectroscopy it was
revealed that the charge separation of Mn in z-Mn2O3 should be according to Mn(II)Mn(III)3[(Mn(III)0.75/Mn(IV)0.25)4O12]. The
binary oxide perovskite is also realized for Fe2O3 and obtained when compressing corundum structured hematite at room temper-
ature to 54 GPa.321 The triclinic structure is similar to z-Mn2O3 and develops into a monoclinic structure upon further increase of
pressure (65 GPa). In contrast with z-Mn2O3, z-Fe2O3 is not quenchable to ambient pressure but reverts to hematite.

Dwelling more on Fe oxides, during the years 2011–2016 a surprising homologous series of mixed valence Fe oxides nFeO �m-
Fe2O3 was established (Fig. 22). LH-DAC experiments in the pressure range 10–26 GPa produced about half a dozen of new Fe
oxides, many of them structurally relating to the calcium ferrite family CaFe2þnFe

3þ
2O4þn (with Ca replaced by Fe2þ).321–324

The great majority is quenchable to ambient pressure and Fe4O5 and Fe5O6 were also prepared in a LVP which provided sufficiently
large samples for a detailed characterization of magnetic properties.325,326 It has been argued that high pressures and temperatures
promote mixed-valence state phases for iron oxides.324 This may also hold true for rare earth metal oxides for which mixed-valence
state scenarios M(III)2O3–M(IV)O2 are known, e.g., for M ¼ Ce, Tb.327

Another interesting discovery with respect to Fe oxides was the formation of pyrite type Fe(II)O2 from a-Fe(III)OOH (goethite)
at 92 GPa and 2050 K.328 However, later studies questioned the existence of pyrite FeO2 and instead proposed that also FeOOH is
able to realize the pyrite structure at megabar pressure conditions.329 Related to the cubic pyrite structure is the isomorphous PdF2
structure, which is realized in some high pressure polymorphs of transition metal(IV) dioxides. This was the first time reported for
RuO2 and caused excitement because of the extraordinary hardness of PdF2-type RuO2.

330,331 PdF2-type RuO2 does not contain
O2

2� dumbbell units (as in the pyrite structure) but separated O2� ions which surround octahedrally the transition metal
(Fig. 23). Each corner of an MO6 octahedron is shared with two neighboring ones which creates a very rigid network. Shirako
et al. extended PdF2-type transition metal dioxides for M ¼ Rh, Os, Ir, Pt.332 The newMO2 phases were obtained from transforming
rutile structured RhO2, OsO2, IrO2 and amorphous PtO2 at pressures above 15 GPa (which are still accessible with LVPs) and
temperatures around 1273 K. Later work by Chen et al. suggested that PtO2 rather corresponds to a pyrite (containing O2

2� dumb-
bells).333 As a matter of fact, PtO2may occur in both forms, pyrite Pt(II)O2 and PdF2-type Pt(IV)O2. The reaction conditions applied
by Chen et al. were rather unconventional: the formation of Pt(II)O2 was observed in LH-DAC experiments when either oxidizing Pt
or reducing amorphous PtO2 in a water environment at around 60 GPa and 1800 K (Pt oxidation) or 1300–1500 K (PtO2

reduction).

4.12.2.4.3 Mixed metal (multinary) transition metal oxides
Multinary transition metal oxides in conjunction with active metals A, Ae, RE are an extremely broad area and are distributed over
a variety of prolific and important compound classes. Most notable are perovskites with the general formula ABO3, which are one of
the most adaptive structures in inorganic chemistry. From the ideal primitive cubic SrTiO3 structure with az 4 Å numerous
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subfamilies evolve, such as O-deficient ABO3-d and double (e.g., A2BB’O6, AA’BB’O6), triple (e.g., A2A’B2B’O9), and quadruple
perovskites (e.g., AA0

3B4O12, A2A0A00B4O12), describing various scenarios of cation/charge ordering (Fig. 24 and Fig. 25A).334

Related to perovskites are Ruddlesden-Popper phases (AO)nþ1(BO2)n and the hexagonal BaMnO3-type structure. The ubiquitous
ABO3 composition is also represented in the rhombohedral ilmenite (FeTiO3) and LiNbO3 structures and their variants, whereas
brownmillerite ABO2.5 and pyrochlore A2B2O7 phases possess lower and higher O/M ratios, respectively.

Fig. 21 Top: The crystal structure of z-Mn2O3. The MnB cations are situated in the light green octahedra, MnA’ cations are at the centers of the blue
tetragonal pyramids and octahedra, MnA cations are shown as brown spheres. O atoms are shown as small red spheres. Bottom: The framework of
corner-sharing MnBO6 octahedra demonstrating the in-phase cooperative tilting distortion. The figure is reproduced from reference Ovsyannikov, S.
V.; Abakumov, A. M.; Tsirlin, A. A.; Schnelle, W.; Egoavil, R.; Verbeeck, J.; Van Tendeloo, G.; Glazyrin, K. V.; Hanfland, M.; Dubrovinsky, L.
Perovskite-Like Mn2O3: A Path to New Manganites. Angew. Chem. Int. Ed. 2013, 52 (5), 1494–1498. https://doi.org/10.1002/anie.201208553.

Fig. 22 Homologous series of iron oxides described by the common formula nFeO � mFe2O3. The figure is reproduced from reference Bykova, E.;
Dubrovinsky, L.; Dubrovinskaia, N.; Bykov, M.; McCammon, C.; Ovsyannikov, S. V.; Liermann, H.-P.; Kupenko, I.; Chumakov, A. I.; Rüffer, R.;
Hanfland, M.; Prakapenka, V. Structural Complexity of Simple Fe2O3 at High Pressures and Temperatures. Nat. Commun. 2016, 7 (1), 10661. https://
doi.org/10.1038/ncomms10661.
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Fig. 23 Comparison of the cubic PdF2 (A) and pyrite type structures (Pa-3) (B). Ru, Fedgreen; F, Sdred.

Fig. 24 Connections of BO6 octahedra and fragments of structures with polyhedra for the A and A0 sites in (A) ABO3 simple perovskites and (B)
AA03B4O12 quadruple perovskites. A and A0 sites are shown by spheres. The figure is adapted from reference Belik, A. A. Rise of A-Site Columnar-
Ordered A2A0A00B4O12 Quadruple Perovskites with Intrinsic Triple Order. Dalton Trans. 2018, 47 (10), 3209–3217. https://doi.org/10.1039/
C7DT04490A.

Fig. 25 (A) Crystal structure of the distorted A2BB’O6 double perovskite Mn2MnReO6 (ref. 340). Light and dark green octahedra indicate the
coordination around the B and B’ sites. A atoms are represented as grey spheres. (B) Crystal structure of CaIrO3, also termed “post-perovskite”
structure. Cadgolden, Irdgreen, Odred.
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HPHT reactions have been used since the 1970s as a route to synthesize mixed metal transition metal oxides and numerous
compounds have been reported.293 The research has been essentially driven by the broad range of physical properties associated
with mixed metal transition metal oxides, including ferroelectricity, ion conductivity, magnetism, superconductivity, catalytic
activity. The necessity of detailed property characterization and also the prospect of tapping into technologically useful materials
demands large sample volumes. Therefore, activities have almost exclusively been based on LVPs and utilized a pressure range
1–10 GPa. Although rarely examined, it can be suspected that the majority of recovered products obtained at these pressures are
thermodynamically stable and HPHT conditions merely serve as a means to increase the rate of reactions between binary precursor
oxides. LH-DAC investigations into multinary transition metal oxides using pressures above 20 GPa have been reported only
recently. In the context of this review it is impossible to account for the broad high pressure synthesis activities in this area of mate-
rials, and we restrict ourselves to some representative examples.

To a first approximation the stability of perovskites is determined by the ratio of AeO to BeO bond lengths, expressed as the
Goldschmidt tolerance factor t ¼ (rA þ rB)/O(rB þ rO) where ri are the ionic radii. Materials with 0.85 < t < 1 are usually stable. The
different compressibilities of AeO and BeO bonds enables perovskites with lower (ambient pressure) t to be stabilized at high
pressure and quenched to ambient conditions. As reviewed by Belik and Yi in 2014,335 pressures of about 6 GPa allowed for the
synthesis of a larger number of perovskites with small cations on the A side (A ¼ Sc3þ, In3þ, Mn2þ and B ¼ Al3þ, transition metal
M3þ). For all t is between 0.7 and 0.8. Consequently, they exhibit large structural distortions.

Perovskites with magnetically active A-type cations opened up for new functional materials and are a rapidly developing area.
The A sites can now be an integral part of the electronic system (instead of just contributing to charge balance and the fine-tuning of
BeO interactions), giving rise to intricate properties based on charge, orbital and spin ordering phenomena.336 There is an extended
compound family AMn3Mn4O12 (where A ¼ Na, Ca, Sr, Cd, La, Nd) with mixed valence Mn(III) and Mn(IV) which has been
synthesized from stoichiometric mixtures of A-oxide, Mn2O3 and MnO2 at 4–8 GPa and 1273–1473 K.337 Further, there are
now several perovskites which have exclusively transition metals on the A site, like MnVO3 (GdFeO3 structure, Fig. 24A),338 the
double perovskites (A2BB’O6) Mn2MnReO6 and Mn2FeReO6 (which were produced from the stoichiometric reactions 3
MnO þ ReO3 and 2MnO þ ½ Fe2O3þ½ Re þ ½ ReO3, respectively, at 5 GPa and 1623 K),339,340 Fig. 25A, and the cubic quadruple
perovskites (AA0

3B4O12) MnCu3V4O12 and Cu2þCu2þ3V
4þ

4O12 (Im-3), cf. Fig. 24B.341,342 MnCu3V4O12 was prepared at 12 GPa
and 1373 K according to MnO þ 3 CuO þ 4 VO2, and CuCu3V4O12 at 15 GPa and 1423 K from a binary mixture 4 CuO þ 4
VO2 (lower pressures, around 6 GPa, yield CuVO3 with the ilmenite structure343). In the quadruple perovskite structure A cations
are coordinated by 12 O2� ions in an icosahedral fashion. The small sized Cu2þ ions appear loosely coordinated and undergo
rattling, as concluded from heat capacity measrurements.342 Lastly, also earlier mentioned Mn2O3 can be regarded as exotic binary
representative of quadruple perovskites AA’3B4O12 when considering charge separation (cf. Fig. 21).320

ScFeO3 adopts a “non-perovskite” (bixbyite) structure at ambient conditions which is attributed to the small size of Sc3þ as A
component. Kawamoto et al. showed in a LVP in-situ diffraction experiment that bixbyite ScFeO3 transforms at 15 GPa and temper-
atures above 1073 K to an orthorhombic perovskite which, however, is not quenchable but converts to the LiNbO3 structure upon
pressure release.344 ScFeO3 with the polar LiNbO3 structure (R3c) is a weak ferromagnet with TN ¼ 545 K. In some cases the perov-
skite structure can be retained at ambient pressure despite a large size mismatch. For example, high pressure synthesis afforded stoi-
chiometric NaWO3 and KWO3 from A2WO4/WO2/WO3 (A ¼ Na, K) mixtures at pressures between 5 and 8 GPa and heating at
1273 K (Na) and 1973 K (K).345,346 Using high pressure techniques alkali metal evaporation during synthesis can be avoided, which
is crucial for obtaining completely filled tungsten bronze oxides. NaWO3 crystallizes with a 2 � 2 � 2 superstructure of the simple
cubic perovskite which is related to the quadruple perovskite (AA’3B4O12) structure (cf. Fig. 24B) but displays different octahedral
rotations.345 KWO3 adopts the simple cubic perovskite structure (cf. Fig. 24A) although the tolerance factor is extremely high,
t ¼ 1.06, meaning that the potassium is too large.346

An interesting series of perovskites constitute Bi3þ as A cation andM3þ ¼ Sc, Cr, Mn, Fe, Co, Ni as B cations.347–349 The lone pair
of Bi3þ bears the potential for polar distortion and (anti)ferroelectric behavior of these compounds. Simultaneously, electronic
spins on the M3þ ions may couple magnetically giving rise to magneto-electronic properties. BiMO3 perovskites display different
structural distortions of the perovskite structure and all of them, apart from BiFeO3, were prepared by high pressure synthesis in LVP
devices at around 6 GPa from mixtures of Bi2O3 and M2O3 (or M) and sometimes in the presence of an oxygen source (KClO4,
KClO3). Recently also BiVO3 has been added to this series. This compound was obtained from reacting elemental Bi with V2O5

in a DAC at 25 GPa and laser heating to 1500 K, which represent considerably harsher conditions compared to the preparation
of the other members.350 BiVO3 is quenchable to ambient pressure and in contrast to the other BiMO3members it attains the simple
undistorted cubic perovskite structure. Computations predict the unusual combination of antiferromagnetic and metallic proper-
ties, which makes this compound a likely target for further investigations. Although the synthesis pressure is rather high, for detailed
structure and physical property characterization it would be important to also achieve the preparation of BiVO3 in a LVP device and,
moreover, considering the stoichiometric reaction Bi2O3 þ V2O3 ¼ 2 BiVO3 in order to minimize the propensity for side reactions.

Like Bi, also Pb affords a small sized A cation, and both may occur in two different oxidation states, Pb2þ/Pb4þ, Bi3þ/Bi5þ. For
example, triclinic BiNiO3 actually corresponds to charge separated Bi(III)0.5Bi(V)0.5Ni(II)O3 and undergoes reversible intermetallic
charge transfer to Bi3þNi3þO3 at 3.5 GPa in room temperature compression experiments. The pressure-induced charge transfer is
accompanied with a structural change to the orthorhombic GdFeO3-type.

351,352 Similarly, PbCoO3 which was obtained from
LVP synthesis by reacting a mixture of PbO þ 2 PbO2 þ Co3O4 at 12 GPa and 1373–1473 K, represents a charge ordered quadruple
perovskite AA0

3B2B02O12, which undergoes pressure-induced spin state transitions and intermetallic charge transfer.353
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Generally the B site in perovskites allows transition metals to attain high oxidation states, e.g., Cu(III) in LaCuO3, or Fe(IV) in
AeFeO3 (Ae ¼ Ca, Sr, Ba). HPHT reactions in the presence of an oxidizing agent can considerably enhance the ability to tap into
compounds with unusual oxidation states. Prominent examples include the synthesis of NaOsO3 at 6 GPa and 1473–1973 K
from OsO2 and Na2O2, using Na2O2 as self-oxidizing agent.354 NaOsO3 adopts an orthorhombic perovskite structure related to
the GdFeO3-type. The octahedral environment of 5d3 Os(V) implies a half filled t2g band. NaOsO3 undergoes a continuous
metal-insulator-transition with magnetic ordering at 410 K. Reaction mixtures Li2O/OsO2/LiClO4 treated at 6 GPa and 1473 K
yielded LiOsO3 with the LiNbO3 structure, which displays a ferroelectric-like R-3c to R3c transition at around 140 K despite being
a metal.355 Highly oxidized cubic perovskite Ba0.5Sr0.5Co0.8Fe0.2O3-d (dz 0.12) was synthesized at 8 GPa and 773 K using NaClO3

or KClO4 as oxidizing agents.
356 NaIrO3 with d4 Ir(V) was obtained at rather moderate pressures, 4.5 GPa, and 1073 K using Na2O2,

Ir and NaClO3 as reactant mixture.357 Note that self-oxidizing Na2O2 oxidizes Ir from the metal to the pentavalent state. NaIrO3

adopts the orthorhombic CaIrO3 structure, which is also called post perovskite (Fig. 25B). In contrast with perovskite structures
IrO6 octahedra are arrangend into layers in which they are connected via both shared corners and edges. The AeCoO3 (Ae ¼ Ca,
Sr) perovskites with Co(IV) can be obtained from brownmillerite AeCoO2.5 precursors and KClO4/NaClO3 oxidants at 7–
8 GPa.358–360 SrCoO3 attains the simple cubic perovskite structure whereas CaCoO3 appear to be dimorphic. Low synthesis temper-
atures (at around 750 K) yield the orthorhombic GdFeO3 structure, whereas high temperatures (1500 K) produce the simple cubic
structure. The AeCoO3 phases display interesting magnetic properties. In addition, exceptional oxygen evolution reactivities were
recently reported for the cubic forms.360 Lastly, the superconductor Ba2CuO4-d, dz 0.8, was synthesized at 18 GPa and 1273 K
and employing the oxidant BaO2.

361 Ba2CuO3.2 has a Tc above 70 K which is more than 30 K higher than that of isostructural coun-
terparts based on the K2NiF4-structured La2CuO4 parent cuprate.

4.12.2.5 Exotic halide and noble gas compounds

As described in Sections 4.12.2.2 and 4.12.2.3.3.3, high pressure chemistry in the 70–150 GPa region opened up for previously
unimaginable families of hydride and nitride compounds. In this section we summarize exotic halide and noble gas compounds
from LH-DAC experiments.

4.12.2.5.1 Halides
In 2013 sodium chloride with stoichiometries deviating from archetypal NaCl was reported.362 Computation predicted that at pres-
sures above 20 GPa NaCl3 and at pressures above 70 GPa Na3Cl should represent stable compounds in the NaeCl phase diagram.
Their existence could be subsequently confirmed from LH-DAC experiments loaded with NaCl pellets to which additional Cl2 was
condensed (when targeting NaCl3) or Na added (when targeting Na3Cl). Reactions were initiated at pressures above 60 GPa and
observed at temperatures near and above 2000 K. At formation conditions NaCl3 was obtained as metallic polymorph in a cubic
structure, which upon pressure release transitioned into an insulating orthorhombic form (Pnma) at 54 GPa. Pnma-NaCl3 is iso-
structural to CsI3 and features hypervalent linear Cl3

� ions (Fig. 26A). It can be retained to 18 GPa below which decomposition
into NaCl and Cl2 occurs. Na3Cl was found to exist in the pressure range 27 to 70 GPa. Its structure is tetragonal (P4/mmm) and
corresponds to a layered (.[NaCl][Na2][NaCl][Na2].) superstructure of the CsCl type with both Na and Cl in the eightfold coor-
dination, i.e., Cl@Na8, Na@Na8, Na@(Na4Cl4), Fig. 26B. Interestingly, using another form of extreme conditions, surfaces, Shi
et al. produced (under ambient conditions) Na2Cl and Na3Cl compositions as 2D crystals on reduced graphene oxide membranes
and on surfaces of natural graphite powders from undersaturated salt solutions.363

Fig. 26 (A) Crystal structure of NaCl3 (Pnma) containing linear Cl3� ions. (B) Crystal structure of Na3Cl (P4/mmm), emphasizing the coordination of
Cl (left) and the relation to the CsCl-type structure (right). Nadgolden, Cldbright green.
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The NaeCl study was followed up by a computational prediction of numerous KeCl compounds and the actual synthesis of
KCl3.

364 The formation reaction was initiated at pressures above 20 GPa. As NaCl3, KCl3 is polymorphic. Above 40 GPa a cubic
form isostructural to metallic NaCl3 was obtained, whereas synthesis in the region 20–40 GPa afforded semiconducting trigonal
KCl3 (P-3c1) with discrete Cl3

� ions. Upon pressure release the trigonal phase could be retained to about 10 GPa, below which
a transition occurred to a phase with a yet unknown structure. This phase appeared to be stable down to 2 GPa.

High pressure promotes also the polyhalide chemistry of bromium. In contrast with NaeCl and KeCl, reactions take already
place at room temperature and at considerably lower pressures. It has been speculated that the reaction of monohalides with
halogen to form polyhalide occurs only if the monohalide is present in the B2 (CsCl) structure. For KI, CsBr, CsI and RbI this is
already the case at ambient pressure, whereas the majority of monohalides would undergo a NaCl to CsCl type transition at
high pressures.365 The formation of KBr3 was observed in a DAC loaded with a KBr/Br2 mixture at 2 GPa. Further compression
to about 6 GPa produced monoclinic KBr5 which remained stable up to 24 GPa.365 KBr3 attains the orthorhombic (Pnma) CsI3
structure. KBr5 features a V-shaped Br5

� anion. This geometry is well-known from polyiodide chemistry, e.g., N(CH3)4I5. When laser
heating KBr5 in the pressure range 14–20 GPa it decomposes into trigonal KBr3 and Br2. Upon pressure release at room temperature
KBr5 can be retained down to 5 GPa, and KBr3 is stable to below 1 GPa.

4.12.2.5.2 Noble gas compounds
Among the notoriously non-reactive noble gases Xe actually has a well developed chemistry, comprising several dozens of
compounds in which Xe assumes the oxidation states II, IV, VI, and VIII and of which fluorides and oxides meanwhile are consid-
ered classical.366,367 In contrast, the chemistry of Kr is restricted to the oxidation state II, and Ar compounds are virtually unknown.
From computations it has been predicted that with pressure ArF2 and KrF4 should become stable above 60 and 15 GPa, respec-
tively.368,369 Since chemistry involving fluorine is difficult to perform, there are no experimental results yet to support these predic-
tions. More feasible is the study of reactions between noble gases and oxygen. Gas mixtures with well defined compositions can be
prepared in high pressure vessels and subsequently loaded in DACs.370

The direct reaction between Xe and O2 yielded two new oxides.371 Laser heating mixtures O2/Xe > 50 mol% above 77 GPa
resulted in a single phase product Xe2O5, which was characterized by in-situ powder diffraction, Raman spectroscopy and Xe K-
edge XAS experiments. The tetragonal structure (P4/ncc) was ascertained by theoretical calculations and represents a 3D framework
of corner sharing XeO4 squares (d ¼ 1.98 Å (calculated)), Fig. 27A. Every second Xe atom is bonded to a 5th O atom to form a XeO5

square pyramid (d ¼ 1.83 Å), which results in a unique mixed valance situation Xe(IV)O2Xe(VI)O3. Xe2O5 could be preserved
down to around 30 GPa. At lower pressures the compound amorphizes. Raman spectroscopy indicated that XeeO bonds are
preserved in the amorph. Xe3O2 was observed when laser heating mixtures O2/Xe < 25 mol% at pressures between 90 and
100 GPa. Xe3O2 could only be obtained in the presence of Xe2O5, irrespective of the chosen O2/Xe ratio, which was attributed
to the initial formation of the O2 rich van der Waals compound Xe(O2)2 prior laser heating.

370 The structure of Xe3O2 (tetragonal,
Immm) contains planar chains of XeO4 squares sharing (opposite) edges (composition XeO2) which are arranged as layers in the bc
plane (Fig. 27B). Additional Xednot bonded to Odis intercalated between layers, which again results in a mixed valance situation
Xe(0)2Xe(IV)O2.

Amost notable recent discovery is that of a stable compound of helium and sodium, Na2He.372 Again, similar to the discovery of
NaeCl compounds, initial crystal structure search computations predicted an exothermic formation enthalpy for 2 Na þ He /

Na2He above 160 GPa which was then confirmed in subsequent LH-DAC experiments. He (PTM) was loaded into a DAC contain-
ing thin plates of Na and the mixture was compressed up to 155 GPa. The sample was monitored using synchrotron X-ray diffrac-
tion (XRD), Raman spectroscopy and visual observations. A reaction occurred upon prolonged laser heating at 140 GPa at about

Fig. 27 (A) Crystal structure of tetragonal Xe2O5 constituting square planar XeO4 and square pyramidal XeO5 units. (B) Crystal structure of Xe3O2
constituting chains of square planar XeO4 units and isolated Xe atoms. Xedviolet and light brown, Odred.
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1500 K, close to or above the melting point of He. It is assumed that Na2He has a melting point around 1500 K and crystallizes from
a NaeHe melt. Upon pressure release (at room temperature), Na2He decomposes into its constituents below 113 GPa. The crystal
structure of Na2He corresponds to the simple anti-fluorite structure (Fig. 28A) and its electronic structure to that of a semiconducting
electride involving an electron pair, i.e., Na2He(e2). The electron pair is localized at the octahedral void position of the He fcc close
packing, or alternatively, considering the anti-fluorite structure as a superstructure of the CsCl (B2) structure, Na8 cubes of the
simple cubic arrangement of Na atoms are filled by alternating He and e2 (Fig. 28B). The (calculated) direct band gap of Na2He
exceeds 1.8 eV above 200 GPa.

The reactivity of He at high pressures was further investigated in a theoretical study, which revealed that He has a high propensity
to react with a broad range of ionic compounds at pressures as low as 30 GPa.373 These products are stabilized by long range
Coulomb interactions. In particular, it was predicted that CaF2 (with the fluorite structure) accepts He in octahedral interstices
at pressures above 30 GPa, which yields an analogous arrangement to Na2He(e2). As a general trend, He will be preferably incor-
porated in salts that constitute uneven numbers of cations and anions and possess a larger number of anions than cations.

The formation of noble gas compounds at high pressures has large implications to Earth and planetary sciences as it indicates
that He (and other noble gases) can be stored in the Earth’s lower mantle.374 Particularly it has been stated that Xe is under-
abundant in the atmosphere of the Earth and in order to address the “missing Xe” paradox several theories were launched on
how Xe may have been lost to space or been trapped in the depths of the Earth.374 As described above, pressure increases the reac-
tivity of Xe with respect to oxygen and the stability of Xe oxides. Surprisingly, recent LH-DAC experiments and using synchrotron X-
ray diffraction and Raman spectroscopy showed that Xe also fully reacts with Ni and Fe to form the compounds XeFe3 and XeNi3,
respectively.375 The reaction with Fe required pressures above 200 GPa and 2000 K and resulted in a dimorphic mixture of cubic
Cu3Au and orthorhombic (Pmmn) NbPd3 type phases. XeNi3 forms at lower pressures (above 155 GPa) and temperatures,
1500 K, and was afforded in the orthorhombic CrNi3 structure type, although, depending on heating/temperature quenching condi-
tions, also the Cu3Au formmay be stabilized.376 Both NbPd3 and CrNi3 structures may be considered as fcc based superstructures in
which all atoms attain a 12-fold coordination. On pressure release the XeFe3 phases are stable down to about 120 GPa and XeNi3 to
at least 100 GPa, followed by a decomposition into the elements at lower pressures. Although XeNi3 and XeFe3 form at thermody-
namic conditions relevant to the Earth core, it was deemed an unlikely explanation for the “missing Xe” paradox.375 Nevertheless,
similar to the discovery of Na2He the existence of XeFe3 and XeNi3 is surprising and emphasizes the significance of high pressures to
tap into previously unimaginable compound classes.

4.12.2.6 Multi-anion systems

Multi-anion systems refer to compounds composed of two or more different anion species. Traditionally they derive from oxides in
which substantial concentrations of oxide anions are replaced by other ions, such as in oxynitrides and oxyfluorides. The structures
of multi-anion system often relate to that of parent oxides (e.g., perovskites), but may also reveal decisive variations in the case of
strong anion ordering tendency, which can give rise to new and unusual coordination geometries for the metal atoms. Multi-anion
systems can display unique structural and chemical states and possess a broad spectrum of interesting physical properties with the
possibility of extensive tuning.377,378 Not too surprising, interest in multi-anion systems is rapidly increasing and the number of
representatives has been grown vastly over the past decade. Oxynitrides are certainly most established, whereas others, like transi-
tion metal oxyhydrides, have been discovered more recently, and multi-anion compounds involving mixed molecular and simple
ions are just emerging. Similar to nitrides and oxides, the application of high pressure is an important route to synthesize mixed-
anion systems as it improves the kinetics of solid-solid reactions, prevents reagents from dissociation or evaporation, and stabilizes
dense structures.

Fig. 28 Fluorite-type crystal structure of Na2He. The location of electron pairs is indicated as red circles (right). Nadgolden, Hedviolet.
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4.12.2.6.1 Oxynitrides
4.12.2.6.1.1 Main group oxynitrides
Among the oxynitrides of group 13 elements AlON is a well known ceramic material which combines exceptional mechanical and
optical properties. AlON ceramics adopts the cubic (Fd-3m) spinel structure (g-AlON). Accordingly, the chemical formula is usually
expressed as Al(8þx)/3O4�xNx (accounting for the two boundary compositions Al2O3 and Al3O3N), with x ranging from 0.45 to
0.55.379 The tetrahedral site (8a) is virtually fully occupied, whereas the octahedral one (16d) accommodates a variable concentra-
tion of Al3þ ions. g-AlON is produced by reactive sintering of Al2O3 and AlN at ambient pressure. The synthesis of corresponding
GaON from GaN and Ga2O3 requires high pressures and was achieved in LVP devices at 5 GPa.380,381 The reactivity of monoclinic
b-Ga2O3 appears superior to corundum structured a-Ga2O3, and the optimal synthesis protocol implies heating a b-Ga2O3/GaN
mixture (molar ratio 2:3) to 1523 K, followed by slow cooling to 1073 K and subsequent temperature quenching. From this
protocol GaON is afforded as Ga2.79,0.21O3.05N0.76,0.19 (where , is vacancy), i.e., there are simultaneous Ga3þ (octahedral)
vacancies and anionic vacancies in the GaON spinel structure.382

High pressure synthesis also afforded an oxynitride of boron, B6N4O3 (B2O3 � 4BN, “BON”), when sintering a ball milled
mixture of h-BN and B2O3 (molar ratio 6:1) at 15.6 GPa and 2173 K in a MA-LVP device.383 BON is recoverable and its rhombo-
hedral crystal structure relates closely to the cubic sphalerite structure (which is also the crystal structure of cubic BN), Fig. 29A. With
respect to the sphalerite structure one seventh of the boron atoms are missing. DFT modeling of vacancy distributions revealed
a strong tendency of ordering in BON, where O positions next to B vacancies are preferred over direct BeO contacts. BON is
assumed to possess the highest bulk modulus among all oxynitrides.

Moving to group 14, the oxynitrides Si2N2O and Ge2N2O have been known for more than 50 years.384 They can be prepared by
nitriding silicon/silica mixtures at 1723 K and ammonolysis of GeO2 above 1123 K, respectively. In the orthorhombic crystal struc-
ture Si and Ge atoms are tetrahedrally coordinated by 3 N and 1 O atoms in an ordered fashion; in the tetrahedral framework N and
O corners are shared with 3 and 2 neighboring tetrahedra, respectively. The tin oxynitride Sn2N2O has been obtained from high
pressure synthesis when reacting a mixture of crystalline Sn3N4 (spinel structure) and amorphous SnO2 at 20 GPa and 1473–
1773 K. Sn2N2O is recoverable and crystallizes with the orthorhombic Rh2S3 structure (Pbcn).385 In this structure type S atoms
distribute over two crystallographic sites with a ratio 2:1 which for Sn2N2O are occupied by N and O atoms, respectively
(Fig. 29B). In contrast with the lighter congeners, Si2N2O and Ge2N2O, Sn attains an octahedral coordination (to 4 N and 2 O
atoms) and in the dense Sn2N2O structure octahedra share edges as well as faces, which results in short SneSn distances comparable
to those in b-Sn (3–3.2 Å). From DFT calculations it was concluded that Rh2S3-type Sn2N2O is metastable at ambient pressure.

Phosphorous displays an extraordinary rich oxynitride chemistry which especially has been revealed from high pressure
synthesis. Phosphorous oxynitride PON is isolectronic with SiO2 and displays similar chemical and structural properties, which
is summarized in Fig. 30. PON may be synthesized from thermal decomposition of phosphoryl triamide (PO(NH2)3) in a stream
of dry ammonia. Initially amorphous PON crystallizes above 973 K and adopts a tetragonal structure which corresponds virtually to
b-cristobalite with O and N distributed randomly over the anion sites.386 The a-quartz phase of PON, again with randomly distrib-
uted O and N atoms, was prepared by submitting the b-cristobalite phase to 4.5 GPa and 1023 K in a belt type LVP apparatus.387

Upon compressing a-quartz PON at room temperature in a DAC, a transition to an a-quartz II phase occurs around 20 GPa, which
then is followed by progressive and irreversible amorphization above 30 GPa.388 This behavior is parallel to SiO2. Further similar-
ities to SiO2 are seen in the high pressure behavior at elevated temperatures: When heating b-cristobalite PON to 1573 K at 15.5 GPa
and at 20 GPa a coesite analogue (coe-PON)389 and a stishovite-related form (pc-PON),390 respectively, are formed. Both phases are
recoverable to ambient pressure and, as for the low pressure forms, N and O atoms appear randomly distributed. The pc-PON struc-
ture relates closely to the rutile structure. However, the P atoms are significantly displaced from the center of the ON6 octahedra and
are described with a split position. Thus, the P atoms attain a fivefold square-pyramidal coordination. At ambient pressure the
distance to the basal ligands is 1.70 Å and that to the axial one is 1.75 Å. The distance to the second axial atom, referring to the

Fig. 29 (A) Boron oxynitride B6N4O3 with a (boron defect) sphalerite type structure. The figure is reproduced from reference Bhat, S.; Wiehl, L.;
Molina-Luna, L.; Mugnaioli, E.; Lauterbach, S.; Sicolo, S.; Kroll, P.; Duerrschnabel, M.; Nishiyama, N.; Kolb, U.; Albe, K.; Kleebe, H.-J.; Riedel, R.
High-Pressure Synthesis of Novel Boron Oxynitride B6N4O3 with Sphalerite Type Structure. Chem. Mater. 2015, 27 (17), 5907–5914. https://doi.org/
10.1021/acs.chemmater.5b01706. (B) Crystal structure of Rh2S3-type Sn2N2O. Sndlight grey, Ndblue, Odred.
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octahedral coordination in rutile, is 2.63 Å. Compressing pc-PON in a DAC at room temperature revealed a reversible tetragonal-to-
orthorhombic phase transition at 20 GPa, which is similar to the stishovite-CaCl2 transition in silica.390 Yet the P atoms maintain
their 5-coordination in the orthorhombic polymorph and it has been speculated that pressures beyond 40 GPa are required in order
to stabilize PON with P in a regular sixfold coordination (Fig. 30).

When using amorphous PON instead of crystalline b-cristobalite PON as precursor, LVP experiments at 1623 K and 12 GPa
produced d-PON with a new tetrahedral framework structure unknown to silica (Fig. 30).391 d-PON is recoverable and metastable
with respect to coe-PON. Amorphous PON with an approximate composition PO0.88N1.24H0.56 is obtained when carrying out the
thermal decomposition of phosphoryl triamide at 900 K. Since the condensation process toward PON is not completed, the mate-
rial is still hydrogenous and somewhat rich in N. Compared to the crystalline b-cristobalite form, amorphous PON is considered
a reactive precursor. Simultaneous condensation processes and/or the presence of NH3 at HPHT conditions open for pathways with
lower activation energies. At the same time also imides may be produced. Heating amorphous PON precursor at 12 GPa to lower
temperatures (1023 K) results in the phosphorus oxynitride imide P8O8N6(NH)3 with an “interrupted” (high-density) tetrahedral
framework structure that is composed of all-vertex sharing and three-vertex sharing tetrahedra in a ratio 3:1.392 The imide ligands are
associated with three-vertex tetrahedra.

4.12.2.6.1.2 Transition metal oxynitrides
Transition metal oxynitrides are a large and versatile family of compounds. The various synthesis approaches for oxynitrides have
recently been reviewed by Fuertes.393 The most wide-spread route is the ammonolysis of oxides. The highly reducing atmosphere
during thermal ammonolysis typically does not permit oxynitrides with middle and late transition metals. High pressure synthesis
has been shown to be very effective in producing mixed metal oxynitrides through solid state reactions without the use of nitriding
atmospheres. These reactions would typically employ mixtures of active metal oxide and transition metal nitride or oxynitride. With
respect to the nitride/oxynitride precursor component, choices are limited since essentially only group 4 and 5 metals easily afford
nitrides and oxynitrides (e.g., Ta3N5, TaON, Zr2ON2). The role of high pressure is to prevent N-loss at the rather high reactions
temperatures (>1273 K) that are required for efficient diffusion of the metal atoms. Experiments were mostly executed with LVP
devices and using a pressure range 2–10 GPa. The reported products were all quenchable to ambient pressure. In their structures
O and N atoms are assumed to be randomly disordered.

An early example for mixed metal oxynitrides from high pressure synthesis are the perovskites REZrO2N (RE ¼ Pr, Nd, Sm) with
orthorhombic Pnma structure which combine magnetic RE3þ and non-magnetic d0 transition metal ions.394 The compounds were
prepared by direct sintering of 1:1 M mixtures of RE2O3 and Zr2ON2 at 2–3 GPa and 1473–1773 K. More recent examples include
MnTaO2N obtained from MnO and TaON mixtures at 6 GPa and 1673 K and ZnTaO2N prepared from ZnO and TaON at 6 GPa

Fig. 30 High pressure transformations of crystalline PON (b-crystobalite structure) and amorphous PON (PO0.88N1.24H0.56).
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and 1873 K.395 MnTaO2N adopts the polar LiNbO3 structure (R3c, Fig. 31A) and possesses a complex helical magnetic structure
below 25 K. In contrast, diamagnetic ZnTaO2N was afforded in the centrosymmetric R-3c space group with the Zn ions on a split
position.396 For the solid solution Zn1� xMnxTaO2N (0 < x < 1) the stabilization of the centrosymmetric structure was observed
already at very low Zn concentrations, x ¼ 0.03.396 Similar conditions produced also LiNbO3-structured Mn(Mn1/6Ta5/6)
O2.5N0.5 in which 1/6 of Ta(V) is replaced by Mn(II).397 Lastly, high pressure synthesis also uncovered mixed main group/transition
metal oxynitrides. The phase ((Nb2O5)0.84(NbO2)0.32(GaN)0.82) was obtained in a rutile- and a a-PbO2-related structure when
reacting GaN and Nb2O5 at 1 GPa and 1173 K and above 2.8 GPa and 1273 K, respectively.398 The structures are both cation
and anion disordered. The discovery of this mixed main group/transition metal oxynitride phase was assisted by in-situ diffraction
studies at a LVP synchrotron beamline as well as computational structure prediction in parallel.

4.12.2.6.2 Transition metal oxyfluorides
As oxynitrides also oxyfluorides have been the subject of considerable research efforts. With respect to transition metal oxyfluorides
this was certainly fueled by the discovery of superconductivity in layer-structured copper oxyfluorides, e.g., Sr2CuO2F2þx.

399 Similar
to oxynitrides there are various routes for the synthesis of oxyfluorides. LVP high pressure synthesis has played an important role
early on, as e.g., manifested in the series of rutile-structured transition metal oxyfluorides TiOF, VOF, FeOF which were obtained
from stoichiometric mixtures of the transition metal trifluoride and sesquioxide at 6–6.5 GPa and 1273–1473 K.400 Using similar
conditions, high pressure synthesis also produced VO2F (from mixtures of V2O5 and VOF3) with the rhombohedral FeF3 structure
401 and expanded the family of mixed metal ABO2F and ABOF2 perovskites with the representatives KTiO2F, PbMO2F (M ¼ Sc, Mn,
Fe) and AgFeOF2.

402–407 Apart from tetragonal PbMnO2F they all adopt the simple cubic perovskite structure in which O and F ions
are randomly distributed. Further examples include the new layer-structured Sr2MO3F (M ¼ Co, Mn) compounds (with the K2NiF4-
type) which were synthesized from SrF2 þ 3 SrO þMn2O3

408 and 3 SrO2 þ Co þ SrF2 (i.e., using peroxide SrO2 as O source),409

respectively, at similar pressure conditions as the perovskites (around 6 GPa) but employing higher temperatures (up to 2000 K). In
the Sr2MO3F compounds fluorine ions appear segregated on the apical position (Fig. 31B).

4.12.2.6.3 Transition metal oxyhydrides
Mixed metal transition metal oxyhydrides have been established rather recently, with LaSrCoO3H0.7 as the first representative.410

Generally the combination of the unlike O2� and H� ions in a joint substructure is rather uncommon. The majority of transition
metal oxyhydrides have been obtained through soft chemistry where mixed metal oxides are reduced by metal hydrides (e.g., CaH2)
at low temperatures (typically below 773 K) under simultaneous hydride insertion. In recent years, however, high pressure synthesis
has been increasingly successful in producing new representatives. Applied precursors were mixtures of binary metal hydrides and
oxides with the metals in the same oxidation state as in the targeted oxyhydride product. Specifically, SrCrO2H was obtained from
stoichiometric mixtures SrO þ SrH2 þ Cr2O3 which were sintered at 4–8 GPa and 973–1273 K.411 SrCrO2H is afforded in the
simple cubic perovskite structure with randomly distributed O and H ions. This is in contrast with H-ordered tetragonal SrVO2H,
which is obtained from hydride reduction of SrVO3 at ambient pressure.412 Both compounds are antiferromagnetic insulators for
which spin order persists far beyond room temperature (TN > 400 K). The diamagnetic representative BaScO2H was obtained from
Sc2O3 and BaH2 at pressures above 7 GPa and T around 1273 K.413 Further, K2NiF4-structured LaSrMnO3.3H0.7 with mixed valence
Mn(III) and Mn(II) were synthesized from a mixture La2O3/SrO/SrH2/MnO/Mn2O3 at 5 GPa and 1273 K.414 LaSrMnO3.3H0.7

Fig. 31 (A) LiNbO3-type crystal structure (R3c) of MnTaO2N and Mn(Mn1/6Ta5/6)O2.5N0.5 in which 1/6 of Ta(V) is replaced by Mn(II). K2NiF4-type
related structures of Sr2MnO3F with F segregated into the axial position (B) and orthorhombic Sr2VO4-xHx with H segregated into the equatorial
position (C).
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displays a spin glass transition at 24 K, which was attributed to competing FM and AFM interactions between unlike and like valent
Mn species. Structurally related to LaSrMnO3.3H0.7, and prepared at similar conditions, is Sr2VO4-xHx (0 < x < 1) for which the H/O
ratio can be controlled over a wide range. At highest H concentrations H segregates into the equatorial position in the VO6 layers,
which causes a change to orthorhombic (Immm) symmetry, Fig. 31C.415

Transition metal oxyhydrides could be recently extended to double perovskite A2B0BO6�xHx phases with A ¼ Na, B ¼ Ba,
B0 ¼ Ti, Cr, V. 416 Na2BaTiO3H3, Ba2NaVO6�xHx (x ¼ 3–3.6), and Na2BaCrO3H3 with a cubic 2 � 2 � 2 superstructure of the basic
perovskite were obtained from molar ratios of BaO, BaH2, TiO2, V2O3, Cr2O3 and using 2� molar excess of NaH. Reaction condi-
tions were 4 GPa and 1100 K. Notably, the H-content in the anion sites of the double perovskite phases (50–63%) is substantially
larger than those of phases deriving from the simple perovskite structure (<0.33%) and the bonding character of the transition
metal hydride bond is more covalent.

We conclude with the single metal oxyhydride LaOH, which can be obtained as three different quenchable polymorphs when
pressurizing reaction mixtures LaH3 þ La2O3 in the rather narrow range 1–5 GPa and heating to 1173 K (Fig. 32).417 At lowest pres-
sures a-LaOH with a fluorite-related structure is afforded (tetrahedrally coordinated H� ions, HLa4 (Fig. 32A)). At medium pres-
sures LaOH is produced as PbCl2-structured phase (g-LaOH) which implies a coordination number increase for H� from 4 to 5
(HLa5), Fig. 32B). At higher pressures LaOH is afforded with the anti-Fe2P type structure (d-LaOH) in which the H coordination
by La is switched back to tetrahedral and instead the one for O is increased to 5 (Fig. 32C). Yet the density of d-LaOH is about
12% higher than that of g-LaOH. The unique coordination reversal in d-LaOH has been attributed to the high compressibility
of the H� ion.

Fig. 32 Crystal structures of (A) a-LaHO synthesized at ambient pressure (and 1 GPa) crystallizing in an anion-ordered fluorite structure (P4/nmm)
with LaO4H4 local coordination, (B) g-LaHO (Pnma) synthesized at 3 GPa with LaO4H5, and (C) d-LaHO (p-62m) synthesized at 5 GPa with LaO5H4
local coordinations. The right panels represent the corresponding coordination geometry around the hydride and oxide anions: (A) HLa4 and OLa4,
(B) HLa5 and OLa4, and (C) HLa4 and OLa5. Red, blue, and green spheres denote O, H, and La atoms, respectively. The figure is reproduced from
reference Broux, T.; Ubukata, H.; Pickard, C. J.; Takeiri, F.; Kobayashi, G.; Kawaguchi, S.; Yonemura, M.; Goto, Y.; Tassel, C.; Kageyama, H. High-
Pressure Polymorphs of LaHO with Anion Coordination Reversal. J. Am. Chem. Soc. 2019, 141 (22), 8717–8720. https://doi.org/10.1021/jacs.
9b03320 (web archive link, ).
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4.12.2.6.4 Miscellaneous
Multi-anion systems are extremely diverse with dozens of anion combinations. In this review we focused primarily on the rather
established ones derived from oxides. Yet, as initially mentioned, multi-anion materials are a rapidly developing area in solid state
chemistry. Here we collect a few examples where LVP high pressure synthesis in the pressure range 2–13 GPa enabled expanding
into new anion combinations. For example, dense oxyhydroxides were obtained from hydrothermal conversions at gigapascal pres-
sure (e.g., LiAlSiO3(OH)2

418). A combination of molecular and simple ions was realized in fluoride borates, e.g., CeB2O4F
419 and

apatite-related Pr5(BO)3�x(BO)3)x(F,OH)2.67O0.28 (x z 1.6),420 and hydroxide borates (e.g., In19B34O74(OH)11 and
DyB5O8(OH)2.

421,422 Further, high pressure synthesis afforded newmixed anion systems combining two types of molecular anions,
such as tetrahedral PO4

3� and BO4
5� in U2(BO4)(PO4)

423 and produced layer-structured oxychalcogenides Ae2MO2Ag2X2 (Ae ¼ Sr,
Ba, M ¼ Co, Ni, X ¼ Se, Te) which constitute alternate stacks of square planar MO2 and Ag2X2 layers separated by Ae atoms.424,425

4.12.2.7 Molecular anion and tetrahedron-based network compounds

The combination of acidic oxides such as B2O3, SiO2, P2O5 with basic (active) metal oxides opens the world of borates, silicates,
phosphates, etc., which are characterized by negatively charged substructures build from tetrahedrally coordinated B, Si, P, etc.
(T) atoms. Typically, TO4 tetrahedra share corners, and there is a rich structural chemistry depending on the extent and kind of link-
ing. We will refer to these substructures generically as “networks”. Further diversity is introduced by mixed variants with two (or
even more) kinds of T atoms (e.g., borosilicates, borophosphates, aluminosilicates, aluminophosphates). When applying the
concept to nitrides, by combining active metal nitrides with Si3N4 and P3N5 as parents for the T atoms, the families of nitrodosi-
licates anddphosphates emerge, which can be further expanded to oxonitridosilicates and oxonitridophosphates. There are seem-
ingly endless variations for compositions and structures of tetrahedron-based networks. The degree of condensation of
a tetrahedron framework is the ratio of tetrahedron centers to vertices in a framework. The low end is always 0.25 and corresponds
to the “ortho” form (isolated tetrahedra). The stoichiometry of the constituent carrying the T atom, i.e., SiO2, PON, P3N5, Si3N4,
P2O5 represents the upper limit. High pressure typically promotes the formation of denser frameworks, the edge-sharing of tetra-
hedra, and eventually the coordination change of T atoms to five- and even sixfold. Certainly, the investigation and synthesis of
silicates at HPHT is most established given their significance to Earth sciences. But also borates have been studied to a great extent.
Further, high pressure synthesis advanced especially the materials family of (oxo)nitridophosphates, again benefitting from
devising various precursor strategies and/or the application of mineralizers.

4.12.2.7.1 Borates, carbonates, silicates, phosphates
Borates are distinguished in that both trigonal planar BO3 and tetrahedral BO4 units can occur which enriches their structural chem-
istry. In addition, the feature of (high pressure promoted) edge-linked tetrahedra is rather pronounced. HPHT synthesis reactions
typically employed mixtures of metal oxides and B2O3 (or H3BO3) and were performed in LVP devices in a pressure range 3–
14 GPa. The high pressure synthesis of borates have been reviewed earlier,9 and we restrict ourselves to some recent key findings.

YbB7O12 with an extraordinary high degree of condensation of the borate framework was obtained from stoichiometric reactions
Y2O3 þ 7 B2O3 at 10 GPa and 1473 K.426 The orthorhombic borate framework (Pccn) is exclusively built from BO4 units and each
tetrahedron is connected via two corners to three neighboring ones. Y is located in narrow channels and coordinated by 10 O atoms
(Fig. 33A). High pressure expanded the range of transition metal borates (e.g., b-NiB4O7, b-HfB2O5, b-FeB2O4).

427–431 In isostruc-
tural HP-CoB2O4, HP-NiB2O4 and b-FeB2O4 the borate framework is exclusively built from pairs of edge-sharing BO4 tetrahedra,
which are corner connected via the terminal O atoms into 2D-herring bone patterned slabs (Fig. 33B). Divalent transitionmetals are
located between borate slabs and attain an octahedral environment. Mo2B4O9 was obtained fromMoO3 and B2O3 under the simul-
taneous presence of reducing B2(OH)4 (tetrahydroxydiboron) at 12.3 GPa and 1573 K.432 The compound contains tetrahedral
Mo(III)4 cluster units and links borate and transition metal cluster chemistry. The Mo4 clusters are embedded in a 4-ring arrange-
ment of BO4 tetrahedra (Fig. 33C). Each d3 Mo(III) has an octahedral environment by 6 O atoms, of which four take a terminal
coordination and two cap tetrahedron faces. All d electrons of Mo(III) are involved in cluster skeleton bonding and Mo2B4O9 repre-
sents an electron precise, diamagnetic compound. Further, the actinide borates ThB4O8 and UB4O8 were manufactured at 5.5 GPa/
1373 K and 10.5 GPa/1373 K, respectively, from mixtures of actinide dioxide and B2O3.

433 The borate framework corresponds to
a 2D layer built from corner-condensed BO4 tetrahedra. One fourth of the O atoms connect three tetrahedra. The actinide ions are
situated between borate layers and are coordinated by 10 O atoms. The high pressure synthesized borates HP-KB3O5 and HP-
CsB5O8 are distinguished by their extraordinary framework complexity.434,435 In the latter both structural units of borates, i.e.,
trigonal planar BO3 and tetrahedral BO4, occur and multiple linkage possibilities (i.e., corner sharing to two or three neighboring
units as well as edge-sharing of tetrahedra) are realized at the same time.

The usage of hygroscopic B2O3 and H3BO3 may give rise to serendipitous products, such as mixed anion borate hydroxides and
hydrates. Examples for borate hydroxides with small contents of (OH) include NiB3O5(OH), acentric La3B6O13(OH) with a borate
framework containing edge-sharing tetrahedra (P21) and tetragonal M5B12O25(OH) with M ¼ Ga, In in an octahedral environ-
ment.436–438 Further, the presence of water may induce reactivity toward the BN container material which can lead to the release
of NH3/NH4

þ. For example, (NH4)YB8O14 was obtained (although not as phase pure sample) when treating 1:8 M mixtures of
Y2O3 and H3BO3 at 12.8 GPa and 1573 K.439 In the orthorhombic crystal structure (Pnma) 6-ring units of BO4 tetrahedra form
channels along the c direction which are linked through 3-connected tetrahedron corners to neighboring units (Fig. 33D). Thus
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“channel walls” appear highly dense. The channels host NH4
þ and Y3þ ions in alternating rows. Finally, also the incorporation of

hydronium ions (H3O
þ) may occur, as e.g., observed in HP-Cs1� x(H3O

þ)xB3O5 (x ¼ 0.5–0.7).440

There is certainly a large potential for high pressure synthesis to expand also borophosphates and emerging borosulfates which
may possess interesting material properties. As an example we mention ion-conducting b-Li3BP2O8 which was obtained when react-
ing mixtures of Li3PO4 and BPO4 at 2–4 GPa and 873 K.441

Carbonates are characterized by their trigonal planar CO3
2� anions. Theoretical studies predicted the formation of CO4-bearing

carbonates at pressures ranging from 80 to 150 GPa, depending on the chemical composition.442 Different network scenarios, from
isolated tetrahedra to pyroxene-like chains, were anticipated and it has been suggested that carbonates based on condensed CO4

tetrahedra could show broad analogies with silicates, although CeOeC angles were expected to be much more rigid than SieOeSi
angles in silicates. Expectations into a tetrahedral carbonate chemistry were further fueled by the discovery of cristobalite-like poly-
meric CO2-V (cf. Section 4.12.2.4.1).

LH-DAC experiments were performed with Fe-bearing MgCO3 (Mg0.85Fe0.15O3), siderite Fe0.7Mg0.CO3, FeCO3, and (Fe
substituted) dolomite CaCO3 because of their relevance to Earth sciences and because the presence of Fe allows for convenient laser
heating. On heating to 1500 K at pressures �50 GPa FeCO3 partially dissociates to form various iron oxides (cf. Section
4.12.2.4.2).443 At higher pressures, above 75 GPa, two new phases, tetrairon(III) orthocarbonate (Fe3þ)4(CO4

4�)3 and diiron(II)
diiron(III) tetracarbonate (Fe2þ)2(Fe

3þ)2C4O13, evolved from redox decomposition (yielding diamond as reduced component).
The structure (and composition) of both phases was determined from single crystal diffraction data of temperature quenched
samples. Both phases contain CO4 tetrahedra. In particular, the orthocarbonate Fe4C3O12 was found at 1700 K in a multiphase
mixture with Fe oxides. There are two crystallographically different Fe3þ ions in the rhombohedral crystal structure (R3c) which
attain a trigonal prismatic and bicapped trigonal prismatic environment by 6 and 8 O atoms, respectively (Fig. 34A). Both types
of d5 Fe ions are assumed to be in a high spin state. Fe4C4O13 is closely located in p,T space and was observed at slightly higher
temperatures (1750 K). In the monoclinic crystal structure (C2/c) four CO4

4� groups are linked together in a zigzag fashion by
corner sharing (Fig. 34B). The iron ions have mono- and bi-capped prismatic coordination environments and are assumed to
be in a mixed valence state. Mg1.6Fe2.4C4O13, which was obtained at 141 GPa and 2650 K from Fe0.7Mg0.3CO3 (siderite), attains
the same structure444 and there is an entire family of tetrasilicates with “zigzag-shaped” Si4O13

10� units. Mg0.85Fe0.15CO3 (and
magnesite) transforms to MgCO3-II (Mg3(C3O9)) without a compositional change.445 The transformation is observed at pressures
80–115 GPa upon laser heating. The rhombohedral crystal structure (R-3c) contains C3O9

6� ring anions which constitute three

Fig. 33 (A) Highly condensed borate framework in YB7O12 (Pccn). (B) Crystal structure of b-FeB2O4 (C2/c) constituting layers of edge-sharing BO4
tetrahedra (B2O6 units) (left) and octahedrally coordinated Fe (right). (C) Crystal structure of Mo2B4O9 (P42/nmc). (D) Crystal structure of (NH4)
YB8O14 (Pnma). Ydyellow, Modgreen, Bdlight grey, Odred, Ndblue.
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corner-sharing CO4 tetrahedra (Fig. 34C).
446 Again, the motif is well-known for silicates. The metal ions have six and eightfold coor-

dinations with O. It is interesting to note that upon compression to 98 GPa and prior laser heating the CeO bond length decreased
by just 7% (to 1.195 Å), which reflects the incompressible nature of the CO3

2� anion. CeObond lengths in the C3O9
6� ring unit are

in a range of 1.29–1.41 Å. The 3-ring tetrahedral unit is also observed for CaeFe dolomite (in dolomite IV, Ca(Fe,Mg)3C3O9) after
laser heating at 115 GPa.447 However, the crystal structure of dolomite IV is orthorhombic (Pnma) and topologically different from
MgCO3-II due to the different coordination of the larger Ca ions. CO4 bearing iron and magnesium carbonates are not quenchable
but amorphize or sluggishly back-transform upon decompression.

Tetrahedral carbonate chemistry was recently extended by targeted synthesis experiments using reaction mixtures AeO þ AeCO3

and AeCO3 þ CO2 (Ae ¼ Ca, Sr) in LH-DAC experiments. In these experiments sp3 hybridized carbonate moieties were already ob-
tained at pressures in the range 20–50 GPa and the obtained products exhibited broader structural (silicate-like) variability.448–452

Reactions SrO þ SrCO3 afforded the orthocarbonates Sr2CO4 and Sr3[CO4]O featuring isolated CO4
4� units. Remarkably, these

carbonates could be recovered at ambient conditions. The tetragonal structure of Sr3[CO4]O can be considered as anti-
perovskite with a framework of corner-connected OSr6 octahedra and CO4

4� anions taking the position of the perovskite A-site.
Reactions CaO þ CaCO3 afforded Ca2CO4 which is isostructural to Sr2CO4 and reactions CaCO3 þ CO2 yielded tetragonal (I-
42d) CaC2O5 in which CO4

4� units form a tetrameric supertetrahedron [C4O10]
4� by corner sharing. CaC2O5 persists on pressure

release down to �18 GPa where it decomposes into calcite and CO2. Reactions SrCO3 þ CO2 also produced SrC2O5 which,
however, forms a completely different structure with dimers of corner-sharing conventional sp2 CO3

2� units. SrC2O5 is the first inor-
ganic pyrocarbonate salt, with C2O5

2� bridging the gap between pyroborate B2O5
4� and N2O5. With these discoveries it seems

likely that it is possible to obtain numerous novel carbonates, thus moving toward the rich chemistry of silicates. This includes
quenchable ones which could be in the reach of LVP synthesis experiments.

Ternary silicates usually show transitions from tetrahedron-based networks to perovskite-like phases with six-coordinated Si at
20–30 GPa.453 The presence of Ti can afford new types of structures with octahedral SieO frameworks at lower pressures. For
example, reactions between MgO, SiO2 and TiO2 at 15 GPa and 1873 K in a MA LVP device produced MgTiSi2O7 in the trigonal
weberite-type structure which is related to pyrochlore.454

Five-coordinated Si is not known for silicates but has been envisioned to occur in intermediate phases along pressure-induced
transitions from four to sixfold coordination. Indeed such intermediate phases with 5-coordinated Si have now been observed in
room temperature DAC experiments in a range of boro- and aluminosilicates, such as CaBSiO4(OH) (datolite), BaAl2Si2O8 (para-
celsian), CaB2Si2O8 (danburite).

455–457 The transitions follow a similar pattern in that the tetrahedron network undergoes a contin-
uous (isosymmetric) anisotropic distortion during which rings become so elliptically distorted that O atoms from tetrahedra
oppositely situated in the ring become 5th ligands for T atoms, which then attain a trigonal bipyramidal coordination
(Fig. 35A). Despite the isosymmetric nature of these transitions, the network topology is decisively changed through the creation
of new T-O bonds. In danburite the transition to 5-coordination takes place above 23 GPa and affects only Si atoms, in paracelsian it
is already observed above 6 GPa and involves both Al and Si T atoms. Above 33 GPa these silicates undergo transition to octahedral
coordination, which is of reconstructive nature. A remarkable sequence of transitions was revealed for the beryllophosphate
CaBe2P2O8, which shows a concomitant stepwise increase of coordination for both Be and P from tetrahedral to octahedral through
trigonal bipyramidal (Fig. 35B).458 The phase providing octahedral coordination is realized above 90 GPa after a reconstructive
phase transition. The trigonal bipyramidal 5-coordination of P by O has also been observed in TiPO4 upon room temperature
compression to 56 GPa (TiPO4-V).

459 The only other example for sixfold coordinated P by O is earlier described AlPO4 when adopt-
ing the CaCl2-type structure above 50 GPa.310

4.12.2.7.2 Nitridosilicates and oxonitridosilicates
The structural chemistry of nitrodosilicates is more diverse than that of oxosilicates because of the more varied crosslinking patterns.
While O in SiO4 units can only be terminally bonding or linking two tetrahedral units, N can connect up to 4 tetrahedral units,
giving rise to highly condensed frameworks.460 As frequently observed for silicates (and also silicon nitride), employing pressures
above 15 GPa leads to the formation of phases with 6-coordinated Si. For example, when prepared at ambient pressure MgSiN2

possesses a wurtzite-like structure with Mg and Si in a tetrahedral coordination (a-MgSiN2). Treating a-MgSiN2 at about 20 GPa

Fig. 34 (A) Distribution of tetrahedral CO4 units and trigonal prismatic and bicapped trigonal prismatic coordinated Fe ions in the crystal structure
of Fe4(CO4)3 (R3c). Corner-linked CO4 tetrameric (B) and trimeric units (C) in the crystal structures of Fe4C4O13 and MgCO3-II, respectively.
Fedgreen, Mgdgolden, Cdlight grey, Odred.
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and 1973 K yields rhombohedral b-MgSiN2 (R-3m) which can be retained at ambient pressure.461 It adopts the caswellsilverite
structure with both types of cations in an octahedral coordination. A further interesting example is the polar ordered oxynitride
perovskite YSiO2N, which was obtained in a LH-DAC experiment using a mixture of YN and SiO2 as reactants.462 Quenchable
YSiO2N formed at pressures as low as 4 GPa and above 1473 K. Its tetragonal structure (P4mm) derives from the simple cubic perov-
skite. Second harmonic generation shows a strong non-linear optical signal, which confirms the polar properties of YSiO2N. The
formations conditions suggest that YSiO2N can be also afforded using LVP devices, which would allow the unambiguous determi-
nation of structure and physical properties on bulk samples.

4.12.2.7.3 Nitridophosphates and oxonitridophosphates
Although (oxo)nitridosilicates constitute a large class of inorganic materials, comparatively few examples are reported from high
pressure synthesis. This is rather different for (oxo)nitridophosphates, for which high pressures played an important role in uncov-
ering this compound family. P can become easily reduced in the presence of nitride ions and redox decompositions can be effec-
tively suppressed in a high pressure environment. A broad selection of precursors and the application of mineralizers, fluxes, and
metathesis reaction schemes enabled then broad exploration of the compositional range of quenchable nitrodophosphates in LVP
experiments at pressures below 10 GPa. There has been a recent review,463 and we restrict ourselves to present some key findings.

A range of nitridophosphates (such as BeP2N4, CuPN2 and Zn2PN3) were obtained from the reaction of stoichiometric mixtures
of active metal nitrides and P3N5, according to e.g., Zn3N2 þ 2 P3N5 ¼ 3 ZnP2N4, at pressures 5–8 GPa and temperatures 1273–

Fig. 35 (A) Crystal structure of CaBSiO4(OH) datolite-I (left) and datolite-II (right). BO4 and SiOn (n ¼ 4, 5) polyhedra are given in green and grey,
respectively. Ca and O atoms are presented as blue and red spheres, respectively. The lower part of the figure highlights the edge condensed trigonal
bipyramidal SiO5 structural unit. (B) Crystal structure of hurlbutite-III (CaBe2P2O8) at 83.2 GPa. BeOn and POn polyhedra are given in blue and yellow.
Ca and O atoms are given as blue and red spheres, respectively. Insets represent the trigonal bipyramidal geometry of PO5 and BeO5 groups. (A) The
figure has been taken from reference Gorelova, L. A.; Pakhomova, A. S.; Aprilis, G.; Dubrovinsky, L. S.; Krivovichev, S. V. Pentacoordinated Silicon in
the High-Pressure Modification of Datolite, CaBSiO4(OH). Inorg. Chem. Front. 2018, 5 (7), 1653–1660. https://doi.org/10.1039/C8QI00257F. (B) This
figure has been taken from reference Pakhomova, A.; Aprilis, G.; Bykov, M.; Gorelova, L.; Krivovichev, S. S.; Belov, M. P.; Abrikosov, I. A.;
Dubrovinsky, L. Penta- and Hexa-Coordinated Beryllium and Phosphorus in High-Pressure Modifications of CaBe2P2O8. Nat. Commun. 2019, 10 (1),
2800. https://doi.org/10.1038/s41467-019-10589-z.
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1773 K.464–466 This route is restricted because of the limited number of active metal nitrides. Li3N may in addition serve as a flux (as
for the synthesis of Li18P6N16 exhibiting unique tricyclic [P6N16]

18� ions (Fig. 36A)467 and Li-nitridophosphates obtained from
ambient pressure synthesis may be reacted at high pressures to yield new Li-nitridophophates (e.g., 3 LiPN2 þ Li7PN4 ¼ 2
b-Li5P2N5 at 9 GPa, 1273 K).468 b-Li5P2N5 has a layered structure in which corner-sharing PN4 tetrahedra are arranged as in the
black phosphorous structure (Fig. 36B). b-Li5P2N5 is metastable at ambient pressure and converts upon heating to a-Li5P2N5

(Li10P4N10) with adamantane-like (tetrameric) structure (isoelectronic to P4O10) (Fig. 36C). b-Li5P2N5 may also be obtained
from compressing Li10P4N10 (pressure induced polymerization of P4N10

10� units). Another class of precursors are azides, for which
a larger variety exists (i.e., all A, Ae, and Cd). Reactions with P3N5 yielded highly condensed, silicate-like frameworks as in MP2N4

(M ¼ Ca, Sr, Ba, Cd) and NaPN2 or layers with triply connecting N (as in SrP8N14).
469,470 Most versatile are methathesis reactions,

which opened for rare earth and transition metal nitridophosphates, e.g., 2 REF3 þ 3 LiPN2 þ Li3N ¼ RE2P3N7 þ 6 LiF at 5 GPa and
1573 K.471 Open shell 3d transition metal nitrodophosphates MP8N14 (with M(II) ¼ Fe, Co, Ni) were produced from mixtures
metal halide, LiPN2 and P3N5.

472 Here relatively high pressures, 9 GPa, were required to suppress decomposition into transition
metal phosphides and allow crystallization temperatures of 1473 K. The structure of MP8N14 is closely related to that of
SrP8N14

470 and consists of highly condensed layers built from triply connecting N (Fig. 36D). Transition metal ions are located
in an octahedral N environment. From electron spectra it was concluded that the N ligand is a “stronger” field ligand than the
oxo ligand.

Substitution of P3N5 by PON/P2O5 and/or introduction of Li2O yields oxonitridophosphates according to e.g., 3 Sr(N3)2 þ 6
PON/ Sr3P6O6N8 þ 8 N2, ZrCl4 þ PON þ 2 Li2O / ZrPO3N þ 4 LiCl (ZrSiO4 structure), 2 PrF3 þ 3 LiPN2 þ PON þ 2
Li2O/ LiPr2P4N7O3 þ 6 LiF.473–475

Fig. 36 Crystal structures of Li18P6N16 with tricyclic [P6N16]18� ions (A) and b-Li5P2N5 with PN4 tetrahedra connected and arranged as atoms in
black P (B). (C) Adamantane arrangement of tetrahedra in a-Li5P2N5. (d) Crystal structure of FeP8N14 (Cmca). Lidyellow, Fedgreen, Pdgrey,
Ndblue.
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4.12.2.8 Open framework materials

As open framework materials we consider porous materials such as zeolites, mesoporous silica, metal organic frameworks (MOFs),
zinc imidazolate frameworks (ZIFs) and related coordination compounds.

4.12.2.8.1 High pressure as synthesis tool for open frameworks
High pressure synthesis typically leads to a dense or a denser form of a material, so high pressure conditions are not expected to play
a large role in the synthesis of open framework materials. Yet there are some interesting developments. Landskron et al. introduced
the concept of nanocasting at high pressures476 which allowed the preparation of periodic mesoporous quartz and coesite.477 Nano-
casting at high pressures implies that HPHT conditions are applied to a periodic mesostructured composite with filled pores (e.g.,
SBA-16/carbon). The filler phase would prevent pressure induced pore collapse and, depending on p,T conditions, transition to high
pressure forms can occur for either of the phases. The periodic mesoporous high pressure phase can then be isolated by selective
removal of the non-transformed phase. However, a filler phase does not appear always necessary since it was shown that mesopo-
rous coesite can also be obtained directly from SBA-16 at 12 GPa and 573 K478 and mesoporous c-BN was obtained from mesopo-
rous h-BN at 10 GPa and 1273 K.479 Performing the conversion at higher temperatures resulted in nanocrystalline stishovite480 and
c-BN, respectively.479

Recently high pressure was also identified as an interesting parameter for the synthesis of zeolites. Tan et al. investigated and
found a unique crystallization behavior when applying pressures up to 0.9 GPa in the hydrothermal synthesis of zeolites.481

With pressure zeolite synthesis was completed within hours (instead of days when using conventional autogenous pressure) and
the obtained products depended on the applied pressure. This indicates that pressure strongly influences both the kinetics and ther-
modynamics of zeolite formation. Further, Mazur et al. reported pressure induced ADOR reassembly of 2D zeolite precursor into
crystalline 3D zeolite.482 In the ADOR approach a 3D zeolite with weak links (e.g., Ge double 4-rings) is sliced into layered precur-
sors by hydrolysis. Controlled reassembly of the 2D layers can then produce new zeolites in a directed way. The pressure assisted
ADOR reassembly was performed solvent-free in a LVP at 1 GPa and 473 K and led unexpectedly to a lower density (higher
porosity) material than the product obtained from ambient pressure transformation.

4.12.2.8.2 (Structural) response of porous materials to high pressure conditions
The exertion of high pressures to porous materials typically leads to a pressure induced collapse (PIA) resulting in amorphous mate-
rials. The explicit behavior will depend on the kind of PTM, either being able to penetrate the porous structure or not. If penetrating
(and non-interacting), porous materials can withstand quite high pressure (10–20 GPa). Zeolite materials were reviewed by Gatta
et al.483 and Vezzalini et al.484 Specifically, penetrating PTM strongly reduce compressibility and crystal-fluid interactions (e.g.,
superhydration) may chance decisively elastic behavior and induce structural rearrangements (including PIA). In this respect,
ALPO4-54

485,486 and also TON487 have been studied extensively. Similarly, zeolites filled with a guest, i.e., CO2, can be stable
up to 20 GPa and reveal exceptionally high loadings.488,489 Amorphous/glassy materials obtained from PIA of zeolites may be topo-
logically ordered, i.e., the basic topology of the framework is retained (“intermediate” range structure/“low” entropy glasses)490,491

and also may show polyamorphism, i.e., undergo an amorphous low-density to high-density transformation at higher pressures.492

CN� based coordination polymers (i.e., Prussian Blue analogues) show a similar behavior as zeolites493,494 and also the high
pressure response of MOFs and ZIFs may resemble that of zeolites, eventually leading to PIA. However, their frameworks are
mechanically and chemically much more flexible and their pressure responsedprior to PIAdwill frequently yield transitions to
high pressure phases,495 including reconstructive connectivity changes,496 and a broader range of chemical interactions with
PTMs (for details we refer to a recent review by Collings et al.497). An interesting recent observation is the pressure promoted
low-temperature melting of MOFs and ZIFs yielding distinct high and low-density amorphs over different regions of the p,T phase
diagram (1–6 GPa, 373–673 K). The strongly negative Clapeyron-slope melting behavior opens for new functional MOF/ZIF glasses
which retain porosity.498

4.12.2.8.3 Porous frameworks as reaction containers for pressure induced reactions
The porous structure of micro- and mesoporous aluminosilicates can be exploited as reaction containers for high pressure reactions.
Santoro et al. showed the pressure-induced polymerization of ethylene in the channels of the all-SiO2 zeolite silicalite which results
in a nanocomposite with isolated chains of non-conducting polyethylene confined in the pores.499 The nanocomposite shows inter-
esting mechanical properties including zero thermal expansion. Pressure induced acetylene polymerization leads to conjugated
chains confined within pores, with the possibility of manipulating electronic properties.500 The polymerization of CO produces
all-transoid polycarbonyl chains.501,502 In contrast to the low dimensional phase I of pCO obtained by polymerizing CO in the
absence of confinement (cf. Section 4.12.2.4.1),296,297 pCO in silicalite has a high degree of orientational and structural order.
In the described examples polymerizations were performed at pressures below 10 GPa.

4.12.3 Conclusions and outlook

Extreme conditions involving the application of high pressures (p > 1 GPa) and high temperatures are increasingly employed in the
synthesis of inorganic materials. This development has been promoted by recognizing the potential of extreme conditions to induce

High pressure chemistry 415



unexpected chemical compositions, atom arrangements and electronic structures, leading to new classes of chemical compounds
with unique properties. Here, unexpected noble gas compounds, polynitrides as well as transition metal bismuth binaries serve
as excellent examples, and the synthesis of peculiar polyhydride phases has even opened a perspective for room-temperature
superconductivity.130

LH-DAC experiments expanded chemical synthesis to conditions far beyond 100 GPa. These experiments are primarily per-
formed at synchrotron facilities and benefited from the symbiotic progress in X-ray beam properties (especially its focusing), detec-
tors and analysis tools (i.e., the combination of LH-DAC experiments with single-crystal X-ray diffraction).33 The advent of fourth
generation radiation sources and further development of high pressure methodology (e.g., in the direction of dynamic compres-
sion) will allow for further breakthroughs in studying matter at extreme conditions. At the same time one has to be aware that
sample sizes in DACs are minute and DAC experiments addressing chemical synthesis should be considered curiosity driven,
i.e., exploring potential chemical compositions at highly extreme conditions.20

Systematic synthesis efforts targeting metastable (recoverable) compounds employ LVP based methodology, e.g., for supercon-
ducting silicon and germanium compounds or quenchable oxides, nitrides and oxynitrides. The frequently used pressure limit of
about 10 GPa provides the possibility to interface with industrial processing. Advances in the synthesis of metastable materials will
not necessarily come from an increased pressure capability but rather from embracing a broader range of precursor strategies and
reaction schemes at gigapascal pressures. These include solid-gas reactions, hydrothermal/solvothermal processing and flux-assisted
methods.
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Abstract

Inorganic oxide compounds have been the central focus of solid-state research in the past century, leading to the discovery of
countless devices ranging from batteries to solid oxide fuel cells. The rapid development of modern society requires for
additional materials with more superior functionalities, driving scientists to look for compounds beyond simple oxides.

A mixed-anion compound is a solid-state material with more than one anionic species. The combination of different
anions in a single phase offers an opportunity not only to provide improved properties from compounds with single-anion
species, but to emerge new functionalities which have not seen before. In this article, we will give a brief review of the current
status of oxide-based mixed-anion compounds, including oxynitrides, oxyhydrides, oxyfluorides, oxychalcogenides and
oxypnictides, with the former three types being our main focus. In order to demonstrate the crucial role of multiple anions,
the synthetic aspects of these compounds towards desired structures and properties will be mainly discussed. It will be seen
that although compounds with multiple anions indeed offer a platform towards advanced functional materials, their
syntheses are normally beyond the simple ‘heat-and-beat’ method and require particular designing approaches. The area of
mix-anion chemistry still remains largely unexplored, and this article only serves as an entry point to the field.

4.13.1 Introduction

Most natural minerals are oxides, and even in human-made products such as potteries and pigments, oxides have been used since
ancient times. Most modern electronic devices, such as capacitors and cathode materials, are manufactured based on oxides. Most of
these materials can be easily obtained by simply sintering raw materials at high temperatures, as humans (or the earth) have been
doing since BC. The structures and properties of these oxides largely depend on the chemistry of the selected cations.

Mixed-anion compounds consisting of multiple anion species do exist, but in overwhelmingly small numbers. However, the
blending of anions has the potential to essentially change the science, not just improve properties, and in recent years mixed-
anion compounds are attracting a great deal of attention as next-generation materials for industry1. Unlike oxides, which can be
easily synthesized by simply firing at high temperatures, new synthetic chemistry is required for mixed-anion compounds. In oxides,
metals are coordinated only to oxide ligands, whereas in mixed-anion compounds cations are coordinated to different ligands, from
which innovative physical properties are expected to emerge. In this regard, mixed-anion science is just in its infancy, so it is not
possible to give a complete and comprehensive description. Therefore, in this article, we will review the knowledge that is currently
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available, with a particular focus on mixed-anion compounds containing the oxide ion, such as oxynitrides, oxyhydrides, and oxy-
fluorides, and outline their syntheses and structural features.

4.13.2 Oxynitrides

Neighboring to each other in the periodic table, oxide and nitride anions have several similar chemical and electronic characteristics:
they are isoelectronic, with a [He]2s22p6 electronic configuration; the electronegativities of both anions are relatively high (Mulliken
electronegativities are 3.22 and 3.08 for O and N, respectively)2; they have similar ionic radii (1.38 Å for O2� and 1.46 Å for N3�)3.
These similarities imply that oxynitrides share close structural features with respect to their oxide analogues.

Nevertheless, in addition to the higher formal charge for nitride anion which gives a chance to combine it with more positively
charged cations, higher polarizability and lower electronegativity of the nitride anion brings about important consequences to the
bonding nature: a metal-nitride bond possesses more covalent character than a metal-oxide bond. In fact, oxynitrides are considered
as a highly fascinating class of materials and possess some superior properties which are not seen in oxides. For example, the pres-
ence of higher energy N 2p orbitals relative to O 2p orbitals means that oxynitrides have a smaller band gap than oxides, making
them suitable candidates for applications as visible light responsive photocatalysts and pigments4,5.

The major challenge in the research of oxynitrides remains the synthesis. The higher bond energy of N2 molecule (941 kJ mol�1;
for O2 the value is 500 kJ mol�1)6–9 and lower electron affinity of nitrogen10 means a lower free formation energy of oxynitrides,
and the synthetic conditions of oxynitrides require a careful control in order to prevent the decomposition of oxynitrides into oxides
and N2. In addition, the choice of nitridation source is also critical. N2 is inert, with triple bonds too strong to be cleaved (the forma-
tion energy of nitride anion from its gas form is þ2300 kJ mol�1)6–9. Therefore, N2 is rarely used as a nitrogen source in the
synthesis of oxynitrides, although there are some exceptions, such as the layered perovskites Nd2AlO3N and Sm2AlO3N that can
be synthesized by the following reaction11:

2R2O3 þAl2O3 þ 3CþN2/2R2AlO3Nþ 3CO ðR ¼ Nd; SmÞ

4.13.2.1 Ammonolysis of oxides

Reacting oxides or carbonates under flowing NH3 at moderate to high temperatures is the most commonly used strategy for the
synthesis of oxynitrides. Ammonolysis of oxides generates water as a by-product, which serves as one of the main thermodynamic
driving forces towards the formation of oxynitrides12. The toxic nature of NH3 and its tendency to dissociate into H2 and N2 suggest
that ammonolysis reactions must be dealt with great care. The dissociation reaction at high temperature can be explained by Le
Chatelier’s principle (2NH3(g) þ heat 4 N2(g) þ 3H2(g)), indicating that increasing temperature shifts the equilibrium to the
right. This dissociation reaction at elevated temperatures implies two consequences: the importance of controlling ammonia
flow rate and the highly reducing reaction environment. During the dissociation reaction, active nitriding species (NH2, NH and
atomic N) may be formed before fully converting to N2 and H2, and these transient phases react with the oxide surface. However,
to form bulk oxynitrides, nitride anions require a high diffusion activation energy13. Therefore, the reaction temperature and NH3

flow rate are two important parameters involved in ammonolysis and should be adjusted delicately: the reaction temperature needs
to be high enough to decompose NH3 into active transient phases and for nitride anions to diffuse, while at the same time the flow
rate must be controlled to provide fresh active nitriding species.

At times, different products are generated depending on NH3 flow rates. A semiconducting b-TaON containing alternating oxide
and nitride layers (Fig. 1A) is prepared by direct ammonolysis of Ta2O5 at 850 �C with fast NH3 flow

14,17. In contrast, g-TaON poly-
morph (Fig. 1B) forms if a slower NH3 flow rate is employed15. The g-form is a metastable phase because a 900 �C treatment results
in the transformation into the b-form. Presumably, g-TaON phase is kinetically accessible at mild conditions.

Due to the reducing environment provided by H2, high temperature ammonolysis is applicable to transition-metal oxynitrides
containing metals with low electronegativities, such as Ti, Nb, and Ta. A series of perovskite oxynitrides with a general formula AIIB-
VO2N (A ¼ Ba, Sr, Ca; B ¼ Nb, Ta) can be prepared by heating mixtures of ACO3 and B2O5 under flowing ammonia18–21. An alio-
valent substitution of oxide with nitride allows the use of cations with higher charges. The presence of nitride anions, more
specifically its larger polarizability with respect to oxide, is responsible for large dielectric constants observed in BaTaO2N and
SrTaO2N

21. Visible-light responsive photocatalytic activities such as water splitting are observed, e.g., in LaTiO2N
5,22, which is

due to a lower electronegativity of nitrogen, resulting in the upward shift of the valence band maximum and a narrowing of the
band gap. Such band-gap control is also utilized in non-toxic pigments Ca1–xLaxTaO3–xNx

4, with their colors tuned by adjusting x.
An appropriate choice of flux, e.g., KCl/NaCl, lowers the reaction temperature and thus can reduce the concentration of anion

vacancies. It also provides a morphology control. LaTiO2N
23, BaTaO2N

24 and BaNbO2N
25 prepared from flux-assisted synthesis

possess superior photocatalytic activities. BaTaO2N crystals, grown with the assistance of molten BaCN2 flux
26, exhibit ferroelectric

switching. Most oxynitrides are semiconductors, but oxynitrides containing metals with partially filled d-orbitals can be obtained.
For example, SrWVO2N, SrMoIV/VO2.5N0.5 and LaWV/VIO0.6N2.4 are directly synthesized from SrWVIO4, SrMoVIO4 and La2W

VI
2O9

respectively27–29.

432 Mixed anion materials



4.13.2.2 Synthesis from solid nitridation sources

A recent progress in the oxynitride synthesis is the use of solid nitride sources. SrTaO2N
30 and CaTaO2N

31 can be synthesized by
reacting a low-cost solid nitridation source, C3N4, with Sr2Ta2O7 and Ca2Ta2O7 precursors, respectively. Their synthetic temperature
(800 �C) is lower than that of conventional ammonolysis (1000 �C)32,33 or the solid-solid synthesis of SrTaO2N using TaON and
SrO (1500 �C)34, which is attributed to the formation of a SrCN2 intermediate (Fig. 2)30. In addition to shorter reaction time, the
obtained oxynitrides synthesized with C3N4 have better morphologies and smaller particle sizes. Likewise, reacting La2Ti2O7 with
urea produces a single-phase of LaTiO2N

35.
MnOxNy, a potential catalyst for oxygen-reduction reaction, can be synthesized from manganese oxides and NaNH2 at temper-

atures below 280 �C36. Since the melting point of NaNH2 is approximately 240 �C37, it acts as both nitridation source and a flux,
which explains the low reaction temperature. Simple metal nitrides can be used as nitridation sources. When amixture of MoO3 and
NaN3 is heated, polar Na3MoO3N is obtained38. Both nitridation sources discussed here should be dealt with great care due to their
explosive nature.

Fig. 1 Crystal structure of b-TaON14 (A) and g-TaON15 (B). Ta, O and N are shown in brown, red and green, respectively. b-TaON contains edge-
sharing TaO3N4 polyhedra with alternating oxide and nitride layers, while g-TaON contains TaO3N3 and TaO2N4 octahedra sharing corners and edges.
The crystal structures shown in this article are produced using VESTA software16.

Fig. 2 X-ray diffraction patterns of the precursors (Sr2Ta2O7 and amorphous C3N4) and products as a function of temperatures30. (a) before the
reaction; (b) 700 �C; (c) 800 �C. Unfilled circles, filled circles, unfilled diamonds and filled diamonds represent Sr2Ta2O7, SrTaO2N, Ta3N5 and SrCN2,
respectively. The formation of SrCN2 intermediate is important for the low reaction temperature. Reprinted with permission from Masubuchi, Y.;
Tadaki, M.; Kikkawa, S. Synthesis of the Perovskite SrTaO2N Using C3N4 for Both Reduction and Nitridation. Chem. Lett. 2018, 47 (1), 31–33.
Copyright {2018} The Chemical Society of Japan.
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4.13.2.3 High pressure synthesis

High pressure synthesis yields compounds that would not be available at ambient pressure. It is particularly suitable for the
synthesis of perovskite and other closed-packed structures, which is also true for oxynitrides. In addition, the principal role of
high pressure in synthesizing oxynitrides is to prevent nitrogen loss under reaction conditions. Perovskite oxynitrides LnZrO2N
(Ln ¼ Pr, Nd and Sm) can only be synthesized under high pressure (2–3 GPa) from Ln2O3 and Zr2ON2

39. Here, it is important
to use Zr2ON2 as a precursor instead of ZrN with a melting point of approximately 3000 �C40.

Another advantage is that the non-reducing condition makes it possible to prepare oxynitrides with middle-to-late transition
metals. MnTaO2N is prepared from MnO and TaON at 6 GPa and 1400 �C41. It adopts a polar LiNbO3-type structure (R3c space
group) and exhibits a helical spin order as a result of competing nearest and next-nearest neighbor interactions due to extensive
MnO4N2 octahedral tilting. Similar approach is applied to synthesize ZnTaO2N

42, which adopts a centrosymmetric, high-
temperature LiNbO3-type structure (R–3c space group) down to 20 K (Fig. 3). This non-polar structure is explained by the strong
electrostatic repulsion between Zn2þ and Ta5þ, a situation only possible in perovskite oxynitrides with total negative formal charge
of �7.

4.13.2.4 Topochemical synthesis from oxyhydrides

The labile nature of hydride anions is utilized to topochemically synthesize oxynitrides at mild conditions. BaTiO3–xN2x/3, with the
nitrogen content tuned up to 0.6, is synthesized from ammonolysis of BaTiO2.4H0.6 at 500 �C, a temperature which can only nitrid-
ize the surface of an oxide43. During the whole synthesis route from tetragonal (polar) BaTiO3, Ti

4þ (d0) is first reduced to Ti3.4þ

(d0.6) in cubic BaTiO2.4H0.6, but then gradually oxidized while maintaining the cubic structure, and finally completely oxidized to
Ti4þ (d0) in tetragonal (polar) BaTiO2.4N0.4. More strikingly, the same material can be synthesized in nitrogen gas at 400 �C, which
is unprecedented given the triple bond of N2 molecule44.

The topochemical nitridation from oxyhydrides reveals the importance of anion vacancy in facilitating anion diffusion. While
direct ammonolysis of EuTiO3 produces EuTiO2.25N0.75, ammonolysis of EuTiO2.82H0.18 leads to a fully nitridized product of EuIII-
TiIVO2N

45. This contrasting result is attributed to the anion vacancy created during the early stage of ammonolysis: the presence of
a small amount of anion vacancy (2%) in EuTiO2.82N0.12,0.06 (,: anion vacancies) significantly reduces the kinetic barrier for
further N3� diffusion (or N/O exchange), leading to EuTiO2N.

4.13.2.5 Anion order in oxynitrides

The order and disorder of anions in oxynitrides is an important research focus because the physical and chemical properties are
quite sensitive to the anion distribution. However, the similarity between oxides and nitrides makes it difficult to distinguish
between these two anions by X-ray diffraction. Advanced techniques such as neutron diffraction and polarized XANES are used
to explore the possibility of anion ordering. As displayed in Fig. 4, there are different possibilities in anion arrangement: in addition
to the well-known complete disorder (left) and complete order (middle), a correlated short-range order (right) is possible, which
emerges by imposing the local bonding constraint on the M(O/N)6 octahedron.

Fig. 3 Crystal structures of polar MnTaO2N41 (A) and non-polar ZnTaO2N42 (B). Mn, Zn, Ta, O and N are shown in purple, silver, brown, red and
green, respectively. Zn adopts a disordered arrangement in its crystallographic site with 50% occupancy. The polar nature of MnTaO2N can be
viewed by considering the collective polar displacements of Mn2þ and Ta5þ cations along the hexagonal c axis, and similar displacements are not
observed in ZnTaO2N.
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From an energy point of view, the enthalpy (bonding) gain from anion order must be large enough to compensate for the
entropy loss, since anion ordering comes with an entropy penalty. In perovskite AMO2N oxynitrides without d electrons, a cis-
configuration is energetically favored due to strong M(dp)dN (pp)dM(dp) interactions

46. This local bonding constraint, together
with the entropy consideration, suggests the short-range order composed of various zigzag N–M–N chains (rings). A combined
neutron powder diffraction and electron diffraction study indicates a local cis-arrangement in SrNbO2N (Fig. 5A)46. A similar local
arrangement is also observed in BaTaO2N using PDF measurements and DFT calculations48.

What complicates the structure of perovskite oxynitrides is that the perovskite structure is sensitive to octahedral tilting. When
correlated anion order and tilting distortions occur simultaneously, the crystal structure can be complicated, especially when these
two parameters are symmetrically incompatible with each other. For example, the octahedral tilting distortion in LaTaON2 lowers
the crystal symmetry from cubic to orthorhombic, but with the correlated O/N order, the true symmetry becomes monoclinic
(Fig. 5B)47. A metastable, trans-configurational Ca1–xSrxTaO2N thin film can be partially stabilized by applying compressive strain
from a substrate, as revealed by N and O K-edge linearly polarized X-ray absorption near-edge structure (LP-XANES) and TEM,
together with first-principles calculations49,50.

More recently, ammonolysis of SrVO3 powders at 600 �C is found to yield SrVO2.2N0.6,0.2, with vacancy planes aligned along
the [111] direction with a five-fold periodicity51. When the epitaxial SrVO3 film is subjected to the same treatment, the direction and
periodicity of anion-vacancy planes change, resulting in different superstructures. These observations together suggest that strain
engineering provides a new avenue to manipulate the structure as well as properties of oxynitrides, and may further be expanded
to other mixed-anion compounds.

Fig. 4 Simplified scenarios for oxide (red)/nitride (green) anion order in oxynitride perovskites. Silver balls represent central metal cations. A
random distribution of anions exists in the left figure, while a well-defined periodic arrangement exists in the middle figure. A correlated local cis-
arrangement is observed in the right-hand-side figure, with the local cis-arrangement demonstrated by the dotted line.

Fig. 5 Tetragonal SrNbO2N46 (A) and monoclinic LaTaON2
47 (B). Sr/La, Nb/Ta, O and N are shown in grey, purple, red and green respectively.

Nitride anions adopt local cis-order in the ab plane (only) in SrNbO2N, but the lack of long-range order gives an average structure observed in (A),
with half of the X1 site occupied by nitride, while X2 site is fully occupied by oxide. A similar local cis-order exists in LaTaON2 with oxides only
residing in the ab plane47. Such local order combines with the octahedral tilting to generate an (average) monoclinic structure.
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4.13.3 Oxyhydrides

4.13.3.1 High temperature synthesis

Ionic hydrogen usually exists as a proton (Hþ) by losing one electron from the hydrogen atom, as can be imagined from its position
in the periodic table of elements. Hydrogen can also become a hydride (H�) by accepting another electron in the 1 s orbital to form
the closed-shell electronic structure of helium. However, in the earth and biological environments where oxygen and water are
abundant, hydrogen is almost exclusively protonic, owing to its moderate electronegativity (H ¼ 2.20), which is close to C (¼
2.55) and P (¼ 2.19). The synthesis of oxyhydrides therefore requires a reducing environment to avoid oxidation. One hypothetic
approach to synthesize an oxyhydride is simply heating a mixture of binary oxides and hydrides at high temperature. However, the
examples of high temperature synthesis are rare because the chemical properties of oxide and hydride anions are very different. Even
in vacuum, the metal hydride precursor (e.g., SrH2) will dissociate into an elemental metal and hydrogen gas, resulting in the forma-
tion of oxides, rather than an oxyhydride.

Nevertheless, as a successful example, Ba3AlO4H has been synthesized from amixture of BaH2, BaO, and Al2O3 at 1100 �C under
H2 atmosphere52. Ba3AlO4H can be viewed to adopt an anti-perovskite structure (Fig. 6A), in which the hydride appears to be stabi-
lized by being located in the octahedral center surrounded by Ba with a low electronegativity of 0.89. Similarly, in Rb2Ba6Sb5HO
(Fig. 6B), the hydride anion is located at the center of the trans-HBa2Rb4 octahedron, while Ba8Sb4OH2 and Ba8Bi4OH2 contain
HBa5 pyramids53. In addition, hydride-rich suboxides such as Ba21M2O5H24 (M ¼ Ge, Si, Ga, Tl)54 and LnHO (Ln ¼ lantha-
nide)55–57 are known. LaHO is synthesized by heating a mixture of LaH2.5 and La2O3 at 900 �C with flowing hydrogen gas. Other
synthetic routes are reported, such as “2Nd þ Nd(OH)3 / 3NdHO” and “Nd2O3 þ CaH2 / 3NdHO þ CaO”

56. LnHO crystal-
lizes in the fluorite structure, while YHO adopts an anti-LiMgN type structure58.

4.13.3.2 Topochemical synthesis

In the case of transition metals with d-electrons, under high temperature conditions the hydride anions reduce the transition metal
cations into elemental metals. One useful approach to avoid this is to use low-temperature topochemical reactions using metal
hydrides such as CaH2 and NaH. This method was first applied to a cobalt oxide with a layered perovskite structure according
to the following reaction at 450 �C:

LaSrCoO4 þCaH2/LaSrCoO3H0:7 þCaOþH2

yielding LaSrCoO3H0.7, as shown in (Fig. 7)59. Here, the byproduct CaO can be washed away with 0.1 M NH4Cl in degassed
methanol under a nitrogen atmosphere. In LaSrCoO3H0.7, the hydride anion is located exclusively in the equatorial site in a striped
fashion (along the a-axis) with a 30% anion deficiency. The Co valence is quite low (þ1.7), reflecting the strong reducing condi-
tion. However, the presence of electrons in the 3d eg orbital of Co

1.7þ (d7.3) helps stabilize the structure by forming a 180 degrees
CoeHeCo s bond with the H 1 s orbital, as supported by DFT calculations60. Later, this synthetic method was applied to obtain
BaTiO3–xHx from perovskite BaTiO3 according to the following formula61,

Fig. 6 Crystal structures of Ba3AlO4H52 (A) and Rb2Ba6Sb5HO53 (B). In Ba3AlO4H the formula is better rearranged as (AlO4)HBa3 to describe its
anti-perovskite structure with H locating in the center of Ba octahedra (to form HBa6) and AlO4 polyanions sitting in the A-site. In Rb2Ba6Sb5HO, the
structural framework can be viewed as alternating OBa4 tetrahedron layers and corner-sharing (HBa2Rb4) octahedron layers separated by Sb (grey
spheres) along c. OBa4 tetrahedra are also separated by Sb within their layer. The formula may hence be written as (OBa4)Sb5(HBa2Rb2) to
emphasize its structural feature.

436 Mixed anion materials



The parent BaTiO3 is a tetragonal ferroelectric material at room temperature and is widely used in electronic devices such as
multilayer transistors, but it changes into a non-polar, cubic structure (Pm–3 m) as a result of hydrogen substitution (i.e., electron
doping). Unlike the anion-ordered LaSrCoO3H0.7, anions (H

�/O2�) are randomly distributed in BaTiO3–xHx, with the content of
hydride being experimentally variable. Depending on the reaction conditions, up to 20% substitution (x ¼ 0.6) can be achieved.
While LaSrCoO3H0.7 is a Mott insulator, BaTiO3-xHx is a Pauli paramagnetic metal62. In BaTiO3–xHx, d electrons only exist in the
t2g orbital even at the largest x composition, which results in important features. Unlike LaSrCoO3H0.7, the Ti 3d t2g orbitals are
orthogonal to the H 1 s orbital and thus are nonbonding in nature. In addition, the hydride anion can undergo a rapid exchange
reaction due to its smaller mass and charge (relative to O2�) and is prone to reacting with oxidizers or acids due to its strong basicity.
This means that hydrides in oxyhydrides can be regarded as labile ligands as used in coordination chemistry, and can be converted
into new mixed-anion compounds (e.g., oxynitrides and oxyfluorides) through low-temperature anion-exchange reactions using
oxyhydrides as precursors (Fig. 8)44. Hydride diffusion has been investigated using deuterium exchange61. Besides, the hydride’s
lability makes BaTiO3–xHx an excellent catalyst for ammonia synthesis. Ti has been considered a “dead” element for catalytic
uses because of its strong binding to nitrogen (as seen in TiN as a coating material)63. The introduction of hydrides, however,
changes the well-known scaling rule in catalysis.

A series of Srn þ 1VnO2n þ 1Hn (n ¼ 1, 2 and N for Sr2VO3H, Sr3V2O5H2 and SrVO2H, respectively) are obtained from their cor-
responding precursors, the Ruddlesden-Popper (RP) perovskite oxides Srn þ 1VnO3n þ 1 (Sr3V2O7, Sr2VO4 and SrVO3)

64. Interest-
ingly, Srn þ 1FenO2n þ 1 (n ¼ 1, 2 and N for Sr2FeO3, Sr3Fe2O5 and SrFeO2, respectively) obtained by hydride reduction of
Srn þ 1FenO3n þ 1 (Sr2FeO4, Sr3Fe2O7, and SrFeO3) exhibit a similar structural conversion, but hydride anions are replaced by oxygen
vacancies65–67. SrVO2H is a quasi-two-dimensional antiferromagnet (Mott insulator) because VeHeV along the c-axis is
nonbonding due to the orthogonal geometry between V t2g and H 1 s orbitals. When high pressure is applied, a phase transition
to metallic state can be achieved68.

Fig. 7 Topochemical reaction of LaSrCoO4 with CaH2 to yield LaSrCoO3H0.7
59. La/Sr, Co, O and H are shown in cyan, grey, red and blue

respectively. Hydride anions occupy half of equatorial sites (with deficiency) and form stripes along a.

Fig. 8 The use of oxyhydride BaTiO2.5H0.5 as a starting material enables new multi-step low temperature topochemical routes to access new mixed-
anion compounds44. O2�, H�, N3� and F� anions are shown in red, blue, green and yellow, respectively. Reprinted with permission from Masuda,
N.; Kobayashi, Y.; Hernandez, O.; Bataille, T.; Paofai, S.; Suzuki, H.; Ritter, C.; Ichijo, N.; Noda, Y.; Takegoshi, K.; Tassel, C.; Yamamoto, T.;
Kageyama, H. Hydride in BaTiO2.5H0.5: A Labile Ligand in Solid State Chemistry. J. Am. Chem. Soc. 2015, 137 (48), 15315–15321. Copyright {2015}
American Chemical Society.
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Strongly reduced oxides of 4d transition metals, e.g., SrRuO2, are not accessible through hydride reduction, but SrFe0.5Ru0.5O3 in
combination with 3d metal cations can be reduced to SrFe0.5Ru0.5O2

69. Similar strategies have been used to obtain oxyhydrides
containing 4d and 5d transition metal cations, for example, LaSr3NiRuO4H4

70,71, LaSr3CoRuO4H4
72, LaSr3CoRhO6H2 and

LaSr3MnRhO6H2
73. Thus, topochemical hydride reduction approach has greatly expanded the repertoire of transition metal-

containing oxyhydrides, together with the high-pressure synthesis described later.
In most of oxyhydrides presented here, the anion compositions are described to be stoichiometric, but the presence of an anion

deficiency must be considered, at least during the reaction to allow oxygen and hydride anions to diffuse through the anion lattice.
In this regard, the result on the reactivity of SrTiO3 is suggestive; the amount of hydride content can be greatly increased by intro-
ducing oxygen deficiencies in SrTiO3 through aliovalent cation substitution (Ti4þ / Sc3þ)74, similar to what is commonly applied
to ionic conductors in solid-state ionics. In other words, the kinetic factor dominates the final product (i.e., hydride content).

4.13.3.3 High pressure synthesis

Despite the robust nature of Cr3þ against reduction, it is not possible to obtain SrCrO2H through a conventional high-temperature
reaction of “SrO þ SrH2 þ Cr2O3 / 2SrCrO2H” because SrH2 decomposes to Sr and H2 upon heating, as mentioned earlier.
However, the target reaction can proceed by applying high pressure (1000 �C, 5 GPa), which suppresses the generation of gas
species75. Since SrCrO2H perovskite is cubic and has no octahedral rotation, magnetic ordering occurs at much higher temperatures
than that of the isoelectronic LnCrO3 (Ln ¼ lanthanide) with orthorhombic distortions. While reduction of LaSrMnO4 using CaH2

yields LaSrMnO3.5, hydride anions are incorporated via high-pressure synthesis, yielding LaSrMnO3.3H0.7
76. High-pressure

synthesis also provides access to oxyhydrides with other structures, in addition to perovskite with only corner-sharing octahedra.
For example, the 6H-type perovskites BaVO3–xHx (x < 1) (Fig. 9) and BaCrO2H consisting of corner-sharing and face-sharing octa-
hedra can be stabilized at 6 GPa77,78.

Topochemical reactions using metal hydrides are limited to oxyhydrides with reducible transition metals. From this point of
view, high-pressure synthesis is an effective way to synthesize oxyhydrides with s and p block elements. The orthorhombic La2LiHO3

can be synthesized at 2 GPa79, which is isostructural with Sr2VO3H. By lowering the synthesis pressure, a tetragonal structure
La2Li(O1.21H0.53,0.26)O2 (, ¼ vacancy) can be obtained with hydride residing in the equatorial anion site, acquiring excellent
hydride conductivity. In LaSrLiO2H2, the apical site is occupied by hydride. Sr2LiOH3 shows a hydride conduction of
3.2 � 10�5 S cm�1 at 300 �C. High pressure synthesis has been widely employed to search for hydride ion conductors80.

4.13.3.4 Anion order-disorder

Like other mixed-anion compounds, the anion order/disorder is an important topic in oxyhydrides. Here we show some cases
where the characteristics of hydrides come into play. In SrVIIIO2H and its analogues, only trans-VO4H2 octahedra (Fig. 10A) are
present, and these are aligned in the same direction to form a fully ordered structure81. The trans configuration is understood in

Fig. 9 Crystal structure of 6H-type BaVO3–xHx (x < 1)77. V1, V2, O, and H are shown in cyan, green, red and blue respectively. Ba is omitted.
Hydrides are found to preferentially (but not completely) occupy face-shared sites.
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terms of electron count: two d electrons of V3þ are stabilized by occupying low-lying dyz/dxz orbitals due to crystal field splitting
(Fig. 10C).

On the other hand, BaScO2H (d0), SrTiO3-xHx (d
0�0.6), and SrCrO2H (d3) are all known to have a cubic perovskite structure75,82–

84. However, anions may not be distributed in a strictly random manner. For BaScO2H, ab initio random structure search suggests
that the cis-configuration is more stable, possibly due to stabilization by the 90 degrees p-bond of O 2p in BaScO2H, as shown in the
section on oxynitrides84. In fact, 1H NMR results show a slight preference for the cis-configuration. On the other hand, in 6H-BaVO3–

xHx, theoretical calculations of the structures with over 1500 different anion configurations suggest that the trans-configuration is
preferred77. In this case, the number of d electrons is between 1 and 2 per vanadium, which means that the crystal field stabilization
effect is at play (Fig. 10C), although not as effectively as in SrVO2H with two d electrons. In support of this, no difference in cis/trans
preference is seen in 6H-BaTiO3–xHx (x < 1) with the d electron less than 1.85

Another important aspect in anion order of oxyhydrides is the size flexibility of hydride anions: XRD measurements of SrVO2H
under high pressure revealed that the compressibility of hydride anions is twice that of oxide ions (half the bulk modulus)81. The
large difference in the compressibility of oxide and hydride anions can explain the anion order-disorder transition in the fluorite
structure LnHO57. When Ln3þ is small (Ln ¼ Sm � Er), the anions are disordered, but as the size of Ln3þ increases, the oxide
ions become more underbonded, and anion ordering occurs for Ln ¼ La–Nd, where the hydride anion expands, allowing the
Ln-O distance to decrease. Thus, the underbonding effect of the oxide anion is eliminated. The use of large Ln3þ here corresponds
to a negative “chemical pressure”.

Conversely, when physical pressure is applied to LaHO, the structure becomes PbCl2-type at 3 GPa and further changes to anti-
Fe2P-type at 5 GPa86. In oxides, the local structures can usually be represented by placing metal cations in the center of polyhedron,
but in mixed-anion compounds, reverse of this relationship and considering the local structure around the anions can provide
important insights. For example, in LaHO with the PbCl2-type structure at 3 GPa, hydride is five-coordinated and oxide is
four-coordinated, but in the anti-Fe2P-type structure at 5 GPa, this relationship is reversed, with four-coordinated hydride and
five-coordinated oxide. At high pressure, the coordination number usually increases because of an increase in density, but here
the coordination number decreases due to the extraordinary compressibility of hydride anions. The size flexibility of the hydride
anion also appears crucial in the anion ordering in LaSrCoO3H0.7 (Fig. 7)

59: by reducing the CoeHeCo distance, La/Sr becomes
closer to the oxide anion and consequently avoids being underbonded.

4.13.3.5 Thin films

Single crystals are not easily accessible for mixed-anion compounds, but if available one can understand precise physical properties
as well as reaction processes. For example, single crystal ATiO3–xHx films (A ¼ Ba, Sr, Ca) are obtained by hydride reduction of
epitaxial thin films of ATiO3 grown by pulsed laser deposition (PLD)83. The ATiO3–xHx films are found to be intrinsically metallic.
For SrVO2H, a single crystal film with a [001] alignment is obtained, which is isostructural with the bulk87, but by applying stress to
this thin film, a partially disordered phase of hydride and oxide anions is obtained as a transient phase88. LnHO thin films are
studied as photochromic materials89. A YHO film is obtained by sputtering Y in an H2 atmosphere to produce a YH2 thin film
and then exposing the film to an O2 atmosphere90. Although the control the O/H ratio is difficult in this method, it is possible
to synthesize LnOxH3–2x (0.5 < x < 1.5) by sputtering with gas mixtures of various O2/H2 ratios

89.

4.13.4 Oxyfluorides

Several features of fluorine, when incorporated into oxides, contribute to the emergence and enhancement of various functions. For
example, metal-fluorine bonding lowers the energy level of the transition metal due to the high electronegativity of fluorine, leading

Fig. 10 Crystal structure of SrVO2H81 (A). Sr, V, O and H are shown in silver, grey-green, red and blue respectively. The inter- and intra-layer
orbital overlapping (B) in the SrVO2H. Low-lying dyz/dxz orbitals due to crystal field splitting (C). (B) is reproduced from Yamamoto, T.; Zeng, D.;
Kawakami, T.; Arcisauskaite, V.; Yata, K.; Patino, M. A.; Izumo, N.; McGrady, J. E.; Kageyama, H.; Hayward, M. A. The Role of p-Blocking Hydride
Ligands in a Pressure-Induced Insulator-to-Metal Phase Transition in SrVO2H. Nat. Commun. 2017, 8 (1), an open access article under a CCA 4.0
license. No changes were made.
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to a higher redox potential of oxyfluoride cathodes compared to corresponding oxides91. Since the valence of the F� anion is lower
than O2� and its ionic radius is similar, electron doping is easily done via the solid solution formation with oxides92. Conversely,
the similarity in ionic radii makes the anionic ordering in oxyfluorides difficult to control. However, if the metal is coordinated to
both oxide and fluoride anions, the local symmetry around the metal center is reduced (e.g., fromOh symmetry in octahedral case),
thus controlling anion ordering is important. Although such asymmetric local geometry does not necessarily guarantee overall
asymmetry, it is the key to create structures without inversion symmetry, which is necessary for various functional properties
such as enantiomorphism, circular dichroism, second-harmonic generation (SHG), piezoelectricity, and pyroelectricity93.

High-temperature solid-state reactions are often used to synthesize oxyfluorides, and are especially effective when oxides and
fluorides of the same structure are present. For example, a solid solution of Ba(Zr1–xLix)O3–3xF3x is synthesized by heating the
mixture of BaZrO3 and BaLiF3 at 1250 �C, where the anion charge difference is compensated by the charge difference of cations94.
However, the high stability of binary fluorides such as AEF2 (AE ¼ alkaline earth) and LnF3 (Ln ¼ lanthanide) often inhibits the
formation of oxyfluorides when these binary fluorides are used as starting materials. Therefore, attempts have been made to synthe-
size oxyfluorides by other methods, including low-temperature topochemical synthesis, high-pressure synthesis and hydrothermal
synthesis.

4.13.4.1 Topochemical synthesis

In topochemical reactions, the similar ionic radii between oxide and fluoride anions are advantageous for acquiring solid solutions.
The higher mobility of fluoride anions is another benefit in low temperature topochemical reactions where ion diffusion is limited.
Depending on the choice of fluorinating reagents (and host oxides), the nature of topochemical fluorination reactions differs92. The
simplest fluorination reagent is fluorine gas, but great care must be taken when handling. For example, when flowing F2 gas, pipes
and reaction vessels made of Ni should be used since other metals such as stainless steel are easily corroded by fluorine. Solid XeF2,
which decomposes into Xe and F2 at elevated temperatures, can also be used as a fluorine source in a sealed tube.

The most prominent feature of fluorine gas as fluorine source is its strong oxidizing ability, which provides access to higher
oxidation states of transition metals via intercalation of fluoride anion into host oxides. For example, Sr3Fe2O6 with an oxygen-
deficient double-layered RP structure is oxidized to Sr3Fe2O6F0.87 containing an unusually high valent Fe5þ from a topochemical
F� intercalation at 140 �C (Fig. 11)95. In Sr3Fe2O6, oxygen vacancies are located at the middle apical site, but the F� insertion reor-
ganizes the anion configuration, with F� occupying the terminal apical site and O2�

filling the vacant site (Fig. 11). The rearrange-
ment of anions can be understood by Pauling’s second rule: the lower valent F� anions prefer to coordinate to the lower valent Sr2þ

than to the Fe3þ/5þ cation95,96.
Transition metal fluoridesMF2 (M ¼ Cu, Zn, etc.) can also be used for oxidative intercalation of fluorine97,98. Fluorination of the

RP phase Sr3Ru
IV
2O7 occurs by heating with CuF2 in air, yielding Sr3Ru

V
2O7F2, where fluoride anions occupy the interstitial sites of

Fig. 11 Synthesis of Sr3Fe2O6F0.87 via oxidative fluorination95. Sr, O and F are shown in cyan, red and yellow respectively. Grey octahedra represent
the coordination of FeO5 and FeO5F in Sr3Fe2O6 and Sr3Fe2O6F0.87, respectively. Dotted red circle represents oxygen vacancy. The migration of oxides
occurs during fluorination.
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the rock-salt block (Fig. 12)99. The reaction mechanism is not clear, but it is likely that CuF2 reacts with air to form CuO and F2, the
latter being used for intercalation.

Despite the strong oxidizing nature of fluorine, reductive fluorination is possible with the appropriate choice of reactants.
Fluorine-containing organic materials such as polyvinylidenedifluoride [(CH2CF2)n; PVDF]100 and polytetrafluoroethylene
[(CF2)n; PTFE]

101 can reduce oxide precursors via 1:1F/O exchange reaction. Here, the reducing ability is provided by carbon in
the reactants, which can extract the oxygen from the host oxides. The examples using RbLaNb2O7 are shown below101:

2 RbLaNb2O7 þ 1=nðCF2Þn/2 RbLaNb2O6FþCO2

2 RbLaNb2O7 þ 1=nðCH2CF2Þn/2 RbLaNb2O6FþCþH2OþCO

Oxygen is extracted by carbon to produce CO or CO2, and the resulting vacancies are filled with fluorine. This exchange reaction
causes the insulating RbLaNb2O7 precursor to become metallic and the formal valence of Nb5þ to be reduced to þ4.5 (d0.5). PTFE
with a larger carbon content can reduce oxide hosts more extensively than PVDF. However, in both cases, there is a tendency that
carbon remains on the sample surface.

Redox neutral fluorination, in which one oxygen is replaced by two fluorine without changing the valence state of transition
metal, also exists. As shown in Fig. 13B, double-layered RP perovskite Sr3Ti2O7 is converted to Sr3Ti2O5F4 by complete O/F
exchange at the apical sites as well as fluorine-intercalation into the interstitial sites, and hence maintaining the Ti4þ oxidation
state103. In the case of the single-layered Sr2TiO4, fluorine insertions proceed in an alternative fashion, as shown in Fig. 13A, yielding
Sr2TiO3F2. In these cases, various fluorinating agents are used, such as NH4F, MF2 (M ¼ Zn, Cu), and PVDF102.

4.13.4.2 Electrochemical synthesis

The oxidative fluorine intercalation can be carried out electrochemically. For example, the oxygen vacancy in YBa2Cu3O7–x is filled
with fluorine using an all-solid-state electrochemical cell104. Electrochemical fluorine (de)intercalation reactions have attracted
recent attention as the next generation of rechargeable batteries. The reversible electrochemical intercalation of fluorine has been
demonstrated using LaSrMnO4 with the RP structure as a cathode material with gravimetric theoretical capacities of 132 mAh/g
(i.e., LaSrMnO4 % LaSrMnO4F1.7), comparable to the state-of-art lithium-ion batteries such as LiFePO4 with 170 mAh/g105. Fluo-
ride ions, supplied from the PbF2 anode, are intercalated to the LaSrMnO4 cathode, through the electrolyte consisting of Ba-doped
LaF3. The inserted fluoride anions are located at the interstitial site in the rock salt block. As seen in Fig. 14, in the first stage every
second layer of anion interstitial sites is filled, followed by filling all the interstitial sites in the second stage.

Whereas the chemical potential of a material can be altered to some extents by pressure and other factors, electrochemical routes
allow greater control over the electrochemical potential, and is hence suitable for the synthesis of metastable oxyfluorides, with reac-
tions occurring even at room temperature. Electrochemical fluorination of La2CuO4 proceeds at room temperature, resulting in the
composition of La2CuO4Fx (x � 0.18)106. This fluorine insertion significantly increases the c lattice parameter from 13.141 Å to

Fig. 12 Oxidative fluorination of Sr3Ru2O7
99. Sr, O and F are shown in cyan, red and yellow respectively. Grey octahedra represent the coordination

of RuO6. Fluorides occupy the interlayer interstitial sites, leading to an expansion of the crystal structure.
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13.205 Å, which is similar to the change in topochemical fluorination with F2 gas. La2NiO3F3, which cannot be synthesized with F2
gas, has been synthesized by electrochemical fluorination of La2NiO3F2

105,107.

4.13.4.3 Solvothermal synthesis

Low-temperature solvothermal synthesis is a suitable synthetic approach to control O/F ordering around the transitionmetal, which
is often difficult to achieve in high-temperature reactions. The produced heteroleptic polyhedra contain distortions due to differ-
ences in the bonding between central cations with O2� and F�. Fig. 15 illustrates how ‘replaced’ fluoride ligand in the octahedron
leads to a displacement of metal center from its high symmetry position. Depending on the number and position of fluoride
ligands, the metal cation in the octahedron is off-centered towards corner, edge, and face direction108,109. Mixed oxide-fluoride octa-
hedra are therefore promising acentric building units. Such an asymmetric coordination environment does not always break the
inversion symmetry of a crystal, but it does increase its likelihood, as found in Cd(pyz)(H2O)2MoO2F4 (pyz ¼ pyridine)110 and

Fig. 13 Synthesis of Sr2TiO3F2102 (A) and Sr3Ti2O5F4103 (B). Sr, O and F are shown in cyan, red and yellow respectively. Grey octahedra represent
the coordination of Ti. Red dotted circles represent interstitial sites. Fluorides are intercalated into alternating interlayers in Sr2TiO3F2 as well as
replacing half of apical oxides in adjacent layers. In Sr3Ti2O5F4, fluorides are inserted in the interlayer interstitial sites and replacing apical oxides in
all layers.

Fig. 14 Electrochemical fluorination of LaSrMnO4
105. La/Sr, O and F are shown in cyan, red and yellow respectively. Grey octahedra represent the

coordination of MnO6. The process involves two steps: 1. Fluorine-insertion for every second interlayer; 2. A complete fluorine-intercalation.
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CuVOF4(H2O)7
108. For this reason, hydrothermal synthesis has been extensively used to obtain materials such as nonlinear optical

and piezoelectric materials that require non-centrosymmetric structures. Solvothermal synthesis is also a suitable method for
growing large single crystals needed for practical applications.

4.13.4.4 High pressure synthesis

High pressure synthesis is particularly useful to synthesize oxyfluorides with high density structures, including TlþTl3þOF2
112,

AgTiO2F
113, PbMnO2F

114, and AgFeOF2
115. The O/F ordering are sometimes controlled by changing reaction conditions. The

layered perovskite Sr2FeO3F, synthesized at 3 GPa and 1300 �C, has a fully O/F-ordered structure, with fluoride anions occupying
the apical site of the perovskite layer, but when the same starting materials are treated at 1800 �C and 6 GPa, a phase with partially
ordered anions is produced116. Single crystal oxyfluorides such as Ba2Ca3Cu4O8(O1–xFx)2

117 and Sr2FeO3F
116 can be grown bymelt-

growth method under high pressure. Both flux method and melt growth method can be used for single crystal growth, due to the
highly packed and dense reaction environment under high pressure, compositional deviations are less likely to occur even at high
temperatures116–119.

4.13.5 Oxychalcogenides and oxypnictides

Oxychalcogenides and oxypnictides constitute two important families of oxide-containing mixed-anion compounds. Compared to
oxide anions, chalcogenide (S2�, Se2�, Te2�) and pnictide (P3�, As3�, Sb3�, Bi3�) anions are larger andmore polarizable, and hence
give rise to layered structures where chalcognide/pnictide and oxide anions reside in separate layers. Fig. 16A shows the ZrSiCuAs-
type crystal structure of LaFeAsO120, which contains alternating antifluorite (Fe2As2)

2� and fluorite (La2O2)
2þ building blocks. This

structural feature can be explained by the hard-soft acid-base (HSAB) theory: lanthanide, a hard acid, forms layers with oxide which
is a hard base; while two softer ions form the other type of layers. This situation is different from oxynitrides, oxyfluorides and

Fig. 15 The distortions in MOnF6–n polyhedra (n ¼ 1, 2 and 3), where M represents transition metal cations (such as V5þ, Nb5þ and Mo6þ)108–111.
M, O and F are shown in brown, red and yellow respectively. Displacement directions of central cations depend on the number and position of
fluorides.

Fig. 16 Crystal structures of LaFeAsO120 (A) and Sr2CoO2Cu2S2121 (B). LaFeAsO adopts a ZrSiCuAs-type structure containing alternating antifluorite
(Fe2As2)2� and fluorite (La2O2)2þ layers. O and As are shown in red and light orange respectively. Sr2CoO2Cu2S2 contains antifluorite (Cu2S2)2�

layers and square-planar (CoO2)2� sheets, separated by Sr2þ cations. O and S are shown in red and light orange respectively.
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oxyhydrides with heteroleptic coordination geometries discussed in previous sections122. The formation of chemically distinctive
layers in oxychalcogenides and oxypnictides is responsible for many interesting properties observed, such as superconduc-
tivity123–125 and thermoelectricity126,127.

LaFeAsO, prepared by a direct solid-state reaction form LaAs, Fe3As2 and La2O3 in a sealed tube, is an antiferromagnetic insu-
lator, but electron doping by fluorine substitution at the oxide site induces superconductivity120,128. BiCuSeO adopts a similar
ZrSiCuAs-type crystal structure, with insulating (Bi2O2)

2þ and conductive (Cu2Se2)
2� layers alternating along the stacking

axis129. This material, along with its Sr-substituted derivatives Bi1–xSrxCuSeO, shows excellent thermoelectric properties130,131.
There are many compounds with Sr2Mn3Sb2O2-type structure, such as Sr2MO2Cu2S2 (M ¼ Mn, Co, Zn, Ni)132. Fig. 16B shows

the structure of Sr2CoO2Cu2S2, which contains alternating antifluorite (Cu2S2)
2� layers and square-planar layers of (CoO2)

2� sepa-
rated by Sr2þ cations121. This is a rare example of high-spin Co2þ existing in a square-planar environment. In fact, incorporating
transition metals into the square-planar layers is synthetically challenging and sometimes high pressure condition is required.
For example, synthesis of A2NiO2Ag2Se2 (A ¼ Sr, Ba) under ambient pressure is not possible due to the large size difference between
(Ag2Se2)

2� and (NiO2)
2� layers. However, such size-mismatch can be compensated under high pressure due to the higher

compressibility of chalcogenide layers (versus oxide layers). Upon pressure releasing, the chalcogenide layers expand significantly
and stretch the neighboring (NiO2)

2� layers. This tensile strain leads to the first observation of high-spin Ni2þ state in square-planar
coordination133. A similar high-pressure induced effect is observed in Ba2CoO2Ag2Te2, in which the tensile strain gives rise to an
unusual magnetic state for the Co2þ cation134. Additionally, a recent study in Ba2ZnO2Ag2Te2, a material only accessible under
high pressure, suggests a coexistence of cis/trans arrangement of OeZneO in [ZnO2]

2� layer135.

4.13.6 Conclusion

In summary, a wide range of oxide-based mixed-anion compounds shows diverse chemical and physical properties that are some-
times inaccessible in oxide materials. In terms of synthesis, there are various difficulties unique tomixed anion systems, and we have
seen many strategies to remove them. It should be noted that it is impossible to give a full description of all types of mixed-anion
compounds in this article, not even for oxide-containing ones. In addition, although this article focuses on oxide-containing mixed-
anion compounds, non-oxide mixed-anion phases have also emerged to show useful properties, such as M3HCh/M3FCh (M ¼ Li/
Na, Ch ¼ S, Se, Te)136,137 and Ba2H3X (X ¼ Cl, Br, I)138 as fast ionic conductors, and CoPS as a hydrogen evolution catalyst139,140.
The field of mixed-anion chemistry is still in its very early stage and a more extensive investigation from both chemical and physical
sides is therefore necessary.
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Abstract

Layered, or 2D materials refer to compounds in which the arrangement of atoms and bonding pathways along two
dimensions are similar and much stronger than along the third dimension. Compounds in which the bonding along the
third dimension is dominated by vdW interactions are referred to as 2D vdWmaterials. The focus of this chapter is to survey
the zoology and breadth of two-dimensional (2D) van der Waals (vdW) compounds. We will start by describing synthetic
techniques to grow 2D vdW compounds in bulk crystal, thin film and few-layer form, highlighting the various methodol-
ogies for the preparation of monolayers. We will also detail strategies that have been developed to prepare lateral, vertical,
and twisted heterostructures of different 2D vdW compounds. We will then survey the structure, properties and applications
of the most well-studied “canonical” families of 2D vdW materials, emphasizing known changes in properties once the
materials are exfoliated to the monolayer and few-layer thicknesses. We end by describing the structure and properties of
emerging families of 2D vdW compounds, and their changes upon exfoliation to the few layer form.
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4.14.1 Introduction

Two-dimensional (2D) van der Waals (vdW) materials have long been one of the most captivating and well-studied families of
inorganic materials, due to the wealth of unusual physical phenomena that occur when electronic, and thermal transport, or
magnetic ordering, is confined to a plane. The exfoliation of monolayer graphene and the Nobel Prize winning discovery1,2 that
it exhibits a quantized Hall effect at room temperature opened the door to the exploration of exotic phenomena that occur in mono-
layers of other 2D vdW materials. In recent years, there has been a massive worldwide investment in 2D materials research. Gra-
phene and other 2D materials are starting to be explored for commercialization in a wide range of technologies including water
and air filtration, flexible electronics, infrared photodetection, lubrication, aerospace ice protection, and medical sensing technol-
ogies, to name a few.3–6 Even in the decades following graphene’s initial work, 2D vdW compounds remain an energetic and
dynamic frontier of materials discovery.

Over the past century, solid-state and materials chemists have discovered many different 2D vdW compounds and are
continuing to do so. Each new material system features its own unique properties and reactivity, and also expands the realm of
possible building blocks and applications. It also requires investigation in how these properties change down to the monolayer
limit. With the development of aberration corrected transmission electron microscopy, researchers can now visualize the atoms
and defects in a single layer. Additionally, the proliferation of e-beam lithography has greatly accelerated the measurement and
our understanding of the electronic properties of a single layer of atoms. With the continued improvement of methods to exfoliate
2D vdWmaterials to the monolayer and restack them in specific orders and twist angles, researchers can now address the questions
posed by Richard Feynman in his famous 1959 lecture, There’s Plenty of Room at the Bottom, “What could we do with layered structures
with just the right layers? What would the properties of materials be if we could really arrange the atoms the way we want them?”.7

This chapter surveys the zoology and breadth of 2D vdW compounds. To start, we will describe the various synthesis methods to
grow 2D vdW compounds in bulk crystal, thin film and few-layer form, highlighting the various methodologies for the preparation
of monolayers. We will also detail strategies that have been developed to prepare lateral, vertical, and twisted heterostructures of
different 2D vdW compounds. We will then survey the structure, properties and applications of the most well-studied “canonical”
families of 2D vdW materials, emphasizing known changes in properties once the materials are exfoliated to the monolayer and
few-layer thicknesses. We end by describing the structure and properties of emerging families of 2D vdW compounds, and their
changes upon exfoliation to the few layer form. Whenever possible, we will highlight the many illuminating in-depth reviews
and tutorial articles that have been written on each topic or class of materials.

4.14.2 Synthesis of 2D van der Waals compounds in crystal, monolayer, and thin film forms

In this section, we will describe different synthetic strategies toward preparing macroscopic crystals of 2D vdW compounds. Then we
discuss approaches to exfoliate and transfer monolayer and few-layer thickness of these compounds onto substrates, as well as
prepare dispersions in solution. We review methods of thin film growth for the preparation of controlled thicknesses of 2D vdW
compounds onto substrates. We end by discussing various techniques to prepare lateral and vertical heterostructures comprised
of different vdW compounds, integrated in a precise arrangement.

4.14.2.1 Bulk crystals

The preparation of bulk single crystals of 2D vdW compounds is of paramount importance in this field, as they allow researchers to
understand the intrinsic structures and properties of layered compounds in their natural form as well as upon exfoliation to few-
layer forms.2,8,9 Indeed, the initial work, on the exotic electronic transport properties of monolayer graphene in the mid-2000s
relied on kish graphite crystals, which are highly crystalline graphite flakes that form during steel production.1,2,9 Similarly,
many studies on exfoliated MoS2 used macroscopic geological specimens of molybdenite as their source.10–12 Evaluating the elec-
tronic, magnetic, thermal transport properties along different directions, requires the preparation of crystals with dimensions larger
than 1 mm, and for many measurements, ideally >3 mm.

2D vdW compounds have an intrinsic anisotropy in their chemical bonding, which leads to a large difference in the in-plane and
cross-plane growth rates. Specifically, the lateral edges of a layered compound consists of coordinatively unsaturated atoms that
have high sticking coefficients, whereas the top and bottom faces are coordinatively saturated due to the vdW bonding. Thus,
2D vdW compounds often crystallize into platelet like morphologies with much larger in-plane dimensions (typically mm-cm)
than cross-plane dimensions (typically 10–100 mm). Here, we briefly discuss many common synthetic strategies for preparing these
phases. For further detail on the crystal growth of vdW compounds we point the reader to these review articles.13–16

There are multiple techniques that are used to grow bulk crystals of vdW compounds, which are illustrated in Fig. 1. First, direc-
tional solidification fosters crystal growth by the slow, directional cooling of a solid above its melting point (Fig. 1a). These
approaches require the solid to be a congruently melting phase, that is, the stoichiometry of a material in its liquid and solid state
at its melting point will be the same. Stoichiometric ratios of precursors are sealed in quartz tubes which often will have conical
ends, to facilitate the crystallization of a single domain. Directional solidification techniques are often classified as dynamic or static
approaches. In dynamic approaches, the tube is physically pulled through a furnace held at a constant temperature gradient during
growth. In static approaches, the tube is fixed in position, and the furnace temperatures at different zones are changed during
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growth. Second, in flux growth (Fig. 1b) a crystal is grown at high temperatures in a molten element or salt “flux,” which acts as
a solvent at these synthesis conditions.17 Similar to the growth of molecular crystals via recrystallization, this approach exploits
the temperature dependent differences in solubility. The separation of the crystals from the molten flux often relies on inverting
the tube at high temperature state, but using either quartz wool or specialized Canfield crucibles to catch the crystals. Finally, chem-
ical vapor transport (CVT) techniques are often used to grow crystals of 2D materials. In this approach the 2D materials precursors
are sealed into a tube, which is placed under a set thermal gradient, and the volatile metal-anion species will transport to the ther-
modynamically favorable side, and then nucleate and grow crystals. This has been one of the most prevalent approaches in the
growth of vdW crystals, as most 2D vdW compounds have anions (chalcogens or halogens) and metal-anion high temperature
species with high vapor pressures (Fig. 1c). In addition, external transport agents (I2, AlCl3, TeCl4 etc.) can be used as a carrier
to repeatedly transport material of the desired phase to the crystallization region (Fig. 1d). Depending on the thermodynamics
of the specific materials system, crystals may grow at either the hot or cold sides.

Different materials often require different growth techniques, and this is dictated by many factors including the binary and
ternary phase diagrams, and the vapor pressures of the constituent elements. For example, single crystals of PdSe2 can be prepared
through a direction cooling allowing for crystallization from a Se flux. Here, rather than inverting the growth tube, the crystals are
separated from the Se flux by volatizing the excess Se away (Fig. 2a). As a second example, crystals of NaSn2Sb2 are grown directly
from the melt (Fig. 2b). As a third example, crystals of CrI3 are readily grown by chemical vapor transport (Fig. 2c),18 due to the
volatility of I2, CrI3(g) and CrI4(g). Finally, careful control over the Fermi level and/or doping level is essential for realizing exotic
physical phenomena in both metals and semiconductors, and thus many phases require significant synthetic16 and zone-refining
efforts14 as well as the use of ultra-high purity reagents.

4.14.2.2 Preparation of monolayer and few-layer 2D materials

One of the defining structural features of vdW compounds is that they have strong covalent/ionic bonding in the two in-plane
dimensions, along with vdW bonding in the third, cross-plane direction. For instance, the calculated adhesion energy between
neighboring layers of van der Waals compounds are rather weak at 19.6 meV/Å2 in GaS, 33.4 meV/Å2 in PtTe2, 22.5 meV/Å2 in gra-
phene19 and 28.3 meV/Å2 in germanane.20 This value is increased in NaSn2As2, 90.5 meV/Å2, a material which can be exfoliated but
contains ½ of a Sn–Sn bond across the van der Waals gap.21 When isolated as a monolayer, the electronic structure, chemical reac-
tivity, and physical properties can be quite different compared to the bulk crystal. As a result, numerous strategies have been devel-
oped to isolate and study monolayer and few-layer derivatives of these compounds.

Fig. 1 Schematic diagrams of common growth techniques. (a) Directional solidification (in the Bridgman-Stockbarger method) in which the molten
sample (dark green) moves relative to a temperature gradient so that freezing of the solid (light green) occurs first at the sharp tip. Two
configurations are shown, dynamic and static. (b) The flux technique in which the crystals (blue) nucleate and grow from a liquid (orange). Upon
inversion, the liquid flows through a filter allowing crystals to be easily isolated. Two configurations are shown, with quartz wool used as a filter and
with an alumina frit filter. (c) Vapor transport reactions in which the source material, A, is transported through the gas phase(s) and recrystallized.
Two example reactions are shown, sublimation and CVT. Reprinted with permission from May, A. F., Yan, J. & Mcguire, M. A. A Practical Guide for
Crystal Growth of van der Waals Layered Materials. J. Appl. Phys. 2020, 128, 051101. © AIP Publishing, 2020.
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4.14.2.2.1 Mechanical exfoliation of crystals
The mechanical exfoliation of vdW compounds is one of the most well-known and powerful strategies to isolate monolayers from
bulk crystals. Initial work focused on using adhesive tape to pull the vdW layers apart in a single crystal.2,11,22 Typically, micron-
thick crystals are pressed between two pieces of tape, and then reduced in thickness by the repeated adhesion and deadhesion
on fresh tape, until much thinner samples can be transferred onto a substrate, typically a dielectric SiO2 coated Si chip. Early
work by Frindt in the 1960s showed that few-layer films of MoS2 could be isolated and visualized by transmission electron micros-
copy (TEM).22 As part of their Nobel prize winning work, Novoselov and Geim, showed that single layers of graphite could be
prepared in a similar fashion.1,2 Exfoliated monolayers and few-layers of many different vdW compounds have been prepared
this way, and many different adhesive materials can be used (Scotch tape, Kapton tape, Polydimethylsiloxane (PDMS)).19 The prep-
aration of large domains via exfoliation is much easier in compounds that have appreciable mechanical strength, and that have flat
van der Waals surfaces which allow neighboring layers to glide off each other. In addition, the electronic properties of mono and
few-layer compounds prepared via mechanical exfoliation of crystals far exceed those synthesized using thin film growth tech-
niques, or prepared via solution-based dispersion techniques, due to the reduced level of defects, dislocations, and dopants that
can be controlled in these crystals. Still, these early approaches suffer from low yields and often lead to relatively small monolayer
sizes.

In the last 15 years, numerous strategies have been developed to increase the yield, size, and success rate of monolayers exfoliated
from bulk crystals, so much so that it has facilitated the preparation of multilayer heterostructures. First, it has been established that
the cleanliness and flatness of the substrate- vdW material interface is essential to obtaining high yields of exfoliated materials
(Fig. 3). Ultrasonic and plasma cleaning of the substrate immediately prior to interfacing the vdW crystals to the substrate is neces-
sary to improving the yield.19 In addition, oftentimes trapped gas bubbles can form between the substrate and the vdW crystal, pre-
venting the formation of strong vdW bonding between them. In addition, thermal annealing even at 100 �C before removing the
adhesive tape causes trapped gas to diffuse out of the 2D material-substrate interface,23 allowing a tighter, more uniform contact
between the two materials. Second, this exfoliation and transfer process can be automated using a homebuilt transfer tool to allow
much more precise distribution of forces and minimize trapped gas and wrinkling.24,25 In addition, these processes and tools are
now often performed in ultraclean and O2/H2O free glovebox environments. One final set of strategies that have demonstrated the
ability to transfer single layers of a crystal onto a substrate utilize the strong noncovalent interactions between vdW compounds and
Au (Fig. 4a–g).19 In one example, entire cm-sized layers of a crystal are transferred using an ultraflat Au film. This ultraflat Au film is
prepared by evaporating Au onto an ultraflat prime silicon wafer. Then a polyvinylpyrrolidone interfacial film is spun coat onto the
Au, before a thermal release tape is adhered to the back side. The gold film is then peeled off the substrate and then adhered to the
face of a single crystal. Because there exists a relatively strong non-covalent interaction between Au and many vdW compounds,19

especially chalcogen-terminated vdW compounds, the topmonolayer binds more strongly to the Au than the neighboring layer. The
top monolayer can be peeled off in its entirety, and then transferred to another substrate. The thermal release tape is removed upon
annealing, and then the Au layer can be etched away using KI/I2.Together, these techniques have transformed the often serendip-
itous exfoliation process into one which is reliable and deterministic.

4.14.2.2.2 Dispersions of 2D materials in solution
A second route to transform vdW solids into their monolayer and few-layer forms involves a group of strategies focused on
preparing their dispersions in solution.26–30 These strategies enable the preparation of scalable quantities of solutions of isolated
layers, which can be incorporated with other materials to form hybrid composites, or further processed into thin films using stan-
dard industrial techniques such as reel-to-reel manufacturing. There is immense interest in using such materials for applications
including batteries,31,32 supercapacitors,32–35 water desalination membranes,36–38 and ion exchange membranes.39,40

Fig. 2 Single crystals of (a) PdSe2 grown from direction cooling, (b) NaSn2Sb2 grown from the melt, and (c) CrI3 grown from chemical vapor
transport.18
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The first of these strategies is the direct ultrasonication of bulk crystals in pure solvents that have the ideal surface energies to
prevent reaggregation27 (Fig. 5a)41. For instance, Coleman and collaborators29 showed that a wide variety of vdW compounds,
such as the transition metal dichalcogenides (TMDs), MoS2, WS2, MoSe2, MoTe2, TaSe2, NbSe2, NiTe2, hexagonal boron nitride
(h-BN), and Bi2Te3 can be readily dispersed in organic solvents. For each compound, the ideal solvent featured a specific range
of dispersion, polar, H-bonding forces, as quantified by the Hansen solubility parameter.42 This strategy can be extended to the
preparation of aqueous dispersions by ultrasonicating bulk crystals in H2O with the presence of surfactants or polymers that can
prevent reaggregation.43 This approach parallels earlier surfactant-based approaches that were developed to disperse carbon
nanotubes.44

Oftentimes preparing the dispersions can be facilitated by first weakening the van der Waals forces in the layered crystals via
chemically modifying the 2D layer (Fig. 5b). One such method is through oxidation or reduction of the 2D lattice. A classic
example is the Hummers’ method for oxidizing graphite to graphene oxide using KMnO4, NaNO3 and concentrated H2SO4.
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This oxidation significantly disrupts the strong vdW forces of graphite by introducing epoxides, carboxylic acids, and alcohol
substituents to the faces and edges, facilitating dispersion in water. Once films are formed, the graphene oxide can be reduced
back to graphene, considering the strong thermodynamic driving force for reforming sp2-hybridized graphitic networks. Another
example is the reduction of MoS2 via intercalating Li into the vdW space, which expands the interlayer distance, substantially
weakening the vdW forces and enabling dispersion in water. Selective etching techniques (Fig. 5c) rely on chemically dissolving
away specific layers of a non-vdW compound with multiple components, converting it into a vdW compound that can be subse-
quently dispersed. This approach has been utilized to prepare dispersions of Xanes (Section 4.14.3.2) and MXenes (Section
4.14.3.3). Ion-exchange techniques (Fig. 5d) can be similarly utilized to prepare monolayer and few-layer dispersions of non-
vdW layered compounds, whose structures consist of charged layers that are electrostatically held together via the presence of
counterions.46–48 For instance, in many compounds monovalent cations are readily exchanged for larger monovalent cations
in concentrated salt solutions. In one example, Agþ cations in AgCrS2 can be exchanged for a variety of bulky tetra-alkyl ammo-
nium cations, which can then be dispersed in dimethyl formamide solvent.49 As another example, carbonate counterions in the
layer double hydroxide phase of Mg6Al2(OH)16CO3$4H2O can be exchanged for dodecyl sulfate, greatly facilitating the formation
of monolayer dispersions.50

In general, all of these approaches represent powerful strategies to prepare large quantities of monolayer and few-layer disper-
sions. Very often a variety of layer thicknesses is produced in solution and multiple cycles of centrifugation, redispersion, and sepa-
ration processes are required to isolate monolayers, if desired.29 Finally, it is worth nothing that sonication and chemical
modification often leads to the formation of a variety of defects that often disrupts the electronic properties and prevents the obser-
vation of the same exotic electronic behavior that can be observed in mechanically exfoliated layers.

Fig. 3 Illustration of the modified exfoliation process for layered crystals (shown here for graphene). (a) Optical image of the SiO2/Si substrate and
adhesive tape with graphite flakes, which adhere after contact with a highly oriented pyrolytic graphite crystal. (b) Oxygen plasma cleaning of the
SiO2/Si substrate. (c) Contact between the graphite decorated tape and the substrate surface, followed by heating of the substrate (with tape) on
a hot plate in air at �100 �C for 2 min. (d) Removal of the substrate from the hot plate and peeling the tape off. (e) Optical image of the substrate
after graphene exfoliation. (f) Optical micrograph of one of the graphene flakes on the substrate in (e). The flake has a thickness varying in steps
between 1 and 4 layers. Reprinted with permission from Huang, Y., Sutter, E., Shi, N. N., Zheng, J., Yang, T., Englund, D., Gao, H.-J. & Sutter, P.
Reliable Exfoliation of Large-Area High-Quality Flakes of Graphene and Other Two-Dimensional Materials. ACS Nano, 2015, 9, 10612–10620. ©
American Chemical Society, 2015.
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4.14.2.2.3 Thin film growth methods
A third approach to prepare monolayer and few-layer flakes of vdW crystals is to grow thin films of them directly onto substrates and
wafers. It has been a long-standing goal to be able to prepare wafer-scale monodomain monolayer crystals of specific 2D materials
and their heterostructures, as this thin film form factor has numerous advantages.51,52 It allows the ability to utilize semiconductor
microfabrication technologies to evaluate their properties and integrate them into complex device technologies. Furthermore, the
same transfer techniques that have been developed to exfoliate monolayers onto a substrate as discussed in Section 4.14.2.2.1, can
be extended to transfer wafer-sized monolayer thin films onto other monolayers and materials. In addition, this bottom-up
approach to the synthesis of thin films allows for greater control over the thickness and size of the grown flakes. In principle,
thin film growth strategies may also allow for the direct preparation of vertical heterostructures of different 2D vdW materials by
consecutive growth cycles upon the same substrate, providing these materials are resilient to the varying growth conditions.

Typical thin film growth methods include CVT reactions, chemical vapor deposition (CVD), andmolecular beam epitaxy (MBE).
The earliest route toward thin film preparation of 2D materials was CVT and is similar to the CVT approach described in the
synthesis of bulk single crystals in Section 4.14.2.1. This method uses either temperature and/or a carrier gas to transform solid-
state precursors of the constituent elements into volatile species and transport the reagents to a substrate where growth occurs
(Fig. 6a).53 Many TMDs (CrSe2,

54 VSe2,
55 MoS2,

56,57 MoSe2,
58 TaSe2,

59 WS2,
60 PtSe2

61) and hexagonal BN62 (hBN) have been grown
at wafer scale sizes using this method. For each structure, different precursors are selected as sources, for example, in the TMDs the
highly volatile chalcogens are used in their elemental form while metal oxides or metal halides (i.e., MoCl4) are common metal
sources. For instance, the preparation of few-layer MoS2 films on Al2O3 substrates can be accomplished by transporting S, and
MoCl5 at high temperatures using an inert carrier gas.57 Next, CVD enables the growth of thin films by the controlled flow and

Fig. 4 (a) Schematic of the exfoliation process using the ultraflat Au film transfer method. (b-d) Optical images of exfoliated MoS2 on SiO2/Si,
sapphire, and plastic film. (e) 2-in. CVD-grown monolayer MoS2 film transferred onto a 4-in. SiO2/Si substrate. (f, g) Optical images of large
exfoliated 2D crystals: BP, FeSe, Fe3GeTe2, RuCl3, PtSe2, PtTe2, PdTe2, and CrSiTe3. Those exfoliated monolayers highlighted in the red box are, so
far, not accessible using other mechanical exfoliate methods. Reprinted with permission from Huang, Y., Pan, Y.-H., Yang, R., Bao, L.-H., Meng, L.,
Luo, H.-L., Cai, Y.-Q., Liu, G.-D., Zhao, W.-J., Zhou, Z., Wu, L.-M., Zhu, Z.-L., Huang, M., Liu, L.-W., Liu, L., Cheng, P., Wu, K.-H., Tian, S.-B., Gu,
C.-Z., Shi, Y.-G., Guo, Y.-F., Cheng, Z. G., Hu, J.-P., Zhao, L., Yang, G.-H., Sutter, E., Sutter, P., Wang, Y.-L., Ji, W., Zhou, X.-J. & Gao, H.-J.
Universal Mechanical Exfoliation of Large-Area 2D Crystals. Nat. Commun. 2020, 11, 2453. © 2020.
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deposition of gas phase precursors over a target substrate. This approach introduces high vapor pressures of 2D material precursors
at precise flow rates into a main growth chamber using mass flow controllers (Fig. 6b). CVD allows much more precise control of
the concentrations of precursors in the gas phase over CVT, potentially allowing higher quality monolayer films with controlled
doping levels. In one example, the growth of monolayer films of WSe2 can be prepared using WCl6 and (C2H5)Se as precursors.

63

Fig. 5 (a) Schematic illustration of the sonication-assisted liquid-phase exfoliation process. (b) Intercalant-assisted exfoliation where a metal ion
(usually Liþ) is used to intercalate into the bulk precursor in a liquid media coupled with ultrasonication, which shears the sheets apart. (c) Selective
etching, in which an etchant (usually strong acids, e.g., HF) is used to remove one or more constituent atoms and results in the formation of sheets.
(d) Ion exchange assisted exfoliation. Panel (a) reprinted with permission from Li, H., Jing, L., Liu, W., Lin, J., Tay, R. Y., Tsang, S. H. & Teo, E. H.
T. Scalable Production of Few-Layer Boron Sheets by Liquid-Phase Exfoliation and Their Superior Supercapacitive Performance. ACS Nano, 2018a, 12,
1262–1272. © American Chemical Society, 2018. Panels (b and c) reprinted with permission from Mukherjee, S., Ren, Z. & Singh, G. Beyond
Graphene Anode Materials for Emerging Metal Ion Batteries and Supercapacitors. Nano-Micro Lett. 2018, 10, 70. © 2018. Panel (d) reprinted with
permission from Cai, X., Luo, Y., Liu, B. & Cheng, H.-M. Preparation of 2D Material Dispersions and Their Applications. Chem. Soc. Rev. 2018a, 47,
6224–6266. © 2018 Royal Society of Chemistry, 2018.

Fig. 6 Schematic of common techniques for synthesis of thin films of 2D materials. (a) Growth via CVD, (b) growth via metal-organic CVD
(MOCVD), and (c) growth via MBE. Reprinted with permission from Briggs, N., Subramanian, S., Lin, Z., Li, X., Zhang, X., Zhang, K., Xiao, K.,
Geohegan, D., Wallace, R., Chen, L.-Q., Terrones, M., Ebrahimi, A., Das, S., Redwing, J., Hinkle, C., Momeni, K., Van Duin, A., Crespi, V., Kar, S. &
Robinson, J. A. A roadmap for electronic grade 2D materials. 2D Mater. 2019, 6, 022001. © Institute of Physics, 2019.
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Finally, MBE growth of thin films offers a high level of control over the elemental composition of thin films (Fig. 6c). It utilizes the
deposition of beams of the elements with precisely quantified fluxes in ultra-high vacuum chambers to grow 2Dmaterials. One such
example is the MBE growth of In2Se3 few-layer thin films.64

4.14.2.2.4 Lateral heterostructures
The preparation of monolayer vdWmaterials in which the chemical composition of the crystalline material changes abruptly along
the length and width without disruptions in the lattice connectivity, opens the door to designing complex architectures for advanced
devices and applications. Two such strategies have been developed to prepare these lateral heterostructures. The first strategy relies
on modifying existing thin film growth strategies to control the composition of the reactants in the vapor phase as a function of
time. As discussed previously, vdW compounds have more reactive edge sites compared to the top and bottom faces, and thus, after
nucleation, material growth typically occurs along the in-plane direction. Any change in the vapor phase reactants will lead to the
growth of a different material along the growth front. This has been widely demonstrated in the preparation of lateral heterostruc-
tures of TMDs, which all have similar crystal structures and lattice constants, facilitating the seamless change in composition with
the presence of additional grain boundaries.65–69 When the two materials grow optimally at drastically different temperatures for
a given method, as is the case for WSe2 which grows at 925 �C, and MoS2 which grows at 775 �C, a crystal with a rather sharp inter-
face can be grown in a two-step process. The higher temperature WSe2 phase is nucleated and grown first, followed by the lower
temperature growth of MoS2 in a second step, allowing for the preparation of a single junction.70 More recently, the preparation
of vdW monolayers with multiple MoSe2/WSe2 sections can be prepared in a CVT-type process by changing the transport gas.
(Fig. 7a–g).71 At the growth temperature of 1060 �C, in an N2 þ H2O gas mixtures, MoS2 and MoSe2 partially react to form volatile
MoO2(g) and H2S/H2Se species, whereas the tungsten chalcogenides form nonvolatile WO3 � x(s) phases. When the vapor trans-
port agent is switched to H2 þ Ar, the MoO2(g) is reduced to nonvolatile Mo(s) which reacts with the chalcogen, and theWO3 � x(s)
is reduced to volatile WO2(g) species. The volatile species transport to the growing 2D flake and form either a Mo-rich or W-rich
dichalcogenide, depending on the gas mixtures. By repeatedly swapping between the two gas mixtures, multiple domains of the
two different metal sources can be grown in a single flake. A second strategy to prepare lateral heterostructures of vdW monolayer
and few-layer materials relies on the lithographic patterning and chemical modification of an exfoliated flake. For instance, MoS2
can be converted between a semiconducting MoS2 two-layer per hexagonal unit cell polytype (2H) and a metallic one-layer per
trigonal unit cell polytype (1T) via Li reduction and intercalation using n-butyl lithium.33 Thus, lateral heterostructures can be
prepared by lithographically patterning the region of the flakes that are exposed to n-butyl lithium.72

4.14.2.2.5 Vertical heterostructures via mechanical exfoliation
Vertical heterostructures of semiconductors have been one of the most widely studied and technologically useful electronic plat-
forms for over half a century.73–75 In traditional semiconductors these structures are created through the growth of one material
on top of a secondmaterial that has a different composition and or doping level. These heterostructures typically use different group
IV, III-V, or II-VI semiconductors, that have similar zinc-blende or wurtzite structure types and lattice constants to facilitate
epitaxy.76–79 Considerable efforts in controlling and grading the composition during growth are needed to minimize the strain
that originates from the lattice mismatch of different materials. In contrast, vdW materials have coordinatively saturated top and
bottom surfaces, which allows for the formation of vertical heterostructures from compounds with drastically different structures
and properties, with minimal effects of strain.51 The two strategies for constructing such vertical heterostructures with 2D vdWmate-
rials involve exfoliation-based and thin film-based approaches.

The fabrication of vertical heterostructures using multistep exfoliation builds off the approaches discussed in Section 4.14.2.2.1 to
prepare and transfermonolayer or fewmaterials from single crystals onto different substrates. Awide variety of techniques have been inves-
tigated,80–88 and here we describe in detail a dry transfer exfoliation method utilizing PDMS (Fig. 8a–d).82 In this specific example, a top
layer of a hBNdielectricmaterial ismechanically exfoliatedonto PDMSdirectly. Then the 2Dmaterial of interest is exfoliatedonto adesired
substrate.Mechanical exfoliationoftenproducesawidearrayofflakeswithdifferent sizes, thicknesses, andpositionsacrossa substrate.Once
suitableflakesof eachare identified,onemust align thedesiredhBNflakeon thePDMSwith the targetflakeon the substrate. ThehBNcanbe
transferred to the substrate at high temperature by slowly peeling away the PDMS from the substrate. Alternatively, to pick up the exfoliated
flake, thePDMScanbe rapidlypeeledaway fromthesubstrate yieldingaheterostructureon thePDMS.Thisprocess canbe repeatedmultiple
times to prepare complex vertical heterostructures ofmany different 2D vdWmaterials (Fig. 8e)89. Oftentimes this process is performed in
a clean glovebox environment, using mechanized transfer tools.90,91

This exfoliation procedure can be further used to alter the twist angle between different exfoliated layers. The relative twist angle
between neighboring layers can significantly affect interlayer coupling and produce new heterostructures with unique Moiré
patterns with exotic electronic phenomena that do not exist in the bulk or monolayer form.92,93 This has led to an emerging field
of “twistronics” that has gathered considerable interest in recent years.94–97 For instance, superconductivity has been discovered in
graphene bilayers twisted with the “magic angle” of 1.1�.98,99 One approach to prepare a twisted bilayer of a material is to exfoliate
a monolayer onto a substrate and then tear and transfer half of the monolayer onto a holder, which is rotated by a desired angle
using a goniometer, and then used to pick up the remaining half of the monolayer on the substrate (Fig. 9).100 Because the two
halves come from the same crystalline monolayer, the crystallographic angle between them after stacking is determined by the angle
of the rotation. The holder can either be a hemispherical holder, a droplet of epoxy, or PDMS coated by an adhesion polymer which
is first used to pick up a top hBN layer. Once the edge of the hBN flake is aligned halfway with the underlying 2D material, the 2D
material can be torn by slowly peeling away the holder.
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4.14.2.2.6 Vertical heterostructures via thin film growth
The preparation of vertical heterostructures of different 2D materials utilizing conventional thin film growth techniques has gener-
ated some initial examples of vertical heterostructure materials. The first approach is the sequential growth of each layer, wherein an
initial vdW material is grown on a substrate followed by the growth of a second vdW material. This sequential growth has yielded
multilayer stacks of TMDs grown on both graphene101–103 and other TMD layers.104–107 One example is the growth of NiTe2 on

Fig. 7 (a–b) Optical images of five-junction heterostructures. The difference in thickness of the MoSe2 layers in a and b is seen by the difference in
thickness of the dark-contrast regions. (c) Seven-junction heterostructure with variable domain widths. The underlying color bars in a-c depicts the
growth timescale: from left to right (pink, MoSe2; green, WSe2), each division (black line) corresponds to approximately 120 s. (d)
Photoluminescence (PL) intensity maps for the WSe2 (1.6 eV, top) and MoSe2 (1.52 eV, bottom) domains and (e) composite photoluminescence
map for the heterostructure in (a). (f) Z-contrast atomic-resolution high-angle annular dark field scanning transmission electron microscopy (HAADF-
STEM) images of pure WSe2 (g), Atomic-resolution HAADF-STEM images of the sharp interface, with the corresponding Fourier-transform pattern
and composition profile (atomic fraction of tungsten per vertical atomic column). The sharp interface has an average interface width of 1 nm (4
atomic columns). Reproduced with permission from Sahoo, P. K., Memaran, S., Xin, Y., Balicas, L. & Gutiérrez, H. R. One-Pot Growth of Two-
Dimensional Lateral Heterostructures Via Sequential Edge-Epitaxy. Nature, 2018, 553, 63–67. © Springer Nature, 2018.
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Fig. 8 PDMS exfoliation method. (a) The top flakes are directly exfoliated onto a PDMS stamp placed on the glass slide. (b) The holder is turned
up-side down and mounted into the position followed by the precise alignment of the top desired flake to the bottom target one, which is prepared
on the 300 nm SiO2/Si wafer (c) The holder is brought down, pressing the PDMS against the substrate. (d) The PDMS is then lifted back together
with the glass slide slowly, and the top flake is released from the stamp and attached onto the target position, yielding the heterostructure. (e)
Schematics and the corresponding optical microscopy images illustrating the stacking process of graphene/hBN/MoS2/hBN/MoS2/hBN from the
bottom-up approach by dry peeling with the highlighted flake edges observed in the semi-transparent dark field. The scale bar is 50 mm. Panel (a–d)
reprinted with permission Fan, S., Vu, Q. A., Tran, M. D., Adhikari, S. & Lee, Y. H. Transfer Assembly for Two-Dimensional van der Waals
Heterostructures. 2D Mater. 2020, 7, 022005. © Institute of Physics, 2014. Panel (e) reprinted with permission from Withers, F., Del Pozo-Zamudio,
O., Mishchenko, A., Rooney, A. P., Gholinia, A., Watanabe, K., Taniguchi, T., Haigh, S. J., Geim, A. K., Tartakovskii, A. I. & Novoselov, K. S. Light-
Emitting Diodes by Band-Structure Engineering in van der Waals Heterostructures. Nat. Mater. 2015, 14, 301–306. © Springer Nature, 2015.

Fig. 9 Rotationally aligned graphene double layer realized by successive transfers from a monolayer graphene using a hemispherical handle
substrate. (a,e) Schematic of layer pick-up. The red box represents a zoom-in view of the hemispherical handle substrate. (b–d) Schematics and (f–h)
corresponding optical micrographs of successive stacking steps. Panels b and f illustrate a partial contact of the handle with the bottom graphene.
Panels c and g show the handle substrate release with one graphene section detached. Panels d and h illustrate the second contact with the handle
translated laterally to create an overlap region of the two graphene layers. The two images in panels f and h represent the same optical micrographs,
with the contrast enhanced and the graphene contour marked in the right-hand image. Because the two graphene layers are obtained from a single
grain, their principal crystal axes remain aligned if the handle is not rotated with respect to the bottom substrate. Reprinted with permission from
Kim, K., Yankowitz, M., Fallahazad, B., Kang, S., Movva, H. C. P., Huang, S., Larentis, S., Corbet, C. M., Taniguchi, T., Watanabe, K., Banerjee, S. K.,
Leroy, B. J. & Tutuc, E. van der Waals Heterostructures with High Accuracy Rotational Alignment. Nano Lett., 2016, 16, 1989–1995. © American
Chemical Society, 2016.
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a WSe2 monolayer substrate, in which WSe2 mono and bilayers were initially grown via CVD at 850 �C before the growth of micron
sized, multilayer NiTe2 multilayers at 600 �C.104 It is important to realize that thin film growth techniques often require subsequent
layers to be grown at lower temperatures than the initial layer material to minimize the interlayer diffusion of chemical species and
maximize the stability of each layer (Fig. 10).106 For instance, in a second approach, the growth of WSe2 monolayers using different
CVD precursors was optimized to occur at 950 �C, whereas the growth of MoS2 occurs at 750 �C. Growing WSe2, and then MoS2
preserves stoichiometries of both monolayer compositions. Conversely, the growth of MoS2 at 750 �C first, followed by the growth
of WSe2 at 950 �C, causes the S atoms in the MoS2 to be replaced by Se.

A second approach that overcomes the diffusion of elements into neighboring layers that typically occur in high temperature
CVD growth conditions, relies on the low temperature deposition of calibrated atomic layers of metals and chalcogen anions, fol-
lowed by a single crystallization anneal at moderate temperatures.108–110 This process enables the deterministic growth of layers of
vdW and even other non-vdW compounds across an entire 600 substrate with precise control of sequencing. For instance, Fig. 11
shows a cross-sectional TEM image of precise thicknesses of the vdW compound TiSe2, separated by precise thicknesses of PbSe
in the rock salt structure. These materials have a large crystallinity in the cross-plane direction but smaller in-plane domain sizes
on the order of tens to hundreds of nanometers. In total, vertical heterostructures grown via thin film methods do not exhibit
the same level of exotic electronic phenomena that can be accomplished via mechanical exfoliation.

4.14.3 The canonical families of 2D materials

We will give a brief overview of the structure and properties of the families of 2D vdW materials that have been the most well-
studied compounds. We will highlight the unique aspects of each material system, as well as the changes in properties that occur
when exfoliating down to a monolayer, and where each material system has attracted considerable attention for technological
application.

Fig. 10 MoS2-WSe2-epitaxial graphene vertical heterostructures begins with the synthesis of (a) 3 L epitaxial graphene from SiC followed by
(b) vapor transport or MOCVD of WSe2 and (c) vapor transport of MoS2. WSe2-MoSe2-epitaxial graphene heterostructures are similarly grown,
except when (d) MoS2 is grown first on epitaxial graphene followed by (e) growth of the WSe2, a Se–S ion exchange occurs, leading to the
formation of MoSe2 from the original MoS2 layer. The MoSe2 domains are difficult to topographically identify; however, (f) conductive atomic force
microscopy (AFM) clearly delineates their location due to enhanced tunneling at the heterostructures. Reprinted with permission Lin, Y.-C., Ghosh, R.
K., Addou, R., Lu, N., Eichfeld, S. M., Zhu, H., Li, M.-Y., Peng, X., Kim, M. J., Li, L.-J., Wallace, R. M., Datta, S. & Robinson, J. A. Atomically Thin
Resonant Tunnel Diodes Built From Synthetic van der Waals Heterostructures. Nat. Commun. 2015, 6, 7311. © 2015.
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4.14.3.1 Graphene and hexagonal boron nitride (hBN)

The most well-studied and Nobel Prize winning example of 2D material research is graphene, a monolayer of graphite. Similarly,
hBN, which is structurally similar to graphite, has proven to be one of the most important dielectric materials for 2D vdW research.
The crystal structure of graphite consists of single atom thick layers of carbon atoms in a covalently bonded honeycomb arrange-
ment in which the C atoms exist in sp2 hybridization (Fig. 12a). These layers stack in a hexagonal unit cell consisting of two graphite
layers that are held together by vdW forces. hBN crystallizes into a similar structure as graphite, such that every carbon atom in a layer
is replaced alternatingly with boron and nitrogen atoms (Fig. 12b).

Graphite is a metallic material on account of the aromaticity and delocalization of the half-filled C 2pz orbitals throughout each
layer. The bulk band structure of graphite close to the Fermi level is shown in Fig. 12c,111 where the bands close to the Fermi level are
predominantly of C 2pz origin. In contrast, hBN has a large 5.95 eV band gap. The large electronegativity difference between B and N
induces a large energetic splitting between the 2pz orbital bonding and antibonding bands (Fig. 12d).112 The valence band has
predominantly N 2pz character whereas the empty conduction band is predominantly B 2pz character.

The latest explosion in research interest on graphene was sparked in 2005, when Novoselov and Geim discovered that mono-
layer graphene remarkably exhibited a QuantumHall effect that persisted to room temperature.1,2 A detectable quantized Hall effect
at experimentally accessible magnetic fields (5–10 T) requires a material to exhibit high carrier mobilities (> > 1000 cm2 V�1 s�1).
This ultrahigh carrier mobility in graphene arises from a change in the band structure of graphene compared to graphite. In single
layer graphene there exists a single pair of 2pz orbitals with a conical linear dispersion at the Fermi level (Fig. 11e),113 meeting at
a single energy point defined as a Dirac point. The conical linear dispersion of the bands at the Fermi level are thus known as Dirac
cones. In graphene, electronic transport mathematically follows the relativistic Dirac equation because of this linear band dispersion
near the Fermi level, and this causes the charge carriers in graphene to behave as though they are relativistic particles with close to
zero rest mass, and a speed of �1/300th the speed of light.1

One method that can be utilized to approximate the band structure of a monolayer material from the band structure of the bulk
is the “Zone-Folding Scheme,” which was originally popularized by.114 The principal idea behind this method is that only the elec-
tronic states that occur along particular wavevectors are confined. Thus, the electronic states of a monolayer can be approximated as
a specific subset of the electronic states of the bulk vdW compound, assuming minimal changes in structure upon exfoliation. In
essence, one can estimate the band structure of a 2D monolayer by identifying the appropriate 2D plane in the band structure
of a parent 3D material. For vdW compounds with crystal structures consist of 1-layer per unit cell, this plane occurs at kz ¼ p/
2c. For 2-layers per unit, it occurs at kz ¼ p/c, and for 3 or greater layers per unit cell, it lies outside of the first Brillouin zone
and thus the monolayer band structure cannot be easily observed.

This “zone folding scheme” can be used to identify the monolayer graphene structure with Dirac cones based on the band struc-
ture of bulk 2-layer graphite (Fig. 13a).115 Here, we will illustrate the zone-folding scheme by examining the pz orbital bands in
graphite and graphene, using Roald Hoffmann’s methodology to merge molecular orbital theory and band structure.116 In graphite,
each unit cell consists of two graphite layers that are offset in the xy plane leading to an “A” and “B” layer. Each layer has two carbon

Fig. 11 HAADF-STEM images of structural isomers containing four bilayers of PbSe and four TiSe2 trilayers. The notation on the bottom of the
images provides the number of PbSe bilayers in bold and the number of TiSe2 layers in normal font. The sequence of numbers matches the
sequence of layers in each isomer. Reprinted with permission from Cordova, D. L. M. & Johnson, D. C. Synthesis of Metastable Inorganic Solids
With Extended Structures. ChemPhysChem, 2020, 21, 1345–1368. © Wiley Online Library, 2020.
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atoms in the unit cell, thus there are four bands of pz character: two bands that are bonding and two bands that are antibonding
along the in-plane directions. In the KGM plane (when kz ¼ 0), the orbital phase of the wavevector is constant between unit cells
along the z-direction, thus, at the G point the phase of the pz orbitals in layer A are the same (Fig. 13b). The phase of the pz orbitals
on layer B can either be the same or opposite of those in layer A. There are thus two bands, at the G point, one in which the phases
are opposite, Gp1, and one in the phases are the same as in layer A, Gp2. At Gp1, there is an interlayer bonding interaction between
the A and B layers. At Gp2, the interlayer interaction is antibonding. Thus, these two pz orbital bands are split in energy, with Gp1

being lower in energy than Gp2. At the HAL plane (where kz ¼ p/c), the splitting in energy between the bands caused by the

Fig. 12 Crystal structures of (a) graphene and (b) hexagonal boron nitride; orange spheres correspond to B atoms and blue spheres correspond to
N atoms. Band structure of (c) bulk graphite, Band structure of (d) bulk hexagonal boron nitride. Band structure of (e) monolayer graphene. Panel
(c) reprinted with permission from Rêgo, C. R. C., Oliveira, L. N., Tereshchuk, P. & Da Silva, J. L. F. Comparative Study of van der Waals Corrections
to the Bulk Properties of Graphite. J. Phys. Condens. Matter. 2015, 27, 415502. © Institute of Physics, 1989. Panel (d) reprinted with permission from
Wickramaratne, D., Weston, L. & Van De Walle, C. G. Monolayer to Bulk Properties of Hexagonal Boron Nitride. J. Phys. Chem. C 2018, 122, 25524–
25529. © American Chemical Society, 2018. Panel (e) reprinted with permission from Roldán, R., Chirolli, L., Prada, E., Silva-Guillén, J. A., San-
Jose, P. & Guinea, F. Theory of 2D Crystals: Graphene and Beyond. Chem. Soc. Rev. 2017, 46, 4387–4399. © Royal Society of Chemistry, 2017.
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interlayer interactions is almost completely eliminated. At the A point, the phase of the pz orbital wavefunctions must flip sign every
unit cell, from layer A to the next layer A. Because of this sinusoidal change in orbital phase, there must exist a nodal plane of zero
wavefunction density halfway between the two A layers, and coinciding with layer B. In other words, the wavefunctions at the HAL
plane represent band structures with zero wavefunction density in neighboring layers. Thus, the HAL plane effectively approximates
the monolayer band structure. Indeed, one can visualize the presence of Dirac cones at the H point in the graphite band structure.

In addition to its exotic electronic transport properties, graphene has other properties of interest. It has an incredibly high in-
plane thermal conductivity of >2000 W m�1 K�1. It is one of the strongest materials known, having a tensile strength of
>130 GPa. Graphene has attracted considerable interest in an overwhelming number of applications including as a flexible,

Fig. 13 Tight-binding band structure of graphite with the HAL plane outlined in blue (inset ¼ Brillouin zone map). The bonding and antibonding p-
bands comprised of the C 2pz orbitals are highlighted in red for the KGM plane and in blue for the HAL plane. (b) Real-space wave functions of the
p-bonding bands at G and A. Reprinted with permission from Li, T. & Goldberger, J. E. Atomic-Scale Derivatives of Solid-State Materials. Chem.
Mater. 2015, 27, 3549–3559. © American Chemical Society, 2015.
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transparent conductor,117–119 as a supercapacitor,120,121 and as a filtration membrane.38,122 Despite having ultrahigh carrier mobil-
ities, the inability to get large Ion/Ioff ratios on account of its Dirac cone-like electronic structure with no band gap limits application
in high-speed electronics. Due to the Dirac cone-like electronic structure, one cannot simply just “open up a gap” and still maintain
the ultrahigh mobility carriers.

It has been found that this exotic transport behavior in graphene is incredibly sensitive to the flatness and cleanliness of the
substrate, the presence of residual polymers or e-beam resist, as well as any point defects or disruption of the lattice, all of which
serve to reduce the carrier mobility.123–125 Thus, it has been found that hBN is an excellent substrate for graphene (and other 2D
materials) due to its flatness and mechanical rigidity.126,127 It is truly the gold standard of dielectric materials. In addition, certain
vacancies in hBN have been demonstrated to exhibit polarized and ultrabright single-photon emitters at room temperature, making
them attractive candidates for quantum computing applications.128,129

4.14.3.2 Xenes/Xanes

“Xenes,” and their covalently functionalized derivatives, “Xanes,” correspond to 2D materials built from a single composition of
main group elements, as highlighted in these review articles.15,130,131 The Xenes can include group 13 elements like B, in borophene,
group 14 elements such as Si, Ge, and Sn, in silicene, germanene, and stanene, group 15 elements such as P, As, Sb, and Bi. Unlike
graphene, the group 13 and group 14 elements do not inherently form layered vdW compounds. Their 2D derivatives are typically
only formed by evaporating precise quantities of elements in ultra-high vacuum onto surfaces, and, unless encapsulated, are typi-
cally only evaluated in surface science experiments. In contrast, the “Xanes” are systems that can be manipulated, studied, and pro-
cessed under standard laboratory conditions.

The structures of these 2Dmaterials can be quite diverse (Fig. 14a). First, boron is a very unique element, and the varied bonding
possibilities of boron lead to at least 16 different polymorphs in the bulk, composed of interconnected icosahedrons. Similarly,
borophene formsmultiple related polymorphs depending on the growth substrate, and is built from a triangular lattice that is punc-
tuated by vacancies termed hollow hexagons.132 The twomost common polymorphs occur at a vacancy ratio of n ¼ 1/5 and n ¼ 1/6
where n indicates the proportion of vacant sites, these structures can be described as lines of vacancies that order along one of the in-
plane directions of the crystal structure. These different borophene derivatives grown on metal substrates have been found to be
metallic, based on electronic structure calculations and scanning tunneling microscopy experiments.

Fig. 14 (a) Model structure of n1/5 and n1/6 phases of borophene. (b) crystal structure of black phosphorus. (c) Model and structure of monolayer
germanene on aluminum, (d) crystal structure of bilayer bismuthene. Panel (a) republished with permission Liu, X., Wang, L., Li, S., Rahn, M. S.,
Yakobson, B. I. & Hersam, M. C. Geometric Imaging of Borophene Polymorphs With Functionalized Probes. Nat. Commun. 2019, 10, 1642. © 2019.
Panel (c) reprinted with permission from (Molle, A., Goldberger, J., Houssa, M., Xu, Y., Zhang, S.-C. & Akinwande, D. Buckled Two-Dimensional
Xene Sheets. Nat. Mater. 2017, 16, 163–169. © Springer Nature, 2017. Panel (d) reprinted with permission from Pumera, M. & Sofer, Z. 2D
Monoelemental Arsenene, Antimonene, and Bismuthene: Beyond Black Phosphorus. Adv. Mater. 2017, 29, 1605299. © John Wiley and Sons, 2017.
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The group 14 Xenes based on Si, Ge, or Sn atoms are structurally similar to graphene. However instead of being flat, they form
a buckled hexagonal honeycomb structure as p-bonding is considerably weaker in 3rd row elements and below since these atoms
are larger and have much weaker pz orbital overlap (Fig. 14c).130 Thus, the honeycomb network of the group 14 Xenes tend to
buckle, bringing the atoms closer and enabling a stronger overlap of their p-bonding pz orbitals. This results in a mixed sp2–sp3

hybridization, which stabilizes their hexagonal arrangement. These compounds all have similar electronic structures to graphene
with Dirac cones at the K point but are proposed to form a variety of different topological states under strain, and with the appli-
cation of external electric and magnetic fields.130

The heavy group 15 elements (P, As, Sb, Bi) inherently form crystal structures in which each atom has three covalent bonds with
its nearest neighbors and one lone pair of electrons. The structure of phosphorene consists of a single layer of black phosphorus
from its bulk crystal structure and is shown in Fig. 14b.133 It has an orthorhombic structure that is built from the connection of
P6 hexagons in chair conformations within each layer. In contrast As, Sb, and Bi, all crystallize into trigonal structures based on
buckled honeycomb networks of these atoms, in which neighboring atoms alternatingly tilt upwards and downwards.
(Fig. 14d).133 Black phosphorus is a readily exfoliatable crystal which can be used to create monolayer phosphorene. Few-layer anti-
monene has also been prepared experimentally from both mechanical and liquid exfoliation.134,135 Thus far, few-layer As and Bi
have only been prepared when grown onmetal thin film supports and evaluated in surface science studies.136–138 Recently, nitrogen
was also found to crystallize into the black phosphorus structure type at 146 GPa and 2200 K.139 Bulk black phosphorus is a -
semiconductor that has a direct 0.3 eV band gap,140 which increases to 1.7 eV in monolayer phosphorene, and depending on
the in-plane direction, the 300 K bulk electron and hole mobilities can be �1000 cm2 V�1 s�1.141 While there are large number
of computational predictions142,143 about potential layer-dependent properties of As, Sb, and Bi, there is very little experimentally
assessed properties of these materials due to the inability to prepare these compounds on insulators.

The most well-studied covalently terminated Xanes are the covalently functionalized, Si, Ge, and Sn Xanes. These compounds
require ligand termination on every atom to be stable under ambient conditions, and therefore are ideal 2D systems for under-
standing the influence of surface functionalization. Graphene consists of carbon atoms arranged in a honeycomb network, where
each carbon atom has 3s and 1p bond with its three nearest neighbors. In the Si, Ge, and Sn derivatives of graphene, the s bond
distances are much larger with significantly reduced p-orbital overlap, and consequently these analogues have much weaker p-
bonds. As a result, there is a strong thermodynamic preference for these materials to have a fourth s bond to a terminating ligand.
In other words, the heavy group 14 graphane analogues are stabilized by the surface functionalization.

The synthesis of group 14 graphane analogues, Xanes, is accomplished via the direct transformation of precursor intermetallic
layered Zintl phases (CaSi2, CaGe2, BaSn2) that possess the same single atom thick puckered honeycomb structure as graphane.
Zintl phases, or more precisely, phases that follow the Zintl–Klemm electron counting rules, correspond to compounds comprised
of group 13–16 p-block elements combined with the electropositive elements (groups 1–3 or rare earth elements). The large elec-
tronegativity difference causes the p-block elements to accept electrons from the electropositive elements. In their crystal structures,
the p-block elements form covalently bonded polyanion frameworks, in such a way as to create a formal octet. For instance, the
structure of the layered Zintl phases CaSi2, CaGe2, and BaSn2 consist of layers of Si

�, Ge�, and Sn� in a buckled graphene arrange-
ment separated by Ca2þ or Ba2þ cations (Fig. 15).144–146 These materials react with electrophiles that bond with the Si/Ge/Sn frame-
work to form covalently terminated SiR, GeR, and SnR. Specifically, they can react with acids to form R ¼ -H or -OH Xanes,20,147–157

or can react with primary and some secondary organohalides to form organic terminated Xanes.20,147,148,152,158–164 These Xanes are
semiconductors with band gaps that are centered around 2.7 eV,165 1.7 eV,161,163 and 0.3 eV166 (theoretical) for Si, Ge, and Sn
respectively, and can be tuned appreciably with ligand identity. In addition, the Sn derivatives have attracted considerable theoret-
ical interest as potential topological insulating materials.

4.14.3.3 MXenes

“MXenes” compounds correspond to a family of layered transition metal carbides, carbonitrides and nitrides that are prepared via
the topotactic deintercalation of either layered “MAX” phases or metal aluminum carbides/nitrides/carbonitrides. These

Fig. 15 Deintercalation of CaGe2 in aqueous HCl at low temperatures results in GeH, yellow spheres correspond to Ca atoms, purple atoms
correspond to Ge atoms and black spheres correspond to H atoms. Reprinted with permission from Bianco, E., Butler, S., Jiang, S., Restrepo, O. D.,
Windl, W. & Goldberger, J. E. Stability and Exfoliation of Germanane: A Germanium Graphane Analogue. ACS Nano, 2013, 7, 4414–4421. © American
Chemical Society, 2013.
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compounds have been extensively reviewed.167–169 The “MXene” general chemical formula is Mn þ 1XnTx (n ¼ 1–3), where M corre-
sponds to an early transition metal (Sc, Ti, Zr, Hf, V, Nb, Ta, Cr, Mo), X is carbon and/or nitrogen and Tx stands is the surface termi-
nating group, (for example, hydroxyl, oxygen, or fluorine). To prepare these phases, the aluminum in the MAX phases is etched
away typically using hydrofluoric acid, and the resulting MXenes have a mix of ligand terminations that include -F, -OH, and
-O. For instance, the single octahedral thick MAX phase Ti2AlC is converted into MXenes with the stoichiometry of Ti2CT
(Fig. 16a and b), the double octahedral thick MAX phase Ti3AlC2 is converted to Ti3C2Tx (Fig. 16c and d), and the triple octahedral
thick phases transform from Ti4AlC3 to Ti4C3Tx (Fig. 16e and f). The surface termination is very dependent on the processing condi-
tions, and for instance, nuclear magnetic resonance (NMR) studies have shown that Ti3C2Tx can have terminations ranging from
Ti3C2(OH)0.12(2)F0.8(2)O0.54(7) to Ti3C2(OH)0.06(2)F0.25(8)O0.84(6) depending on the HF source.170,171

MXenes have attracted considerable attention for a wide range of applications.168,172 Despite numerous computational predic-
tions of being able to tune from the metal to semiconducting state, all experimental MXenes are metallic with high conductivities of
up to 2.4 � 106 S cm�1 in Ti3C2Tx.

173 The only MXene-like family of compounds that is measured to have an optical band gap is
Y2CF2 which has a 1.9 eV gap, however, this phase features strong Y-F ionic bonding between neighboring layers and is thus not
a 2D vdW compound.174 Regardless, the metallicity and 2D vdW nature of MXenes, which allows processing into clays and inks
via swelling with different solvents, makes these compounds excellent supercapacitor electrodes,175,176 and coatings for electromag-
netic shielding.177

4.14.3.4 Transition metal dichalcogenides (TMDs)

After graphene, the second most well-studied family of 2D vdW compounds are the TMDs, which have the stoichiometry of MCh2
where M is a transition metal, and Ch is a chalcogen (S, Se, Te). The solid-state chemistry, structure, and properties of this large
family of compounds have been well studied and even extensively reviewed since the 1960s,178–183 and were the focus of the early
exfoliation work by Frindt (MoS2).

22 Since then, they have repeatedly been the subject of scientific inquiry due to the prevalence of
interesting phenomena such as superconductivity, charge density waves, as well as their ability to intercalate organic molecules as
well as ions such as Li. Upon the discovery of monolayer graphene in 2004, there has been a resurgence in interest in the TMDs due
to a combination of relative stability, simplicity of synthesis, as well as the presence of many exotic properties.179,184

TMDs crystallize into structure types that consist of layers of transition metals, M, in sixfold coordination to chalcogen atoms (S,
Se, Te). From an ionic bonding perspective, the chalcogen anions would have a formal charge of Ch2�, and the metal would be
M4þ. Depending on the d-electron count of the metal, its local coordination geometry can be either octahedral (d0, d1, d3, d6),
or trigonal prismatic (d1, d2), and is connected to its six nearest neighbors within each layer in an edge-sharing fashion. When distor-
tions away from ideal octahedral coordination are considered, this leads to four predominant structures commonly referred to as
the 1T, 2H, 1T0 and ReS2 structure type (Fig. 17). The 1T structure type consists of layers of transition metal octahedra in a 1-layer per
trigonal unit cell structure type. The 2H structure type consists of layers of transition metals in trigonal prismatic coordination,
leading to a 2-layer per hexagonal unit cell structure type. Although technically the 1T0 structure corresponds to layers of distorted
octahedra in a 2-layer monoclinic unit cell, it is commonly referred to as the 1T0 polytype. In the 1T0 polytype two of the three M-M
distances along the three hki directions in the hexagonal plane form long bonds, while the third forms a short bond. Finally, the
ReS2 structure type is a 1-layer per triclinic unit cell derivative of the 1T polytype in which the Re-Re distances along all three hki
directions in the hexagonal plane have alternatingly long bonds and short bonds.

As alluded to earlier, the local coordination of the metal strongly depends on the d-electron count. This can be readily explained
using molecular orbital theory arguments, when considering the differences in d-orbital splitting in trigonal prismatic and octahe-
dral geometry. In an octahedral geometry, the d-orbitals split into a lower energy triply degenerate set, and a higher energy doubly
degenerate set. Thus, d0 (Ti, Zr, Hf),182 d3 (Re)185 and low spin d6 (Pd in PdTe2, and Pt)186,187 electron configurations are all stabi-
lized in octahedral coordination. In a trigonal prismatic geometry, the d-orbitals split into a low energy singly degenerate state,
along with two sets of doubly degenerate orbital states at higher energy. Thus, there is a strong preference for d2 metals (Mo, W)
to crystallize into a 2H structure type.180,188 The group 5 (Nb, Ta) d1 compounds can crystallize into both polytypes.183 Ligand field
stabilization energy arguments based on electron count can also explain many of the structural changes that occur in this family. For
example, Li-ion intercalation of MoS2 (d

2) to form LiMoS2 (d
3) causes a change from the 2H trigonal prismatic to 1T octahedral

polytype.33 Finally, Mn, and the Fe, and Co group dichalcogenides mostly crystallize into 3D pyrite and marcasite type structures
rather than 2D vdW compounds.

These compounds can range from semiconductors to metal and host a wide variety of exotic electronic phenomena including
charge density waves, superconductivity, and a wealth of topological phenomena. In general, the electronic structure of these tran-
sition metal dichalcogenides depends on the electron count and the chalcogenide present. Typically, the d0 1T sulfides and selenides
are semiconducting with bandgaps between 0.2 and 2.0 eV in the bulk,189,190 except in the case of TiSe2, which is a semimetal with
a 5 meV band overlap.191 The d1 TMDs are all metallic as a consequence of the partial filling of the d-orbital bands.192 The d2 2H
phases in trigonal prismatic geometry are semiconducting with bulk band gaps around 1 eV.193 The 1T0 d2 MoTe2 and WTe2 phases
are semimetals.194 The d3 ReS2 and ReSe2 phases are Mott insulators with 1.5 and 1.3 eV band gaps.195 The d6 PtS2 and PtSe2 phases
are semiconductors with 0.7 and 0.1 eV band gaps.196 Finally, all transition metal ditellurides are metallic in nature, except for 2H
MoTe2 which has a band gap of 1.0 eV.197 This is in part because the reduced electronegativity of Te causes its 5p orbital bands to be
higher in energy compared to the S 3p and Se 4p orbital states, and close to the same energies as the transition metal d-orbital bands.
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Many of these undergo significant changes in electronic structure when exfoliating down to the monolayer. The most classic
example is the change in band structure that occurs in the group 6 2H TMDs that have indirect band gaps in the bulk which shift
to direct band gaps of greater magnitude at the monolayer. For instance, 2H-MoS2 was discovered in 2010 to transition from an
indirect band gap of 1.29 eV in the bulk to a direct band gap of 1.9 eV in the monolayer.198,199 Similar to the previous discussion

Fig. 16 (a) Structure of single layer Ti2AlC MAX phase and (b) single layer MXene analogue, Ti2CTx. (c) Structure of double layer Ti3AlC2 MAX
phase and (d) double layer MXene analogue Ti3C2Tx. Ti3C2X. (e) Structure of triple layer V4AlC3 MAX phase and (f) triple layer MXene analogue,
V4C3Tx. In all figures black spheres correspond to C atoms, blue spheres correspond to Al in MAX form, and pink spheres correspond to terminating
atoms. In (a–d) orange spheres correspond to Ti and in (e–f) red spheres correspond to V atoms.
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on graphite to graphene using zone folding (Section 4.14.3.1), a change in the energetic states in MoS2 at the valence band
minimum occurs due to the elimination of the cross-layer interactions between Mo dz2 and S pz orbital states.

A second change upon the exfoliation to the monolayer is the loss of inversion symmetry. This causes a splitting of the sixfold
degeneracy of the K point in the Brillouin zone into two threefold degenerate points labeled, K and K0 that have opposite Berry
curvatures. In addition to the broken inversion symmetry, the spin-degenerate valence band maxima at the K and K0 are split by
�160 meV by spin-orbit coupling in MoS2, or 400 meV in WS2 (Fig. 18e). This allows selective excitation of either the K or K0 states
with circularly polarized light. The large difference in the spin-orbit spitting of the electron-hole excited state forms an energetic
barrier preventing interconversion between the K and K0 excited states. As a consequence, there has been some interest in exploring
the possibility of being able to perform computations using the selective excitation and transport through either the K or K0 valleys,
a proposition referred to as “valleytronics.”95,200,201

There has been immense research in transition metal dichalcogenides for a wide variety of applications, of which we will only
briefly name a few. First, these compounds have been extensively studied as active field effect transistor elements even at the mono-
layer, due to their atomic scale thicknesses and like most 2D vdW compounds, they have naturally very few mobility-disrupting
surface states.179 However, because the conduction bands and, depending on the electron count, the valence bands in these
compounds are typically comprised of the transition metal d-orbitals, which have much smaller band widths than p- or s-
orbital bands, these compounds typically have carrier mobilities on the order of 100 cm2 V�1 s�1, which are much lower than tradi-
tional group IV, or III–V semiconductors.202,203 In addition, the 1T0 WTe2 and MoTe2 phases have attracted considerable interest as
quantum spin Hall materials,204,205 potentially allowing for dissipationless conduction in these materials similar to the quantum
Hall effect. As another example, MoS2 has attracted considerable interest in water splitting, and has shown to have a relatively small
overpotential for the hydrogen evolution reaction, 150 meV in 1T polytype,206 achieved through Li intercalation. MoS2 is also one
of the most air and water stable TMDs. Almost all other members of this family have a strong propensity to oxidize in monolayer
form. Finally, many of these compounds, such as NbSe2 and PdTe2 have been found to exhibit superconductivity both in the bulk
and in monolayer form.207,208

4.14.3.5 PdS2 and PdSe2

PdS2 and PdSe2, which by definition are transition metal dichalcogenides, exhibit a distinct 2D vdW structure. These compounds
have a layered structure built from square planar Pd2þ in coordination with S2

2� and Se2
2� anions (Fig. 19). Pd2þ has a d8 electron

configuration, which explains the square planar coordination geometry. PdS2 and PdSe2 are semiconductors with bulk indirect
band gaps of Eg ¼ 0.7 eV and Eg ¼ 0.5 eV, respectively,196 and have a large layer dependent change in properties. Monolayer
PdSe2 has been found to have an indirect band gap of 1.37 eV,209,210 while monolayer PdS2 has not been experimentally measured.
PdSe2 is air-stable even in the monolayer form, due to Pd’s limited propensity for oxidation, and the relative strength of the softer
Pd-chalcogen bonding interactions. These compounds have been studied for applications in optoelectronics211,212 and
transistors.213,214

Fig. 17 Side view of the crystal structure and top-down view of a monolayer of (a) 1T-PtS2, (b) 2H-NbSe2, (c)1T0-WTe2, with the short W-W
distances drawn in red, and (d) ReSe2 with the short Re-Re distances drawn in light blue. In (a), Gray spheres correspond to Pt, green spheres
correspond to S. In (b) green spheres correspond to Nb, purple spheres correspond to Se. In (c), gray spheres correspond to W, and blue spheres
correspond to Te. In (d) beige spheres correspond to Re, and green spheres correspond to Se.
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4.14.3.6 The group 13 monochalcogenides (TrCh)

The Group 13 monochalcogenides, TrCh, where Tr is a trivalent triel atom (Ga, In) and Ch is a chalcogen (S, Se) are of significant
interest for their use as high mobility 2D vdW semiconductors. In the known compounds (GaS, GaSe, and InSe) the charge
mismatch between the trivalent Tr3þ cations and the divalent Ch2� anions causes these compounds to form vdW layers consisting
of quadruple atomic Ch-Tr-Tr-Ch layers and feature a Tr–Tr covalent bond (Fig. 20). This covalent Tr-Tr bonding allows the layered
structures to form an octet. The coordination environment of a Tr atom is tetrahedral, with three bonds to chalcogen atoms and one

Fig. 18 Calculated band structures of (a) bulk and (b) monolayer MoS2. The solid arrows indicate the lowest-energy transitions. (c) PL spectra for
mono- and bilayer MoS2 samples. The inset shows the PL quantum yield of thin layers of MoS2 for number of layers N ¼ 1–6 in log scale. (d) Band
gap energy of thin layers of MoS2 for N ¼ 1–6. The band gap values were inferred from the energy of the indirect gap PL feature I for N ¼ 2–6 and
from the energy of the PL peak A for N ¼ 1. As a reference, the (indirect) band gap energy of bulk MoS2 is shown as dashed line. (e) Example of
spin-valley locking seen in the monolayer upon splitting of the degeneracy of K and K0 states. Red and blue correspond to bands with opposite spin
character. Panel (a and b) reprinted with permission from Splendiani, A., Sun, L., Zhang, Y., Li, T., Kim, J., Chim, C.-Y., Galli, G. & Wang, F.
Emerging Photoluminescence in Monolayer MoS2. Nano Lett. 2010, 10, 1271–1275. © American Chemical Society, 2010. Panel (c and d) reprinted
with permission from Mak, K. F., Lee, C., Hone, J., Shan, J. & Heinz, T. F. 2010. Atomically Thin MoS2: A New Direct-Gap Semiconductor. Phys. Rev.
Lett. 2010, 105, 136805. © American Physical Society, 2010.

Fig. 19 Crystal structure of PdSe2. Gray spheres correspond to Pd atoms, and green spheres correspond to Se atoms.
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to a triel, and forms a corner-sharing between Tr-Tr dimers. Each isolated quadruple layer can be envisioned as two separate buckled
honeycomb lattices that are connected through the Tr-Tr bonds.

There are three different stacking polytypes that are formed in this family of compounds, two of which are variants of the 2H
polytype with different space groups, denoted as 2Hb (P-6m2) and 2Hc (P63/mmc) as well as a three-layer rhombohedral (3R)
stacking sequence having an R3m space group. In the 2Hb polytype, neighboring quadruple Ch-Tr-Tr-Ch layers are translated
akin to an AB-type stacking sequence (Fig. 20a). In the 2Hc polytype, the second quadruple layer is rotated by 60o. The 3R polytype
has a repeating ABC-type stacking sequence of the quadruple layers. InSe and GaSe can crystallize into all three polytypes, whereas
GaS only crystallizes into the 2Hc polytype.

215,216

All these phases, GaS, GaSe, and InSe, are semiconductors with band gaps spanning a wide energy range. 2Hb-InSe, also denoted
as 3-InSe, has a direct gap of 1.4 eV217 with the CBM and VBM both at the G point while the 2Hc and 3R polytypes have smaller direct
gaps of 1.28218 and 1.29 eV.219 2Hc-GaS and 2Hc-GaSe have indirect gaps of 2.59 and 2.11 eV, respectively, due to a slight shift in
the VBM away from G. The 2Hb and 3R forms of GaSe see a slightly reduced indirect gap of 2.07 eV.220 These compounds havemuch
higher carrier mobilities in the bulk than the transition metal dichalcogenides, in part due to the Tr and Ch s/p orbital character of
the band edges which leads to much larger band dispersions than the d-orbital nature of the TMDs. The 3R InSe polytype, denoted
as g-InSe, has been reported to have mobilities ranging from 500 to 2000 cm2 V�1 s�1 depending on synthetic condition.221,222

Bridgeman-Stockbarger syntheses have produced the best single crystal samples by minimizing stacking faults.222 GaS and GaSe
are similarly sensitive to synthesis conditions and have mobilities from 10 to 100 cm2 V�1 s�1.223 This high-mobility of InSe is
preserved in the few layer regime, for instance 10-layer InSe with an electron-doped concentration of 8 � 1012 cm�2, has room
temperature carrier mobilities of >1000 cm2 V�1 s�1, and increases to 12,700 cm2 V�1 s�1 down to 50 K.224 In addition, the
band gap of InSe blue shifts by 200 meV upon exfoliation from the bulk down to 5 quadruple layers thick.217 The field effect
mobility of monolayer InSe is surprisingly quite low, <0.1 cm2 V�1 s�1 which is attributed to the much higher contact resistances,
and highlights the possibility for mid-gap trap states with these higher band gap materials.224

4.14.3.7 Transition metal halides (MX3)

The transition metal trihalides, MX3, where M ¼ Ti, V, Cr, Fe, Mo, Ru, Rh, and Ir, and X ¼ Cl, Br, and I have attracted significant
interest as magnetic 2D vdW compounds. This family of compounds are derivatives of the TMD structure type, but feature vacancies
at every 3rd transition metal site, producing a honeycomb-shaped edge-sharing network of metal halide octahedra resulting in two
closely related structure types: the R-3 BiI3 crystal structure, and the monoclinic C2/m AlCl3 crystal structure (Fig. 21). In the BiI3
structure type, the transition metal octahedra are distorted to have locally C3 site symmetry, and in the AlCl3 structure, the transition
metal octahedra have locally C2 symmetry. In addition, the layers have small translational differences between the structure types.
Many of the compounds that have AlCl3 symmetry undergo a low temperature structural phase transition to the BiI3 structure type.

Fig. 20 Crystal structure of (a) 2Hc-GaS, (b) 2Hb-GaSe and (c) 3R-InSe. In (a) yellow spheres correspond to S atoms, in (a) and (b) blue spheres
correspond to Ga atoms, in (b) and (c) green spheres correspond to Se and in (c) pink spheres correspond to In.
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These have been one of themost well-studied families of compounds in the search formagnetic 2Dmaterials.225–228 In particular,
trivalent V3þ, Cr3þ/Mo3þ, Fe3þ(high spin), and Ru3þ (low spin) have electron configurations of d2, d3, high spin d5, and low spin d5,
respectively, which in an octahedral crystal field gives rise to 2, 3, 5, and 1 unpaired electron(s). CrI3 was the first 2D vdW material
discovered to be ferromagnetic at the monolayer scale229 and has been extensively studied.230–233 CrI3 is ferromagnetic in the bulk
andmonolayer with the Cr3þ d3 spins oriented along the out of plane direction. In few-layer samples, neighboring layers can be either
ferromagnetically or antiferromagnetically aligned, depending on the strength of an applied magnetic field. Another well-studied
system is RuCl3, which has attracted considerable interest as a potential quantum spin liquid material.234–237 Additionally, despite
having unpaired electrons, these transition metal halides are all semiconducting, which can be attributed to a Mott-Hubbard type
mechanism by which electron-electron interactions produce a band gap due to Coulombic repulsion of localized electrons.238,239

Finally, the early transition metal halides are extremely air and water sensitive, both in the bulk, and much more so when exfoliated
to few layers.18 It has been established that in CrI3, ligand substitution is promoted via a photoactivated mechanism. These
compounds must be handled in a glovebox and, at the few layer scale, are ideally encapsulated in hBN protective layers.

4.14.3.8 Transition metal phospho-/silico-/germano- trichalcogenides (MXCh3)

The transition metal phosphorous trichalcogenides (TMPC), having the stoichiometry MPCh3, have shown interesting magnetic
and ferroelectric properties. There are over 20 materials in this family of compounds, and they have been extensively
reviewed.240–242 The structure of these compounds is shown in Fig. 22a. Each compound features a [P2Ch6]

4� anion which forms
a staggered ethane-like geometry. Within each layer, the divalent transition metal is in octahedral coordination with the chalcogen
atom from three different [P2Ch6]

4� anions. These metal-chalcogen octahedra form a honeycomb arrangement similar to the tran-
sition metal halides discussed in Section 4.14.3.7. However, the holes in the honeycomb lattice are occupied by the P2 dimer.
Oftentimes, M2P2Ch6 is used to describe the stoichiometry of this family of compounds. Many different divalent cations can
form this layered structure including alkali earths (Mg), transition metals (Mn, Fe, Ni, Zn, Cd, Hg) and even main group elements
(Sn). This canonical formulation of the TMPC’s with divalent cations can also be modified by cation site ordering, with 1/3rd site
vacancies to accommodate trivalent cations (In3þ) such as in In2/3PSe3 or by replacement of divalent cations with site ordered
monovalent and trivalent cations such as in CuInP2Se6. Just as in the transition metal trihalides, these compounds also typically
crystallize into R-3 or C2/m space groups, with the site ordered double transition metal variants (i.e., CuInP2Se6) crystallizing
into the P-31c space group Fig. 22b. In addition, CrSiTe3 and CrGeTe3, were among the earliest families of 2D magnets, and
form a nearly identical structure type, in this case built from [Si2Te6]

6� or [Ge2Te6]
6� anions.

These compounds have been extensively studied in part due to the wide range of interesting magnetic properties that emerge in
this family of materials. These compounds are typically found to be antiferromagnetic with varying magnetically ordered superstruc-
tures that depend on the d-electron count of the transitionmetal. For instance, Fig. 23 shows the low temperature magnetic structure
of FePS3, and MnPS3 and NiPS3.

241 In FePS3 andMnPS3 the moments are pointed along the cross-plane direction, whereas in NiPS3
the magnetic moments are pointed along the in-plane direction. In FePS3, the Fe spins flip their orientation in each layer along the

Fig. 21 Crystal structure of (a) AlCl3-type CrI3 and (b) BiI3-type FeBr3. (c) top-down view of honeycomb lattice of CrI6 octahedra. In (a) pink
spheres correspond to Cr atoms and purple spheres correspond to I atoms. In (b) green spheres correspond to Fe and blue spheres correspond to
Br.
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zigzag direction, and neutron diffraction indicates that there is an incommensurate [1/2 1/2 0.34] propagation vector. In MnPS3, the
Mn spins are antiferromagnetically coupled with their nearest neighbors in-plane. In NiPS3, each Ni spin is ferromagnetically
coupled to two nearest neighbors, and antiferromagnetically coupled to the third, and consequently form ferromagnetically
coupled zigzag chains. The Neel temperature (TN) can vary from 20 K in AgCrP2S6

243 to 155 K in NiPS3.
244 The CrSiTe3 and CrGeTe3

phases are ferromagnetic with bulk Curie temperatures (TC) values of 33 K245 and 40 K,246,247 respectively. Additionally, these
compounds are all measured to be insulating, with the lowest energy gaps corresponding to transition-metal based d-
d transitions. Finally, the quaternary double transition metal Cu-containing analogues (i.e., CuInP2S6, CuInP2Se6, CuCrP2S6,
and CuVP2S6, CuBiP2Se6) as well as AgBiP2Se6 have been found to be ferroelectric or anti-ferroelectric with a vertically applied
field.248–250 This ferroelectricity arises from a field-induced distortion of the Cu1þ or Ag1þ atoms away from the center of the octa-
hedral and toward either the top or bottom face. The ferroelectric transition temperature can be as high as 315 K in CuInP2Se6.

248

The non-magnetic compound Sb2Si2Te6 has also recently been shown to have excellent p-type thermoelectric performance exhibit-
ing a high ZT value of 1.65 at 823 K.251 These compounds have been exfoliated to few layer form using mechanical exfoliation, as
well as ultrasonication with surfactants, although the changes in magnetic properties at the monolayer are not fully established.

4.14.4 Emerging families of 2D vdW compounds

We will now highlight several additional families of 2D vdW materials with properties in the monolayer and few-layer form are
only starting to be explored. Here we detail the chemical structure of these families and known phases that exist. Then we will

Fig. 22 Side view (a) and top-down view (b) of MnPSe3. Side view (c) and top-down view (d) of AgCrP2S6. In all structures, pink atoms
correspond to Cr atoms and blue spheres correspond to P atoms. In (a) and (b) green spheres correspond to Se atoms and in (c) and (3d) gray
atoms correspond to Ag atoms and yellow atoms correspond to S atoms.
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discuss the unique properties of each material in the bulk form, and, when experimentally measured, their changes upon
exfoliation.

4.14.4.1 Metal trichalcogenides

There are many layered vdW compounds that form with the stoichiometry of MCh3, where M is an early transition metal, lantha-
nide, or actinide. All of these compounds crystallize into closely related space groups of which two families are known, the mono-
clinic P21/m compounds and the orthorhombic Cmcm compounds that exist almost exclusively with Ch ¼ Te (Fig. 24). The P21/m
compounds typically form with tetravalent M ¼ Ti, Zr, Hf, U, or Th and Ch ¼ S, Se, or Te, in which one chalcogen is a dianion (e.g.,
S2�), and two chalcogens form a dichalcogenide dianion (e.g., S2

2�). The early work by Furuseth et al.252 classified the P21/m
compounds as to having either A-type (or ZrSe3-type) or B-type (TiS3-type) crystal structures. (Fig. 24a and b) The biggest difference
between the A-type and B-type structures is the distribution of M-M distances within the layers, in which the A-type compounds are
more 2D with roughly equal distances along the two in-plane directions, whereas the B-type compounds are more chain-like with
much larger M-M distances along one of the in-plane directions.253 A similar set of structures form for M ¼ Nb, Ta, in which the
extra electron in these structures breaks some of the Ch-Ch bonds in the dianions. This structural disruption yields multiple distinct
chains of MCh8 bicapped trigonal prims that are offset from one another along the chain direction. The Cmcm MCh3 compounds
(Fig. 24c) are known to form with all trivalent lanthanide metals except Pm, Eu, and Yb, as well as with Y and certain trivalent acti-
nides (M ¼ Np, Pu, Am, and Cm).254,255 These Cmcm structures typically only form with tellurium, although one of the three
equivalents of Te can be substituted with Se. The Te anions within each vdW layer are divalent, which is the one that can be
substituted. The Te atoms capping each vdW layer form a slightly distorted square net arrangement with an overall valence of [Te2]

�.
These compounds have attracted considerable interest due to the plethora of exotic physical phenomena in both the bulk and

upon exfoliation.256 For instance, NbSe3 and TaSe3, ZrTe3, and HfTe3, all exhibit superconductivity with TC values
typically <2 K.257–260 The NbSe3 compound also simultaneously undergoes a charge density wave transitions at 145 K261 and
59 K.255,262 The d0 compounds (M ¼ Ti, Zr, and Hf, Ch ¼ S, Se) are semiconducting with band gaps varying from 1.07 to 3.1 eV
in TiS3 and HfS3.

263,264 All the lanthanide tritelluride compounds are metallic, and the compounds in which the spin orbit coupling
J s 0 (Ce, Pr, Nd, Sm, Gd, Tb, Dy, Ho, and Er) show antiferromagnetic transitions all below 6 K except for GdTe3 which has
a TN � 12 K.256 At 2 K in the antiferromagnetic ground state, GdTe3 has incredibly large electron and hole Hall mobilities of
60,000 and 15,000 cm2V�1 s�1.265 This excellent mobility arises from the square net of Te atoms that leads to incredibly steep
bands at the Fermi level. This compound is of special interest as it is the first magnetic 2Dmaterial exhibiting Dirac physics. Limited

Fig. 23 Magnetic structures of (a) Fe2P2S6, (b) Mn2P2S6, and (c) Ni2P2S6. The upper figures, where pink spheres correspond to P atoms, yellow
spheres correspond to S atoms, and green spheres correspond to the metal site, show projections along the stacking direction. The lower panels
show an isometric projection of just the metal cation sites. Reprinted with permission from Susner, M. A., Chyasnavichyus, M., Mcguire, M. A.,
Ganesh, P. & Maksymovych, P. Metal Thio- and Selenophosphates as Multifunctional van der Waals Layered Materials. Adv. Mater. 2017, 29,
1602852. © John Wiley and Sons, 2017.
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work on the properties of exfoliated compounds has been investigated.266,267 It is noted that all compounds are all found to be
extremely air-sensitive due to the thermodynamic propensity of forming metal oxides.

4.14.4.2 Tetradymites

One of the more well-studied families of 2D materials in the bulk are the tetradymites.268,269 This family gets its name from the
geological mineral, Tetradymite, which exhibits fourfold twinning and has a formula of Bi2Te2S. Tetradymites have a chemical
formula of M2Ch3, in which M is pnictogen (As, Sb, and Bi) and Ch is chalcogen (S, Se, Te). Tetradymites crystallize into a 5-
atom thick 2D vdW structure which consists of a double-octahedral thick networks of edge-sharing MCh6 octahedra. The tetrady-
mite structure has rhombohedral symmetry, with space group R-3m, and three quintuple layers stacked along the long c axis of the
crystallographic unit cell (Fig. 25a). The tetradymite-type structure competes with stibnite- and orpiment-type structures which have
lower symmetry (Fig. 25b and c). The occurrence of the orpiment, stibnite and tetradymite structures in these binary M2Ch3
compounds is shown in Fig. 25d with the most stable binary tetradymites forming for M ¼ Bi and Ch ¼ Se, Te, or M ¼ Sb and
Ch ¼ Te.

These compounds have attracted considerable interest in thermoelectrics and as topological insulators in the bulk. Typically,
commercial thermoelectric modules that operate utilize Bi2Te3 as the n-type module and Sb2Te3 as the p-type module for operation
under ambient conditions. Bi2Se3 has a direct gap of 0.30 eV,270 Sb2Te3 has an indirect band gap of 0.210 eV,271 and Bi2Te3 has an
indirect band gap of 0.13 eV,271 all measured optically. The gap energy and transport properties are exceptionally dependent on the
preparation method and doping level, and synthetic precautions are necessary to control the energetic position of the Fermi level. In
these materials, the valence band maximum is predominantly comprised of Se or Te pz orbitals, and the conduction minimum is
comprised of Bi or Sb pz orbitals. However, when spin-orbit splitting is factored in, the large spin-orbit splitting in the bismuth

Fig. 24 Side view and top-down view on crystal structure of (a) A-type ZrSe3, (b) B-type TiS3, and (c) Cmcm AmTe3. In (a) purple spheres
correspond to Zr atoms and green spheres correspond to Se, Se–Se bonds are indicated in green, blue dotted lines illustrate equivalent Zr-Zr
distances in each layer. In (b) gray spheres correspond to Ti atoms and yellow spheres correspond to S atoms, S–S bonds are indicated in yellow,
blue dashed lines indicate short Ti-Ti distances while red dashed lines illustrate long Ti-Ti distances. In (c) light blue spheres correspond to Am
atoms and cream spheres correspond to Te atoms.
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compounds results in a band inversion of the extrema, causing the valence band maximum to be predominantly Bi pz in character,
and the conduction band minimum to be predominantly Se or Te pz in character (Fig. 26). This band inversion is evidenced by the
emergence of a characteristic Mexican hat-shaped valence band maximum at the G point. Furthermore, this band inversion will
result in the presence of topologically-protected Dirac-cone like metallic surface states with spin-momentum locking.272 To summa-
rize, the bulk of these topological materials are gapped, whereas the surface states are metallic.

There has been some early work on the exfoliation of these materials. For instance, Sb2Te3, Bi2Te3, and Bi2Se3 have all been
prepared in few-layer form via mechanical exfoliation,273–275 and epitaxial growth.276–278 There have been some electronic trans-
port studies on few-layer exfoliated flakes in which both the effect of the metallic surface through resistivity vs. temperature trends,

Fig. 25 Structure of (a) tetradymite Bi2Te3, (b) Orpiment As2Se3, (c) Stibnite Bi2S3. (d) Schematic showing the crystallographic phases of M2X3
compounds. As the difference in electronegativity between M and X increases from the top right corner to the bottom left corner, these materials
crystallize in progressively more distorted lattices. Panel (d) reprinted with permission from Heremans, J. P., Cava, R. J. & Samarth, N. Tetradymites
as Thermoelectrics and Topological Insulators. Nat. Rev. Mater. 2017, 2, 17049. © Springer Nature, 2017.

Fig. 26 Band structure for Bi2Se3 without (a) and with (b) SOC. The Dirac-cone shaped topologically protected surface states in (b) are drawn in
blue. Reprinted with permission from Zhang, H., Liu, C.-X., Qi, X.-L., Dai, X., Fang, Z. & Zhang, S.-C. Topological Insulators in Bi2Se3, Bi2Te3 and
Sb2Te3 With a Single Dirac Cone on the Surface. Nat. Phys. 2009b, 5, 438–442. © Springer Nature, 2009.
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as well as the semiconducting bulk, through electrostatic gating, have been observed. In addition, studies on thermal conductivity in
Bi2Te3 have shown that there was a reduction in the cross-plane and in-plane thermal conductivities from 0.5–0.6 and 1.5–
2.0 W m�1 K�1 respectively, to 0.1–0.3 and 1.1 W m�1 K�1.279 Still, the monolayer properties have not been nearly as extensively
studied compared to those described in Section 4.14.3.

4.14.4.3 Tetradymite derivatives

There are several binary and ternary compounds with crystal structures that are closely related to the tetradymite family but are not
solely comprised of pnictogen and chalcogen atoms. In2Se3 is the only binary M2Ch3 derivative of this structure in which the triva-
lent pnictogen element is replaced with a trivalent group 13 triel element. Sn4As3 crystallizes into a 7-atom thick anti-tetradymite 2D
vdW structure which consists of triple-octahedral thick layers of edge-sharing AsSn6 octahedra.280 In addition, the layered Sn
compounds, NaSn2P2, NaSn2As2, NaSn2Sb2, SrSn2As2, EuSn2P2, and EuSn2As2 all have the same structure and consists of quintuple
layers of Sn-(P/As/Sb)-(Na/Eu/Sr)-(P/As/Sb)-Sn (Fig. 27a). Analyzing EuSn2As2 using the formal Zintl-Klemm electron counting
rules, upon donation of two electrons per Eu atom the Sn atoms would feature a full octet with a lone pair in the vdW space,
and thus there is no interlayer bonding between neighboring Sn layers. In the case of NaSn2As2, the donation of only one electron
from each Na atom results in each Sn atom formally having 7.5 e�, thus there would be ½ a Sn-Sn interlayer bond between neigh-
boring layers. There is a slight change in Sn-Sn distance between EuSn2As2 (3.33 Å281) and NaSn2As2 (3.30 Å21) indicating this,
which together are much longer than a Sn-Sn bond length of 3.1 Å. Next, the Ti2PTe2, Zr2PTe2 and Hf2PTe2 compounds have
the same quintuple layers of Te-(Ti/Zr/Hf)-P-(Ti/Zr/Hf)-Te, with large Te–Te bond distances of 3.8 Å,282 indicative of a vdW gap.
In these compounds, if one assumes the formal oxidation states of Te2� and P3�, then the group 4 element would have to have
an oxidation of M3.5þ, which is indicative of a delocalized electron. Finally, the compounds Ta2CS2, Ta2CSe2, and Nb2CS2 also
feature quintuple layer of S-(Nb/Ta)-C-(Nb/Ta)-S (Fig. 27b). Here, assuming formal valences of C4� and S2� would require the
transition metal to be tetravalent and have a d1 configuration.

These compounds have a wide range of interesting properties. NaSn2As2 is a metal that was discovered to simultaneously
exhibit p-type conductivity along the cross-plane direction and n-type along the in-plane direction, a phenomenon denoted
as “goniopolarity.”283 The thermopower and Hall coefficients display opposite signs depending on whether the measure-
ment occurs along the in-plane or cross-plane directions (Fig. 27c). The metallic EuSn2As2 and EuSn2P2 compounds have
attracted considerable attention due to the combination of Eu2þ-based magnetism with topologically protected surface
states, depending on the orientation of the magnetic moment (Fig. 27d).281,284 Hf2Te2P is also a metal with topologically
protected surface states.285 In addition, Nb2S2C and Ta2S2C are superconductors with transition temperatures of 7.6 and
3.6 K, respectively (Fig. 27e).286,287 To date, there are very few studies on the properties of exfoliated few layer versions
of these materials.

4.14.4.4 The octahedral APn2Te4 family

Another family of compounds that can be thought of as derivatives of the tetradymite structure and have attracted considerable
attention due to the combination of magnetism and topology are the APn2Te4 family, where A is either Mn, or a heavy group
14 element (Ge, Si, and Pb), and Pn is a pnictogen (As, Sb, and Bi). Currently MnBi2Te4 and its derivatives are the most well studied
family of compounds. Family of compounds. The members of this class include MnBi2Te4,

288 and MnBi2 þ 2xTe4 þ 3x derivatives
including MnBi4Te7,

289 MnBi6Te10,
289 and MnBi8Te13,

290 (Fig. 28) as well as the Sb derivatives MnSb2Te4,
291 and MnSb4Te7.

292

MnBi2Te4 is a vdW compound comprised of layers of edge-sharing MnTe6 octahedra sandwiched between BiTe6 octahedra, thereby
forming a septuple layer. In MnBi4Te7, a Bi2Te3 layer is interdigitated or intergrown between neighboring MnBi2Te4 layers. In
MnBi6Te10, two Bi2Te3 layers exist between the MnBi2Te4. Single crystals of compounds up to MnBi8Te13 have been prepared. In
addition, MnBi2 � xSbxTe4 alloys of all compounds can be readily prepared.

MnBi2Te4 is antiferromagnetic with TN ¼ 24.4 K293 in which the Mn2þmoments within each layer are ferromagnetically coupled
and oriented along the cross-plane direction, with neighboring layers antiferromagnetically coupled. The magnetic ordering
undergoes a change to a canted antiferromagnetic alignment with an applied field of �3.4T, and changes again to ferromagnetic
state at 7T. The ferromagnetic state is a Weyl semimetal293 which has a pair of topologically protected Dirac nodes oriented along
the G to Z direction. With no applied field, MnBi2Te4 is an insulator with a band gap of 150 meV, but also features topologically
protected surface states. When exfoliated to five layers, MnBi2Te4 was found to exhibit the quantum anomalous Hall effect at
4.5 K,294 which is the highest temperature in which this phenomenon has been observed in any material. When additional
Bi2Te3 layers are interdigitated between the MnBi2Te4 layers, TN drops to 13 K in MnBi4Te7 and 11 K in MnBi6Te10. Numerous
reviews on this family compound can be found.288,289,295

The nonmagnetic derivatives of this structure type, in which A is a divalent group 14 element (Ge, Sn, Pb) also have attracted
considerable interest as phase change materials and as topological insulators. There are many compounds that can form the same
isostructural sequences in which multiple layers of Pn2Te3 are interdigitated in between APn2Te4 layers, thereby leading to stoichi-
ometries of APn2 þ 2xTe4 þ 3x. These compounds also crystallize into another family of compounds in which the number of ATe6
octahedra is increased sequentially within each vdW layer. For instance, A2Pn2Te5 compounds such as Pb2Bi2Te5 feature two octa-
hedra thick edge sharing layers of ATe6, capped by edge-sharing octahedra of PnTe6 (Fig. 29). These compounds form derivatives in
which an additional ATe6 is added into the middle, leading to a sequence of stoichiometries of A2 þ yPn2Te5 þ y where remarkably,
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single crystal structures with up to y ¼ 5 can be found in the Ge-As-Te system. Depending on the size matching of the A2þ and Pn3þ

cation, site disorder can arise in the layers nearest the vdW gap. The compounds with the stoichiometry of APn4Te7 and A2Pn2Te5
crystallize into the trigonal P-3m1 space group, and the other phases crystallize into R-3m. A comprehensive list of both the
magnetic and non-magnetic compounds that have been crystallographically characterized is given in Table 1.

Fig. 27 (a) Crystal structure of NaSn2As2, gray spheres correspond to Na atoms, maroon spheres correspond to Sn atoms, and turquoise spheres
correspond to As atoms. (b) Crystal structure of Zr2PTe2 where light green spheres correspond to Zr atoms, blue spheres correspond to P atoms
and beige spheres correspond to Te atoms. (c) Experimental in-plane and cross-plane temperature-dependent thermopower in NaSn2As2 crystals.
The triangles and circles correspond to measurements on two different single crystals. The lines are guides to the eye. (d) temperature-dependent
magnetic susceptibility of EuSn2As2 oriented at different crystal orientations with respect to the measuring magnetic field of 0.01T. Inset is the Curie–
Weiss fit corresponding to the inverse susceptibility of the crystal with its a-axis oriented parallel to the applied field. The blue data points correspond
to measurements with the a-axis parallel to the field and the red data points correspond to measurements with c-axis oriented parallel to the field. (e)
T dependence of r in Ta2S2C at fixed H ¼ 0, 0.5, 1, 2, 5, 10, 15, 20, and 50 kOe. Panel (a and c) reprinted with permission from He, B., Wang, Y.,
Arguilla, M. Q., Cultrara, N. D., Scudder, M. R., Goldberger, J. E., Windl, W. & Heremans, J. P. The Fermi Surface Geometrical Origin of Axis-
Dependent Conduction Polarity in Layered Materials. Nat. Mater. 2019, 18, 568–572. © Springer Nature, 2019. Panel (d) reprinted with permission
from Arguilla, M. Q., Cultrara, N. D., Baum, Z. J., Jiang, S., Ross, R. D. & Goldberger, J. E. EuSn2As2: An Exfoliatable Magnetic Layered Zintl–Klemm
Phase. Inorg. Chem. Front. 2017, 4, 378–386. © Royal Society of Chemistry, 2014. Panel (e) reprinted with permission from Suzuki, M., Suzuki, I. S.,
Noji, T., Koike, Y. & Walter, J. Successive Superconducting Transitions in Ta2S2C Studied by Electrical Resistivity and Nonlinear ac Magnetic
Susceptibility. Phys. Rev. B: Condens. Matter Mater. Phys. 2007, 75, 184536. © American Physical Society, 2007.
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Fig. 28 Crystal Structure of (a) MnBi2Te4, (b) MnBi4Te7, (c) MnBi6Te10. Purple spheres correspond to Mn, blue spheres correspond to Bi and beige
spheres correspond to Te.

Fig. 29 Crystal structure of (a) GeSb2Te4, (b) Ge2Sb2Te5, and (c) Ge3Sb2Te6. Black spheres correspond to Ge, green spheres correspond to Sb and
beige spheres correspond to Te.

Table 1 List of known compounds in the octahedral APn2Te4 family.

Stoichiometry: Known compounds Refs.

APn2Te4 MnBi2Te4
MnSb2Te4
GeAs2Te4
GeSb2Te4
GeBi2Te4

SnBi2Te4
SnSb2Te4
PbBi2Te4
PbSb2Te4

288, 291, 302

APn4Te7 MnBi4Te7 MnSb4Te7
GeAs4Te7 GeSb4Te7

GeBi4Te7
SnBi4Te7
PbBi4Te7

289, 292, 296, 303, 298, 299, 304

APn6Te10 MnBi6Te10 PbBi6Te10 289, 299
APn8Te13 MnBi8Te13 PbBi8Te13 290, 299
A2Pn2Te5 Ge2As2Te5 Ge2Sb2Te5 Ge2Bi2Te5 Pb2Bi2Te5 296, 305, 298, 306
A3Pn2Te6 Ge3As2Te6 Ge3Sb2Te6 Ge3Bi2Te6 296, 307, 298
A4Pn2Te7 Ge4As2Te7 296
A5Pn2Te8 Ge5As2Te8 308
A7Pn2Te10 Ge7As2Te10 309
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GePn2Te4, Ge2Pn2Te5, where Pn ¼ As, Sb, have all shown considerable use as phase change materials technology whereby
a reversible structural transition shows significant change in the resistivity of these materials.310 In Ge2Sb2Te5, this manifests as
a six order of magnitude decrease in the resistivity from an amorphous phase, to a metastable 3D rock salt structure type, and finally
to the thermodynamically stable crystalline layered phase. When this phase is heated above the melting point and cooled rapidly, it
forms the amorphous solid. When the phase is annealed at a temperature below the melting point, it transforms to the rock salt
structure type, and eventually the layered structure, both leading to a significant lowering of resistivity and refractive index.
Thus, Ge2Sb2Te5 is the most widely used phase change memory material and is used for memory storage and digital video disk
(DVD) applications.311,312 However, to maximize data processing speed only the first transition from amorphous to the 3D meta-
stable rock salt structure is exploited. Additionally, PbBi2Te4 and PbBi4Te7 have been experimentally confirmed to be topological
insulators with bulk band gaps of 0.230 and �0.20 eV, respectively.313,314 GeBi2Te4 has also been found to exhibit Dirac cone-like
surface states.315 Despite extensive exploration of the growth of thin films for memory storage, the exfoliation of thin flakes of these
materials has yet to be experimentally realized and is complicated by the different kinds of vdW layers that are combined in
compounds with the APn2 þ 2xTe4 þ 3x stoichiometry.

4.14.4.5 The tetrahedral MTr2Ch4 family

The next family of 2D vdW compounds also originate from a similar MTr2Ch4 stoichiometry, but in this case, the Tr is in tetrahedral
coordination. These can form derivatives with different thicknesses of the vdW layers, leading to stoichiometries of
M1 þ xTr2Ch4 þ x. In these layered phases, M is a divalent first row transition metal (Mn, Fe, Ni, and Zn), Tr is a group 13 element
(Ga, In) and Ch is either S or Se. Trivalent transition metals (Sc, V, Cr, and Co) have all been incorporated into analogous layered
structures with a concomitant replacement of the Tr element or with a fractional stoichiometry.316 The MTr2Ch4 compounds are
structurally similar to the octahedral MPn2Ch4 family discussed in Section 4.14.4.4, with a single layer of edge-sharing MCh6 octa-
hedra, but differ in that this MCh6 layer is sandwiched by corner sharing TrCh4 tetrahedra (Fig. 30a). There are four known stacking
polytypes in this stoichiometry, which are the 1T, 2T, 2H, and 3R polytype.316 These compounds also form derivatives in which two
layers of edge-sharing MCh6 octahedra are terminated by TrCh4 octahedra, leading to the M2Tr2Ch5 stoichiometry, such as in
Mn2Ga2S5 (Fig. 30b).

317 In a small number of compounds, Zn2In2Se5 and Fe2In2Se5,
318 the additional Zn or Fe layer is in tetrahe-

dral coordination with the chalcogen atoms. (Fig. 30d). Finally, Zn3In2S6 is the only member known to have three transition metals
per vdW layer, and whose vdW layers consists of ZnS4-ZnS4-InS6-ZnS4-InS4 tetrahedra and octahedra (Fig. 30c). In many of these
compounds the triel and transition metal sites have appreciable mixing due to similar ionic radii. In addition, there are a large
number of quaternary alloy phases in which either both S and Se, divalent transition metals, or multiple trivalent metals, are alloyed
on to the same site.316,319,320

The properties of these materials have been explored when pure phases can be isolated. These materials are primarily
semiconducting in the bulk with gaps of up to 2.39 eV for Zn3In2S6.

321 FeGa2S4 and Fe2Ga2S5 have very small transport
gaps (30 meV for Fe2Ga2S5).

322 The large surface areas and wide variety of band gaps have led to exploration of the use
of this family of materials as photocatalysts. For instance, Zn3In2S6 has been explored in the photocatalytic reduction of
CO2.

321 In addition to their photocatalytic properties, the MTr2Ch4 Mn, Fe and Ni structures are all highly frustrated
magnetic systems exhibiting antiferromagnetic and/or spin glass transitions below 20 K.323–325 The double octahedral thick
Fe2Ga2S5 is an exception that exhibits a much higher TN of 110 K.326 The magnetic frustration seen in these compounds
originates from the metal atoms arranging on a trigonal with significant antiferromagnetic direct exchange. In addition,
site disorder also plays a crucial role in disrupting long range magnetic order. The properties of these compounds upon exfo-
liation have not yet been investigated.

4.14.4.6 The iron germanium tellurides (FenGeTe2)

The compounds Fe3GeTe2, Fe4GeTe2 and Fe5GeTe2, or more precisely Fe3 � xGeTe2 to Fe5 � xGeTe2 have attracted considerable
interest as 2D vdW ferromagnetic metallic materials with TC far above 100 K and even approaching room temperature. Fe3 � xGeTe2
is by far the most extensively studied compound.327–330 The structure consists of slabs of Fe3 � xGe layers bounded by Te atoms, as
shown in Fig. 31a331. In general, there are two different Fe Wyckoff positions in the lattice, a Fe (1) position on the top of bottom of
each layer, and an Fe (2) position in the center of each layer. The Fe (1) position has double the occupancy of the Fe (2) position.
Careful single crystal X-ray and neutron diffraction studies as well as transmission electron microscopy studies indicated that the
central Fe (2) position can have variable occupancies. When x > 0.24, or when the Fe stoichiometry is less than Fe2.76GeTe2, the
Fe occupies the Fe (1) and Fe (2) positions only. With greater Fe stoichiometries, the additional Fe occupies the interlayer vdW
space, having a profound effect on the magnetism of the compounds and limiting the exfoliation. Bulk Fe2.76GeTe2, has a TC of
150 K,329,330 whereas Fe3GeTe2 has a TC of 220 K.327,328 The higher transition temperature of Fe3GeTe2 is a consequence of the
3D interlayer magnetic coupling caused by Fe intercalation. In the monolayer form, Fe3 � xGeTe2 is reported to have a transition
temperature of 126 K.332 There are some reports about an increase of the transition temperature to above 300 K with higher
with ionic liquid gating, however, these compounds are also prone to amorphization into various magnetic FexGey phases with
transition temperatures above room temperature.333,334 Finally, Ni3GeTe2 also has the same vdW crystal structure of Fe3 � xGeTe2
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and features the same propensity for nickel to partially occupy a position in the vdW space. Ni3GeTe2 is also metallic, however it is
Pauli paramagnet.335

Fe4GeTe2 is structurally similar to Fe3 � xGeTe2 but features an additional Fe atom per vdW layer (Fig. 31b). The magnetic tran-
sition in the bulk of this compound is 270 K, with the magnetic moments nominally aligned along the in-plane direction, although
at 110 K, the orientation of the magnetic moments switches to the out of plane direction.336 The precise Fe stoichiometry of this
compound and the influence on properties is not as extensively studied as Fe3 � xGeTe2 or Fe5 � xGeTe2. Fe5 � xGeTe2 is structurally
similar to Fe3 � xGeTe2, with an additional 2 Fe atoms per vdW layer but has split-site Fe and Ge positions that lead to intrinsic site
and spin disorder (Fig. 31c). This disorder partially arises from the fact that it is a metastable phase with crystals that must be synthe-
sized via rapid quenching.337 This family of compounds have magnetic ordering temperatures between 270 and 310 K. Partial
Fe-Co substitution has been reported for the Fe4GeTe2 and Fe5 � xGeTe2 family of compounds, showing concomitant variation
in transition temperatures and magnetic ordering type. For instance, Fe3CoGeTe2 has an antiferromagnetic structure with a TN of
155 K, but still retains its metallicity.338

Fig. 30 Crystal Structure of (a) MnIn2Se4, (b) Mn2Ga2S5, (c) Zn3In2S6, and (d) Fe2In2Se5. Where in (a) blue spheres correspond to Mn atoms, pink
spheres correspond to In, and green spheres correspond to Se, in (b) Blue spheres correspond to Mn atoms, green spheres correspond to Ga
atoms, and yellow spheres correspond to S atoms. In (c) gray spheres correspond to Zn, pink spheres correspond to In atoms and yellow spheres
correspond to S, and in (d) orange spheres correspond to Fe atoms, pink spheres correspond to In atoms and green spheres correspond to Se.
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4.14.4.7 The tantalum-nickel group chalcogenides

Ternary vdW compounds consisting of tantalum, a nickel group element, and a chalcogen, most notably Ta2NiSe5, have attracted
considerable recent interest due to the possibility of an exciton insulating ground state. TaNiS5 and Ta2NiSe5 crystallize into vdW
layers that are derivatives of the octahedral transition metal dichalcogenide structure type. The structure is comprised of chains of
two edge-sharing TaCh6 octahedra, separated on each side of the chain by one NiCh4 tetrahedra (Fig. 32a). At high temperatures,
both Ta2NiS5 and Ta2NiSe5 crystallize into an octahedral Cmcm structure type. In Ta2NiSe5, below 325 K339 a phase transition to
a monoclinic C2/m phase is seen, while no such transition is observed in Ta2NiS5. Transport measurements have shown a concur-
rent transition from semimetallic behavior in the high temperature phase to semiconducting behavior in the low temperature phase.
At room temperature, Ta2NiS5 is a narrow optical gap semiconductor with a � 0.25 eV gap, while Ta2NiS5 has a 0.16 eV gap.340 This
semiconducting behavior can be understood from an ionic bonding perspective, where one can formally consider the oxidation
state of Ta5þ, Ni0, and S2�/Se2�. Thus, the conduction band minimum is comprised of empty Ta 5d orbitals, and the valence
band maximum is composed of primarily filled Ni d10 orbitals but with some chalcogenide p-orbital mixing (Fig. 32b). The espe-
cially narrow band gap in Ta2NiSe5 has led to the discovery of an excitonic insulator phase due to the exciton binding energy
exceeding that of the electronic band gap. Indeed, there is a growing body of evidence suggesting that the phase transition seen
in this material is caused by the formation of excitons consisting of e� on the Ta atoms, and hþ on the Ni atoms.

There are numerous other tantalum-nickel group-chalcogenides that form 2D vdW structures that have been discovered. First,
Ta2PdS6 and Ta2PdSe6 have structures that are nearly identical to Ta2NiS5, except the Pd is in square planar coordination
(Fig. 33a), which results an extra chalcogen per formula unit. Ta2PdS6 is semiconducting with a 40 meV band gap, whereas
Ta2PdSe6 is metallic and has been discovered to become superconducting at 4.5 K when ethylenediamine is intercalated into the
vdW gap.341 Second, Ta2NiSe7 forms a chain-like structure that is closely related to Ta2NiSe5. Here, the vdW layers consists of three
chain-like components; there are chains of two TaCh6 octahedra, separated on each side by NiCh5 in square pyramidal geometry,
connected to a double wide set of bicapped TaCh8 trigonal prisms, reminiscent of the transition metal trichalcogenide structure type
described in Section 4.14.4.1 (Fig. 33b). There are two sets of Se2

2� anions per formula unit. Ta2PtSe7 is isostructural to Ta2NiSe7,
although in this case Pt is in an octahedral coordination due to its larger size. While the properties of the Ta2PtSe7 are not fully
explored, Ta2NiSe7 is metallic and is reported to form charge density waves with a transition temperature of 52.5 K.342 Ta2Ni3Te5
is another 2D vdW compound that consists of chains of edge-sharing NiTe4 tetrahedra, connected to chains of edge-sharing TaTe5
square pyramids (Fig. 33c).343 As another example Ta4Pd3Te16

344 form layered compounds comprised of chains of double-
octahedral wide TaTe6, followed by a PdTe6 octahedra, followed by TaTe8 bicapped trigonal prism, then PdTe6, then TaTe8,
PdTe6 before the next double-wide chain of TaTe6 (Fig. 33d). Ta3Pd3Te14

345 forms a nearly identical sequence, although the
double-octahedral wide chains of TaTe6 are replaced with single octahedral wide chains. Ta4Pd3Te16 and Ta3Pd3Te14 have attracted
considerable interest due to the observation of multiband superconductivity below 4.6 K344 and 1.0 K,345 respectively. One final 2D

Fig. 31 Crystal structures of (a) Fe3GeTe2, (b) Fe4GeTe2, and (c) Fe5GeTe2. Red spheres correspond to Fe atoms, blue spheres correspond to Ge
atoms and white spheres correspond to Te atoms. Reprinted with permission Su, Y., Li, X., Zhu, M., Zhang, J., You, L. & Tsymbal, E. Y. Van der
Waals Multiferroic Tunnel Junctions. Nano Lett., 2021, 21, 175–181. © American Chemical Society, 2021.
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vdW compound in this family is TaNiTe5, which has a structure comprised of alternating chains of edge-sharing NiTe6 octahedra
coordinated to face-sharing chains of bicapped trigonal TaTe8 prisms. TaNiTe5 has been shown to have very anisotropic conductivity
with a r ratio of 1:7:16 along the two in-plane and cross-plane directions, respectively, and has been explored for hosting Dirac
Fermions.346,347

4.14.4.8 Mixed metal tellurides

There exists a diverse family of structurally precise ternary layered compounds consisting of two different metals occupying unique
Wyckoff sites and coordination environments, and a wide variety of stoichiometries. The first set of these have the stoichiometry of
MM0Te4 where M ¼ Nb, Ta and M0 ¼ Os, Rh, Ir. These crystallize into a site ordered 1T0 TMD-type structure of space group Pmn21
with double octahedra wide chains of each metal (Fig. 34a and c), and lack inversion symmetry. These compounds typically feature
short metal-metal distances between chains of different metals and longmetal-metal distances between the samemetal.101,348 These
compounds stack into a 2-layer orthorhombic unit cell in which the rotation of the edge-sharing MTe6 octahedra tilts in opposite
direction in each layer (Fig. 34a). The Ta-Ru analogue is also known but typically forms as Ta1 þ xRu1 � xTe4, with the excess Ta
occupying the Ru sites.348 TaFeTe4 is also very similar but crystallizes into two polytypes (Fig. 34b and c). The more stable structure,
a-TaFeTe4 consists of a 2-layer stacking sequence with an I2/m space group and features a translational shift in neighboring layers,
leading to the presence of inversion symmetry. The noncentrosymmetric Pmn21 b-TaFeTe4 phase (34a,c) is metastable and is
prepared by thermal quenching from 450 �C.349 All of these compounds are metallic either from transport measurements and/
or theoretical calculations. In addition, TaFeTe4 has been shown to have anisotropic in-plane electronic resistivities that are lower
by up to a factor of 2–3� when measured along the chain direction compared to perpendicular to the chains.349 Many of these
phases have been theorized to be Type-II Weyl semimetals but only TaIrTe4 has been experimentally confirmed to be Type-II
Weyl semimetals through pump-probe angle-resolved photoelectron spectroscopy (ARPES) measurements (Fig. 34d and e).350–
352 TaIrTe4 has additionally been shown to be superconducting at 0.57 K under 23.8 GPa, with an increasing transition temperature
of up 2.1 K with increasing pressure.353 Many of these compounds (TaFeTe4, TaIrTe4, NbIrTe4, TaRuTe4, and TaRhTe4) have been

Fig. 32 (a) Crystal structure of Ta2NiSe5, where purple spheres correspond to Ta atoms, gray spheres correspond to Ni atoms, and green spheres
correspond to Se atoms. (b) Schematic of the high temperature semimetallic phase and the low temperature excitonic insulating state of Ta2NiSe5.
(c) Phase diagram of the excitonic insulator phase in Ta2NiSe5 given by the transition temperature TC as a function of and concomitant pressure and
Te doping (left), and S/Se alloying (right). These two halves correspond semimetallic and semiconducting regions of chemical composition and
pressure phase space. Panel (c) reprinted with permission from Lu, Y. F., Kono, H., Larkin, T. I., Rost, A. W., Takayama, T., Boris, A. V., Keimer, B.
& Takagi, H. Zero-Gap Semiconductor to Excitonic Insulator Transition in Ta2NiSe5. Nat. Commun. 2017, 8, 14408. © 2017.
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exfoliated down to few-layer form, and initial characterization of their stability and angle dependent Raman features have been
explored.354–356 Thin flakes of TaIrTe4 have been shown to host a nonlinear hall effect for radiofrequency rectification.357 A surface
oxide is seen in exfoliation of TaIrTe4 requiring either passivation such as has been performed via SiO2 sputtering, or via the air free
manipulation of thin flakes of this material. The stability of the other compounds in this family upon exfoliation have yet to be
elucidated but are likely to be similar to TaIrTe4.

357,358

TaCo2Te2 is the only known mixed metal telluride with a M:M0:Te stoichiometry of 1:2:2. It crystallizes in an orthorhombic
Pnma lattice where each vdW layer is constructed from an inner square lattice of Ta atoms, sandwiched between square lattices
of Co atoms which are then terminated to a gap by Te atoms. The square nets of cobalt are distorted and undergo a Peierls distortion
to form Co dimers (Fig. 35a).359 TaCo2Te2 is a nearly compensated semimetal in the bulk with high carrier mobilities of

Fig. 33 Crystal structure in both side and top view of (a) Ta2PdSe6, (b) Ta2NiSe7, (c) Ta2Ni3Te5, and (d) Ta4Pd3Te16, where purple spheres
correspond to Ta atoms, light blue spheres correspond to Pd atoms, gray spheres correspond to Ni atoms, light green spheres correspond to Se
atoms, and beige spheres correspond to Te.
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1550 cm2V�1 s�1 for holes and 2290 cm2V�1 s�1 for electrons.360 In magnetic susceptibility this compound shows an atypical
magnetic susceptibility with a decrease in susceptibility upon cooling before a significant increase below 14 K with no clear
magnetic transition below 300 K.360 This magnetic order is thus posited to be antiferromagnetic with TN above room temperature.
This material has been exfoliated down to an 11-layer thickness and has shown to be robust in ambient conditions for 4 months.360

TaFeTe3 is the only known mixed metal telluride with a M:M0:Te stoichiometry of 1:1:3. Non-stoichiometric TaFe1 þ yTe3 crys-
tallizes into P21/m in which the coordination of Fe is tetrahedral leading to a contraction in the double Fe polyhedra wide chain and
shorter Fe-Fe distances than that of Fe-Ta (Fig. 35b).361 The excess Fe occupies interstitial sites in the vdW space between layers. This
material is metallic and orders antiferromagnetically between 160 and 200 K depending on the Fe content.362 This material has also
been explored to host a spin density wave transition.

Another family of three compounds is found at the further metal rich stoichiometry of MM0Te2, where NbCoTe2, TaCoTe2, and
NbFeTe2 have been identified.363,364 These structures are built up from a significantly elongated honeycomb network of Nb/Ta

Fig. 34 Crystal structure of (a) side view of TaIrTe4, (b) side view of a-TaFeTe4, and (c) top-down view of TaIrTe4. Beige atoms correspond to Te
atoms, purple spheres correspond to Ta atoms, light blue spheres correspond to Ir atoms and orange spheres correspond to Fe atoms. (d) Pump
probe ARPES spectra of TaIrTe4, showing dispersion above EF at fixed kx expected to be near the Weyl points. (e) The same spectrum as (d) but with
key features marked. The Weyl cone candidates are labeled 1 and 2, a Fermi arc candidate is labeled 3. (f) Optical microscope image of an exfoliated
a-TaFeTe4 flake on a Si/SiO2 substrate. The arrow highlights the bilayer flake imaged in (g). (g) AFM image of an exfoliated a-TaFeTe4 bilayer and
height profile along a line cut (dashed white line) of the exfoliated a-TaFeTe4 flake. Panel (d and e) reprinted with permission from Belopolski, I., Yu,
P., Sanchez, D. S., Ishida, Y., Chang, T.-R., Zhang, S. S., Xu, S.-Y., Zheng, H., Chang, G., Bian, G., Jeng, H.-T., Kondo, T., Lin, H., Liu, Z., Shin, S. &
Hasan, M. Z. Signatures of a Time-Reversal Symmetric Weyl Semimetal With Only Four Weyl Points. Nat. Commun. 2017, 8, 942. © 2017. Panel (f
and g) reprinted with permission from Wiscons, R. A., Cho, Y., Han, S. Y., Dismukes, A. H., Meirzadeh, E., Nuckolls, C., Berkelbach, T. C. & Roy, X.
Polytypism, Anisotropic Transport, and Weyl Nodes in the van der Waals Metal TaFeTe4. J. Am. Chem. Soc. 2021, 143, 109–113. © American
Chemical Society, 2021.
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atoms within each hexagon resides an Fe2Te6 dimer formed from two edge sharing tetrahedra. NbFeTe2 crystallizes into Pnma with
each Nb atom in a distorted geometry (Fig. 35c). In contrast NbCoTe2 and TaCoTe2 crystallize into P21/c where one of the M–Te
bonds is broken yielding a square pyramidal geometry (Fig. 35d). All of these materials are metallic, with TaFeTe2 demonstrating
spin glass behavior with Tf ¼ 44 K and exhibits negative magnetoresistance of up to 1% at 14T while NbCoTe2 is a Pauli para-
magnet.363,365 The layer dependent properties of these novel stoichiometries have not yet been explored.

Finally, several mixed metal telluride phases form with a group 14 element (Si, Ge) substituted for the M0 metal. For example,
Nb2SiTe4 crystallizes into a monoclinic C2/c structure that is formed from face sharing NbTe6 trigonal prisms366 (Fig. 36a), albeit
each Nb only has a 50% occupancy. The silicon atoms, which also have a 50% occupancy, reside in the middle of these shared faces
forming square planar arrangements with tellurium atoms. Each NbTe6 trigonal prism has 1/3rd of its faces capped by a Si atom.
Nb2SiTe4 is semiconducting with a 0.39 eV band gap in the bulk and has been of interest as a photodetector in the mid IR.367,368

This material has also been exfoliated down to few layer thicknesses and shows stability in air on the order of hours,367 however the

Fig. 35 Crystal structures from side and top view of (a) TaCo2Te2, (b) TaFeTe3, (c) NbCoTe2, and (d) NbFeTe2. In all structures beige spheres
correspond to Te atoms, purple spheres correspond to Ta atoms while green atoms correspond to Nb atoms and blue spheres correspond to Co
atoms while orange spheres correspond to Fe atoms. In (a) only Co–Te and Co–Ta bonds are shown for simplicity, in the top-down view Ta atoms
have been enlarged for illustrative purposes only. In (b–d) only metal-Te bonds are depicted.
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layer dependent properties have not yet been explored. Another set of compounds forms with a stoichiometry of M3M0Te6, where
M ¼ Nb/Ta and M0 ¼ Si/Ge, and crystallize into a 2-layer orthorhombic Pnma unit cell (Fig. 36b). This structure is built up from
(Nb/Ta)Te6 prisms that are connected together in both an edge-sharing and face-sharing network. Additionally, the Si/Ge atoms
have fourfold coordination with Te, and are in fourfold coordination with the Nb atoms, leading to a distorted rectangular prism
geometry.369 The Si members of this family are more well studied and have been predicted to be topological semimetals with hour-
glass shaped Dirac dispersions in the bulk.370 Nb3SiTe6 has also been exfoliated down to the bilayer and novel 2D electron-electron
interactions can be seen in an increase in resistivity at low temperatures (<25 K) when the thickness is thinned to below 10 nm,
while no exfoliation studies have been performed on the other materials in this family.371 Thin flakes of this material are stable
to ambient conditions on the order of weeks. A final family of 2D mixed metal tellurides, ZrGeTe4 and HfGeTe4, crystallize into
a Cmc21 space group where each vdW layer is characterized by alternating Zr/Hf and Ge chains (Fig. 36c).372 The Zr/Hf atoms
form bicapped trigonal prisms where one face is capped by germanium, all the other bonds are Te. The Ge is in tetrahedral coor-
dination to three Te atom one Zr/Hf atom. These compounds are narrow gapped semiconductors with an indirect band gap of
0.5 eV in ZrGeTe4

373 and 0.18 eV in HfGeTe4
372 and have been explored as near IR photodetectors. ZrGeTe4 has been exfoliated

down to thicknesses from 100 to 300 nm and is air sensitive in both bulk and after exfoliation to the few-layer regime.373

Fig. 36 Crystal structure from side and top view of (a) Nb2SiTe4, (b) Ta3SiTe6, and (c) ZrGeTe4. In all structures beige atoms correspond to Te, in
(a) and (b) blue spheres correspond to Si atoms, in (c) purple spheres correspond to Ge. In (a) green spheres correspond to Nb atoms, in (b) purple
atoms correspond to Ta atoms and in (c) bright green spheres correspond to Zr atoms. In (a), Nb2SiTe4, the Nb and Si positions both have a 50%
occupancy.
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4.14.4.9 The metal chalcohalides (MChX) and group 4 metal nitrohalides (MNX)

The metal chalcohalides MChX where Ch ¼ O, S and X ¼ Cl, Br, I form with a wide variety of trivalent metal cations and have
attracted interest as semiconducting 2D magnets. These compounds crystallize into the FeOCl structure type which is comprised
of a rectangular network of MCh4X2 distorted octahedra (Fig. 37a). The M and Ch atoms form a rectangular network that buckles
along one of the in-plane directions. The halogen atoms cap the M-Ch network above and below the layers, and bridge two neigh-
boring M atoms within each layer. The interlayer vdW interactions occur between these halogen atoms. Three separate groups of
trivalent cations form layered vdW compounds in the FeOCl structure type, trivalent first row transition metals (M ¼ Sc, Ti, V,
Cr, Fe), group 13 triel elements (M ¼ Al, In), and trivalent late lanthanides (M ¼ Gd-Lu).374 The first row transition metals form
almost exclusively with Ch ¼ O with the exception of CrSBr. Of the triel metals, only AlOCl, InOCl, and InOBr are known. The
third family of trivalent cations to form this 2D vdW structure are late lanthanides (Gd-Lu) in which the MSI sulfoiodides are
the most well-known but ErSeI and DySBr are also known analogs.375 The titanium nitrohalides with stoichiometry TiNX,
(X ¼ Cl, Br, I) also crystallize into this structure type. In these compounds, the replacement of the trivalent metal with a tetravalent
metal is counterbalanced by the substitution of a divalent chalogen anion with the trivalent nitride.

A small number of metal chalcohalides and metal nitrohalides with larger metal radii (YbOCl, SmSI, ZrNX, and HfNX where
X ¼ Cl, Br, I) crystallize into the closely related SmSI structure type (Fig. 37b). These compounds consist of two-atom thick puckered
honeycomb networks of alternating M and N or S atoms. The N or S atoms are in tetrahedral coordination with the metal atoms,
which pucker outward and are each terminated with three halogens. This causes each metal to have a sevenfold coordination of
M(Ch/N)4X3, in a capped octahedral coordination geometry.

The first-row transition metal derivatives of this structure type are the most well studied compounds with this stoichiometry and
have been investigated for their electronic and magnetic properties. These compounds are all Mott insulators with gaps of 1–
2 eV376–380 despite variable d-electron counts. The strong 180� super exchange coupling seen along the M-O-M axis dominates
across all these compounds leading to strong antiferromagnetic coupling. Despite this, in TiOX at the ordering temperature,
67 K in TiOCl and 27 K in TiOBr, a spin-Peierls transition is seen where the Ti3þ d1 ions dimerize along the flat in plane direction.
Upon further cycling of temperature an incommensurate transition phase of incomplete Peierls distortion is seen between 67 and
91 K in TiOCl.381,382 With an even d electron count, VOCl d2 is a collinear antiferromagnet below TN of 80 K.383 CrOCl and CrOBr
are low temperature antiferromagnets with a TN of 13.6 K in CrOCl with a monoclinic distortion.376,384 In contrast CrSBr has a bulk
antiferromagnetic transition of 132 K.385 Finally FeOCl is a bulk antiferromagnet at 92 K.386 CrSBr has been extensively studied and

Fig. 37 Crystal structure of (a) AlOCl (FeOCl-type) and (b) SmSI (SmSI-type) in the side view and top-down view. In (a) blue spheres correspond to
Al atoms, red spheres represent O atoms, and green spheres correspond to Cl atoms. In (b) pink spheres correspond to Sm atoms, yellow spheres
correspond to S atoms, and purple spheres correspond to I atoms.
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shows, surprisingly, an increasing transition temperature upon exfoliation with an antiferromagnetic transition of 149 K in the
bilayer. This was determined by the presence of second harmonic generation upon breaking inversion symmetry in the antiferro-
magnetic state.387 The monolayer is reported to be ferromagnetic. FeOCl has also been exfoliated to the bilayer but the magnetic
properties of isolated layers have not yet been measured due to the moisture sensitivity of thin flakes.388 AlOCl has been explored as
a catalyst for ethyl and vinyl polymerization,389 and InOCl has been investigated as a gas sensor for formeldahyde.390 Thin films of
the triel atom compounds have not been explored. The lanthanide derivatives are low temperature magnets with FM transitions
below 15 K in TbSI, DySI, HoSI and antiferromagnetic transitions below 10 K in GdSI, ErSI, TmSI, and YbSI.374 In the SmSI structure
type, the MNX family of compounds are d0 wide band gap semiconductors,391 with ZrNCl having a bulk band gap of 2.6 eV that
increases to 3.3 eV below a thickness of 4 layers.392 SmSI has been proposed as a Kitaev spin liquid with no magnetic ordering seen
above 1.8 K.393

4.14.4.10 A ternary main group compound, GaGeTe

GaGeTe is a structurally unique 2D vdW material, that is built from an inner layer of Ge atoms in a buckled honeycomb lattice
which is terminated by corner sharing GaTe3 trigonal pyramids (Fig. 38). This material is p-type semiconductor in the bulk with
an optical band gap of 1.12 eV.394 The material has been exfoliated down to the few layer, 6.4 nm, and retains the air stability
of the bulk.395 However, the properties of exfoliated samples have not yet been extensively experimentally explored.

4.14.4.11 Alloys of van der Waals compounds

Many of these families of 2Dmaterials can been modified by alloying multiple atoms onto a single Wyckoff position of the original
lattice. These materials are site disordered alloys having the same structure as the parent material but with fractional occupancy of
the alloy atom. The most well studied family of 2D vdW alloys are the TMDs, where a magnetic first row transition metal (V, Cr, Mn,
Fe, Co, Ni) is substituted on the metal site of the lattice. This method of alloying has been shown in multiple examples, such as
substituting �10% Mn, Fe, Co, and Ni onto MoS2, and substituting V into both WS2 (12%) and WSe2 (9%).396–399 The low levels
of substitution in these compounds yields dilute magnetic semiconductors as seen in Mn0.03Mo0.97S2 where TC ¼ 350 K but the
magnetization of 1.06 mB per Mn atom is indicative of a fractional spin system with localized spins.400 This alloying has also
been shown to persist down to the atomic limit where �2% Fe has been alloyed into monolayers of MoS2 and SnS2.

401 One signif-
icant exception to the limited extent of alloying is the metallic CrxPt1 � xTe2 system where single phases up to x ¼ 0.45 are seen.402

In Cr0.45Pt0.55Te2, a TC of 220 K is seen in the bulk with a magnetization of 2.37 mB per Cr atom, from both localized and itinerant
spins. This material has been shown to be air stable in both single crystal and few layer forms due to the minimal propensity of Pt to
form oxides. Beyond the TMD family, successful alloying has been confirmed in the Xanes where in GeH, up to 9% of the Ge atoms
can be substituted with Sn atoms with concomitant introduction of OH groups capping Sn atoms. This substitution can be used to
tune the band gap from 1.59 in GeH to 1.38 in Ge0.91Sn0.09H0.91(OH)0.09, however upon the incorporation of Sn into the structure
the air stability of GeH is destroyed.158 One final example is in septuple layer anti-tetradymite Sn4As3, where up to¼ of the Sn atoms
can be substituted with Pb.280

Fig. 38 Crystal structure of GaGeTe from side and top-down view. Green spheres correspond to Ga atoms, purple spheres correspond to Ge atoms
and beige spheres correspond to Te atoms.
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4.14.4.12 Intercalated 2D vdW materials

Van der Waals compounds inherently have void spaces in the gap between neighboring layers where a wide variety of chemical
species can be introduced and form stable and distinct species. This incorporation of ions into the vdW gap is referred to as inter-
calation and has been extensively reviewed.403–408 It is of paramount importance for fine tuning electronic structure, and for a wide
variety of properties and applications. For instance, the Nobel prize winning work by Stan Whittingham on the exploration of Li
battery anodes initially focused on the reversible intercalation and deintercalation of Li atoms into TiS2.
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The intercalation of species into the vdW gap can lead to significant changes in the structure and properties. This is due to the fact
that the intercalation of many chemical species is often accompanied with a reduction or oxidation of the 2Dmaterial. For instance,
the intercalation of Liþ into the vdW gap requires the framework to be reduced by one electron to maintain charge neutrality. One
such example of a structural change is seen in the lithium intercalation of MoS2, in which the additional electron reduces molyb-
denum from Mo4þ (d2) to Mo3þ(d3). This reduction results in a structural transition from the 2H polytype in MoS2 consisting of
MoS6 trigonal prisms to the 1T polytype consisting of MoS6 octahedra.410 A second structural change is seen upon intercalating
Fe2.76GeTe2 with Na in which a metastable structure is formed. Above 100 �C it decomposes to form Na2Te and various Fe2 � xGe
phases, increasing the measured magnetic transition temperature.334 Occasionally, the altered 2D framework can be retained
through a low temperature deintercalation step, stabilizing these metastable structures. For instance, the 1T MoS2 polytype can
be stabilized by washing away Li in water from 1T-LiMoS2. These structural transitions can also be used to modulate the electronic
properties, for example, the 2H MoS2 is semiconducting due to the crystal field splitting of a trigonal prism, while both the d3 1T-
LiMoS2 and the deintercalated d2 1T-MoS2 are metallic, as would be expected. As another example, intercalating metallic 2H-NbSe2
with lithium causes a band gap to open up, as Nb is reduced from Nb4þ (d1) to Nb3þ (d2).192 Intercalation can also lead to the
creation of superconducting phases such as in Mg0.8ZrNCl which has a superconducting transition temperature of 15 K,411,412 or
in CuxTiSe2 which has a transition of 4.15 K.413 Superconductivity can also emerge upon intercalation of exfoliated 2D materials.
The intercalation of bilayer graphene with Ca or Yb induces a superconducting phase transition to occur at 11.5 and 6.5 K,
respectively.414

The magnetic properties of these materials can also be modulated by introducing magnetic intercalant atoms such as in Fe-
intercalated TaS2, Fe0.25TaS2, which undergoes a ferromagnetic transition at 160 K in the bulk.415 Magnetism can also be introduced
by the intercalation of magnetic compounds, for example, 2D FeCl3 can be intercalated into bulk and thin film form of graphite in
which the 2D nature of FeCl3 is retained in the Fe atom lattice, however the Cl lattice is disordered due to significant lattice
mismatch between FeCl3 and graphene.416,417 In few layer graphene this leads to antiferromagnetic ordering in 2D at 30 K and
in 3D at 3.8 K.418,419 Finally, intercalated 2D vdW materials have been explored in energy storage applications where cations
can be reversibly intercalated and deintercalated providing a source of mobile charges. Two examples are the potassium intercala-
tion of both graphene to form KC8 which reaches a specific capacity of 273 mAh g�1420 for battery applications and MXene Ti3C2T2
a capacitance of 500 F g�1.421

4.14.5 Conclusions

There are an incredible number of 2D vdW materials across the periodic table that have been discovered over the past century of
inorganic and materials chemistry research. The cornucopia of fascinating phenomena and properties of these materials includes
superconductivity, magnetism, goniopolarity, exciton insulators, and topological materials. The steady evolution of exfoliation
techniques have improved to the point that complex heterostructures and devices can be designed at will from monolayers that
combine a multitude of different 2D vdW materials. Further research into the layer-dependent properties of many families have
yet to be explored and are likely to yield new surprises. The diversity of compounds combined with their ability to be restacked
give chemists exquisite control over the arrangements of atoms on a small scale, leading to “an enormously greater range of possible
properties that substances can have, and of different things that we can do.”7
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Abstract

Halide perovskites, a diverse class of crystalline semiconductors, have recently been under intense study by numerous
research communities owing primarily to their efficacy as solar-cell absorbers. With this surge in interest has come a plethora
of reports, which are challenging to navigate, particularly as a new researcher in the field. Here, we offer a practical guide to
the crystal and electronic structures, synthesis, and measurement and characterization of 3D halide perovskites. We do not
attempt to provide a comprehensive review of any one topic; instead, we hope to offer the interested researcher who is
unfamiliar with the field a tractable entry point into the vast and diverse field of 3D halide perovskites. We start with a brief
history and then describe the crystal structure and composition, including multiple subtypes of 3D halide perovskites. We
then discuss the electronic structure of 3D halide perovskites, providing both a working understanding of theoretical
calculations of perovskite band structures as well as outlining a more intuitive symmetry-based approach that highlights the
molecular orbitals that compose the bands. Next, we offer a practical guide to the synthesis of 3D halide perovskites,
including some common techniques to prepare both bulk and thin-film samples. We then describe a selection of widely used
methods of characterization, giving examples of each as applied to 3D halide perovskites. Finally, we discuss some intriguing
properties of 3D halide perovskites to motivate exploratory studies.

4.15.1 Introduction

Halide perovskites offer a platform that can be tuned in composition, connectivity, and dimensionality, yielding a broad choice of
physical and optoelectronic properties.1,2 Although these materials have been studied for well over a century,3–5 this class of crys-
talline semiconductors has recently come into the focus of researchers for its outstanding optoelectronic properties.6,7 Members of
this family afford several advantages for optoelectronic applications, including strong band-edge optical absorption, low charge-
carrier (electron/hole) recombination rates, and luminescent charge-carrier recombination.7 Halide perovskites can be synthesized
as crystals or deposited as films from solution at ambient conditions, allowing for inexpensive and scalable manufacture.8 Although
these materials have been assessed as components in light-emitting diodes,9 lasers,9 X-ray detectors,10 and data-storage devices,11

they currently show most promise as photovoltaic absorbers.7,12,13 In just 6 years the power conversion efficiency (PCE) of halide-
perovskite-based solar cells increased from 4% to over 20%dan increase that has taken several decades in other photovoltaic
absorber materials, such as silicon.6,14,15 This feat has been enabled by a number of research communities working in tandem.
Indeed, this rich field of research is propelled forward by those who design and optimize devices and by those who measure the
fundamental properties of this diverse family of materials and further expand the family by synthesizing new members. Under-
standing the structural and electronic origins of the fundamental properties of halide perovskites is key to their continued
development.

There are numerous reviews on halide perovskites, with most focused on technological applications or on a specific subset of
materials, properties, or synthetic methods. The aim of this chapter is not to provide a comprehensive review of any particular topic,
but rather to introduce the atomic and electronic structures and optical and physical properties of three-dimensional (3D) halide
perovskites to a reader who has a background in chemistry but may be unfamiliar with the fast-moving research field of perovskites.
To aid new investigators in this field, we describe common synthetic methods and well-established characterization methods along
with case studies that show their utility for perovskites. We focus on the fundamental properties of 3D halide perovskites, with
minimal discussion of device fabrication and characterization. For the purposes of this chapter, we will restrict our scope to
bulk 3D perovskites with chloride, bromide, or iodide anions. Several pseudohalides (e.g., CN�, SCN�, N3

�) are also known to
adopt derivatives of the 3D perovskite structure; these members are reviewed elsewhere.16 Changing the dimensionality of the
3D perovskite structure to lower-dimensional perovskites and to nanostructures has substantial effects on their optoelectronic prop-
erties. Two-dimensional (2D) perovskites have been extensively studied since the 1990s and we refer the reader to reviews by David
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B. Mitzi, which provide an excellent overview of the foundational work.17,18 Perovskite nanoparticles have also been studied with
fervor by numerous researchers and are reviewed elsewhere.19,20

4.15.2 A brief history

The Germanmineralogist Gustav Rose first discovered the mineral perovskite, CaTiO3, in 1839 in a sample found in the Ural Moun-
tains of Russia by his Russian colleague August Alexander Kämmerer. Kämmerer requested the mineral be named after Count Lev
Alekseyevich von Perovski, a Russian nobleman who was a decorated veteran of the Napoleonic Wars, Minister of Internal Affairs,
and a mineralogist.21 Early investigations were sparse and probed the composition and optical properties of perovskite, though the
crystal structure was not yet known.3 Thomas Barth, a student of the Norwegian mineralogist Victor Goldschmidt, published
a detailed structural study of CaTiO3 in 1925.22 This was followed by the seminal publication by Goldschmidt in 1926 that intro-
duced the tolerance factor, a predictor to determine whether a given composition will form a perovskite structure based on geomet-
rical packing arguments.23 In 1945, the Irish crystallographer Helen Dick Megaw solved the crystal structure of BaTiO3,
a ferroelectric perovskite with multiple polymorphs that laid the foundation for further research into the diverse phase space
and properties offered by perovskites.24 Oxide perovskites remain under intense study for their desirable electronic, ion transport,
and magnetic properties, as well as their geological importance: the perovskite (Mg,Fe)SiO3 is the primary constituent of the Earth’s
lower mantle.21 Further reading on oxide perovskites can be found in the following reference,25 among countless others.

Similar to their oxide counterparts, the discovery and initial characterization of halide perovskites came in the 19th century, with
an early study carried out in 1883 by C. Whitman Cross and William F. Hillebrand on the mineral elpasolite, K2NaAlF6 (named for
its location of discovery, El Paso County, Colorado), a double perovskite.5 An early discussion of Cl-, Br-, and I-based perovskites
was published by Horace Wells on CsPbX3 (X ¼ Cl�, Br�, I�).4 Studies in this nascent field characterized the materials by visual
observations and elemental analysis, though the crystal structures were yet unknown or unconfirmed. Crystal structures of halide
perovskites came in the 1920s, with KMgF3 and CsHgCl3 as early examples.26,27 The mixed-valence double perovskite Cs2AuAuCl6
and its analog Cs2AgAuCl6 were also among the first halide perovskites to have their crystal structures elucidated by X-ray diffrac-
tion, first correctly described in 1938 by Norman Elliott and Linus Pauling.28 A more detailed history of halide double perovskites
(including elpasolites and K2PtCl6-type perovskites) can be found here.29

The first crystal structure of a lead-halide perovskite was published by Christian Møller in 1957, with the structure determination
of the perovskite phase of CsPbCl3.

30 Importantly, Møller followed this publication with a report on the photoconductivity of
CsPbX3 (X ¼ Cl�, Br�, I�), a seminal study that predated the burst in interest in halide perovskite optoelectronics by decades.31

The crystal structure of the archetypal lead-halide hybrid perovskite (CH3NH3)PbI3 was characterized in 1978 by Dieter Weber.32

Studies of halide perovskites prior to the late 2000s primarily focused on the fundamental structural, optical, and charge-transport
properties,33–35 including the investigation of metallic transport in hole-doped Sn-based 3D perovskites (see Section 4.15.7.2).36

The 2009 report by Tsutomu Miyasaka and coworkers established halide perovskites as a photosensitizer in a TiO2-based photo-
voltaic cell with a liquid electrolyte and a halogen redox couple.6 Nearly simultaneous 2012 reports by Nam-Gyu Park and
coworkers and Henry Snaith and coworkers subsequently demonstrated the efficacy of halide perovskites as absorber layers in
solid-state solar cells with power conversion efficiencies (PCEs) of 9.7% and 10.9%, respectively.37,38 These reports launched
halide-perovskite photovoltaics into the multidisciplinary research prominence that continues into the 2020s. Compared with
more established solar technologies such as Si and CdTe, the rise in PCE of perovskite-based solar cells has been meteoric, with
the PCE record for a single-junction solar cell using a halide perovskite as the absorber now at 25.7%.15 Halide perovskites have
also been combined with other absorber materials in a tandem configuration; among these, monolithic perovskite-Si tandem
devices have been the focus, recently reaching a record PCE of 29.5%.15 Particularly appealing is the reduced sensitivity of the perfor-
mance of halide-perovskite-based solar cells to defects, allowing for low-cost manufacture without significant detriment.7 Efforts to
commercialize halide perovskites as photovoltaic technologies are well under way39; however, roadblocks to their widespread appli-
cation remain. Because most high-performing perovskite absorbers are based on lead-halide compositions, the toxicity of the water-
soluble Pb2þ salt is a concern.40 Additionally, the instability of hybrid halide perovskites to ambient moisture and heat is a concern
as a cost-competitive solar cell must operate for more than 20years.1 Numerous efforts are underway to address these issues,
including the development of superior device manufacturing processes and encapsulation strategies and the exploration of alterna-
tive, nontoxic, stable compositions for the next generation of absorbers.

4.15.3 Structure and composition

The 3D halide perovskites are ionic solids with corner-sharing halide (X site) octahedra, connected in three dimensions, with cations
(A site) occupying the voids between octahedra. The center of each halide octahedron (the octahedral site; B site) may be occupied
by a metal cation or may be vacant (Fig. 1). The remainder of this chapter will primarily focus on the Cl-, Br-, and I-based analogs,
which tend to be easier to synthesize and have properties better suited for optoelectronic device applications than their F-based
analogs. The term “perovskite” will hereafter refer to Cl-, Br-, and I-based 3D perovskites unless otherwise specified.
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While the original definition of a perovskite was restricted to the CaTiO3 (ABX3) structure type, this class of materials encom-
passes more complex compositions. For instance, double perovskites have the doubled formula A2BB0X6, where B and B0 are
two distinct and crystallographically ordered B sites, as in the mineral elpasolite, K2NaIAlIIIF6,

41 or the double perovskite K2Pt
IVCl6,

where one B site is vacant (see Section 4.15.3.2).42 In certain double perovskites, the same cation can occupy both the A and B sites,
thus forming the cryolite structure with the formula A2ABX6, as in the mineral cryolite, Na2NaIAlIIIF6 (see Section 4.15.3.2).43

The simplest single perovskite structure has a cubic lattice with the crystallographic space group Pm�3m and a lattice parameter
equal to the length of a single octahedron, or the length of the linear X–B–X unit; an example of a perovskite with this structure is
CsSnBr3, which has a lattice parameter of 5.80 Å at 300 K.44 However, tilts/rotations between octahedra often occur to geometrically
accommodate mismatches in ionic radii. These deviations can reduce the symmetry of the perovskite structure while maintaining
the coordination numbers and atomic connectivity of the cubic structure. The Glazer system of nomenclature, named after its devel-
oper, A. Michael Glazer, was introduced in 1972 to describe octahedral tilting in oxide perovskites and this nomenclature has also
been applied to halide perovskites.45 Assuming perfect octahedral coordination of the X-site anions about each B-site cation, there
are 15 different tilt systems that can occur in perovskites, resulting in various degrees of symmetry reduction from the ideal cubic
Pm�3m structure. The well-studied composition (CH3NH3)PbI3, for instance, has octahedral tilting along with some minor octahe-
dral distortion at room temperature, and has been assigned a tetragonal space group of I4/mcm.46 More prominent octahedral
distortion can result from the incorporation of transition metals into the perovskite structure; for instance, the mixed-valence
double perovskite Cs2Au

IAuIIICl6 has axially elongated octahedral coordination of the Au3þ center and axially compressed octahe-
dral coordination of the Auþ center, resulting in a symmetry reduction from the expected cubic Fm�3m space-group assignment for
the archetypal double perovskite structure to the tetragonal space group I4/mmm.28 The B-site vacancies in perovskites of the K2PtCl6
structure type may also distort away from octahedral symmetry, though we will consider as 3D perovskites only those that have
approximate octahedral symmetry of the halides surrounding the vacant B site (Fig. 1D).

4.15.3.1 Single perovskites

Single perovskites have the formula ABX3 with a single divalent B site. Although several cations across the periodic table exhibit
stable 2þ oxidation states, only a smaller subset forms stable perovskite structures due to geometric constraints. The likelihood
that a given composition will form a perovskite structure can be predicted by the octahedral factor and the tolerance factor. The
octahedral factor is derived from the hard-sphere atomic packing model postulated by Linus Pauling in 1929: this factor uses ionic
radii to determine whether a given B-site cation can accommodate octahedral coordination of a given anion.47 The tolerance factor
was developed by Victor Goldschmidt in 1926 and similarly uses ionic radii to test whether the A-site cation will fit within the
cuboctahedral cavity formed by a given B–X framework.23 Although these rules have strong predictive power for the oxide perov-
skites, where the more electronegative oxide anion (O2�) and the higher charges of the metal cations (e.g., Ti4þ) results in more
ionic character of the bonds, the significant covalency involved in metal-halide bonds reduces the efficacy of the octahedral and
tolerance factors for the perovskites with the heavier halides (e.g., Br�, I�); nevertheless, they offer predictive guidelines and remain
in use for analysis of new and hypothetical perovskite compositions.48 Furthermore, attempts to adapt these guidelines for halide
perovskites have offered enhanced predictive power by considering additional geometric parameters.49–51

The perovskite structure can accommodate a remarkable swath of the periodic table: 3D single perovskites based on Cl, Br, or I
have been shown to exist at room temperature with the divalent B-site cations Pb,30 Sn,44 Ge,52 Hg,53,54 Ca,55 Dy,56 Eu, Sm, Tm,
Yb,57 Sr,58 and Mn59 (Fig. 2). The smaller ionic radius and higher electronegativity of F� allows F-based 3D single perovskites to
form with an even wider selection of divalent B-site cations, additionally including Cr, Fe, Cu, Ni, Co,60 Cd,61 Pd,62 Ag,63 Mg,27

Zn,64,65 and V.66 Whereas the B-site cation often dictates the optoelectronic properties of a perovskite, the A-site cation often has
a strong templating effect on the resulting crystal structure, and thus must also be judiciously selected. Typical choices for an A-
site cation are the alkali metals, Tlþ, Agþ, or small (organo)ammonium cations such as NH4

þ, CH3NH3
þ, and NH2CHNH2

þ.
The ability of the metal-halide framework to accommodate small mismatches in ionic radii and adopt distorted structures at
room temperature likely contributes to the observed structural diversity of 3D halide perovskites (Fig. 2).

The most-studied single perovskites are the Pb-based analogs, primarily due to their tendency to exhibit desirable semiconduct-
ing properties for optoelectronic applications. For example, (CH3NH3)PbI3 was the primary composition used in the seminal
reports of perovskites as solar absorbers, and this composition remains the basis for the champion solar cells with perovskite

Fig. 1 (A) A 2D representation of the halide (X) framework of a perovskite. The octahedral sites (B sites) must have an average charge of 2þ and
can contain, for example: (B) 2þ cations; (C) 1þ and 3þ cations; (D) 4þ cations and cation vacancies. A sites are not shown.
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absorbers.6,37,38 At room temperature, the single perovskite (CH3NH3)PbI3 adopts a distorted perovskite structure in a tetragonal
space group, whereas (CH3NH3)PbBr3 and (CH3NH3)PbCl3 are cubic perovskites at room temperature.67 In contrast to the
minimal structural effect of halide substitution in this composition, substitution of the A-site cation with the smaller Csþ gives
a non-perovskite phase, denoted d-CsPbI3, at room temperature.68 Greek letters are sometimes used to distinguish polymorphs,
or crystallographic phases, which share a formula yet differ in structure. This composition, d-CsPbI3, undergoes a phase transition
to a cubic perovskite phase, a-CsPbI3, at high temperature (�320 �C). In addition, an orthorhombic perovskite structure, g-CsPbI3,
that is metastable at room temperature can be isolated temporarily by thermal quenching or by inducing strain.69 Upon cooling,
transformation of the a to g phase proceeds through a tetragonal perovskite intermediate, b-CsPbI3. This high degree of polymor-
phism, with a dependence on synthetic conditions and post-synthetic treatment, is typical of perovskites and exemplifies the struc-
tural flexibility of these materials, even within a single composition.

4.15.3.2 Double perovskites

The impressive compositional diversity afforded by the ABX3 single perovskite structure can be expanded even further by incorpo-
rating two distinct B sites to form the A2BB0X6 double perovskite structure. Here, the B–B0 site pair bears an average charge of 2þ;
thus, the B–B0 pairs can consist of two distinct 2þ cations, a 1þ and a 3þ cation, or a 4þ cation and a B-site vacancy with zero charge
(Fig. 1). Not all combinations of B sites will form perovskite structures, and the Pauling octahedral factor still offers a guideline for
metal cation-halide combinations that can form octahedra47; the Goldschmidt tolerance factor,23 however, is not directly applicable
to double perovskites, though various modifications of the tolerance factor have been proposed.48-50,70 Empirically, the monova-
lent cations Au,28 Tl,71 Ag, and the alkali metals72,73 and the trivalent cations Au,28 Cr,74 Tl, Ti, Sb, Bi, In, Fe, Am, Bk, Pu,75 U,76 Ag,77

and all the rare-earth metals72–75 (except Pm) have been incorporated into double perovskite structures with Cl, Br, or I at room
temperature (Fig. 2). Similar to the single perovskites, F-based compositions allow for more B-site diversity, additionally including
the trivalent cations Ga,78 Co, Ni,79 V,80 Al,81 Cu, Mn,82 Mo,83 Pd,84 and Rh.85 Here too, the A-site choice is primarily driven by
structural, rather than electronic, considerations and includes the alkali metals, Tlþ, Agþ, and some small ammonium cations.

All known halide double perovskites have rock-salt ordering of the B-site cations, where the B and B0 cations alternate in all three
dimensions,29 similar to the ordering of Naþ and Cl� in the NaCl rock-salt structure (Fig. 3). Although other types of B-site ordering
have been seen in the oxide double perovskites, such as layered and columnar arrangements,29,86 these structures have not yet been
realized in the halides. The rock-salt ordering is likely driven by Coulombic forces that disfavor charge aggregation. In contrast, the
pairing of two 2þ B-site cations rarely results in B-site ordering: the only known composition with such ordering is the tetragonal
double perovskite Cs2Pd

IIHgIICl6, where the axial elongation and compression of the [PdX6]
4� and [HgX6]

4� octahedra, respec-
tively, drives the rock-salt B-site ordering.87

Instead of pairing with another cation, a 4þ B-site cation can pair with a vacant B site, as in the archetypal structure K2Pt
IVCl6.

88

Despite being structurally zero dimensional (0D), consisting of isolated [BX6]
2� octahedra, their optoelectronic properties are often

Fig. 2 A periodic table of the elements showing the various elements that form 3D halide perovskites. Cyan, orange, red, green, blue, and purple
signify an element’s reported incorporation in a 3D halide perovskite as Aþ, Bþ, B2þ, B3þ, B4þ, and X� respectively. Elements not stoichiometrically
incorporated into a perovskite structure are not included here. Adapted with permission from Wolf, N. R.; Connor, B. A.; Slavney, A. H.; Karunadasa,
H. I., Doubling the Stakes: The Promise of Halide Double Perovskites. Angew. Chem. Int. Ed. 2021, 60 (30), 16264–16278. 202016185. Copyright
2021 John Wiley and Sons Publishers.
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more akin to those of 3D perovskites due to halide-halide interactions across the vacancies. Thus, we consider these K2PtCl6-type
perovskites, with approximately octahedral halide coordination at the vacant B sites, as 3D double perovskites. However, due to the
lack of 3D connectivity, larger A-site cations can be accommodated in these structures to the point where the vacancies expand and
adjacent octahedra lose electronic connectivity, thus forming a structurally and electronically 0D material, which is better described
as a molecular salt (e.g., ((CH3CH2CH2CH2)4N)2Te

IVBr6
89). Most metals with a stable 4þ oxidation state will form a K2PtCl6-type

perovskite.90 Of interest to the photovoltaic research community is the composition Cs2SnI6, which is stable to ambient conditions
and exhibits strong optical absorption and high native n-type electronic conductivity.91–93

In contrast to the single perovskites, nearly all 3D double perovskites adopt ideal octahedral symmetry about the B-site cations
and exhibit no octahedral rotations in the cubic space group Fm�3m at ambient conditions.94 Notable exceptions to this trend are the
tetragonal double perovskites Cs2BAuX6 (B ¼ Agþ, Auþ; X ¼ Cl�, Br�, I�)28,95 and Cs2PdHgCl6 (Fig. 4A),87 the rhombohedral

Fig. 3 Crystal structures of various 3D halide double perovskites highlighting the structural diversity of this class of materials. The hybrid single
perovskite (CH3NH3)PbI3 is shown at the center. Dark green ¼ Na, light blue ¼ Al, dark orange ¼ Pt, light orange ¼ Bi, black ¼ Tl, dark red ¼ Sn,
light pink ¼ Auþ, gold ¼ Au3þ, turquoise ¼ Pb, teal ¼ Cs, magenta ¼ K, purple ¼ I, brown ¼ Br, green ¼ Cl, yellow ¼ F, gray ¼ C, and dark
blue ¼ N. H atoms are omitted for clarity. Adapted with permission from Wolf, N. R.; Connor, B. A.; Slavney, A. H.; Karunadasa, H. I., Doubling the
Stakes: The Promise of Halide Double Perovskites. Angew. Chem. Int. Ed. 2021, 60 (30), 16264–16278. Copyright 2021 John Wiley and Sons
Publishers.

Fig. 4 Crystal structures of some unusual 3D perovskites: (A) Cs2PdIIHgIICl6; (B) Cs4CuIISbIII2Cl12; (C) Cs4CdIIBiIII2Cl12; (D) Cs8AuIII4InIIICl23. Dark
blue ¼ Hg, violet ¼ Pd, yellow-green ¼ Cu, gray ¼ Sb, light blue ¼ Cd, light orange ¼ Bi, gold ¼ Au, red ¼ In, teal ¼ Cs, green ¼ Cl. Cs atoms are
omitted in (C) for clarity.
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double perovskite (CH3NH3)KBiCl6,
96 and some K2PtCl6-type perovskites that exhibit enhanced structural flexibility due to their

lack of 3D connectivity.97,98 In addition, cryolites are a subset of double perovskites that contain a cation that acts as both the A
site and one of the B sites and commonly exhibit octahedral distortions and tilting; this is exemplified by the composition
Na2NaIGdIIIBr6.

72

4.15.3.3 Perovskites with unusual ordering

Some compositions with B-site vacancies form structures with nontrivial derivations from the archetypal perovskite structure. For
example, the perovskites with the general formula Cs4BB02X12 (e.g., Cs4Cu

IISbIII2Cl12 and Cs4MnIISbIII2Cl12)
99,100 have three

distinct, crystallographically ordered B sites: B, B0, and a vacancy. The [BIIX6]
4� and [BIIIX6]

3� octahedra align in alternating planes,
with a layer of B-site vacancies separating the inorganic framework into slabs (Fig. 4B). Like the K2PtCl6-type perovskites, here too
we consider the octahedral vacancies, [(vac)X6]

6�, to be distinct B sites, and thus categorize this structure as a 3D perovskite. Indeed,
these compositions exhibit optoelectronic properties (e.g., bandgap) more similar to those of a 3D perovskite than of a 2D perov-
skite. The Cs4BB02X12 family can accomodate additional divalent and trivalent cations, and includes the perovskites Cs4Cd

IIS-
bIII2Cl12, Cs4Cd

IIBiIII2Cl12, and Cs4MnIIBiIII2Cl12.
101,102

Metals that adopt distorted octahedral geometries can drive unusual structural ordering in perovskites, as is the case with the
double perovskite Cs2Pd

IIHgIICl6 that contains ordered homovalent B-site metals.87 Ordering of homovalent B-site metals also
occurs in the “gold-cage perovskites” with the general formula Cs8Au

III
4M

IIIX23.
103 This unusual structure can be derived from

the ABX3 single-perovskite lattice by conceptually removing the face-center B-site cations from a doubled (2 � 2 � 2) unit cell,
thus forming a hollow “cage” of corner-sharing distorted [AuX6]

3� octahedra around an isolated [MX6]
3� octahedron (Fig. 4D).

Unlike all other halide perovskites of which we are aware, here the B sites (including vacancies) do not average to a 2þ charge.
Thus, electrostatic charge balance is achieved through one halide vacancy per formula unit; this vacancy is disordered around
the Au atom at the unit-cell corner, giving an apparent octahedral coordination to this Au3þ center. Pronounced octahedral distor-
tions also occur in the double perovskite derivatives Cs2In

IInIIIX6 (X ¼ Cl�, Br�), which exhibit strong off-centering of the Inþ

cation, resulting in a twisting of the octahedra relative to one another along one dimension leading to a highly distorted octahedral
or pentagonal bipyramidal coordination of the Inþ center.104,105

While A-site ordering is well documented in oxide perovskites,86 it is comparatively rare in 3D halide perovskites, occurring in
only four reported F-based perovskites: (Na3Ba)NaCu3F12,

106 (NaBa)LiNiF6,
107 (Na2Ba)Mn4F12,

108 and (Na2Ba)Fe4F12,
108,109

where the A-site cations are grouped in parentheses in each formula. Unique in their structures, these compositions form perovskites
with 1þ/2þ A-site cation pairings, allowing for 1þ/2þ B-site cation pairings or stoichiometric A-site vacancies to compensate for the
charge imbalance. These A-site combinations exhibit crystallographic order, likely driven by the minimization of Coulombic forces
as with the charge ordering of the 1þ/3þ B-site double perovskites.

With the already impressive diversity of known halide-perovskite structures, we expect future studies will reveal still more
compositions and structures within this large family, especially with perovskites that incorporate A- or B-site vacancies to form
quasi-penternary structures.

4.15.3.4 Alloyed perovskites

Some perovskite compositions form alloys containing a mixture of components at a single crystallographic site. A solid solution is
specifically an alloy that can accommodate the mixing of atomic constituents in any proportion without significantly changing its
crystal structure. Like metallic alloys, such as brass (copper and zinc) or steel (iron and carbon), the properties of the resulting alloy
differ from those of the parent compositions. With the exceptions of Cs2PdHgCl6 and the gold-cage perovskites,87,103 mixing homo-
valent (isovalent) ions in a single perovskite composition either results in crystallographic disorder of those ions, thus forming
a solid solution, or results in the bulk phase segregation of two distinct compositions. A commonly used perovskite solid solution
is the family of mixed Pb/Sn single perovskites, A(SnxPb1� x)X3.

110,111 Members of this family form a solid solution wherein Pb and
Sn have no long-range order, thus leaving the single-perovskite crystal structure intact, and can be mixed in any proportion
(0 � x � 1).34,35 In this series, some members with an intermediate composition have a lower bandgap energy than either parent
composition, referred to as “bandgap bowing,” thus distinguishing the alloy from its non-alloyed counterparts.112 In double perov-
skites, the B and B0 sites retain long-range order, even in an alloyed composition, to minimize Coulombic forces. For instance,
including TlBr in the synthesis of Cs2AgBiBr6 under aerobic conditions results in the oxidation of Tlþ to Tl3þ and its incorporation
into the Bi3þ site, yielding the alloyed double perovskite Cs2Ag(TlxBi1� x)Br6. Here, the Agþ site alternates with the alloyed Tl3þ/Bi3þ

site in the typical elpasolite structure. Similarly, including AgBr in the synthesis of (CH3NH3)2TlBiBr6 results in the partial substi-
tution of Agþ for Tlþ, forming (CH3NH3)2(AgxTl1� x)BiBr6.

113 The perovskites Cs4(MnxCd1� x)Bi2Cl12 and Cs4(MnxCu1� x)Sb2Cl12
also form solid solutions of any alloying proportion.100,102 The mixing of B sites can be used to improve the properties of a perov-
skite, for example, by decreasing the magnitude of the bandgap111,113 and increasing the stability114 of the parent perovskite.

Though much less common than homovalent alloying, heterovalent (aliovalent) alloying can also substantially alter the prop-
erties of perovskites. Although numerous studies have alloyed small concentrations of heterovalent cations into thin films to
observe the effect of alloying on device performance, few studies have rigorously investigated the effects of heterovalent alloying
on the crystal structure and electronic properties. In the Pb2þ perovskites, alloying Bi3þ has been proposed to create Pb2þ vacancies
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for charge compensation, though the substitution mechanism has not yet been rigorously determined.115 Similarly, the double
perovskite Cs2AgBiBr6 can be alloyed with a combination of Sn2þ and Sn4þ substituted at the Ag and Bi sites, respectively. Here,
Agþ vacancies, evident in electron density difference maps, are thought to provide charge compensation.116 Simultaneous alloying
of two heterovalent species, for example mixing equal amounts of Sb3þ and Sb5þ (with an average charge of 4þ) into Cs2Sn

IVCl6,
can provide charge balance without requiring the formation of a charge-compensating defect.117 In these systems, heterovalent
alloying leads to a drastic change in the optical absorption with <1 atom% of the alloying cation, providing yet another means
to modify the optoelectronic properties of perovskites.

Some alloys exhibit unusual phase behavior, such as the alloy Cs2Ag
I
1�3xAu

III
1þ xCl6, where six different crystallographic phases

can form, dependent on the value of x that can be tuned via the stoichiometry of the crystallization solution during synthesis.118 The
homovalent alloy Cs2(Ag

I
xAu

I
1� x)Au

IIICl6 forms two different phases that can similarly be tuned.119

Unlike B-site alloying, A-site alloying typically only has an indirect effect on the electronic structure of a perovskite and is often
used to stabilize a perovskite phase against thermodynamic instability or perturb the B–X sublattice to induceminor modulations to
its optoelectronic properties. For instance, in the A-site-alloyed perovskite (RbxCs1� x)PbX3 (X ¼ Cl�, Br�), the degree of alloying
determines the extent of octahedral tilting, which can tune the bandgap energy over a range of 0.2 eV.120 While modest, these effects
can significantly boost the performance of a solar cell: indeed, many of the highest performing perovskite-based solar cells to date
incorporate a mixture of Csþ, CH3NH3

þ, and NH2CHNH2
þ, sometimes also including Rbþ.121–123 High-performance solar cells

often employ mixed-halide compositions, as the electronic structure of a perovskite is strongly dependent on the halide composi-
tion (see Section 4.15.4.5).124 Many Pb-based perovskite compositions form solid solutions with mixtures of Cl/Br and Br/I across
a wide range of ratios, for example in (CH3NH3)Pb(BrxI1� x)3 (Fig. 5), providing a facile synthetic approach to tuning the optoelec-
tronic properties of a perovskite.125,126 However, halide conductivity in the lattice can lead to reversible, light-induced changes in
the atomic structure of mixed-halide perovskites, particularly for many bromide-rich mixed bromide-iodide compositions (see
Section 4.15.7.4).127

4.15.4 Electronic structure

4.15.4.1 Introduction and theory

Much of the recent interest in halide perovskites is spurred by their remarkable optoelectronic properties. An understanding of the
underlying electronic structure is necessary to explain how halide perovskites interact with light and the subsequent dynamics of the
photogenerated charge carriers. In this section, we introduce the basic theory behind the electronic structure of extended solids,
illustrate the key considerations of band-structure calculations, and discuss the most important information that can be gleaned
from the band structures of perovskites. We then discuss, in more depth, key features and trends of band structures of single
and double perovskites.

To understand the optoelectronic properties of these 3D crystalline solids, we first start with their basic building unit: the 0D
molecular complex. In molecules, each electronic state consists of linear combinations of atomic orbitals (LCAOs). The allowed
interactions between atomic orbitals are dictated by the point symmetry of the molecule. For an octahedral [BX6]

n� molecule

Fig. 5 Absorption coefficient of (MA)Pb(BrxI1� x)3 measured by diffuse reflectance and transmission UV-vis-NIR spectroscopy of thin films and
photocurrent spectroscopy of solar cells. Inset: photograph of (MA)Pb(BrxI1� x)3 solar cells from x ¼ 0 to x ¼ 1. MA ¼ CH3NH3

þ. Reprinted from
Hoke, E. T.; Slotcavage, D. J.; Dohner, E. R.; Bowring, A. R.; Karunadasa, H. I.; McGehee, M. D. Reversible Photo-Induced Trap Formation in Mixed-
Halide Hybrid Perovskites for Photovoltaics. Chem. Sci. 2015, 6 (1), 613–617 - Published by The Royal Society of Chemistry.

506 A practical guide to Three-dimensional halide perovskites: Structure, synthesis, and measurement



with s-bonding ligands, the symmetry adapted linear combinations (SALCs) of ligand orbitals, also known as ligand group orbitals
(LGOs), have A1g, Eg, and T1u symmetry under the Oh point group. These SALCs interact with orbitals on the central atom that have
the same symmetry (typically represented as in-phase, bonding or out-of-phase, antibonding interactions) to yield molecular
orbitals (MOs) which represent electronic states of the molecule (Fig. 6A). Mixing of states with the same symmetry, distortions
away from ideal symmetry, and inclusion of additional orbital interactions (e.g., p interactions) can further tune the energy
landscape.

The energies of optical transitions in a [BX6]
n� molecule are determined by the energy difference between filled and unfilled

MOs, with the lowest-energy transition associated with the energy difference between the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital (LUMO). The relative intensities of these transitions are governed by the
overlap between wavefunctions of the initial and final electronic states and their point symmetries, leading to well-known selection
rules such as the Laporte selection rule.128 In octahedral complexes with inversion symmetry, MOs that are symmetric to inversion
are denoted gerade (e.g., Eg) and MOs that are antisymmetric to inversion (changing phase upon inversion) are denoted as ungerade
(e.g., T1u). Optical transitions between two gerade states or two ungerade states are symmetry-forbidden, whereas transitions between
gerade states and ungerade states are symmetry-allowed. For more information on the applications of group theory in inorganic
chemistry, we refer the reader to several excellent textbooks.129–131

In crystalline 3D solids, such as perovskites, the crystal structure forms a periodic arrangement of atomic orbitals. Therefore, in
addition to considering the point symmetry of the molecular building units, construction of electronic wavefunctions requires
consideration of the effects of translational symmetry between unit cells. Inclusion of translational symmetry converts the MOs
to electronic bands, where orbital overlap between unit cells dictates the band curvature, or dispersion. We start with the MOs
of the molecular [BX6]

n� unit within one unit cell, the smallest repeat unit of the crystal, as our building block. Translational
symmetry between unit cells is described by Bloch’s theorem:

JðrþRÞ ¼ eik•RJ rð Þ (1)

where j(r) is the MO in the initial unit cell, R is a vector describing the position of a second unit cell with respect to the first,
j(r þ R) is the MO in that second unit cell, and eik$R is a phase factor dependent on k, the wavevector of the electron. Note that this
functional form includes two important approximations: first, the dependence of j(r) only on r, the position of the electron,
implies the Born-Oppenheimer approximation, where the electronic wavefunction is considered independent of the wavefunction
of the nuclei due to the much slower motion of the more massive nuclei. Second, j(r) is a wavefunction describing a single electron
that is being considered independently of the other electrons in a multi-electron system. The many-particle interactions must be
modeled by an exchange-correlation term in quantitative calculations (see Section 4.15.4.3.1).

According to Bloch’s theorem, from one unit cell to the next, the wavefunction can only differ by a phase factor eik$R, and inter-
actions between atoms within each unit cell will remain the same. Thus, k can be considered a translational quantum number that
describes the symmetry of the electronic state. For perovskites, k is a three-component vector with one component corresponding to
each lattice vector of the unit cell. Each component corresponds to the phase shift in a lattice direction and can take a maximum
value of�p/a for a given unit-cell vector of length a; this value corresponds to amaximally out-of-phase translation, while a compo-
nent with a value of 0 corresponds to an in-phase translation. For example, the unit cell symmetry of the X k point in the Fm�3m space
group features out-of-phase translations along two unit-cell directions, but in-phase translations along the third unit-cell direction

Fig. 6 (A) An octahedral [BX6]n� molecular orbital diagram, using [AgX6]5� as an example, showing s and p interactions. (B) Brillouin Zone of the
Fm�3m lattice, highlighting high-symmetry k points G, X, and L. (C) Illustration of translational symmetry of the X point for the Fm�3m lattice. Blue
and gray rhombohedra represent the two phases of the unit cells. (A) and (C) adapted from Slavney, A. H.; Connor, B. A.; Leppert, L.; Karunadasa, H.
I., A Pencil-and-Paper Method for Elucidating Halide Double Perovskite Band Structures. Chem. Sci. 2019, 10 (48), 11041–11053 - Published by The
Royal Society of Chemistry. (B) Reproduced from Aroyo, M. I.; Orobengoe, D.; de la Flor, G.; Tasci, E. S.; Perez-Mato, J. M.; Wondratschek, H.,
Brillouin-zone Databases on the Bilbao Crystallographic Server. Acta Crystallogr. Sect. A: Found. Crystallogr. 2014, 70 (2), 126–137. Reproduced with
permission of the International Union of Crystallography.
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(Fig. 6C). The set of unique k vectors is defined by the (first) Brillouin Zone (BZ) of a solid, which is dependent on the space group
of the crystal (Fig. 6B).132 Those k vectors or k points with high symmetry are assigned standard letters that serve as indices in band-
structure diagrams. Different BZs have different letter assignments to k points; thus, care should be taken when comparing band
structures from different space groups. This is particularly true for the single perovskites due to the previously discussed high degree
of polymorphism for a given composition. The BZs of high-symmetry cubic space groups that are common for single and double
perovskites, for example Pm�3m and Fm�3m, respectively, have high degrees of degeneracy. Distortions due to crystal packing may
significantly lower crystal symmetries and break degeneracies, which can introduce more complex electronic structures.

To fully derive the band structure of a crystalline material, we start with the energy levels of the MOs determined by the inter-
actions within one unit cell of the crystal. We can then apply the translational symmetry dictated by each k point of interest and
evaluate the inter-unit-cell interactions to determine the perturbation to the initial energy levels. For a 3D material, as k is gradually
varied, the energy of a single MO will spread to cover a range of energies. Because k is a three-component vector, a plot of energy as
a function of k is difficult to visualize; instead, a descriptive path through k space is chosen to include high-symmetry points of
interest, where most energy maxima and minima occur. These plots of E(k) vs k give rise to the commonly plotted bands of the
band structure. Some calculations use a standardized path to fully illustrate all high-symmetry paths within the BZ.133 Many
band structures instead include a k-point path that does not cover the entire BZ, but illustrates all relevant energy features in the
band.

For a more general discussion of applying group theoretical concepts to solid-state structures, please consult these refer-
ences.134,135 For a symmetry-based approach to analyzing features of single- and double-perovskite band structures, see Sections
4.15.4.5 and 4.15.4.6 and the following references,136–138 respectively.

4.15.4.2 Density functional theory

Electronic-structure calculations of perovskites can be carried out with density functional theory (DFT). DFT uses the Hohenberg-
Kohn theorem, which states that the electron density can replace the wavefunction as the central variable that determines all ground-
state observables of the interacting many-electron system. In practice, DFT solves one-particle equations139,140:

�
� Z2V2

2m
þ vKS n½ � rð Þ

�
4i rð Þ ¼ εi4i rð Þ (2)

where i runs from 1 to N, the number of electrons in the system, 4i(r) are single-particle orbitals, εi are the corresponding energies,
�Z2V2

2m is the classical kinetic-energy component of the Hamiltonian, and vKS[n](r) is the Kohn-Sham potential. The Kohn-Sham
potential is a functional dependent on the input electron density, n(r), as indicated by the notation vKS[n](r), and defined as:

vKS n½ � rð Þ ¼ vext rð Þþ vHartree n½ � rð Þþ vxc n½ � rð Þ (3)

where vext is the external potential, which comes from the interaction of electrons with nuclei, vHartree corresponds to classical
electrostatic electron-electron interactions and is dependent on n(r), and vxc is the exchange-correlation potential, the functional
derivative of the exchange-correlation energy Exc[n] with respect to electron density. Exc[n] accounts for all other energetic
considerations and is generally unknown; thus, it must be approximated (see Section 4.15.4.3). In this context, each of the
functionals vKS[n](r), vHartree[n](r), and vxc[n](r) can be seen as a formula that takes the electron density (a function) as an input and
outputs an energy based on the interaction it models. The Kohn-Sham orbitals, 4i(r), are then used to calculate the electron density:

n rð Þ ¼
X
i

j4i rð Þj2 (4)

Eqs. (2)–(4) are known as the Kohn-Sham equations. They are solved iteratively by first constructing vKS[n](r) based on a starting
guess for the electron density, n(r), then solving Eq. (2) and using the resulting 4i(r) to obtain a new n(r). This process is iterated
until the electron density is “self-consistent,” i.e., the input and output electron densities are equal (within some convergence
criteria). The electron density obtained from this procedure can then be used to calculate the total energy of the system. By mini-
mizing the total energy with respect to the atomic positions, one can also obtain the ground-state atomic structure of the material.
Typically, the starting guess for such a structural “relaxation” comes from atomic coordinates obtained through X-ray diffraction (see
Section 4.15.6.3). Even though the Kohn-Sham energy levels, εi, cannot be precisely equated with ionization energies and electron
affinities, such as those obtained from photoemission and inverse photoemission spectroscopies (see Section 4.15.6.5.2), in prac-
tice they are routinely interpreted as such and used to obtain band structures by calculating the energy levels individually at each k
point.141

The change in energy of a particular electronic state as a function of k is its dispersion relation, and the variation of each elec-
tronic state with k generates a band. Qualitatively, the dispersion may be described as the “spread” in energy of a band. Dispersion is
strongly affected by structural dimensionality and the degree of orbital overlap. As a consequence, 3D perovskites have more disper-
sion than analogous lower-dimensional perovskites.

The energy states can be populated with electrons according to the Pauli exclusion principle. In typical intrinsic semiconductors
like perovskites, bands that are occupied by electrons at T ¼ 0 K are valence bands (VBs), whereas bands that are unoccupied at
T ¼ 0 K are conduction bands (CBs). The highest-energy occupied state is the valence band maximum (VBM), and the lowest-
energy unoccupied state is the conduction band minimum (CBM). The difference in energy of the two states is the bandgap, Eg.
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The position of the VBM and CBM in k space and the magnitude of Eg greatly influences the optical absorption and emission of
perovskites. If the VBM and CBM occur at the same k point, the bandgap is direct, i.e., the initial and final electronic states of
this transition have the same wavevector, and direct optical excitation of the electron from the VBM to the CBM via the absorption
of a single photon of appropriate energy is possible. If the VBM and CBM do not share the same k point, the electronic transition
from the VBM to the CBM is indirect and requires coupling of the photon absorption to a lattice phonon mode (a collective lattice
vibration) to change the electronic wavevector. Just like in molecular systems, electronic transitions in extended solids are also gov-
erned by inversion symmetry, leading to symmetry-allowed or forbidden transitions. Direct-allowed transitions yield strong photon
absorption, which is highly desirable for thin-film photovoltaic applications. Semiconductors with indirect or direct-forbidden
bandgaps typically exhibit significantly weaker absorption near the bandgap energy and thus require thicker films for adequate light
absorption compared to similar direct-gap absorbers.

Multiple definitions of bandgaps exist: the optical bandgap, as measured by optical spectroscopy, gives the lowest-energy elec-
tronic transition effected by the absorption of a photon (see Section 4.15.6.6.1). The transport, or fundamental bandgap, can be
measured from photoelectron spectroscopies (see Section 4.15.6.5.2) and gives the difference between the first ionization energy
and the first electron affinity. The Kohn-Sham bandgap calculated by DFT is similar to the fundamental bandgap but differs due to
the KS energies being calculated based on an unchanging total electron number N, whereas the fundamental bandgap evaluates
energies based on the removal (first ionization energy) and addition (first electron affinity) of one electron to the system. Further-
more, DFT has a self-interaction error between a calculated electron and its corresponding hole that increases occupied-state ener-
gies, which tends to decrease the calculated bandgap. In practice, these different definitions of bandgap produce similar values for
a given 3D perovskite, and variations within each definition (e.g., due to experimental error) are often greater than those between
different definitions; thus, the bandgap values are frequently directly compared to one another. For more information about the
distinction between these bandgaps, we refer the reader to the following references.142,143 The agreement of bandgap values
with experiment can be further improved with methods beyond DFT, such as GW methods, which use many-body perturbation
theory to more accurately describe spectral properties upon excitation, at the cost of additional computational expense.144 A discus-
sion of perturbative methods is beyond the scope of this chapter; we instead refer the interested reader to the following compre-
hensive references.145,146

The Fermi level, EF, is defined as the energy that has a 50% probability of being occupied by an electron, as described by the
Fermi-Dirac distribution:

f Eð Þ ¼ 1

1þ eðE�EFÞ=kBT (5)

where kB is the Boltzmann constant, T is absolute temperature (in Kelvin), and E is the energy of the electron. In intrinsic semi-
conductors, the Fermi level lies within the bandgap and there is no energy level at EF that can be populated. n-type doping of
a semiconductor will shift the position of EF higher in energy, due to the higher concentration of electrons in the conduction band,
whereas p-type doping of a semiconductor will shift the EF lower in energy.147

Carrier effective masses provide a simple metric to evaluate a material’s charge-carrier mobility, which is important for high-
performance optoelectronic devices. Carrier effective masses may be calculated from band dispersion. In crystalline solids, the
movement of a charge carrier differs from its movement in a vacuum due to its interactions with the periodic potential of the crys-
talline lattice. In the simplest case, the band edge near the CBM is approximately parabolic, and the energy of the electron can be
described as:

E kð Þ ¼ E0 þ Z2k2

2m	 (6)

where E0 is the energy level of the CBM, k is the wavevector, and m* is the electron effective mass. Under this approximation, we
assume the behavior is equivalent and parabolic with respect to k for all directions of k space. Fitting the curvature of the band, i.e.,
numerically evaluating the second derivative of the energy with respect to k, yields an electron effective mass. As a result, the effective
mass is inversely proportional to band curvature under this approximation. Analogous formulas can be calculated for holes at the
VBM. In real materials, the curvature may differ in different directions in k space, and a unique carrier effective mass is typically
reported along each high-symmetry direction.

The carrier mobility determines the ease with which the charge carrier moves through a material under the influence of an
external electric field. Mobility can be probed experimentally, for example by Hall effect measurements (see Section 4.15.6.8),
and can be related to effective mass by:

m ¼ es
m	 (7)

where m is the carrier mobility, e is the elementary charge, s is the mean free time (between scattering events for the carrier), and m*
is carrier effective mass. For a more comprehensive treatment of factors affected by carrier effective mass, see the following refer-
ence.148 Carrier effective mass and carrier mobility are typically inversely related, so computational identification of materials with
low carrier effective masses effectively screens for absorber materials with high carrier mobilities. In general, I-based perovskites tend
to have greater dispersion than corresponding Br- or Cl-based compositions, particularly with the heavier B-site metalsdbased on
greater orbital overlap due to the large, diffuse I 5p orbitalsdand thus exhibit lower effective masses and higher mobilities.
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Finally, a density of states (DOS) plot formally describes the number of energy levels in the band structure in a given energy
interval. To first approximation, the DOS can be thought of as inversely proportional to the slope of E(k) vs k.134 The DOS is often
accompanied by a projection onto individual atomic orbitals, allowing visualization of individual orbital contributions to different
bands; this may be plotted as a projected DOS (PDOS). The crystal orbital overlap population (COOP) plot visualizes the DOS as
weighted by bonding or antibonding interactions between pairs of basis orbitals, providing a footing for understanding the local
orbital interactions in the electronic structure. These concepts are exemplified using CsPbBr3 as a case study in Section 4.15.4.4.

4.15.4.3 Computational approximations

Here, we give a brief overview of several important factors to consider for understanding calculated electronic structures of
perovskites. The specifics of the DFT calculations, including the treatment of the exchange-correlation contribution to the
electron-electron interaction, can greatly impact qualitative features of electronic structure, including atomic orbital contributions
to electronic states or band dispersion, and quantitative results, such as the magnitude of the bandgap. Therefore, some experi-
mental calibration is desirable to ensure the reliability of the results. We do not provide an exhaustive list of factors that affect elec-
tronic structure calculations, but instead highlight several important considerations when using band structures to evaluate optical
and electronic properties of perovskites.

4.15.4.3.1 Exchange-correlation functional
The energy levels in Kohn-Sham DFT calculations are evaluated for a system of effectively non-interacting electrons. In order to
properly account for quantum mechanical effects of electron-electron interactions, the exchange-correlation functional must be
introduced. The exchange-correlation potential (vxc; see Section 4.15.4.2) may be defined by its relation to the exchange-
correlation energy (Exc) and the electron density function (n(r)):

vxc ¼ dExc
dn rð Þ (8)

The exchange-correlation potential can also be split into the exchange potential, which describes the exchange interaction
between two electrons governed by the Pauli principle, and the correlation potential, which describes all other corrections for
the differences between a many-electron and one-electron system. In theory, DFT is an exact scheme; however, since the form of
Exc is not known, approximations must be used. The simplest approximation for the exchange-correlation term is the local density
approximation (LDA), first introduced by Kohn and Sham,149 where the exchange-correlation energy density at any given position r
is assumed to be the same as the exchange-correlation energy density for a uniform electron gas with electron density n(r). LDA is
the simplest exchange-correlation approximation and is therefore computationally inexpensive, yet still may give useful informa-
tion; however, care should be taken when evaluating optical and electronic properties from calculations using LDA. For instance,
calculations using LDA for (CH3NH3)PbI3 not only severely underestimate the bandgap magnitude, but also poorly describe the
dispersion of the valence bands.150 Unlike LDA, a generalized gradient approximation (GGA) includes the dependence on the
gradient of the electronic density to the exchange-correlation functional to account for the inhomogeneity of real systems.151 A
hybrid functional mixes GGA with some fraction of exact exchange, which explicitly calculates the exchange interaction with calcu-
lated electron orbitals instead of electron density, and is typically implemented in a generalized Kohn-Sham framework that allows
for a more accurate determination of bandgaps.152 Both GGA and hybrid methods of approximation are commonly used in calcu-
lations for solid-state materials, including for perovskites.

Some common functionals used in perovskite calculations include the PBE,153 PBE0,154 PBEsol,155 and HSE06156 functionals.
The PBE functional, developed by John Perdew, Kieron Burke, and Matthias Ernzerhof,153 is a GGA functional. Because the PBE
functional is non-empirical and does not require fitting of parameters to experimental data sets, it has seen widespread use across
a range of materials. It is well known that the PBE functional underestimates bandgaps due to electron self-interaction, in extreme
cases predicting metallic behavior for semiconductors.144 It is also known to overestimate lattice constants in solids.155,157 Despite
underestimating bandgaps in perovskites, electronic structures calculated with PBE can often still capture qualitative trends in
bandgap energy. For instance, comparison of calculated bandgaps of (CH3NH3)(SnxPb1� x)I3 computed with PBE show a systematic
underestimation of bandgaps, but the characteristic bandgap decrease for intermediate compositions (called bandgap bowing) is
still observed.158 The PBE functional may also be used for systems with large unit cells to maintain computational tractability, at the
potential cost of quantitative bandgap accuracy.116,159 The PBEsol functional is a reformulation of PBE for solids that adjusts param-
eters to reduce errors in equilibrium lattice constants,155 but still suffers from underestimation of bandgaps due to the inherent
limitations of Kohn-Sham DFT.

PBE0 and HSE06 are commonly used functionals based on hybrid approximations. Like PBE, these functionals are widely appli-
cable to many systems because the parameter for exact exchange is non-empirical. However, these functionals include the Hartree-
Fock exact-exchange calculation, which is more computationally intensive than only evaluating GGA functionals.160 These are
commonly used functionals when quantitative bandgap calculations are desired, as they provide a closer match to experimental
values. In all cases, care should be taken to choose a functional appropriate to the property of a material that is to be evaluated.
Comparisons to other calculations and experimental results are necessary to ensure accuracy.
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4.15.4.3.2 Basis functions and pseudopotentials
All features of the electronic structure will be greatly impacted by the chosen approximation for the exchange-correlation functional.
However, steps may be taken to reduce computational complexity while maintaining accuracy. First, it is common to use plane
waves rather than an atomic basis with spherical harmonic wavefunctions for calculations in solids. In atomic calculations, integrals
are performed over all real space with Gaussian wavefunctions. For solids, this is impractical, and a Fourier transform is applied and
the wavefunction is integrated over k space instead, using the periodicity of the crystal lattice to determine the electron density in k
space. To practically perform these integrations, the Brillouin zone is quantized into a k-point mesh rather than taking a continuous
integral over k, and a cutoff energy for the expansion in plane waves is applied. Second, in the regions close to atomic nuclei, wave-
functions oscillate rapidly due to the large potential energy of an electron at the nucleus. Augmented-wave methods divide the wave-
function into a core segment within a defined radius and an envelope function to treat bonding interactions. The common
projector-augmented wave (PAW) method uses plane waves for the outer envelope in combination with pseudopotentials that
smooth the core wavefunction into more computationally tractable functions. These pseudopotentials are less computationally
intensive and represent core electrons that are treated as chemically inert. Typically, only the valence electrons are treated explicitly.

4.15.4.3.3 Relativistic effects and spin-orbit coupling
Einstein’s theory of special relativity states that the mass of a moving particle, such as an electron, depends on its velocity. For an
electron that experiences a nuclear charge of Z, relativistic corrections scale with Z2.161 Therefore, while negligible for lighter
elements, this effect becomes significant for heavier elements, including elements commonly found in perovskites, such as the
lanthanides, I, Au, Hg, Tl, Pb, and Bi. Several relativistic effects can be qualitatively observed in these elements, including the
contraction and stabilization in energy of s and p orbitals, the expansion and destabilization of d and f orbitals, and spin-orbit
coupling (SOC), which lifts the degeneracies of p and d orbitals.162 Relativistic quantum mechanical effects are described by the
Dirac equation, but few DFT calculations currently implement relativistic DFT with this formalism. Instead, relativistic effects
can be treated by modifying the kinetic-energy term in the Kohn-Sham equations to approximate the kinetic-energy term of the
Dirac equation; this method is known as the zeroth-order regular approximation (ZORA).163 This energy can then be split into
a scalar relativistic term and an SOC term. Implementation of these approximations also requires relativistic pseudopotentials.

Calculations on perovskites can be greatly affected by the inclusion of relativistic effects. For example, inclusion of scalar rela-
tivistic effects in calculations of CsPbBr3 increases the calculated bandgap from 0.3 eV to 2.1 eV due to a stabilization of the
valence band that exhibits Pb 6s orbital character.136 On the other hand, inclusion of spin-orbit coupling effects in calculations
of (CH3NH3)PbX3 (X ¼ Br�, I�) leads to a reduction in calculated bandgap due to significant splitting of the conduction bands
but little effect on the valence band.164 Calculations of APbI3 (A ¼ Csþ, CH3NH3

þ, NH2CHNH2
þ) with PBE functionals that

neglect SOC effects yield bandgaps close to experimental ones due to a fortuitous cancellation of errors between bandgap under-
estimation commonly observed with use of the PBE functional and overestimation of the bandgap due to omission of stabilizing
SOC effects on the conduction band.165 However, this is not true for ASnI3 perovskites, where SOC effects are less pronounced
and similar calculations indeed show poor agreement with experimental values.166 Inclusion of semi-core electrons in calculations
of perovskites with SOC corrections can have a significant impact on the calculated bandgap144: the inclusion of more valence
electrons results in a larger predicted gap that is closer to the gap predicted by an all-electron full-potential linear augmented
plane-wave calculation.

4.15.4.3.4 Alloyed systems
Alloying in perovskite compositions is a powerful tool to tune optoelectronic properties. However, accurately modeling disor-
dered materials, especially materials with dilute impurities, introduces additional challenges.92,113,116,159 Such modeling requires
the use of a supercell to capture the non-stoichiometric substitution and becomes more computationally intensive as the concen-
tration of the impurity ion decreases and correspondingly increases the required size of the supercell. The use of hybrid func-
tionals may become prohibitive for such cases due to the large number of atoms involved.116 Using a supercell that is too
small may introduce artifacts from dopant interactions because the periodic boundary conditions generate dopant sites with
long-range order. Another consequence of the use of a larger supercell is the introduction of band folding. As can be seen in
Bloch’s theorem (see Section 4.15.4.1), doubling of R will halve the maximum magnitude of k to maintain the same phase factor.
This may be conceptualized as folding the band structure in half, thereby doubling the number of bands (Fig. 7).167 Each k point
in the folded band structure corresponds to two k points in the unfolded band structure, leading to a loss of information. Unfold-
ing of these bands requires chemical intuition and knowledge of the symmetry of the system. For example, the band structure of
Cs2AgBiBr6 calculated with its larger conventional face-centered-cubic cell (with four formula units) shows a VBM at G, but the
band structure calculated with its smaller primitive rhombohedral unit cell (with one formula unit) reveals a VBM at X instead.
Calculations on alloys with very dilute impurity concentrations are conducted on supercells and the band structures are then
unfolded for accurate determination of k points at the band extrema. However, as the impurity concentrations increase and
the impurity orbitals modify the perovskite host, the symmetry reduction caused by the impurity sites prevents straightforward
band unfolding and both the folded and unfolded band structures contain useful aspects of the alloyed material’s band
structure.113
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4.15.4.4 Case study: Band structure of CsPbBr3

Here, we use representative results from electronic-structure calculations for cubic Pm�3m CsPbBr3
136 as a demonstration of typical

lead-halide perovskite band structure and DOS plots (Fig. 8). The band structure is shown in triplicate to highlight the overall band
structure and orbital contributions from both Pb and Br. In all plots, the energy is referenced to the vacuum energy level to compare
absolute energies of the band edges with other materials. The energy may also be referenced to the energy of a flat band that is deep
within the valence band, such as a band that has A-site character, for the purpose of comparing between analogous systems.159 This
is particularly important when evaluating perovskites for device applications, as aligning the energy levels of the absorber layer with
those of the charge-transport layers and electrodes is key for optimal device performance. The energy is also commonly referenced to
zero at the VBM or to zero at EF. The x-axis shows a path through k space for the BZ of the Pm�3m space group, including G (0, 0, 0), X
(0, p/a, 0), M (p/a, p/a, 0), and R (p/a, p/a, p/a). As noted in Section 4.15.4.1, the X point in the BZ of the simple cubic Pm�3m
space group differs from the X point in the face-centered Fm�3m space group. The VBM and CBM calculated for cubic Pm�3m CsPbBr3
both occur at R, and a direct bandgap of 2.1 eV is predicted when scalar relativistic effects are included, in reasonable agreement with
the experimental bandgap of 2.39 eV (measured for the high-temperature cubic Pm�3m phase at 435 K because the RT phase is ortho-
rhombic).168 The same calculation carried out without relativistic corrections significantly raises the energy of the uppermost VB and
predicts a bandgap magnitude of 0.3 eV.136

Orbital contributions to the band structure of CsPbBr3 illustrate the local bonding interactions in the material. Halide 4p char-
acter is evident throughout the VBs and CBs, with particularly strong contributions to the VBs (Fig. 8C). This large contribution by
halide np orbitals is characteristic of the band edges of perovskites, while the B-site frontier-orbital (HOMO/LUMO) contribution
will depend on composition. For example, in CsPbBr3, the two bands with significant Pb 6s contribution occur in a band deep in the
VB and in the uppermost VB (Fig. 8B). The Pb 6p orbital contributions are found most strongly in the three CBs lowest in energy, as
well as in VB states at intermediate energies (Fig. 8B). The DOS and COOP plots provide another means of visualizing this infor-
mation (see Section 4.15.4.2). The spike in the DOS plot near �14 eV corresponds to a flat band assigned to the A-site cation, Csþ.
This band lacks dispersion due to a dearth of orbital-orbital interactions, typical of A-site cations in perovskites. The COOP plot also
illustrates the metal-halide interactions more clearly: the VBM states are dominated by Pb 6s-Br 4p antibonding character while the
CB states are dominated by Pb 6p-Br 4p antibonding character. The corresponding Pb 6s-Br 4p bonding states and Pb 6p-Br 4p
bonding states are found deeper in the VB. The band-edge transition can thus be assigned as a transition from a filled metal-
halide antibonding state to an unfilled metal-halide antibonding state, similar to the HOMO-LUMO transition of an octahedrally
coordinated molecular Pb complex.169

4.15.4.5 Single perovskites

General trends across single perovskites with group 14 B sites (i.e., Ge, Sn, Pb) show that, regardless of composition or symmetry,
the VBM is primarily composed of halide np and B-site ns orbital contributions, while the CBM is composed of halide np and B-site
np orbital contributions. These observed electronic structure trends can be understood in the context of local chemical bonding
through consideration of the molecular orbital (MO) units.136 By taking combinations of frontier MOs of the B site, namely the
ns and np orbitals for the VBs and CBs, respectively, with combinations of halide np orbitals, translation of the MOs along the lattice
vectors according to Bloch’s theorem allows for visualization of the local orbital symmetry at each k point. Evaluation of the relative
energies of interaction between the halide np orbitals and the B-site ns and np orbitals explains the pattern of dispersion observed
between the cubic high-symmetry k points. The COOPs (crystal orbital overlap populations) for CsPbBr3 show how VB states are

Fig. 7 Schematic of s-orbital band folding of a model system of 1D H atoms observed going from unit-cell vector a to a0 ¼ 2a. White and yellow
circles represent the two phases of the s orbitals. Adapted with permission from Hoffmann, R., How Chemistry and Physics Meet in the Solid State.
Ang. Chem. Int. Ed. 1987, 26 (9), 846–878. Copyright 1987 John Wiley and Sons Publishers.
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dominated by Pb 6s-Br 4p antibonding interactions and the CB states are dominated by Pb 6p-Br 4p antibonding interactions, in
line with both the MO analysis136 and other reported results (Fig. 8D).170 For CsGeBr3, CsSnBr3, and CsPbBr3, the VBM is
composed of B-site ns-Br 4p interactions. The closer the Br 4p orbital energy levels lie to the corresponding B-site ns orbital energy
levels, the stronger the expected s* antibonding interaction, leading to a higher expected energy of the VBM. The Pb 6s energy levels
lie below the Ge 4s energy levels, which in turn lie below the Sn 5s energy levels, and all B-site energy levels are below the Br 4p
levels, as determined by B-site and CsBr3 sublattice calculations.136 The calculated VBM energies correlate monotonically to the
B-site ns orbital energy level. While there are significant antibonding interactions in the CBs, the CBM at R is predicted to be B-
site np nonbonding. This energy is expected to correlate to the B-site np orbital energy, which is observed as the CBM energy
increases with increasing B-site np orbital energy.

Many of the characteristic features of the electronic structure of CsPbBr3 in Section 4.15.4.4 are representative of other single
perovskites. For example, the prototypical organoammonium perovskite, (CH3NH3)PbI3, has a direct bandgap and strong band-
edge optical absorption. Similar to CsPbBr3, the VB states near the bandgap are dominated by I 5p and Pb 6s orbital antibonding
contributions, while the lowest-energy CB states contain I 5p and Pb 6p orbital antibonding contributions.169 Contributions from
CH3NH3

þ occur at much lower energies below the VBM.136,171 While the CH3NH3
þ cation does not contribute electronically to the

band extrema, its structural influence can still indirectly affect the electronic structure. The lowering of the symmetry of (CH3NH3)
PbI3 from the cubic (Pm�3m) to the tetragonal (I4/mcm) perovskite phase, for instance, moves the calculated bandgap from R to G,
with an accompanying increase in magnitude by 0.13 eV.172 Calculations that fix the orientation of CH3NH3

þ show how such
orientations can also alter the calculated bandgap magnitude.173

Substitutions to halide composition do not affect the orbital makeup of the band edges: the direct bandgap at R is preserved for
cubic Pm�3m band structures of CsPbF3, CsPbCl3, CsPbBr3, and CsPbI3, with the bandgap magnitude decreasing monotonically with

Fig. 8 Electronic structure of cubic Pm�3m CsPbBr3: (A) band structure computed at the ZORA-SCAN/TZ2P level of theory; (B) band structure with
Pb 6s and 6p contributions to the bands in blue and green, respectively; (C) band structure with Br 4p contributions to the bands in magenta;
(D) density of states and crystal orbital overlap population (decomposed into individual Pb–Br bonding contributions) plots. The energy is referenced
to the vacuum level. The Fermi level, EF, is given by the horizontal red line. Adapted with permission from Goesten, M. G.; Hoffmann, R., Mirrors of
Bonding in Metal Halide Perovskites. J. Am. Chem. Soc. 2018, 140 (40), 12996–13010. Copyright 2018 American Chemical Society.
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increasing halide atomic number.136 Band structures computed on the lower-symmetry orthorhombic Pnma phases of CsPbCl3,
CsPbBr3, and CsPbI3 show the same trend in bandgap magnitude with a direct bandgap preserved at G.174

The search for Pb-free perovskite compositions that retain many of the optoelectronic properties of the Pb-based perovskites has
led to significant work on the analogous Sn-based compositions. Calculations on cubic Pm�3m CsSnCl3, CsSnBr3, and CsSnI3 show
a very similar pattern of band dispersion to their corresponding Pb-based counterparts: all three show a direct transition at R from
Sn 5s, halide np-based VB states to Sn 5p, halide np-based CB states.175 The VBM of cubic Pm�3m CsSnBr3 is calculated to be nearly
1 eV higher than that of CsPbBr3 on an absolute energy scale,136 which is in line with experimental observations of the instability of
Sn2þ-based perovskites to oxidation of the high-energy 5s electrons of Sn2þ to form Sn4þ.114 This general VBM trend is consistent
with experimental photoelectron spectroscopic measurements on Sn- and Pb-based perovskites (see Section 4.15.6.5.2).176 Studies
of ASnX3 (A ¼ Csþ, CH3NH3

þ, NH2CHNH2
þ; X ¼ Cl�, I�)177 have shown that a direct bandgap is maintained for CsSnI3 through

two perovskite phase transitions and that the orbital contributions remain the same for each phase. The VB shows contributions
from Sn 5s and I 5p orbitals, and the CBs show contributions from Sn 5p and I 5p orbitals. The electronic structure of the cubic
Pm�3m phase of CsSnI3 has similar PDOS contributions to those of (CH3NH)SnI3 and (NH2CHNH2)SnI3 and the same direct
bandgap observed at R, with the bandgap increasing linearly with lattice parameter. The direct bandgap also occurs at R for cubic
Pm�3m CsSnCl3, but a phase transition to a non-perovskite monoclinic P21/n structure results in an edge-sharing octahedral frame-
work and significantly alters the dispersion of the calculated band structure. This significant change in band structure is generally
true for transitions between perovskite and non-perovskite phases.

Moving further up the periodic table, calculations for the hypothetical cubic Pm�3m CsGeI3 predict a direct bandgap also at R but
with a larger magnitude than that of CsSnI3.

178 PDOS calculations show analogous orbital contributions to the band edges: the VBs
are dominated by I 5p and Ge 4s contributions, while the CBs are dominated by I 5p and Ge 4p contributions.178 However, CsGeI3
crystallizes in the rhombohedral space group R3m. Despite this symmetry distortion, the calculated band-edge transition is still
direct at Z, and PDOS calculations reveal that the orbital character is maintained from the undistorted cubic structure to the rhom-
bohedral structure.179

Computational studies can also reveal the origin of the optical and electronic effects of alloying perovskites. For instance, the
aforementioned bandgap bowing, where intermediate compositions of A(SnxPb1� x)X3 have smaller bandgaps than the ternary
parent compositions, has been investigated: a computational study on (CH3NH3)(SnxPb1� x)I3 has found the bandgap reduction
to be largely chemical in nature, rather than primarily due to lattice mismatches or structural distortions.180 As seen in the parent,
non-alloyed perovskites, due to the greater relativistic stabilization of the 6s and 6p orbitals, the valence 5s orbitals of Sn are higher
in energy than the Pb 6s orbitals, and the Pb 6p orbitals are both lower in energy than the Sn 5p orbitals and further stabilized by
spin-orbit coupling effects, leading to a VBM character of Sn 5s/I 5p and a CBM character of Pb 6p/I 5p in the alloyed perovskites.
Computational investigations of mixed-halide perovskites have also corroborated the experimentally observed trend of increasing
bandgap magnitude with increasing Br content in the (CH3NH3)Pb(BrxI1� x)3 solid solution.181

4.15.4.6 Double perovskites

The electronic structures of double perovskites are significantly more diverse than those of single perovskites described in the
previous section. Whereas the bandgap transition in Pb, Sn, and Ge single perovskites can be considered as an s-orbital to p-
orbital transition within the same metal, the bandgap transition in double perovskites often takes the form of a metal-to-metal
charge transfer (MMCT)137,182,183 or a ligand-to-metal charge transfer (LMCT),92,137 depending on B-site composition. Thus, the
diversity of B and B0 cations with a large range of frontier-orbital energies can allow bandgap magnitudes to vary widely across
this family of materials. Calculations on double perovskites can show direct-allowed,71 direct-forbidden,92,182,184 and indirect
bandgaps,96,185 also depending on B-site composition. In contrast to single perovskites, where the crystal symmetry varies widely
with composition due to octahedral tilting, most elpasolites maintain the undistorted cubic Fm�3m symmetry (from a doubling of
the primitive-cubic single-perovskite unit cell) at or near ambient conditions. The maintenance of symmetry for most double perov-
skites reduces the difficulty in comparing calculated band structures of double perovskites to one another and in predicting the
properties of compositions that have yet to be synthesized or characterized. However, other factors (e.g., functional choice and
SOC) must still be considered for accurate comparison of distinct compositions and in the prediction of properties.186,187

Double perovskites may deviate from cubic symmetry by tilting between the octahedral [BX6]
n� units, most often seen in the

K2PtCl6-type double perovskites, such as Rb2SnI6,
98 and in the cryolites, such as Na2NaIGdIIIBr6

72 (Fig. 3), or by symmetry lowering
of the local B-site coordination due to octahedral distortions driven by electronic configuration, as in the elpasolite Cs2Au

IAuIIICl6.
28

Octahedral tilting causes only small changes to the band dispersion in K2PtCl6-type double perovskites, likely due to the weaker
interactions across the B-site vacancies. For example, calculations on the high-temperature tetragonal P4/mnc and low-
temperature monoclinic P21/n structures of Rb2SnI6 show very little effect of symmetry lowering on the band dispersion or on
the orbital composition of the bands and the direct-forbidden bandgap is maintained at G, with an increase in magnitude by
0.19 eV upon lowering symmetry.98 The elpasolite Cs2Au

IAuIIIX6 (X ¼ Cl�, Br�, I�) is calculated to be stable in a tetragonal I4/
mmm structure,188 and calculations yield analogous band dispersion and an indirect bandgap for all three halide compositions.
The PDOS shows the expected band-edge composition based on Au frontier orbitals, with contributions from Au 5d and X np
valence orbitals.188
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Because of the greater variety in B-site orbital character, double-perovskite band structures have fewer overall trends that encom-
pass all structures. Here, we examine two representative double perovskites, discuss specific material properties, and highlight how
changes to composition may be reflected in the electronic structure. We then discuss a chemically intuitive method of predicting
double-perovskite band-edge character, similar to the analysis for single perovskites.136

The rock-salt-ordered Cs2AgBiBr6 crystallizes in a cubic Fm�3m structure. Unlike the cubic Pb-based single perovskites, Cs2AgBiBr6
displays an indirect bandgap, with the VBM at X and the CBM at L. The VBM has Ag 4d, Bi 6s, and Br 4p character, while the CBM has
Ag 5s, Bi 6p, and Br 4p character (Fig. 9A),113,183,185,189 corresponding to the frontier orbitals expected of Agþ, Bi3þ, and Br� ions. It
is worth noting that SOC effects will strongly affect the band structure of Cs2AgBiBr6, particularly with the CB, due to the stabili-
zation and splitting of the Bi p1/2 and Bi p3/2 states.

189 The relative contributions of the two B-site orbitals are not equivalent: the VB
is dominated by Ag 4d and Br 4p character, with Bi 6s character present at the VBM at X but not throughout the entire band. Simi-
larly, the primarily Bi 6p- and Br 4p-based CB has Ag 5s character in the CBM solely about L.137 Both the relative energies and the
orbital symmetries of these frontier orbitals are important to determining the nature of the bandgap in these materials. This can be
shown by substitution of the constituent elements: replacing Bi3þ with isoelectronic Sb3þ to form Cs2AgSbBr6 leads to a moderate
(�0.3 eV) reduction in bandgap magnitude. The VBM is increased in energy due to the higher energy of the Sb 5s orbitals compared
to the Bi 6s orbitals leading to increased dispersion in the VB.159,190 Furthermore, substitution of Bi3þ with Tl3þ to form Cs2AgTlBr6
leads to both a large (�1.0 eV) reduction in bandgap magnitude and a transition from an indirect to a direct bandgap (Fig. 10).182

The basis for these effects can be explained by a local bonding picture that allows for prediction of band-edge character, as discussed
below.

The K2PtCl6-type double perovskite, Cs2SnBr6, has a VB with a maximum at G and with significantly less dispersion than the VB
of Cs2AgBiBr6 (Fig. 9B). The CBM occurs at G, leading to a direct bandgap transition.137 However, this bandgap transition is calcu-
lated to be parity-forbidden, similar to the iodide analog Cs2SnI6.

92 Whereas the CB shows Sn 5s orbital and Br 4p orbital contri-
butions, the VBs consist solely of Br 4p orbitals without contributions from Sn orbitals, explaining its low dispersion. This is due to
the relative energies of the Sn and Br frontier orbitals: the Sn 4d highest occupied orbital is too low in energy compared to the Br 4p
ligand orbitals to contribute to the VB states. By contrast, replacing Sn4þ with Te4þ to form Cs2TeI6, for example, introduces Te 5s
orbital contributions to the VBM, and Te 5p character in the CB moves the CBM to L and makes the bandgap indirect.92 Despite
being isostructural, the electronic structures of these two perovskites differ greatly.

A linear combination of atomic orbitals (LCAO) approach can also be used to analyze the local bonding of A2BB0X6 (B ¼metal;
B0 ¼metal or a vacancy) double perovskites.137 In order to be generally applicable to all double perovskites, first, the Bloch waves of
the halide-only framework can be generated. Here, the s-bonding SALCs of the six halides octahedrally arranged around the B site
(i.e., A1g, 2Eg, and 3T1u) and appropriate translational symmetry (depending on the k point) generate the halide SALCs around the
B0 site. The interactions between these halide-only SALCs and the metal orbitals can then be evaluated. A similar treatment can be
applied to the p-bonding SALCs. Metal orbitals with symmetries matching those of the halide SALCs are expected to give the maxi-
mally bonding/antibonding MOs, corresponding to band extrema. In the absence of metal-halide bonding/antibonding interac-
tions, the interactions between two adjacent halides that are 90 degrees apart are found to dictate the energy of the band. Thus,
by energetically ranking bonding and anti-bonding interactions between nearest neighbors (B–X interactions) and next-nearest
neighbors (90 degrees adjacent X–X interactions), the band dispersion can be determined at the high-symmetry k points. The
VBM and CBM can be determined by the symmetry of the B- and B0-cation frontier orbitals (Table 1). Thus, the direct/indirect
nature of the bandgap of a double perovskite may often be predicted from its chemical formula and some knowledge of the frontier

Fig. 9 Band structures of: (A) Cs2AgBiBr6; (B) Cs2SnBr6. The band structure of Cs2AgBiBr6 in (A) is shown in duplicate and the B-site cation orbital
contributions are proportionally shown in color. Bromide contributions are present but not shown. Adapted from Slavney, A. H.; Connor, B. A.;
Leppert, L.; Karunadasa, H. I., A Pencil-and-Paper Method for Elucidating Halide Double Perovskite Band Structures. Chem. Sci. 2019, 10 (48),
11041–11053 - Published by The Royal Society of Chemistry.
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orbital energies. This work applies to all cubic, non-distorted double perovskites, but can be adapted to include distorted structures
such as Rb2SnI6 or Cs2Au

IAuIIICl6. Knowledge of the relevant frontier orbitals for the B-site cations of interest is often chemically
intuitive based on electronic configuration, but in some cases prior knowledge from calculations or experiments such as photoelec-
tron spectroscopy is needed (see Section 4.15.6.5). For instance, tabulated X-ray photoelectron measurements were used to deter-
mine that the Sn 4d orbitals were too low in energy to interact with the Br 4p orbitals that make up the VB states in Cs2SnBr6.

Both homovalent and heterovalent alloying of double perovskites can induce drastic changes in the optoelectronic properties
(see Section 4.15.3.4). The Cs2AgBiBr6 host lattice, for instance, can accommodate a variety of alloyed species. Calculations for
Cs2Ag(Tl0.06Bi0.94)Br6 (where Tl

3þ is homovalent but non-isoelectronic with Bi3þ) indicate a drastically decreased indirect bandgap
because of a lowered CBM at G due to the introduction of empty Tl 6s orbitals that form an impurity band (Fig. 10).113 Calculations
on Cs2Ag(Sb0.25Bi0.75)Br6 (where Sb

3þ is homovalent and isoelectronic with Bi3þ) also show a reduction in the magnitude of the
indirect bandgap but to a lesser extent than for Tl3þ alloying.159 Here, the bandgap reduction occurs due to the filled Sb 5s orbitals,
which are higher in energy than the Bi 6s orbitals that are stabilized by relativistic effects, thus raising the energy of the VBM.

Theoretical treatments of heterovalent alloying are also possible, but care must be taken to ensure that the simulated charge-
compensation mechanism is appropriate. Calculations show Sn2þ substitution at the Agþ site accompanied by charge-
compensating Agþ vacancies in Cs2AgBiBr6 at 1.25 atom% Sn introduces Sn 5p character to the CB, resulting in a calculated direct
bandgap that is reduced in magnitude by 0.09 eV.116 In contrast, Sn4þ substitution at the Bi3þ site, also with charge-compensating
Agþ vacancies, leads to similar changes as for Tl3þ alloying at the Bi3þ site: the indirect bandgap is maintained but the Sn 5 s orbitals
form a new low-energy CB that decreases the bandgap by 0.44 eV. Similar calculations on Bi3þ-alloyed Cs2SnCl6 accompanied by
charge-compensating Cl� vacancies at 0.41 atom% Bi result in a bandgap reduction of 0.90 eV as a high-energy Bi 6s-based VB is
introduced.191

4.15.5 Synthesis

4.15.5.1 Introduction

The ions in oxide perovskites (AIBVO3, A
IIBIVO3, or A

IIIBIIIO3) feature double the average charge seen in their halide congeners
(AIBIIX3). The lattice energy in an ionic crystal increases quadratically with the charge of the ions; thus, this doubling of the average
charge is reflected by an increase in the thermodynamic stability of an oxide perovskite crystal relative to its halide counterpart. Ther-
mochemical measurements indeed confirm the difference in the formation enthalpy and free energy between oxides and halides
(Table 2),192,193 where the halide perovskites and their precursors exhibit relatively modest thermodynamic stability.

Fig. 10 Schematic band diagram showing the change in electronic structure over the composition range of the Cs2Ag(Bi1� xTlx)Br6 solid solution.
Only the bands or portions of bands that change with alloying are colored. Red and blue lines are the bands of Cs2AgBiBr6 and Cs2AgTlBr6,
respectively, while purple shows an intermediate composition. Horizontal dashed black lines show the approximate energies of the isolated molecular
orbitals. Reprinted with permission from Wolf, N. R.; Connor, B. A.; Slavney, A. H.; Karunadasa, H. I., Doubling the Stakes: The Promise of Halide
Double Perovskites. Angew. Chem. Int. Ed. 2021, 60 (30), 16264–16278. Copyright 2021 John Wiley and Sons Publishers.
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The oxide perovskites are commonly synthesized using solid-state ceramic methods, for example, heating well-mixed compo-
nent oxides (or carbonates) at high temperature (>2/3 of the melting point, often above 1000 �C) for a period of hours to
days.194,195 More recently, methodologies including sol-gel, hydrothermal, and microwave-assisted syntheses have decreased reac-
tion temperatures to below 500 �C for certain compositions.194 By comparison, many halide salts are readily soluble in polar
organic solvents and aqueous solutions including hydrohalic (HX) acids at room temperature (RT) and melt at temperatures
well below 1000 �C (Table 2). Thus, in addition to solid-state syntheses at moderate temperatures (below 500 �C), a wide variety
of solution-state and evaporation-based methods have been employed to synthesize halide perovskites at or near RT. Methods for
the deposition of perovskite thin films are particularly attractive from a manufacturing perspective, a topic that was recently
reviewed in detail by Nitin Padture and David Mitzi.196

Here, we provide a survey of synthesis methods that produce 3D halide perovskite crystals, powders, and thin films. We place
a particular emphasis on solution-state methods because within the perovskite family, solution-state self-assembly at or near RT is
unique to the halides (and the pseudohalides; see Section 4.15.1). These syntheses are easily accessible without specialized equip-
ment and they offer a range of conditions where desirable phases may be preferentially crystallized. For example, in a typical
synthesis, the precursor stoichiometry can be tuned, spectator ions can be added to change solubilities,197 and the solvent(s),

Table 1 VBM and CBM predictions of double perovskites based on B and B0
orbital character.

Orbitals Prediction

B B0 VBM CBM

s-Bonding statesa

s s G G
p p G G
dx2 � y2/dz2 dx2 � y2/dz2 G & X G & X
s p L L
s dx2 � y2/dz2 X X
p dx2 � y2/dz2 – –

s null X G
p null L L
dx2 � y2/dz2 null G & X X
null null G & X –

p-Bonding statesa

dxy/yz/xz dxy/yz/xz G & X G & X
dxy/yz/xz null X G & X
null null Gb –

dxy/yz/xz dxy/yz/xz G & X G & X

The VBM (CBM) of a given perovskite is determined by identifying the energetically appropriate
HOMO (LUMO) of the B and B0 cations of interest, then finding the corresponding line in the
table.
ap- and s-bonding states involve orthogonal orbitals and cannot interact.
bThe s-bonding halide-only states (i.e., null-null combination) have more 90 degrees adjacent
X–X interactions and will often form the band extrema. See text and reference for further details.
Reprinted from Slavney, A. H.; Connor, B. A.; Leppert, L.; Karunadasa, H. I., A Pencil-and-Paper
Method for Elucidating Halide Double Perovskite Band Structures. Chem. Sci. 2019, 10 (48),
11041–11053 - Published by The Royal Society of Chemistry.

Table 2 Comparison of the entropy, S0298 K, enthalpy of formation, DfH
0
298 K, and Gibbs free energy of formation, DfG

0
298 K, for CaTiO3 and

(CH3NH3)PbBr3 perovskites and their precursors, with respect to pure elements.

Composition DfH0
298 K (kJ mol

�1) S0298 K (J mol
�1 K�1) DfG0

298 K (kJ mol
�1) Melting point (�C)

CaTiO3(s)
a �1659 93.7 �1687 1970

CaO(s)
a �635 38.2 �646 2613

TiO2(s)
a,b �945 50.6 �960 1857

(CH3NH3)PbBr3 (s)
c �543 349 �647 –

(CH3NH3)Br(s)c �259 – – –

PbBr2(s)c �277 161 �325 373

aThermodynamic and melting-point data from ref.192
bRutile.
cThermodynamic data from ref.193
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pH, and temperature of the reaction mixture can be varied. These self-assembly reactions can also be manipulated to afford the
desired morphology: thin films, powders, and shape- and size-controlled single crystals can be formed for a range of applications.
The ease and tunability of solution-state synthesis, combined with the relatively similar thermodynamic stabilities of competing
products, has enabled researchers to screen conditions and discover a diverse range of compounds within the still-expanding halide
perovskite family.

4.15.5.2 Solid-state synthesis and crystallization from a melt

Conventional solid-state ceramic methods, such as heating intimate mixtures of the solid precursors or crystallization from a melt,
have been adapted to synthesize 3D halide perovskites. Widespread implementation of solid-state syntheses is impeded by partic-
ular characteristics of halide perovskites such as the decomposition and/or volatilization of organoammonium A-site cations and
metal halides. There are, however, advantages in the solid-state methods: solubility differences among precursors and coordinating
solvents complicate solution-state methods, whereas evaporation-based methods suffer from volatility differences among precur-
sors and thermal and ablation-induced decomposition of precursor salts. Furthermore, increasing the number of components, such
as with alloyed or double-perovskite compositions, increases the number of competing side phases during solution-state self-
assembly. Solid-state techniques eliminate solvent and solubility complications and may offer enhanced stoichiometric control,
in some cases proceeding at or near RT.

4.15.5.2.1 High-temperature solid-state synthesis
Christian Møller made first mention in 1957 that CsPbCl3 may be prepared “simply by melting and sintering” CsCl and PbCl2.

30

Mixtures of the binary halide precursors (e.g., CsBr and PbBr2) can be held at elevated temperatures (typically below the melting
point of the components) to obtain the desired perovskite, provided it is the thermodynamic product. This constraint can be cir-
cumvented, albeit temporarily: the perovskite phases of CsSnI3,

198 CsPbI3,
199 and (NH2CHNH2)PbI3,

111,200 for example, are not the
thermodynamic product at RT but may in some cases be isolated as a nonequilibrium phase. Organoammonium perovskites are
rarely prepared at elevated temperatures due to the facile release of gaseous small molecules such as CH3NH2 or HX. Thus, the high-
temperature methods for perovskite synthesis will, in general, be limited to compositions where the precursor halide salts have
a definite melting or sublimation point. This includes most inorganic and few organoammonium salts: (CH3NH3)X (X ¼ Cl�,
Br�, I�) salts have been utilized in solid-state syntheses,201 though their behavior varies between the halides. Thermogravimetric
analysis indicates a single sublimation step for both (CH3NH3)Cl and (CH3NH3)I with onset temperatures of approximately
195 �C and 247 �C, respectively202; differential thermal analysis (DTA) further suggests the sublimation coincides with an
exothermic decomposition of (CH3NH3)I above 350 �C.203 We note that scanning thermogravimetric and related analyses some-
times fail to capture the long-term stability of a compound; isothermal heating of bulk (CH3NH3)PbX3 (X ¼ Br�, I�) at 60 �C (for
72 h204) and (CH3NH3)PbI3 thin films at 85 �C (for 24 h205) causes the loss of CH3NH2 and HX (X ¼ Br, I) gas at more modest
temperatures, likely driven by Le Chatelier’s principle in open systems.

In contrast to a typical ceramic preparation in air, high-temperature solid-state syntheses of perovskites require an inert atmo-
sphere to avoid reactivity with oxygen and water. Commonly, mixed or ground halide precursors are transferred to either: (i) fused
silica, quartz, or inert (graphite or noble-metal) tubes to be evacuated and sealed before heating, or (ii) a crucible within a tube or
flow-through furnace under inert gas flow. In some cases, a pellet of the mixed precursors is pressed prior to heating: the compacting
of grains facilitates interdiffusion of the reacting species and often improves conversion in a solid-state reaction (Fig. 11A). Reaction
mixtures are held at high temperature for a period of hours to days before cooling. The cooling rate is often dictated by the desire to
allow for grain or crystal growth (slow cooling) or to isolate a fine-grained powder or nonequilibrium phase (rapid cooling). The
product of a well-designed solid-state reaction often yields a phase-pure perovskite, presumably owing to relative instability of the
precursors and sufficient ion diffusion. However, some studies, for example with (CH3NH3)Sn(ClxBr1� x)3,

201 note a need to repeat-
edly grind and heat to obtain the desired solid solution, a common technique used in the ceramic community to achieve complete
conversion.

4.15.5.2.2 Room-temperature mechanochemical methods
The application of mechanical energy to mixtures of precursor halide salts has also been used to produce phase-pure powders of
single111,206,207 and double perovskites.208–210 Solvent-free mechanical mixing and grinding may be performed by hand (with
a mortar and pestle) or with grinding media in a ball mill. Room-temperature mechanochemical syntheses allow for precise
accounting of stoichiometry, avoid instabilities at elevated temperatures, and proceed due to favorable thermodynamics of forma-
tion and reasonable rates of ion diffusion. Although many of these syntheses have been performed with precautions to exclude
moisture (e.g., in a glovebox), it is difficult to eliminate the possibility that slight surface dissolution and recrystallization of the
solids helps to facilitate these reactions.

Mechanochemistry is well-suited to prepare organoammonium perovskite compositions, in particular to study the complex,
mixed-halide and/or mixed-A-site perovskites that are increasingly found in high-performance optoelectronic devices. Compared
to solution-state assembly, these solid-state syntheses have improved the stoichiometric precision and expanded the scope of
compositions in (NH2CHNH2)Pb(BrxI1� x)3 and (NH2CHNH2)Pb(ClxBr1� x)3,

211 (CH3NH3)Pb(BrxI1� x)3 and (CH3NH3)
Pb(ClxBr1� x)3,

212 and ((CH3NH3)x(NH2CHNH2)1� x)PbI3
213 alloys. Recently, the synthesis of Cs2AgInBr6, a double-perovskite

composition predicted to be thermodynamically stable but previously unreported, was achieved using mechanochemistry.208
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As-of-yet undiscovered perovskite compositions that have eluded synthesis due to small regions of thermodynamic stability, the
formation of side-phases, or solubility mismatch of precursors may prove to be accessible via mechanochemistry.

4.15.5.2.3 The Bridgman method: Bulk crystal growth from a melt
The Bridgmanmethod, among other melt crystallizations including the Czochralski and floating-zone methods, is the primary tech-
nique that has been used to grow large single crystals of perovskites. Solid halide precursors are ground together, typically in a mois-
ture-free or oxygen-free atmosphere, then sealed in an ampoule under vacuum as described above for a solid-state powder synthesis
(see Section 4.15.5.2.1). A vertical Bridgman crystallization with a multi-zone furnace (Fig. 11B) is typically guided by the results of
a DTA measurement to target a desired temperature profile. For example, CsPbBr3 melts at 567 �C and crystallizes at 514 �C and
goes through two symmetry-lowering phase transitions upon cooling, around 130 �C and 88 �C.214 In addition to the melting
point, one must also consider the nature of these phase transitions, twin formation, and thermal expansion to obtain defect-
and crack-free bulk single-crystal ingots.215 For instance, despite a linear volumetric expansion relationship, the low-symmetry
perovskite phases may exhibit non-linear expansion in distinct crystallographic axes, leading to anisotropic stresses.214 Generally
speaking, the Bridgman method suffers from induced stresses at the interface between the cooling perovskite ingot and the ampoule
but offers excellent impurity-free conditions with an inert tube under static vacuum.

Further considerations include the translation rate of the ampoule through the furnace(s) and the cooling rate of the lower
(cooler) zone once the ampoule has completed its pass through the upper (warmer) zone. The cooling rate from the cold zone
to RT may be very slow, perhaps 2 �C h�1,215,216 to further mitigate fracturing of the crystal. The translation rate may be similarly
slow, for instance 0.5 mm h�1.215 To date, CsPbBr3 has been the common composition among large, Bridgman-grown perovskite
crystals (Fig. 11C), with ingot sizes reaching 40 cm3 (2.4 cm diameter).216 Single crystals or polycrystals of CsPbX3 (X ¼ Cl�,
Br�),217,218 KMnCl3,

218 CsSnI3,
219 and double perovskites such as Ce-alloyed Cs2LiYCl6

220 and Cs2NaInCl6
221 have also been

grown by this method. With the desire for large single crystals, particularly for fundamental studies and applications such as
high-energy photon detection, the scope of compositions grown by the Bridgmanmethodmay continue to expand within the limits
of non-volatile component halides with definite melting points.

4.15.5.3 Solution-state synthesis

In contrast to the precursors for sulfide and oxide perovskites, binary halide salts tend to exhibit high solubility in water (Table 3),222

polar organic solvents, and aqueous hydrohalic acids (HX(aq)); this presents a unique opportunity to self-assemble halide perov-
skites from solution. The earliest reports of the synthesis of halide perovskites by Wells in the 1890s4 and the organoammonium

Fig. 11 Schematic representations of: (A) a solid-state reaction dependent on interdiffusion of ions between grains of the precursors; (B) a typical
vertical Bridgman crystallization in a two-zone furnace, adapted with permission from Cepheiden, CC BY-SA 3.0 (https://creativecommons.org/
licenses/by-sa/3.0), via Wikimedia Commons; (C) (top) an 11-mm-diameter CsPbBr3 ingot grown using the Bridgman method and (bottom) crystals
cut from the ingot. Reprinted from He, Y.; Matei, L.; Jung, H. J.; McCall, K. M.; Chen, M.; Stoumpos, C. C.; Liu, Z.; Peters, J. A.; Chung, D. Y.;
Wessels, B. W.; Wasielewski, M. R.; Dravid, V. P.; Burger, A.; Kanatzidis, M. G. High Spectral Resolution of Gamma-Rays at Room Temperature by
Perovskite CsPbBr3 Single Crystals. Nat. Commun. 2018, 9 (1), 1609 - Published by Springer Nature under Creative Commons Attribution 4.0
International License: http://creativecommons.org/licenses/by/4.0.
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compositions by Weber in the 1970s32,223 indeed describe their preparation from aqueous solution. Solution-state syntheses gener-
ally operate on the principle of supersaturation and allow a wide range of techniques to obtain polycrystalline powders or larger
crystals of the desired perovskite. Temperature-controlled methods induce a rapid precipitation or slow crystallization based on
the relationship between temperature and solubility. These, along with solvent evaporation, are often the simplest techniques avail-
able to the experimentalist. Mixed-solvent and vapor-diffusion methods take advantage of the varied solubility of perovskites
between polar and non-polar solvents. Finally, hydrothermal, solvothermal, and ultrasound- and microwave-assisted techniques
have also been applied in cases where the aforementionedmethods are insufficient to obtain a desired composition or morphology.

Classical theory of nucleation and growth provides the basis for understanding themechanisms of the solution-state methods, as
well as some thin-film depositions, which we describe here. We briefly describe the salient points, particularly differentiating homo-
geneous and heterogeneous nucleation as a function of concentration, and note that a more detailed description can be found in
review articles by Nitin Padture and David Mitzi and references theirein.196,224 Homogeneous nucleation occurs within the
precursor solution, whereas heterogeneous nucleation occurs at interfaces between the solution and the reaction vessel, colloidal
particles, or the headspace gas-solution interface. For homogeneous nucleation, the change in free energy depends primarily on
the radius of the nucleus, the interfacial energy between the nucleus and the solution, and the precursor concentration relative
to the saturation limit. An intermediate value of the radius coincides with the maximum free energy change: this value is defined
as the critical radius (Fig. 12A). Only above this critical radius is the nucleus stable and expected to grow. The change in free energy
for heterogeneous nucleation follows a similar dependence, but its magnitude is diminished through a reduction in the interfacial
energy. Thus, the barrier in free energy to reach a critical radius of the nuclei is expected to be lower for heterogeneous than homo-
geneous nucleation (inset of Fig. 12A). In a typical crystallization, this manifests as a higher likelihood (or rate) of heterogeneous
nucleation compared to homogeneous nucleation, at low degrees of saturation. If the concentration, and hence degree of saturation,
increases further, heterogeneous nucleation becomes limited by available nucleation sites and homogeneous nucleation will begin
and eventually dominate (Fig. 12B). Furthermore, nucleation rates can exhibit a time dependence, which can be analyzed if the
concentration is monitored as a function of time or varied in a controlled manner. Temporal analysis informs that minimizing
the duration of the nucleation “window,” where the concentration exceeds saturation or supersaturation and nucleation rates
are high, facilitates the growth of large single crystals from solution in the absence of a seed. Understanding the nucleation thermo-
dynamics and the competing mechanisms helps predict the product(s) of the methods described below and informs improvements

Table 3 Comparison of the solubility product constant (Ksp) and measured
solubility (20–30 �C) of various inorganic salts that are perovskite
precursors.222

Precursor salt Ksp
Saturation concentration

(mol/100 g H2O) Perovskite

CsCl – 1.11 CsPbCl3
PbCl2 1.70 � 10�5 3.60 � 10�3

Ba(OH)2 2.55 � 10�4 2.55 � 10�2 BaTiO3
TiO(OH)2 1.0 � 10�29 –

Pb(OH)2 1.43 � 10�15 – Pb(TixZr1–x)O3

ZrO(OH)2 6.3 � 10�49 –

TiO(OH)2 1.0 � 10�29 –

Fig. 12 (A) Gibbs free energy changes (DG) as a function of nucleus radius (r) for a homogeneous (DG*Hom) and heterogeneous (inset, dashed
line, DG*Het) nucleation. DGS and DGV are the surface and volume Gibbs free energy change, respectively, and r* is the critical nucleation radius. (B)
Logarithmic plot of the normalized rate of nucleation (I/I0) as a function of the saturation ratio (S ¼ C/CS, where C is the concentration and CS is the
saturation limit). Adapted with permission from Dunlap-Shohl, W. A.; Zhou, Y.; Padture, N. P.; Mitzi, D. B., Synthetic Approaches for Halide
Perovskite Thin Films. Chem. Rev. 2019, 119 (5), 3193–3295. Copyright 2018 American Chemical Society.
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in synthetic design. For example, limiting the number of nucleation sites by filtering dust and other microparticles from the
precursor solution can yield fewer heterogeneous nucleation sites, yielding larger crystals.

4.15.5.3.1 Temperature-controlled methods
Temperature-controlled crystallizations exploit the solubility-temperature relationship in solution to obtain the desired perovskite
product. In a typical case, the dissociation equilibrium favors the dissociated (solvated) product as temperature increases; here, the
halide precursors may be dissolved at high temperature and cooled to a lower temperature to induce supersaturation and the precip-
itation of a powder or the nucleation and growth of single crystals. Alternatively, specific precursor–solvent combinations can
exhibit retrograde solubility, or a negative relationship between temperature and solubility (Fig. 13). Such systems enable an
“inverse temperature crystallization” (ITC), wherein the temperature is raised to induce supersaturation. This behavior may be
the result of solute–solvent complexation (e.g., PbInSm

2�n, where S ¼ solvent, n ¼ 2–6) that dissociates at high temperature and
is more likely to occur in systems where the solvent interacts weakly with the metal (e.g., Pb2þ in polar organic solvents), favoring
higher halide coordination numbers.225 It is worth noting that the solubility-temperature relationship need not monotonically
increase or decrease: in the case where solubility peaks at an intermediate temperature (Fig. 13A), supersaturation can often be
achieved either by heating or cooling from this temperature. This is the case with some perovskites, which may be crystallized
by either heating or cooling, depending on the combination of precursors and solvent. For example, (CH3NH3)PbX3 (X ¼ Cl�,
Br�, I�) crystallizes upon slow cooling from a solution of the aqueous HX acid46 but requires heating to crystallize from polar
organic solvents.226–229

Aqueous solutions of the halide salts, typically in the corresponding HX acid, tend to exhibit a positive relationship between
solubility and temperature; thus, they are commonly used to synthesize the desired perovskite upon cooling from high temperature.
The rate of cooling tends to correlate inversely with grain size. For example, the double perovskite Cs2AgBiBr6 precipitates as
a powder upon cooling naturally from 110 �C to RT, but as small (mm) or large (mm) single crystals upon slow cooling at
a rate of 2 �C h�1 or 1 �C h�1, respectively, from 9 MHBr.204 Fast cooling results in a mass homogeneous nucleation and the precip-
itation of a powder; the rate may range from a rapid quench (for example, using liquid N2

182) to simply removing the reaction from
the heat source to cool to ambient temperature. Rapid cooling may also kinetically trap nonequilibrium crystallographic phases,
albeit temporarily, in the isolated product.199,230 On the other hand, slow cooling often results in the nucleation and growth of
single crystals. The nucleation and growth periods may be influenced by the cooling rate or the introduction of a seed crystal, as
discussed below. Crystallization through cooling is simple, generally applicable to a range of perovskite compositions, and requires
optimization of only precursor concentration and cooling rate.

The ITC method is based on the negative relationship between temperature and solubility (Fig. 13) in certain systems and it has
been used for the growth of mm-scale (CH3NH3)PbX3 (X ¼ Cl�, Br�, I�) single crystals.226–229 Organoammonium perovskite
compositions, including (CH3NH3)PbX3 (X ¼ Cl�, Br�, I�)226–229 and (NH2CHNH2)PbX3

227 (X ¼ Br�, I�), and CsPbBr3
231,232

are notably crystallized using this method from polar organic solvents, including dimethylformamide (DMF), dimethylsulfoxide
(DMSO), and g-butyrolactone (GBL). Once supersaturation conditions are reached, the growth rate of nucleated crystals, or a single

Fig. 13 Retrograde solubility of perovskites in g-butyrolactone (GBL): (A) the solubility of (CH3NH3)PbI3 in GBL exhibits a maximum at an
intermediate temperature; (B) the solubility of (NH2CHNH2)PbI3 in GBL decreases monotonically above RT. Inset is a mm-scale single crystal grown
by the “inverse temperature crystallization” method. Arrows and numerical values represent the percentage of solubility at a given temperature
relative to a 1 M solution (dashed horizontal line), equivalently indicating the mass percentage that may be isolated from solution during an
isothermal inverse temperature crystallization at this temperature. Adapted with permission from Saidaminov, M. I.; Abdelhady, A. L.; Maculan, G.;
Bakr, O. M., Retrograde Solubility of for Mamidinium and Methylammonium Lead Halide Perovskites Enabling Rapid Single Crystal Growth. Chem.
Commun. 2015, 51 (100), 17658–17661 - Published by The Royal Society of Chemistry.
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seed crystal, is easily controlled via the heating rate or by isothermally approaching equilibrium. The solubility relationship required
for the ITC method may be difficult to predict a priori; however, once a suitable solvent-solute system is identified, the ITC method
can offer value in allowing the experimentalist to grow large single crystals within hours.

In a solution-state crystallization without a seed crystal, using temperature-controlled methods or the solvent-based methods
described below, heterogeneous nucleation at interfaces will dominate. Multiple nucleation sites are commonly observed to
form simultaneously and grow at the interfaces between the solution and either the headspace or the reaction vessel. A typical crys-
tallization from solution commonly yields small single crystals suitable for studies such as structure determination via X-ray diffrac-
tion. These small crystals may also be used as seed crystals in subsequent crystallizations to form larger single crystals suitable for
measurements such as neutron scattering. Seed crystals are commonly placed at the bottom of the vessel; however, top-seeded
growth has also been reported.233 The ITC method is particularly amenable to seeded growth as, by its nature, the likelihood of
re-dissolving the seed or inducing mass precipitation is quite low as the solution is heated to the point of supersaturation.
Conversely, the addition of a seed to an already supersaturated solution may trigger a mass precipitation, or rapid nucleation,
from the solution. Finally, shape-controlled crystallization methodsdthat is, confining the solution or influencing the crystalliza-
tion mechanism to obtain a desired shape or aspect ratiodhave been developed in concert with these solution-state methods and
were recently reviewed.234 Careful choice of concentration, temperature, and additional surfactant recently yielded single crystals of
CsPbBr3 from solution with an anisotropy (or aspect) ratio of 105, with thicknesses on the order of 100 nm and lateral dimensions
approaching 1 cm.235

4.15.5.3.2 Solvent evaporation methods
Solvent evaporation from a saturated solution of the perovskite precursor(s) induces supersaturation and often the nucleation and
growth of single crystals of the desired perovskite product. While technically not limited to organic solvents, this method is
commonly employed using organic solvents with vapor pressures exceeding that of water at room temperature (Table 4). There
is a tradeoff between vapor pressure and solubility that must be considered when choosing a solvent (or solvent system): a balance
must be struck between the volatility of a solvent and the total solubility of the precursor(s) to obtain a reasonable yield of the
product. The volatility of the solvent, along with the rate of exchange of the headspace vapor, will determine the crystallization
rate: in the case of a volatile solvent (e.g., acetonitrile), a fine-grained powder may result from rapid evaporation. Mixed-solvent
evaporations (see Section 4.15.5.3.3) may also be feasible, provided the perovskite is less soluble in the solvent with a lower vapor
pressure. For instance, (CH3NH3)PbCl3 crystallizes from amixture of DMSO and GBL upon evaporation of DMSOwithin weeks.236

The evaporation rate can be controlled by the surface area of the exposed solution (e.g., by changing the diameter of the vial, loosely
capping a vial, or using a cap with holes) or by the temperature of the solution. Small crystals are typically obtained, as discussed
above, from a crystallization without a seed crystal. This method is less attractive for the seeded growth of a large single crystal
because it may take days to months to obtain a comparable product to one obtained from an hours-long ITC method. It does,
however, offer the experimentalist a number of solvent options and can be efficient for screening or small single-crystal growth.

4.15.5.3.3 Mixed-solvent methods
Mixed-solvent methods encompass a range of versatile solution-state techniques to obtain phase-pure perovskite powders and
single crystals at constant temperature. The crux of these methods is the choice of at least two solvents: one that poorly solubilizes
the perovskite (the “bad” solvent or “antisolvent”) and one that readily dissolves the perovskite. The ideal solvent system is often
found with some intuition and candidate screening. In the simplest case, where a powder is desired, the direct addition of an anti-
solvent to the perovskite precursor solution (or vice versa) yields the product instantaneously as a powder. Single-crystal growth is
typically achieved using two common methods: vapor-liquid diffusion and liquid-liquid diffusion (layering).

Table 4 Vapor pressure and density of common solvents used in bulk
syntheses and thin-film processing of the perovskites, and water
for comparison, at 20–25 �C.

Solvent Vapor pressure (Torr) Density (g cm�3)

N,N-Dimethylformamide, (CH3)2NC(O)H 2.7 0.94
Dimethylsulfoxide, (CH3)2S(O) 0.6 1.1
Water, H2O 18 0.99
Chlorobenzene, C6H5Cl 8.8 1.1
Toluene, C7H8 28.5 0.87
2-propanol, (CH3)2CHOH 33 0.79
Acetonitrile, CH3CN 89 0.79
Methanol, CH3OH 97 0.79
Acetone, (CH3)2C(O) 190 0.78
Dichloromethane, CH2Cl2 350 1.3
Diethyl ether, (C2H5)2O 440 0.71
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A simple vapor-liquid diffusion crystallization involves placing a smaller, open vial containing the perovskite precursor solution
inside a larger, closed vial containing the antisolvent (Fig. 14A). For a liquid-liquid diffusion, a typical procedure involves carefully
layering the less-dense solvent or solution (usually the antisolvent) on top of the denser solvent or solution (usually the perovskite
solution) in a narrow vial or tube (Fig. 14B). Minimizing the mixing of the two layers upon the initial layering is important andmay
be achieved by slowly pipetting the top solvent or solution along the inner wall of the vessel. In either case, the antisolvent diffuses
into the solution that is at (or near) saturation with the perovskite to induce supersaturation. The choice of crystallization technique
will largely be dictated by the physical properties of the two solvents: solvents with a large difference in vapor pressure may be more
amenable to vapor-liquid diffusion whereas solvents with a large difference in density may be more successful in a liquid-liquid
diffusion (Table 4). The two solvents are most often miscible, although solvent pairs with only minor mutual solubility have
also been successfully used. Common laboratory solvents including diethyl ether, acetone, toluene, chlorobenzene, and dichloro-
methane tend to be effective antisolvents for crystallizing perovskites from saturated solutions in more polar “good” solvents,
including DMF and DMSO. The wide range of vapor pressures among candidate antisolvents (Table 4) allows the experimentalist
to tune the rate of diffusion, and hence crystallization, and target a growth rate of a seed or heterogeneously nucleated crystals. The
vapor-liquid diffusion method was among the first reported methods to grow bulk (mm-cm) crystals of (CH3NH3)PbX3 (X ¼ Br�,
I�)237 and CsPbBr3

231 and continues to be a common method to grow perovskite crystals from solution at RT. In cases where
a highly volatile antisolvent is required, rapid diffusion may result in the mass precipitation of a powder. In this case, the diffusion
rate may be modulated by introducing a frit (or another physical barrier) between the nested vials to slow diffusion and form larger
crystals.

4.15.5.3.4 Hydrothermal and solvothermal methods
There are cases where poor solubility of the precursor halide salts renders the temperature-controlled or mixed-solvent methods
unsatisfactory. Instead, reactions in closed systems allow the experimentalist to heat a solution above the normal boiling point
of the solvent due to the increased pressure in the sealed vessel. Such conditions tend to elevate the solubility and mobility of
the reactants and, in the case of an aqueous solution, decrease the viscosity and dielectric constant of water.195 These closed (sealed)
reactions are typically performed in PTFE-lined stainless steel autoclaves or sealed ampoules over the course of days and termed
hydrothermal or solvothermal reactions when the solubilizing medium is an aqueous or an organic solvent, respectively. Solvother-
mal reactions have been employed in the synthesis of nanomaterials but are less common than hydrothermal reactions, which often
yield bulk materials as a powder or single crystals. The double perovskites Cs2AgInCl6

238,239 and Cs2SnCl6
191,240 crystallize from

a hydrothermal reaction where the stoichiometric precursor salts are heated in aqueous HCl above its normal boiling point at atmo-
spheric pressure. Similar to the design considerations for a reaction cooled from high temperature at atmospheric pressure, rapid
cooling yields a powder of the phase-pure perovskite whereas slow cooling allows for single-crystal growth. Bulk single crystals of
the above materials are obtained when slow cooling from an initial temperature of 150–180 �C at rates of 2–8 �C h�1. The hydro-
thermal method is also amenable to alloying and doping a perovskite host lattice; such examples include alloying Bi3þ into
Cs2(NaxAg1� x)InCl6

239 and Bi3þ or Sb3þ into Cs2SnCl6
191,240 to tune their photoluminescence by simple addition of the alloying

precursor (see Section 4.15.6.6.2.2).

4.15.5.3.5 Ultrasound- and microwave-assisted methods
Applying ultrasound to a solution can induce local pressure and temperature gradients and cavitation within the solvent through
the collapse of microbubbles, leading to unique effects on suspension, solubility, and the nucleation process. By manipulating such

Fig. 14 Schematic representation of the mixed-solvent crystallization techniques: (A) the vapor-liquid diffusion method using nested vials, with the
good solvent (which dissolves the perovskite) in the inner vial and the bad solvent (which does not dissolve the perovskite) in the outer vial; (B) the
liquid-liquid diffusion, or layering, method.
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effects, bulk and nanocrystalline oxide perovskites have been co-precipitated from solution near RT.241 The synthesis of bulk halide
perovskites at RT by similar techniques has recently been investigated. Upon addition of (CH3NH3)I to a suspension of PbI2 in
isopropanol (an antisolvent of (CH3NH3)PbI3), a powder of (CH3NH3)PbI3 can be precipitated under continuous sonication.242

The perovskite formation may be attributed to a “microsolubility” effect, where the insoluble precursors are finely dispersed and
ultrasound-induced cavitation increases the local solubility of (CH3NH3)PbI3 and nucleates a fine-grained powder. Ultrasound-
induced cavitation has also been used to nucleate single-crystal growth on surfaces from a supersaturated solution of the perovskite:
application of a single short ultrasonic pulse (<1 s) to a supersaturated solution (achieved by vapor-liquid diffusion) nucleates the
growth of (CH3NH3)PbBr3 single crystal films on a variety of substrates.243 The growth is anisotropic, with resulting crystals having
thicknesses of 10s of mm and lateral dimensions of 100 s of mm to 3 mm, notably in the absence of surfactants or other growth-
directing components in the solution.

In the context of assisted solution-state crystallization techniques, microwave radiation offers rapid, precise, programmable, and
scalable heating that exceeds the capabilities of traditional methods. Combining microwave heating and the ITC method, large
(mm-sized) single crystals of (CH3NH3)PbX3 and (NH2CHNH2)PbX3 (X ¼ Br�, I�) were grown from solution in an automated
and reproducible fashion.244

4.15.5.4 Thin-film deposition

We direct the interested reader to comprehensive review articles for detailed discussions of the various thin-film deposition
methods, including topics beyond the scope of this work such as scalable fabrication methods, post-processing, microstructural
transformations, and device fabrication.196,224,245 Our intention here is to provide an overview of common methods while high-
lighting experimental considerations that appear to be specific to certain perovskite compositions.

The basic mechanisms of nucleation and growth introduced in Section 4.15.5.3 apply to many common thin-film deposition
methods from solution. Deposition of the precursors from a single solution (or source) is termed “simultaneous” or a “one-step”
approach.196 After the simultaneous deposition of a precursor solution, supersaturation is usually achieved upon solvent removal
by either: (i) evaporation induced by heating or convection from a gas stream (“gas-quenching”), or (ii) exchange of the solvent
with an antisolvent.224,246 Perhaps the simplest deposition method is drop-casting: the precursor solution can be deposited on
a variety of substrates and evaporation of the solvent occurs at RT or at elevated temperatures by casting onto a heated substrate.
Spin-coating is a similarly simple method that has proven to be more effective and widely used in producing perovskite thin films
both with and without a mesoporous support (Fig. 15A). Here, the precursor solution is deposited on a substrate, which is then
spun at high rates of rotation (typically 1000s of rotations per minute). The centrifugal forces accelerate the evaporation of the
solvent at rates controlled by the rotation rate. When the product of the optimized spin-coating procedure is a solvated precursor
mixture or intermediate phase, annealing at temperatures in the range of 100–200 �C serves to remove the residual solvent and
crystallize the perovskite. This annealing, typically over a duration of minutes to a few hours, may also lead to restructuring of
the grains of the film. Several modifications to the basic spin-coating procedure described above have been implemented to address
insufficient solvent removal: the most common are adding antisolvents and gas-quenching.

Fig. 15 (A) Schematic representation of a typical antisolvent-assisted spin-coating procedure, where the “intermediate phase” film is annealed to
crystallize the perovskite thin film. Adapted with permission from Jeon, N. J.; Noh, J. H.; Kim, Y. C.; Yang, W. S.; Ryu, S.; Seok, S. I., Solvent
Engineering for High-Performance Inorganic-Organic Hybrid Perovskite Solar Cells. Nat. Mater. 2014, 13 (9), 897–903. Copyright 2014 Nature
Publishing Group. (B) Schematic representation of a two-step thin film synthesis method wherein a solid PbI2 film, for instance, is converted to the
perovskite in a solid-solid, solid-liquid (solution), or solid-vapor reaction. MAI ¼ (CH3NH3)I. Adapted with permission from Dunlap-Shohl, W. A.;
Zhou, Y.; Padture, N. P.; Mitzi, D. B., Synthetic Approaches for Halide Perovskite Thin Films. Chem. Rev. 2019, 119 (5), 3193–3295. Copyright 2018
American Chemical Society.
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A unique and prevalent complication in depositions from solution arises from the use of polar aprotic solvents that coordinate
Pb2þ, particularly DMF and DMSO. There exist many intermediate phases that are stable at RT or elevated temperatures that incor-
porate these solvents, notably Lewis adducts of lead iodides (e.g., PbI2⸱DMF, PbI2⸱DMSO, PbI2⸱2DMSO) and quasi-quaternary
compounds of the same or differing stoichiometry to the perovskite (e.g., (CH3NH3)2Pb3I8⸱2DMSO, (CH3NH3)PbI3⸱DMF).196

The quasi-quaternary intermediates often comprise motifs of one-dimensional (1D), edge-sharing lead-iodide octahedra. The
1D structure manifests macroscopically as a rod-like crystal habit in films of the intermediate phases and requires thermal anneal-
ing, solvent annealing (thermal annealing in the presence of solvent vapor), antisolvent techniques, or another post-processing
approach to attain the perovskite phase. Furthermore, the nature of the intermediate-to-perovskite conversion has important impli-
cations on the ultimate film coverage and microstructure: grain size and boundary characteristics, for example, will have knock-on
effects on optoelectronic properties such as charge-carrier recombination rates and diffusion lengths.

A simultaneous thin-film deposition may also be achieved under high vacuum following the evaporation or ablation of a single
solid source (or matrix) comprised of a mixture of precursors. The benefits of evaporation-based deposition methods are numerous
and attractive for optoelectronic device fabrication, including excellent coverage with pinhole-free films and a lack of sensitivity to
substrate chemistry or defects. The limitations, however, are significant for perovskites, particularly affecting organoammonium-
and/or Sn-containing compositions owing to large mismatches in the melting point, vapor pressure (volatility), and thermody-
namic stability of the precursors. Even still, early work showed that a simple thermal co-evaporation led to densely packed films
of (CH3NH3)Pb(ClxI1� x)3 from a dual-source configuration when the more volatile (CH3NH3)I precursor was evaporated in excess
relative to PbCl2.

247 More advanced one-step evaporation-based techniques may operate at atmospheric pressure or low vacuum;
this is attractive as it retains the benefit of eliminating the use of solvents while providing energy savings by not requiring high-
vacuum equipment.245 For instance, one-step chemical vapor deposition (CVD) under low vacuum (1 mTorr) yields (CH3NH3)
Pb(ClxI1� x)3 films after in situ annealing.248

In addition to these thermal evaporation techniques, energy may be transferred to the solid source or matrix through a mono-
chromatic radiation source to induce evaporation or ablation. The source laser typically varies in energy/wavelength from infrared
(IR) to ultraviolet (UV), depending on the technique. An emergent technique, resonant infrared matrix-assisted pulsed laser evap-
oration (RIR-MAPLE), is altogether less destructive than ablation techniques owing to the resonant excitation of a matrix solvent in
the lower-energy IR. Because the precursors are transferred via a “plume” of the matrix solvent, the morphology of films deposited
by the RIR-MAPLE technique resembles those deposited from solution. A major challenge associated with this technique is in the
identification of a matrix solvent system that meets two critical criteria: (i) sufficient solubility of the perovskite, and (ii) the pres-
ence of functional groups necessary for strong absorption in resonance with the IR excitation (e.g., hydroxyl-containing solvents for
an Er:YAG laser).196 So, while advances have been made in the deposition of (CH3NH3)PbI3 and a handful of other perovskite
compositions using RIR-MAPLE, its generality and application in high-efficiency device fabrication are yet to be established.

The disparate physical characteristics of the halide precursor salts (including differences in solubility, vapor pressure, and
stability) are often accommodated by a stepwise approach to tailor each processing step to a precursor, arranged in a logical
sequence. Classified as “two-step” or “sequential” depositionmethods, independent application of two precursors (or two precursor
mixtures) yields the perovskite after a reaction occurring at a solid-solid, solid-liquid, or solid-vapor interface (Fig. 15B). Solid-
vapor reactions are particularly well-suited towards volatile organoammonium halides and tin halides. For example, spin-coated
PbI2 films are converted to (CH3NH3)PbI3 in the presence of (CH3NH3)I vapor ((CH3NH2⸱HI)202) in a sealed container at
150 �C249 and thermally evaporated CsI films are converted to the double perovskite Cs2SnI6 in the presence of SnI4 vapor in
a sealed container at 190 �C.93 Such reactions exemplify the simplification of the overall process by taking advantage of the volatility
of (CH3NH3)I or SnI4: subliming these compounds near a film of the other precursor yields the desired perovskite. Techniques oper-
ating on similar principles, albeit with more controlled conditions suitable to scalable thin-film deposition or device fabrication,
which are classified as physical vapor deposition (PVD) or two-step CVD, have also been developed.245

Common sequential solid-liquid thin-film reactions similarly proceed through the fabrication of a film of the metal-halide
precursor followed by a reaction upon contact with a solution of the A-site-halide precursor. For example, (CH3NH3)BI3 (B ¼ Sn2þ,
Pb2þ) thin films form upon dipping PbI2 or SnI2 films in isopropanol solutions of (CH3NH3)I.

250 This approach allows for the
metal-halide precursor to be deposited by any of the methods described above or by more specific techniques, including electro-
deposition of PbO2 (on a conductive substrate) followed by solution conversion to PbI2 in aqueous HI solution.251 Finally, and
typically the most sluggish type of reaction, solid-solid reactions produce perovskite thin films from the sequential deposition of
precursor layers. Albeit slow, the lack of solvent or solubility considerations makes solid-solid reactions valuable, and rates of ther-
mally activated diffusion may be increased by holding the films at elevated temperatures. The precursor layers are typically depos-
ited by the methods described above and subsequently annealed for a period of minutes to hours to achieve complete interdiffusion
and conversion to the phase-pure perovskite.196

4.15.5.5 Post-synthetic transformations

The 3D perovskites are non-porous crystalline solids, precluding many of the bulk intercalation, physisorption, chemisorption, and
ion-exchange reactions that occur in the layered or low-dimensional perovskite congeners.252 Reactions at the halide sites, however,
do occur in the 3D perovskites owing to the halide redox chemistry and defect-mediated halide conductivity (see Section 4.15.7.3).
The formation energies of halogen point defects, particularly halogen vacancies, and the associated activation energies of migration
have consistently been measured (and calculated) in the range of 0.1–0.6 eV.253,254 The low barrier for defect-mediated halide
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conductivity enables transport and reactions of halide ions in the bulk, including halide exchange and segregation (see Sections
4.15.7.3 and 4.15.7.4). Halide exchange is the predominant post-synthetic transformation observed in bulk perovskites. Compar-
ison of the standard reduction potentials of the molecular halogen/halide couples255 (Cl2/Cl

� ¼ 1.36 V vs. SHE; Br2/Br
� ¼ 1.07 V

vs. SHE; I2/I
� ¼ 0.54 V vs. SHE) indicates spontaneous redox-mediated reactions may occur between the more oxidizing halogen gas

and a more reducing halide lattice. That is, a Br-based lattice is converted to a Cl-based lattice in the presence of Cl2
(Cl2 þ 2Br� / Br2 þ 2Cl�; E0cell ¼ 0.29 V) and an I-based lattice can be converted to a Cl- or Br-based lattice in the presence of
Cl2 or Br2, respectively. Post-synthetic, redox-mediated halide exchange was demonstrated with the conversion of (CH3NH3)
PbI3 thin films (Fig. 16), where the rate of conversion could be influenced by the concentration of X2 (X ¼ Cl, Br).255 Interestingly,
the precursor filmmorphology was preserved in the resulting (CH3NH3)PbBr3 and (CH3NH3)PbCl3 films. Non-redox-driven halide
exchange has also been shown from solid-liquid or solid-vapor reactions between perovskite thin films and solutions of (CH3NH3)
X (X ¼ Cl�, Br�, I�)256 or (CH3NH3)X (X ¼ Br�, I�) vapor,257 respectively. Exchange induced by HX (X ¼ Cl, Br, I) vapor has also
been reported.258 While there have been sporadic reports of post-synthetic incorporation of small molecules in bulk 3D perovskites,
including NH3 and CH3NH2, the characterization and mechanistic interpretation of these processes has yet to be clarified.252

4.15.6 Measurement

4.15.6.1 Introduction

Since the study of solid-state semiconductors accelerated following the invention of the transistor in 1947, the suite of character-
ization techniques available to study these materials has grown in both breadth and depth. Modern-day instrumentation and
measurement techniques offer insight into both micro- and macroscopic structure and properties that is crucial for developing
a complete understanding of perovskites to drive the field forward. In this section, we will review some of the most common
methods used to characterize perovskites. More advanced techniques are beyond the scope of this chapter, though a host of
advanced characterization techniques have been and continue to be applied to study these complex materials.

4.15.6.2 Elemental analysis

Fundamental to the understanding of any solid is the determination of its elemental composition. Elemental analysis is particularly
useful for solution-based synthesis and thin-film deposition, where the composition of the precipitate does not necessarily match
that of the precursor solution. Elemental analysis is not only useful as a purity check; it is indispensable in the characterization and
understanding of alloyed perovskites. Any report of a novel composition, in the bulk, would be incomplete without elemental
analysis.

Historically, a variety of chemical techniques have been used to determine the metal and halogen content of solids; most tech-
niques begin with the digestion of the solid in a suitable matrix. Because modern elemental analysis typically requires only a fewmg
of solid, the analysis is even applicable to thin films, where scraping or dissolving the solid from multiple large-area thin films can
yield the necessary mass. For perovskites, which are typically insoluble in nonpolar organic solvents, the matrix is often an aqueous

Fig. 16 (A) Schematic of the redox-mediated X2/X� halide exchange reactions between (CH3NH3)PbX3 (X ¼ Cl�, Br�, I�) and gaseous molecular
halogen. (B–F) Optical photographs of thin films of: (B) as-prepared (CH3NH3)PbI3; (C) (CH3NH3)PbBr3 prepared by exposure of (CH3NH3)PbI3 to
gaseous Br2; (D) (CH3NH3)PbCl3 prepared by sequential exposure of (CH3NH3)PbI3 to gaseous Br2 and Cl2; (E) (CH3NH3)PbCl3 prepared by exposure
of (CH3NH3)PbI3 to gaseous Cl2; (F) (CH3NH3)PbI3 partitioned and exposed to gaseous Br2 and Cl2. Adapted with permission from Solis-Ibarra, D.;
Smith, I. C.; Karunadasa, H. I., Post-Synthetic Halide Conversion and Selective Halogen Capture in Hybrid Perovskites. Chem. Sci. 2015, 6 (7), 4054–
4059 - Published by The Royal Society of Chemistry.
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acid, such as nitric acid or hydrohalic acid. Some perovskites, such as those containing Ag, require aggressive digestion methods,
such as microwave-assisted digestion and the addition of perchloric acid. Chemical methods of metal determination often involve
the formation of a precipitate via addition of an anion or a redox reagent, followed by gravimetric analysis. Titration, also often to
selectively form a precipitate with the element of interest, is another commonly used technique that is additionally suitable for
determination of halogen content. Modern techniques used for metals analysis are flame-atomic absorption spectroscopy
(flame-AAS) and inductively coupled plasma analysis that is paired with either atomic emission spectroscopy (ICP-AES) or mass
spectrometry (ICP-MS). These analysis techniques provide high-throughput, high-precision, and low-cost determination of metal
content, with less precise determination of halogen content. The low precision of halogen determination is due to a number of
factors, including volatilization, interference from the Ar plasma source, and various complications involving the matrix, namely
isobaric (from overlapping isotopes of different elements) and polyatomic (from molecular species with the same mass-to-charge
ratio as the analyte) interferences. High-precision analysis of halogen content can be achieved using ion chromatography or chem-
ical methods, such as gravimetric analysis following precipitation from solution (e.g., as AgX95). Analysis of I is less sensitive to ICP
interference effects than F, Cl, and Br and can yield reasonable precision with ICP analysis.259

Though chemical-based elemental analysis dominated the early perovskite literature,95,260 contemporary work routinely uses
ICP for analysis of alloyed compositions,113,115,116,239 though it is often improperly omitted as an analysis for novel stoichiometric
perovskite compositions. Owing to its high precision, ICP analysis has been employed to examine the stoichiometry of thermally
evaporated thin films of (CH3NH3)PbI3 to fine-tune slightly non-stoichiometric compositions.261 Its sensitivity also has allowed
ICP analysis to be used to detect the minute amount of Br2 off-gassing from perovskites by using crotonic acid as a reactive trap
for volatile Br2 gas (see Section 4.15.7.3 and Fig. 32).182 ICP analysis has also revealed otherwise hidden B-site alloying in the
gold-cage perovskites.103

Determination of the organic content may be carried out via combustion analysis, often referred to as CHN, CHNO, or CHNS
analysis, based on the elements being measured by the combustion analyzer. CHN analysis is primarily used for analysis of hybrid
organic-inorganic perovskites262 but can also be used for inorganic compositions as a confirmation that solvent has not been incor-
porated. Time-of-flight secondary ion mass spectrometry (ToF-SIMS) also provides a method for simultaneously determining the
identity and abundance of bothmetals and organic content. Because this technique operates by using an ion beam to sputter a small
portion of the sample into amass spectrometer, ToF-SIMS can provide 3D spatial resolution, though the ion beammay also damage
the sample and introduce artifacts into the measurement. ToF-SIMS is commonly used to determine the composition of perovskite
thin films, particularly for alloyed perovskite compositions where the film composition may differ from the solution stoichiom-
etry.263 For a more detailed discussion of elemental analysis, analytical chemistry textbooks are a good resource.264

4.15.6.3 X-ray and neutron scattering

4.15.6.3.1 Powder X-ray diffraction
X-rays represent one of the most valuable probes that the solid-state chemist has in their toolbox. The development of laboratory,
synchrotron, and free-electron-laser X-ray sources has promoted the accessibility and utility of X-ray characterization for researchers.
X-ray diffraction, a specific condition of an elastic X-ray scattering event (where “elastic” refers to an event with no net loss or gain of
energy), results from the periodic atomic arrangement of a crystalline solid and thus provides information about the average crystal
structure. Because X-rays have wavelengths on the order of the atomic or ionic radii in solids, a periodic atomic structure can act as
a diffraction grating to incoming X-rays. When the scattered X-rays constructively interfere, this appears as a peak in the scattered X-
ray intensity, sometimes referred to as a reflection. This condition is satisfied according to Bragg’s law:

nl ¼ 2dsinq (9)

where n is a positive integer, l is the X-ray wavelength, d is the distance between crystallographic planes, and q is the scattering angle.
Most commonly, diffraction is measured by detecting the scattered X-ray intensity as a function of the angle, q, at a fixed X-ray
wavelength, l. Further reading on X-ray diffraction, including both online and text-based resources, is available through the
website of the International Union of Crystallography (IUCr).265

Powder X-ray diffraction (PXRD) is a routine, generally nondestructive measurement in the laboratory that often takes just
minutes to complete. Preparation of a sample for PXRD can be as simple as arranging the powdered sample into a pile on a sample
mount. The diffraction “pattern” given by PXRD provides a fingerprint of a polycrystalline powder that can be used for rapid crys-
tallographic phase identification. By comparing the experimental data to simulated PXRD patterns from known compounds, the
composition of a powder can be determined, even for a mixture of multiple phases. For these reasons, PXRD is often the first
measurement carried out on a newly synthesized sample.

The applications of PXRD extend beyond simple phase identification: high-quality PXRD data, especially data collected from
a synchrotron source, can be used to solve or refine a previously unknown crystal structure. Common methods to obtain or refine
a structural model from experimental PXRD data are Pawley, Le Bail, and Rietveld analyses.266 Such analysis is particularly useful for
compositions that cannot be grown as high-quality single crystals suitable for single-crystal X-ray diffraction (SCXRD): for example,
the double-perovskite derivative Cs2In

IInIIIX6 (X ¼ Cl�, Br�) must be grown by high-temperature solid-state methods and single
crystals have been difficult to produce. Its structure was therefore solved using high-resolution synchrotron PXRD and refined using
Rietveld analysis.104 A later study used single crystals, but due to the low quality of the SCXRD data, the structural analysis was
complemented by PXRD data. Analyzing the breadth of PXRD reflections can provide an estimate of the crystallite size and lattice
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strain in the solid. This analysis was used to study the strain and crystallite size in a thin film of (CH3NH3)Pb(Br0.6I0.4)3 under illu-
mination to correlate structural changes to light-induced halide segregation (see Section 4.15.7.4).127 Additionally, the angle of
a given reflection is dependent on the dimensions of the unit cell and can therefore be used to estimate the degree of atomic mixing
in an alloyed perovskite, as done for perovskite compositions with mixed Na/Ag239 (Fig. 17A and B, respectively), Sn/Pb,112,267 and
Sn/Te92 B sites and mixed halides.127

While determination of a new crystal structure using SCXRD data is typically more reliable, PXRD offers several advantages over
SCXRD. The experiment is faster, easier, and employs more broadly accessible equipment. PXRD also provides data on a bulk
sample, useful for purity checks and for heterogeneous samples. Finally, powder X-ray diffractometers can also be used to examine
thin films or other sample morphologies, which can be useful to compare the effects of synthesis on the resulting structure, such as
the manifestation of peak splitting as a function of cooling rate (Fig. 17C).103 However, care must be taken to account for prefer-
ential orientation, or texture, where crystal grains orient along a preferred crystallographic axis, increasing the intensity of certain
reflections. These effects may be mitigated during sample preparation by thoroughly pulverizing the powder and by using minimal
pressure when placing the powder onto the sample holder, as mechanical force can cause the powder to orient. The powder may
also be restrained in an amorphous paste (e.g., vacuum grease) to prevent preferential orientation. However, preferential orientation
is nearly unavoidable in thin-film samples, thus reducing the quantity of information that can be gleaned from simple XRD
measurements on thin films. Additionally, because amorphous impurities will not appear in PXRDmeasurements, thorough checks
of purity should include techniques such as elemental analysis in addition to PXRD.

4.15.6.3.2 Single-crystal X-ray diffraction
Single crystals, with dimensions on the order of 10s to 100s of mm, can usually be characterized using laboratory diffractometers,
whereas crystals as small as 1–2 mm can be measured using synchrotron sources. Fortunately, the solution-state syntheses of many
perovskites (see Section 4.15.5.3) are easily tuned to form high-quality single crystals suitable for X-ray diffraction. Unlike PXRD,
which measures a collection of many randomly oriented crystallites, SCXRD measures the diffraction of a single crystal, including
the extra parameter of crystal orientation. This extra information provides for a reliable determination of a crystal structure with little
or no prior knowledge, thus making it a valuable technique for characterizing novel structures, for example Cs2AgBiX6 (X ¼ Cl�,
Br�).204,268 Because SCXRD only requires a single crystal, the technique requires very little sample, and it can also be used to obtain
data on a single phase selected from a phase-impure sample batch.116 However, this can occasionally result in mischaracterization,
for instance if the chosen crystal is an impurity and not representative of the bulk sample. For this reason, analysis of perovskite
structure is best carried out using both SCXRD and PXRD.

To obtain a crystal-structure solution, the crystallographer first determines the unit-cell parameters from the location of the
reflections in reciprocal space. The unit-cell parameters are then used to identify the crystal system, of which there are seven, giving
the translational symmetry of the unit cell. The symmetry of the unit cell can be further specified by examination of the pattern of
systematically absent reflections, which is used to assign the Bravais lattice, of which there are 14. After this assignment, the raw data
can be integrated, a process that involves correlating the index of each reflection (corresponding to its crystallographic plane) with
its intensity. After correcting for X-ray absorption by the crystal, the processed, or reduced, data can then be used to specify the
internal symmetry of the unit cell to give the space group, of which there exist 230 in 3D space. An atomic model is then produced
and refined against the data until satisfactory agreement is achieved. Contemporary software allows for the rapid determination of
space group and initial structure solution, after which careful manipulation of the initial solution by the crystallographer is per-
formed to obtain a final solution. While, in an ideal scenario, raw data can be transformed into a crystal-structure solution within

Fig. 17 (A) Powder X-ray diffraction (PXRD) of Cs2(NaxAg1� x)InCl6 showing the shift to lower angle with increasing Na content. (B) Lattice
parameter of Cs2(NaxAg1� x)InCl6 plotted as a function of Na content, extracted from Rietveld fitting of the PXRD data. (C) PXRD of the gold-cage
perovskite Cs8Au4InCl23. PXRD allowed for comparison of rapidly precipitated powders to slowly cooled crystals of Cs8Au4InCl23, leading to the
observation of peak splitting and symmetry reduction that was not evident in the SCXRD solution103 (unpublished data). Cu Ka radiation was used in
all cases. (A) and (B) adapted by permission from: Springer Nature, Nature, Luo, J.; Wang, X.; Li, S.; Liu, J.; Guo, Y.; Niu, G.; Yao, L.; Fu, Y.; Gao, L.;
Dong, Q.; Zhao, C.; Leng, M.; Ma, F.; Liang, W.; Wang, L.; Jin, S.; Han, J.; Zhang, L.; Etheridge, J.; Wang, J.; Yan, Y.; Sargent, E. H.; Tang, J.,
Efficient and Stable Emission of Warm-White Light From Lead-Free Halide Double Perovskites. Nature 2018, 563 (7732), 541–545. Copyright 2018.
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minutes, selection of space group and specific parameters of the solution must be carefully considered and may sometimes require
further experiments for confirmation. For example, careful studies of the low-temperature tetragonal phase of (CH3NH3)PbCl3
revealed the presence of previously unobserved reflections corresponding to the ordering of the CH3NH3

þ cations along one crys-
tallographic axis with a repeat unit of incommensurate length to the repeat unit of the PbeCl sublattice.269

4.15.6.3.3 Neutron diffraction
Though less commonly used for perovskites, neutron diffraction provides a complementary probe of atomic structure to X-ray
diffraction. X-rays primarily interact with the electron density through the electromagnetic interaction, which scales directly with
atomic number; in contrast, neutrons interact with atomic nuclei through the weaker neutron-nucleon interaction, which does
not directly scale with atomic number, making them more sensitive to many of the lighter elements to which X-rays are insensi-
tive.270 Because they interact with the atomic nuclei and scattering factors do not decrease with increasing diffraction angle, as
they do with X-rays, neutron diffraction gives better resolution of atomic position. Neutron diffraction can be performed on
powders or single crystals. For these reasons, neutron diffraction has been used to examine the structural dynamics of the organic
cation in organic-inorganic perovskites and its effects on phase transitions: while the weak X-ray scattering factors for the A-site
cation relative to the B- and X-site ions in (CH3NH3)PbX3 (X ¼ Cl�, Br�, I�) renders X-ray analysis largely insensitive to deviations
of the A-site cation from a high-symmetry position, single-crystal neutron diffraction provides structural analysis that is sensitive to
the symmetry and position of the A-site cation.271,272 However, producing neutrons at a sufficient flux for analysis is impractical at
the laboratory scale; instead, nuclear reactors and spallation sources must be used, limiting the accessibility of neutron scattering
facilities. Neutron scattering also requires a large sample mass that may be prohibitively expensive or difficult to obtain at the requi-
site size (often >1 mm) by crystallization methods that are commonly employed for perovskites (see Section 4.15.5). Though not
diffraction, strictly speaking, the incoherent scattering intensity at the “tails” of the elastic diffraction peak, corresponding to small
values of energy transfer, has beenmodeled to understand the dynamics of CH3NH3

þ in (CH3NH3)PbI3.
273 The temperature depen-

dence of these quasielastic neutron scattering (QENS) data was indicative of molecular reorientation (rather than ion diffusion)
over 1–200ps timescales; such orientation of the CH3NH3

þ dipole results in ferroelectric polarization, or spontaneous electric polar-
ization of the dipoles, in the perovskite. Ferroelectric domains have been proposed to play a role in screening the built-in electrical
potential and hysteretic current-voltage responses following polarization, thereby reducing the performance of perovskite-based
photovoltaic devices.273

4.15.6.3.4 Diffuse and total scattering
While X-ray and neutron diffraction arises from long-range atomic order, diffuse scattering can provide information about short-
range atomic (dis)order, defects, and strain fields. The diffuse scattering intensity may be analyzed independently or in concert
with the diffraction intensity, with the latter treatment being referred to as “total scattering” analysis. Diffuse scattering measure-
ments are well-suited to probe the strain fields induced by a variety of point defects, bulk defects, and photoinduced structural
dynamics. The development of pulsed, femtosecond-resolved X-ray sources and high-rate area detectors enables X-ray scattering
measurements on the timescale of lattice and charge-carrier dynamics upon photoexcitation. Recently, photoinduced strain fields,
attributed to polaron formation, were observed in the X-ray diffuse scattering from (CH3NH3)PbBr3 upon photoexcitation.274

Though access to femtosecond-resolved X-ray sources for such diffuse scattering measurements is limited, total scattering measure-
ments are generally accessible, and methods of analysis have been developed to interpret the data in terms of pair correlations.275

Referred to as pair distribution function (PDF) analysis, total scattering informs on local structure, making it useful for struc-
tures that may be partially disordered, amorphous, or exhibit anharmonicity. Structural anharmonicity refers to atomic displace-
ments or phonons that deviate from the behavior of a simple harmonic oscillator in the lattice, instead exhibiting a double-well
potential or other phenomena described by the anharmonic terms in the lattice energy. PDF analysis is a valuable complement to
PXRD or SCXRD, where the structural model derived from these data represents long-range order that is spatially and temporally
averaged. Local and dynamic coordination environments that deviate from the average structure manifest as diffuse scattering
intensity that is modeled within PDF analysis.

Several studies have shown that the structural models derived from X-ray diffraction, often a high-symmetry cubic or tetragonal
unit cell comprising a single formula unit, provide a poor fit of the PDF from X-ray and neutron total scattering measurements of
single and double perovskites. In the high-temperature cubic phase of (CH3NH3)PbI3, X-ray PDF at 350 K demonstrated that local
structure (2–8 Å interatomic distances) was modeled more accurately upon symmetry-lowering to tetragonal space groups, while
long-range structure (12–50 Å) showed averaging to the global cubic symmetry (Fig. 18).276 Indeed, a supercell model featuring
local low-symmetry motifs that average to high symmetry was proposed for (CH3NH3)PbI3 and resulted in an improved fit to
the experimental X-ray PDF.277 Signatures of anharmonicity owing to A-site cation composition and orientation, tilting of the
[BX6]

n� octahedra, and off-centering of the B-site cation have been investigated using X-ray and neutron PDF analysis of various
single and double perovskites.277–281 The stereochemical activity of the ns2 lone pair of Sn- and Pb-based perovskites, indiscernible
in the average structure from diffraction measurements, was identified as a local distortion in analysis of the X-ray PDF.280,281 The
local off-centering of Sn in the [SnBr6]

4� octahedron, as a result of the stereoactive lone pair, likely influences the material properties
and functionality of CsSnBr3.

280 This temperature-activated off-centering is observed most prominently in SneI and PbeBr
perovskites.281
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4.15.6.3.5 Inelastic X-ray and neutron scattering
Inelastic scattering occurs through the transfer of energy from the incident X-ray or neutron to the sample, or vice versa; energy loss
or gain with respect to the incident X-ray (or neutron) corresponds to phonon emission or annihilation, respectively. Thus, the high
resolution in energy and momentum enabled by modern neutron and synchrotron X-ray spectrometers allows for characterization
of the phonon properties in solid-state materials. Strong coupling between these phonons and photoexcited charge carriers have
been proposed to explain several of the unique optoelectronic properties of perovskites. Thus, the characterization of phonon
dispersion and lifetimes affords an improved understanding of charge-carrier dynamics and scattering processes.276,282–284 Phonon
lifetimes are also relevant to heat transport, and the observation of ultralow thermal conductivity in organoammonium perovskite
compositions has motivated their application as thermoelectrics.282,283,285 Materials that exhibit the thermoelectric effect may effi-
ciently convert temperature gradients to an electric potential, and vice versa. Specific phonon modes relevant to symmetry-lowering
distortions and octahedral tilting instabilities have been studied for their relevance to phase transitions and ferroelectric polariza-
tion.286,287 The majority of the inelastic X-ray and neutron scattering studies on perovskites have been performed on (CH3NH3)PbI3
and its deuterated counterpart, (CD3ND3)PbI3. The choice between X-ray and neutron methods is a tradeoff between beam damage
and composition considerations: neutron scattering is often preferred to mitigate X-ray-induced damage, particularly for organo-
ammonium perovskites. For sufficient inelastic neutron scattering signal, however, a large (gram-scale) sample mass is required.
The large incoherent scattering cross section of hydrogen yields significant background that further complicates the analysis of
inelastic neutron scattering. Thus, deuteration of the organoammonium A-site cation is often required to minimize these effects,
exacerbating cost and crystal-growth limitations. Inelastic neutron scattering can additionally provide information about the
magnetic sublattice of a sample, though this has thus far seen little application in perovskites.

Fig. 18 Schematic representations of: (A) an average cubic perovskite structure with a methylammonium A-site cation disordered over multiple
positions/orientations; (B) a local lower-symmetry perovskite structure, where the A-site cation is oriented along a single axis. (C) Experimental X-ray
pair distribution functions from total scattering measurements of (CH3NH3)PbI3 at 350 K (purple), cubic (space group Pm�3m) and tetragonal (space
groups I4/mcm and I4cm) model fits (blue), and scaled residuals (orange); the data are separated into low-r (2–8 Å, left) and high-r (12–50 Å, right)
to guide the eye and differentiate between local and long-range correlations. Adapted with permission from Beecher, A. N.; Semonin, O. E.; Skelton,
J. M.; Frost, J. M.; Terban, M. W.; Zhai, H.; Alatas, A.; Owen, J. S.; Walsh, A.; Billinge, S. J. L., Direct Observation of Dynamic Symmetry Breaking
above Room Temperature in Methylammonium Lead Iodide Perovskite. ACS Energy Lett. 2016, 1 (4), 880–887, https://doi.org/10.1021/acsenergylett.
6b00381. Copyright 2016 American Chemical Society. Permissions related to this material should be directed to the ACS.

530 A practical guide to Three-dimensional halide perovskites: Structure, synthesis, and measurement

https://doi.org/10.1021/acsenergylett.6b00381
https://doi.org/10.1021/acsenergylett.6b00381


4.15.6.3.6 Other X-ray scattering techniques
The high flux of modern synchrotron and free-electron-laser X-ray sources, combined with high-rate area detectors, allows the collec-
tion of a 2D X-ray scattering pattern in a second or less. Thus, processes ranging from femtosecond-scale photoinduced structural
dynamics274 (see Section 4.15.6.3.4) to crystallization that evolves over the course of hours can be monitored in a time-resolved
fashion using X-ray scattering techniques. An X-ray scattering pattern collected on an area detector captures a range of reciprocal
space, defined by the wavelength of the radiation, the detector position, and the sample geometry, and includes intensity contribu-
tions from diffraction and diffuse scattering. These measurements, often collected in grazing-incidence (GI) geometry, are classified
as wide-angle X-ray scattering (WAXS) and small-angle X-ray scattering (SAXS) depending on the regime of scattered X-rays collected
at the detector. The scattering vector, q, is defined by the difference in scattered and incident wavevectors, kf and ki, and its magnitude
is related to the distance between scatterers (d), wavelength (l), and the scattering angle (q):

q ¼ kf � ki (10)

q ¼ qj j ¼ 2p
d

¼ 4psinq
l

(11)

At small q, generally q < 0.5 Å�1 (d > 12.6 Å), the SAXS intensity is dominated by scattering from ordered superstructures and
diffuse scattering at the nano- and microscale. The SAXS intensity, in addition to the structure factor, contains a morphological
contribution and thus comprises information on particle (or grain) size and shape. For instance, the internal microstructure evolu-
tion and grain-size distribution within thin films of (CH3NH3)Pb(ClxI1� x)3 has been monitored using in situ GISAXS during
conversion and annealing steps for various deposition techniques, including a one-step deposition from a solution of the precur-
sors288 and a two-step film conversion (see Section 4.15.5.4) from a PbI2 layer to the perovskite.289 In contrast, the WAXS intensity
comprises diffuse scattering and X-ray diffraction from crystalline order at the atomic scale (q > 0.5 Å�1; d < 12.6 Å). GIWAXS has
also been used to investigate thin-film formation and crystallization dynamics, particularly through analysis of: (i) in situ
isothermal or variable temperature diffraction, or (ii) the degree of textured diffraction, indicating preferential orientation of crys-
tallites. In situ diffraction has captured the transitions from solution to crystalline intermediate(s) to perovskite, as a function of
time and temperature, informing on the optimal precursor and processing conditions.290,291 Texture analysis differentiates the
mechanism of various two-step film deposition methods (see Section 4.15.5.4), where the orientation of the eventual perovskite
film is dictated by the nature of the PbI2 film conversion: a solid-vapor reaction with (CH3NH3)I yields no preferential orientation,
while reaction with a concentrated (CH3NH3)I solution yields an oriented film.292

4.15.6.4 X-ray absorption spectroscopy

X-rays of sufficient energy can be absorbed by atoms to excite core-level electrons to unoccupied states; the transition energies are
specific to each element and the ionization energies of its core electrons.293 As the incident X-ray energy approaches and reaches the
transition energy, an abrupt absorption event is observed, often referred to as an absorption “edge” (Fig. 19A). Using monochro-
matic X-rays, such as those from a synchrotron source after passing through a monochromator, the absorption of a sample as a func-
tion of incident X-ray energy produces an X-ray absorption spectrum. Absorption is commonly measured either directly in
a transmission geometry or from the fluorescence yield after an electron relaxes to fill the low-lying core hole and emits a photon.

Fig. 19 (A) Calculated mass attenuation coefficient for Sn near the LIII edge, with the full L-edge energy range inset293; (B) Sn LIII-edge X-ray
absorption near-edge structure (XANES) spectra of Sn-alloyed Cs2AgBiBr6 and CsSnIIBr3 and Cs2SnIVBr6 standards. LCF denotes a linear-combination
fit of the spectra of the two standards to that of Sn-alloyed Cs2AgBiBr6. Adapted from Lindquist, K. P.; Mack, S. A.; Slavney, A. H.; Leppert, L.; Gold-
Parker, A.; Stebbins, J. F.; Salleo, A.; Toney, M. F.; Neaton, J. B.; Karunadasa, H. I., Tuning the Bandgap of Cs2AgBiBr6 Through Dilute Tin Alloying.
Chem. Sci. 2019, 10 (45), 10620–10628 - Published by The Royal Society of Chemistry.
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Analysis of these characteristic emission lines, X-ray emission spectroscopy, is a complementary technique but so far not widely
applied to the study of perovskites. The X-ray absorption spectrum is commonly treated in two energy ranges corresponding to
distinct absorption phenomena: X-ray absorption near-edge structure (XANES) refers to energies at and near the atomic absorption
edge, while energies above the edge are used for extended X-ray absorption fine structure (EXAFS) analysis. XANES data are most
often compared to standards to give information about the oxidation state and coordination geometry of the absorber element in
the sample. EXAFS data can be modeled to provide information about coordination geometry, bond lengths, and the identities of
the coordinated atoms. More details regarding the principles of X-ray absorption spectroscopy (XAS) can be found in the following
references.294,295

XAS measurements are generally nondestructive and can be carried out on almost any element and a variety of sample morphol-
ogies, including crystals, powders, thin films, liquids, and gases, and held in various sample environments during measurement,
including under inert or reactive gases and under variable temperature. The element specificity provided by XAS allows the tech-
nique to probe a specific component of the perovskite structure. For example, a small amount of Cl alloyed into Pb–I perovskites
has been shown to improve their photovoltaic performance. XANES measurements at the Cl K edge on thin films of these alloyed
perovskites gave insight into the reaction pathways occurring during film deposition and verified that Cl incorporates into the perov-
skite structure, helping to improve understanding of the effects of additives on photovoltaic performance.296 The utility of XAS for
alloyed samples was further cemented when powders of Cs2AgBiBr6 alloyed with Sn were revealed to contain a mixture of Sn2þ and
Sn4þ from XANES measurements, providing valuable information used to understand the electronic consequences of Sn alloying in
Cs2AgBiBr6 (Fig. 19B).

116 Similar to PDF analysis, EXAFSmeasurements excel where long-range atomic order is lacking or represents
an average of multiple local configurations disordered over long range: for example, EXAFS measurements uncovered the local coor-
dination environment of Au in the partially disordered gold-cage perovskites, Cs8Au4MX23, allowing for an accurate description of
the crystal structure of these compounds.103 XAS measurements can also be coupled with a photoexcitation of the sample in an
optical pump–X-ray probe scheme, giving structural information about the excited state. Measurements of this type have been
used to study the dynamics of charge carriers in Pb-based perovskite nanocrystals.297

4.15.6.5 Photoemission spectroscopy

4.15.6.5.1 X-ray photoelectron spectroscopy
Like XAS, X-ray photoelectron spectroscopy (XPS) exploits the absorption of X-rays by core-level electrons in atoms. However, while
XAS measures the attenuation of the incident X-rays, XPS measures the quantity and energies of the ejected photoelectrons, which
are characteristic of the elemental identity, oxidation state, and coordination environment (Table 5). Approximations of relative
elemental abundance within a sample are determined from the intensities of the signal from each element (corrected with relative
sensitivity factors) with precision in the range of parts per hundred to parts per thousand. A distinguishing feature of XPS is its
surface sensitivity: the escape depth of photoelectrons is in the range of 1–20 nm, depending on the nature of the sample. To probe
below the surface of a sample, most XPS instruments are equipped with a sputtering gun that emits high-energy particlesdsuch as
single Arþ ions, ionized clusters of Ar atoms, or C60dthat can etch the sample surface.

XPS is commonly used for elemental quantification and to analyze the oxidation state of metals in perovskites, particularly in
thin-film samples, where producing an adequate mass of sample for bulk elemental analysis may be labor intensive. The utility of
XPS for bulk characterization of perovskites is severely limited because the composition of a surface often differs significantly from
the interior and sputtering may damage the sample and alter its composition. Therefore, the measurements described in Section
4.15.6.2 are far more reliable for elemental analysis of bulk perovskites. However, the surface sensitivity of XPS is exploited to garner
information about the elemental composition of the surface of a sample, for example to determine the species formed upon reac-
tion of an electrode with the perovskite film.298 With sputtering, XPS can measure the composition of a sample as a function of
depth, for example in an alloyed thin-film sample that may have an uneven distribution of elements or in a multilayer

Table 5 Summary of photoelectron spectroscopies.

Technique Particles involved

Typical incident

energy Information content

X-ray photoelectron spectroscopy (XPS) X-ray in; e� out 1–4 keV Chemical state,
composition

Ultraviolet photoelectron spectroscopy (UPS) UV photon in; e� out 5–500 eV Valence-band energy
Angle-resolved photoemission spectroscopy
(ARPES)

UV photon or X-ray with known angle in; e� out 5–4000 eV Electronic band structure

Inverse photoelectron spectroscopy (IPS) e� in; photon out 8–20 eV Energy of unoccupied
states

Auger electron spectroscopy (AES) e� in; e� out (Auger process) 1–5 keV Chemical composition
Electron energy loss spectroscopy (EELS) e� in; e� out 1–5 keV Phonons, vibrations

Adapted with permission from Goncharova, L. V. Photoelectron spectroscopies. In Basic Surfaces and Their Analysis; Goncharova, L. V., Ed. Morgan & Claypool Publishers: San Rafael,
CA, 2018. 6-1–6-17. Copyright 2018 Morgan & Claypool Publishers. All rights reserved.
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optoelectronic device that may have interfacial atomic diffusion.299–301 While the binding energy of a signal can be compared to
reported values to extract information about the oxidation state and coordination environment of an element, this value is subject
to significant error due to difficulty in alignment.302,303 Because XPS involves photoionization of electrons, for electronically insu-
lating samples like many perovskites, continuous X-ray flux will induce local charging which erroneously decreases the kinetic
energy of ejected electrons due to attraction to the positively charged surface. Charge can be roughly compensated by using an elec-
tron flood gun, but the corrections are on the order of binding energy shifts due to changes in oxidation state and coordination
environment. Additionally, the binding energy is relatively insensitive to oxidation state and coordination environment for
some elements, such as Sn.304 Therefore, while XPS can provide an approximate characterization of the elemental abundance
and chemical environments of the elements in a perovskite sample, other techniques such as ICP elemental analysis and XAS anal-
ysis of coordination environment are more suitable for precision studies.

4.15.6.5.2 Ultraviolet photoelectron spectroscopy
Ultraviolet photoelectron spectroscopy (UPS) relies on the same principles as XPS but operates using lower-energy ultraviolet exci-
tation instead of X-ray excitation. Instead of exciting core electrons, ultraviolet light excites transitions of the valence electrons,
providing information about the electronic structure of a semiconductor and the absolute energy of its valence band maximum.
The information obtained from UPS can be complemented with inverse photoemission spectroscopy (IPES), a technique where
electrons of a well-defined energy bombard the sample and couple to states well within the conduction band. These electrons subse-
quently decay to lower-energy states within the conduction band; some of these decay processes are accompanied by emission of
photons, which are measured by the analyzer. Whereas UPS gives information about the valence band, IPES gives information
about the conduction band (Table 5). Thus, combining UPS and IPES datasets, often along with modeling and computation, gives
a complete picture of the density of states near the band extrema and their absolute energies.305 However, like XPS, UPS and IPES are
highly surface-sensitive; therefore, great care must be taken to avoid contamination of the surfaces, for instance by maintaining an
inert atmosphere above the sample. Like XPS, UPS also requires precise alignment of the spectrum onset. Many perovskites are too
insulating to measure accurately in bulk materials (i.e., powder and crystal samples); instead, measurements must be carried out on
thin-film samples deposited on sufficiently conductive substrates (e.g., ITO, FTO) to reduce charging effects.

For perovskite devices, the absolute energies of the band extrema are important values for choosing a device architecture, as each
layer must have appropriate energy alignment to yield a high-efficiency device. UPS and IPES have been used to characterize the
absolute energy positions of many of the most common perovskite absorber compositions (Fig. 20).37,176 UPS has been used to
improve the performance of a photovoltaic cell by investigating the energy alignment of the perovskite layer with adjacent

Fig. 20 Representative UPS and IPES spectra of 18 metal-halide perovskites. For easier comparison, the curves are vertically offset and the high-
energy cutoffs are aligned at the excitation energy of 21.22 eV, marked by line (A). Lines (B–D) indicate characteristic features in the DOS,
corresponding to the position of Csþ, MA, and FA related states, respectively. The extracted positions of the VBM and CBM are given by black
vertical markers, and the Fermi level positions are marked by triangles. Note that for IPES measurements only the smoothed data trend is shown.
MA ¼ CH3NH3

þ, FA ¼ NH2CHNH2
þ. Reprinted from Tao, S.; Schmidt, I.; Brocks, G.; Jiang, J.; Tranca, I.; Meerholz, K.; Olthof, S., Absolute Energy

Level Positions in Tin- and Lead-Based Halide Perovskites. Nat. Commun. 2019, 10 (1), 2560 - Published by Springer Nature under Creative
Commons Attribution 4.0 International License: http://creativecommons.org/licenses/by/4.0/.
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electron/hole transport layers in the device stack.306 The dependence of band extrema on the halide composition of perovskites has
been studied with photoelectron spectroscopy, yielding experimental confirmation of computed electronic structures.307 Similarly,
dopants can be used to tune the surface electronics of perovskite devices, as shown with UPS measurements, to improve the energy
alignment with the adjacent layers.308

4.15.6.5.3 Angle-resolved photoemission spectroscopy
A further extension of XPS and UPS is realized by collecting angle-resolved data, a technique referred to as angle-resolved photo-
emission spectroscopy (ARPES). In contrast to the 1D estimation of the density of states provided by UPS, angle-resolved measure-
ments can provide 2D band structures and represent the most direct experimental techniques available to probe electronic band
structure. This can use either X-ray or ultraviolet excitation and is often named angle-resolved ultraviolet photoelectron spectroscopy
(ARUPS) when ultraviolet excitation is used (Table 5).

For angle resolution to provide meaningful data, a single-crystalline sample with a known orientation must be measured. A
clean, nearly atomically flat surface free of contaminants with a surface area of at least �1 mm � 1 mm is also required. Samples
that fulfill these requirements are typically large, freshly cleaved single crystals or epitaxially grown, single-crystalline films. While
ARPES has not been extensively applied to perovskites, the technique has been used to map the electronic band structure of Pb-
based perovskites and confirms computational predictions.309 More details on the principles of photoemission spectroscopy can
be found in the following reference.310

4.15.6.6 Optical, vibrational, nuclear, and electronic spectroscopy

4.15.6.6.1 Ultraviolet-visible-near infrared spectroscopy
4.15.6.6.1.1 Introduction
The ultraviolet-visible-near infrared (UV-vis-NIR) portion of the electromagnetic spectrum can excite valence electrons. The inter-
action of a semiconductor with UV-vis-NIR radiation not only determines its utility in an optoelectronic device but can also be
used as a generally non-destructive probe of its fundamental characteristics. While UV-vis-NIR spectroscopy can reveal features
such as excitonic and charge-transfer absorption, perhaps the most important characteristic of a perovskite that can be derived
from UV-vis-NIR spectroscopy is its bandgap energy. A bandgap energy is often extracted from a Tauc plot, a common transforma-
tion of absorption data obtained from a variety of measurement techniques, some of which are described below. This method was

introduced by Jan Tauc in 1966 and involves plotting ahyð Þ1r versus photon energy, hy, where a is the absorption coefficient of the
absorbing material and r is a constant. The value of r differs based on the nature of the bandgap: ½ for direct transitions and 2 for
indirect transitions.311 In theory, the Tauc plot should give one linear region for a direct transition and two distinct linear regions for
an indirect transition; the lower- and higher-energy linear regions for an indirect transition correspond to absorption of a photon
coupled to the emission or absorption of a phonon, respectively. Therefore, linear fits to these two regions provide an estimate of the

bandgap energy when extrapolated to ahyð Þ12 ¼ 0, where the average of the two values is taken as the bandgap energy for an indirect
transition. Similarly, an extrapolation of a linear fit to (ahy)2 ¼ 0 for the single linear region of a direct transition gives the bandgap
energy. This method was originally developed for amorphous semiconductors and relies on several assumptions that do not neces-
sarily hold true for crystalline semiconductors; therefore, improvements to the method have been attempted.312,313 However, the
Tauc plot remains the most widely usedmethod of bandgap energy determination for perovskites. UV-vis-NIR spectroscopy can also
be performed at varied temperatures to get information about sub-bandgap-energy absorption, which may follow the Urbach rule:

a Eð Þ ¼ a0e

�
�s

E0�E
kBT

�

(12)

where E is the photon energy, E0 and a0 are constants, and s is the temperature-dependent steepness parameter which describes the
steepness of the absorption edge.314 Such analysis may help distinguish defect-based absorption from band-to-band absorption.183

Low temperatures reduce the effects of thermal broadening and therefore help to distinguish nearby or overlapping absorption
features. In addition, many UV-vis-NIR spectroscopy techniques can be combined with microscopy to provide spatially resolved
information. Analytical chemistry textbooks, including the following reference,315 offer more detailed discussions of optical
spectroscopy.

4.15.6.6.1.2 Transmission
The most straightforward method to measure absorption as a function of photon energy is to directly measure the attenuation of
monochromatic light as it transmits through a sample using a spectrophotometer (Fig. 21). To obtain quantitative data, the baseline
absorption that arises from the instrument’s optics and the sample mount must be subtracted from the spectrum. Transmission UV-
vis-NIR spectra typically take only a few minutes to collect and require few assumptions for data analysis. Transmission UV-vis-NIR
follows the general formula:

It ¼ I0e�ad (13)
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where It and I0 are the intensity of the transmitted light and the intensity of the incident light, respectively, and d is the path length
that light travels through the absorbing material. The percent transmittance, %T, is measured as It

I0
� 100%, and the commonly used

unit of absorbance, A, is related to %T via the equation:

A ¼ 2� log%T (14)

Dilute solutions follow the Beer-Lambert law:

A ¼ 3dc (15)

where 3is the molar absorptivity and c is the concentration of the absorbing material.
Most halide-perovskite sample morphologies will not allow for adequate light transmission due to complete attenuation or scat-

tering of the incident beam; however, thin films of thickness �10–1000 nm can typically be measured using transmission UV-vis-
NIR spectroscopy. The transmission is attenuated by absorption, reflection, and scattering of light; therefore, the obtained spectrum
represents a convolution of these processes. For high-quality thin films, the contribution of scattering is negligible, and the contri-
bution of reflectance can be minimized with a proper background subtraction, thus having a minimal effect if carried out properly.
Transmission UV-vis-NIR spectroscopy is a routine measurement used to characterize the bandgap energies of perovskite thin
films,38 including alloyed compositions.110,316,317 Tests of long-term stability for devices may also utilize transmission UV-vis-
NIR spectroscopy, though it should be considered as only one facet of a comprehensive examination of stability.110,316–318 The
magnitude of UV-vis-NIR transmission can be used to qualitatively assess the surface coverage and overall quality of perovskite
thin films.319 High-bandgap perovskites have been considered for use as transparent and semitransparent photovoltaic devices,
for which transmission UV-vis-NIR spectroscopy is an important test to measure the transparency of the device.320,321

Transmission UV-vis-NIR spectra can also be collected on thin single crystals. In practice, bulk single crystals of perovskites of
suitable lateral dimensions and mechanical stability will have a thickness of at least �10 mm; thus, the total absorption at photon
energies above the bandgap energy will be too large for a spectrophotometer to measure. The data will therefore accurately represent
only the low-energy, sub-bandgap-energy region where absorption coefficients are low, which provides information relevant to
defect-based absorption (see Section 4.15.6.6.1.1). This analysis, carried out at various temperatures, has been used in perovskite
single crystals to identify the source of weak sub-bandgap-energy absorption.183

4.15.6.6.1.3 Diffuse reflectance
Solid powder samples typically cannot be measured using transmission UV-vis-NIR spectroscopy because they completely absorb
and scatter the incident light. Instead of measuring the transmitted light, diffuse reflectance UV-vis-NIR spectroscopy measures the
light scattered by the sample. This is measured by using an integrating sphere, a roughly spherical sample enclosure with a highly

Fig. 21 Simplified diagram of the components and geometry for UV-vis-NIR measurements: transmission (top) and diffuse reflectance (bottom).
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scattering coating, such as a fine powder of polytetrafluoroethylene, and a detector that is positioned inside the sphere such that it is
distant from the path of the incident beam (Fig. 21).

Ideally, the scattered light represents all the light that was not absorbed by the sample and can thus be used to calculate an
absorption spectrum. The Kubelka-Munk transformation was developed in 1931 to transform diffuse reflectance UV-vis-NIR spectra
from percent reflectance, %R, to a pseudo-absorption coefficient, a. The relationship is often simplified as follows:

a ¼ ð1� RÞ2
2R

(16)

where R is the fractional reflectance. Like the Beer-Lambert law for solution-state transmission UV-vis-NIR spectroscopy, this
transformation holds only for dilute samples with small particle sizes. Therefore, sample powders should be diluted in a mull with
a highly scattering powder, such as BaSO4. Samples that are too concentrated, such as neat powders, or samples with a large particle
size will distort the resulting spectra (Fig. 22): features with low a will be overestimated and features with high a will be under-
estimated and have flattened peaks. There have been attempts to improve this transformation, but the original equation remains in
use today.322

Because the synthesis of phase-pure powders is often easier than that of thin films, diffuse reflectance UV-vis-NIR spectroscopy is
commonly used for bandgap determination for novel perovskite compositions,99,204,322 including alloyed compositions.112

However, particular care must be taken for dilute alloys, as they often exhibit weak low-energy absorption that can be overestimated
by diffuse reflectance UV-vis-NIR spectroscopy. Therefore, to distinguish between sub-bandgap trap states and a decreased bandgap
in an alloyed perovskite, diffuse reflectance measurements should be complemented by other optical absorption tech-
niques.115,116,323,324 Diffuse reflectance UV-vis-NIR spectra can be measured on thin-film samples to deconvolute absorption
from scattering: because all scattered and transmitted light is collected by the detector in an integrating sphere, any decrease in
measured light intensity relative to the reference can be ascribed to absorption by the perovskite film;37 this is particularly useful
when combined with transmission UV-vis-NIR spectra.127,318

4.15.6.6.1.4 Single-crystal reflectance
Using a large single crystal with a highly reflective surface, UV-vis-NIR spectra can be collected by measuring the specular reflectance,
as opposed to the diffuse reflectance from a highly scattering powder. Like a transmission measurement, the attenuation of the re-
flected light is measured as a function of photon energy to give a reflectance spectrum with units of %R. If polarized light is used, the
incident beam can be oriented to probe specific interactions within a single crystal with a known structure and orientation. For
example, the double perovskite Cs2AuAuI6 has been examined with polarized single-crystal reflectance UV-vis-NIR spectroscopy
to determine the atomic orbitals involved in the Auþ to Au3þ intervalence charge transfer.325

4.15.6.6.1.5 Spectroscopic ellipsometry
Whereas reflectance-based UV-vis-NIR spectroscopy is sensitive to the attenuation of the reflected light, spectroscopic ellipsometry
measures the change in polarization of the specular reflection. The interaction of a reflective sample, such as a thin film or large
single crystal, with the amplitude and phase of the polarized incident light must be modeled to obtain the thickness, surface

Fig. 22 UV-vis-NIR diffuse reflectance spectra of: (A) Cs2AgTlCl6; (B) Cs2AgTlBr6. The redshift of the absorption edge is due to the sensitivity of
reflectance measurements to particle size and indicates the presence of a weakly absorbing defect species. It does not indicate significant differences
in absorption properties between the samples. The smallest particle size was used to determine the bandgap. Reprinted with permission from
Slavney, A. H.; Leppert, L.; Saldivar Valdes, A.; Bartesaghi, D.; Savenije, T. J.; Neaton, J. B.; Karunadasa, H. I., Small-Band-Gap Halide Double
Perovskites. Angew. Chem. Int. Ed. 2018, 57 (39), 12765–12770. Copyright 2018 John Wiley and Sons Publishers.
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roughness, index of refraction, and absorption coefficient of a sample. Films of nearly any thickness, ranging from <1 nm to
�10 mm can be measured using spectroscopic ellipsometry. For perovskites, ellipsometry has found use as a probe of high-
energy electronic transitions with strong absorption coefficients and to quantify the index of refraction and absorption coefficient,
important parameters for device architecture.326–328 Because of its insensitivity to low-intensity absorption, ellipsometry has also
been employed to distinguish bandgap shifts from sub-bandgap defect-based absorption in alloyed perovskites.323

4.15.6.6.1.6 Transient absorption
Transient absorption spectroscopy (TAS), also called flash photolysis, is a type of pump-probe spectroscopy that measures changes
in light absorption, in the femtosecond to nanosecond time scales, after excitation. These measurements probe changes in the
excited state of a material including vibrational and electronic processes. TAS measurements may be made as a function of time
delay after initial excitation and as a function of wavelength. TAS has been applied to perovskites to study their charge-carrier
dynamics: for instance, in the seminal 2012 report by Nam-Gyu Park and coworkers, femtosecond TAS was used to assess charge
extraction and carrier dynamics in their devices to choose an appropriate architecture, a common application of the technique to
perovskites.37 TAS can also serve as a probe of charge-carrier trap density for alloyed or otherwise modified perovskite films and
devices, or as a probe of degradation over time.329,330 The dynamics of charge carriers relaxing to the ground vibrational state of
an excited electronic state have been studied extensively in perovskites using TAS: a phenomenon called “phonon bottleneck,”
where the relaxation of charge carriers to the band extrema is prolonged at high concentrations of charge carriers, has been observed
in perovskites and has implications for increased photovoltage in photovoltaic devices.331 Additionally, mixed-halide perovskites
have been examined with TAS to distinguish the segregated Br-rich and I-rich regions of the sample and to confirm that halide segre-
gation has (or has not) occurred (see Section 4.15.7.4).332,333

4.15.6.6.1.7 Advanced techniques
All crystalline semiconductors above 0 K exhibit a nonzero population of point defects, some of which may contribute electronic
states within the bandgap. A photon of sufficient energy can excite an electron from the valence band into these defect states, result-
ing in optical absorption at energies below the bandgap energy. Photothermal334 and photoacoustic335 spectroscopies measure the
heat produced from non-radiative recombination in semiconductors following an optical absorption and are highly sensitive to
weak absorption. Here, all absorbed photons are assumed to convert into heat, which is a reasonable assumption for sub-
bandgap absorption.334 Photothermal deflection spectroscopy (PDS) uses an optical probe to measure the change in the index
of refraction of a sample, or of a deflection medium in thermal contact with the sample, as a function of wavelength (Fig. 23). Pho-
toradiometry is a similar technique that directly measures the infrared (heat) emission following optical absorption. Photoacoustic
spectroscopy (PAS) measures the pressure wave that propagates through a sample upon localized heating as a result of optical
absorption. Fourier-transform photocurrent spectroscopy (FTPS) measures the photocurrent as a function of incident photon
energy, relying on the assumption that all absorbed photons generate measurable photocurrent.

Fig. 23 Simplified diagram of a setup for transverse photothermal deflection spectroscopy. Adapted with permission from Jackson, W. B.; Amer, N.
M.; Boccara, A. C.; Fournier, D., Photothermal Deflection Spectroscopy and Detection. Appl. Opt. 1981, 20 (8), 1333–1344. Copyright 1981 The
Optical Society.
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These techniques boast superior sensitivity to transmission measurements: absorption coefficients as low as 10�3 cm�1 can be
measured in an ideal case and coefficients of 1 cm�1 are routinely detected, a 1–4 order-of-magnitude improvement over transmis-
sion spectroscopy of solid samples. Additionally, they do not convolute absorption, scattering, and reflection, as with transmission
spectroscopy. However, they rely on assumptions about the relaxation pathway of the photoexcitation that may not hold true for
every sample. They require more in-depth sample preparation than transmission measurements, but some techniques can be used
for both large single crystals and thin films. These techniques excel at measuring sub-bandgap-energy absorption events with low
absorption coefficients but are inferior to transmission spectroscopy and spectroscopic ellipsometry for measuring absorption with
strong absorption coefficients. Indeed, for perovskites, they have primarily been used to measure Urbach (defect) energies of thin
films, an important parameter for device performance.336 PDS, for example, has been used to correlate Urbach energy with halide
composition in mixed-halide perovskites.337 Similarly, the high sensitivity of photocurrent spectroscopy has been used to probe
halide segregation in thin films of (CH3NH3)Pb(Br0.4I0.6)3 (Fig. 24; see Section 4.15.7.4).127

4.15.6.6.2 Photoluminescence spectroscopy
4.15.6.6.2.1 Introduction
When a semiconductor absorbs a photon of energy greater than its bandgap, Eg, an electron may be excited to the conduction band
(see Section 4.15.4.1). This excited electron may relax to the ground state by recombination with the hole left in the valence band;
this process must be accompanied by a release of energy, e.g., as light or as heat. While UV-vis-NIR spectroscopy measures the light
absorbed by a sample, photoluminescence (PL) spectroscopy measures the light emitted by a sample upon photoexcitation, thereby
providing complementary information. Typically operating in the UV-vis-NIR portion of the electromagnetic spectrum, PL spectros-
copy is an important probe of electronic structure and provides an early indication of a material’s optoelectronic performance,
particularly as a component in light-emitting devices. In 3D perovskites, the PL often arises from band-to-band recombination
of charge carriers, thus PL spectroscopy can provide a rough measure of bandgap energy. However, some energy is lost to nonra-
diative pathways, most often to vibrational relaxation: this results in a decrease in the energy of the emitted photon relative to
the energy of the absorption onset or bandgap. This energy difference between the absorption and emission processes is called
the Stokes shift and is typically in the range of 10–100 meV for band-to-band PL in perovskites (Fig. 25A). In addition, more
complex decay pathways can result in PL, such as defect-mediated luminescent recombination, excitonic (electrostatically bound
electron-hole pair) emission (Fig. 25B), and emission from dopant species. Therefore, although PL spectroscopy can reveal
much about the optoelectronic properties of perovskites, it should not be used as the sole method of bandgap determination.
Many PL spectroscopy techniques can be combined with microscopy to provide spatially resolved information. PL intensity is
commonly presented as a function of wavelength; units of energy (e.g., eV), however, are more appropriate for quantitative spectral
analysis. In theory, a Gaussian lineshape, as a function of energy, is expected from emission resulting from band-to-band charge-
carrier recombination. To convert between units of wavelength and energy, the Jacobian transformation must be used to account for
the non-linear relationship between wavelength and energy.338 We note that the Jacobian transformation is only required for non-
ratiometric techniques, such as steady-state PL spectroscopy. Ratiometric techniques, where the output signal is measured as a ratio
of the input signal, such as UV-vis-NIR transmission spectroscopy or PL excitation spectroscopy, do not require this transformation.
More information about PL spectroscopy may be found in the following reference.339

Fig. 24 Photocurrent spectra of a thin film of (MA)Pb(Br0.4I0.6)3 before (black) and after (red) white-light soaking for 5 min at 100 mW cm�2 and
post-light soaking after 1 h in the dark (blue). A scaled spectrum of a thin film of (MA)Pb(Br0.2I0.8)3 is shown for comparison (dashed green).
MA ¼ CH3NH3

þ. Reprinted from Hoke, E. T.; Slotcavage, D. J.; Dohner, E. R.; Bowring, A. R.; Karunadasa, H. I.; McGehee, M. D., Reversible Photo-
Induced Trap Formation in Mixed-Halide Hybrid Perovskites for Photovoltaics. Chem. Sci. 2015, 6 (1), 613–617 - Published by The Royal Society of
Chemistry.
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4.15.6.6.2.2 Steady-state photoluminescence
A standard PL spectrometer uses two monochromators or sets of monochromators: one to select the photoexcitation wavelength
from a broad-spectrum light source and another to measure the PL from the sample. To obtain a PL spectrum, the intensity of
the emission from the sample is measured as a function of wavelength using the detector monochromator. In contrast, a PL exci-
tation spectrummeasures the intensity of PL emission from the sample at a single wavelength as a function of photoexcitation wave-
length, i.e., the photoexcitation monochromator is scanned to give the spectrum. These techniques give complementary
information that can help to reveal the origin of PL from a sample. In a straightforward case, the PL emission is a single, relatively
narrow Gaussian peak with a small Stokes shift, and an excitation spectrummonitoring the emission at its maximumwill match the
absorption spectrum, as is the case for (CH3NH3)PbX3 (X ¼ Cl�, Br�) (Fig. 25A).340,341 In some impurity-doped perovskites, such
as the double perovskite Cs2(Na0.40Ag0.60)InCl6 alloyed with Bi3þ, the PL emission appears warm white and the radiative pathways
are more complex (Fig. 25B).239 In Sb3þ-alloyed Cs2NaInCl6 and Cs2KInCl6, PL spectra have demonstrated how changing the local
geometry of the host perovskite can shift the energy of the emission from the Sb3þ impurity.342 PL excitation spectroscopy can also
be used to investigate the origin of unusual PL, e.g., to show that the PL “blinking” in (CH3NH3)PbI3 arises from photoinduced
degradation of the perovskite.343

Though PL spectroscopy can be measured on both solid and liquid samples, special care must be taken whenmeasuring solids to
avoid artifacts from reflections, particularly with low-intensity emitters. For instance, the higher harmonics of the excitation source
can lead to spurious features occurring in the PL spectrum at integer-multiple wavelengths of the excitation wavelength. Addition-
ally, weak background fluorescence from components of the spectrometer or the sample mount can become competitive in intensity
with the sample emission for low-intensity emitters. These issues can be mitigated by selection of non-luminescent sample mounts
and judicious use of high-pass, low-pass, and band-pass optical filters.

4.15.6.6.2.3 Advanced techniques
PL spectra contain information beyond the emission energy and width. For instance, the dependence of PL intensity on excitation
fluence offers insight into the origin of the PL emission: a sublinear dependence of intensity on excitation fluence suggests emission
from defects, as the PL intensity should stop increasing as the defect-based trap states are saturated at high excitation fluences. A
linear or superlinear dependence supports emission from the bulk material, although the lifetime of the PL and the magnitude
of excitation fluence must be taken into account to eliminate a defect-based origin.344,345 Fluence-dependence analysis has been
used to support the origin of the broad PL of the white-light emitting Bi-alloyed Cs2(Na0.40Ag0.60)InCl6 as not arising from
defects.239 Low-temperature measurements often take advantage of enhanced PL quantum yield (PLQY) owing to reduced contri-
butions from nonradiative decay pathways involving phonons and molecular vibrations. However, varying temperature may also
cause the PL features to change (e.g., narrowing of vibrationally broadened PL) or new PL features to arise (e.g., due to a crystallo-
graphic phase change). Indeed, vibrational broadening of the PL can be modeled to extract information about the lattice phonon
modes that couple to the radiative electronic transition. At low temperatures, the Franck-Condon model of a phonon-coupled

Fig. 25 Absorption spectra (solid lines) and steady-state photoluminescence spectra (dashed lines) for: (A) (CH3NH3)PbX3 (X ¼ Br�, I�); (B)
Cs2(Na0.40Ag0.60)InCl6. Inset: photograph of a thin film of Cs2(Na0.40Ag0.60)InCl6 under UV excitation. (A) Adapted from Richter, J. M.; Abdi-Jalebi,
M.; Sadhanala, A.; Tabachnyk, M.; Rivett, J. P. H.; Pazos-Outón, L. M.; Gödel, K. C.; Price, M.; Deschler, F.; Friend, R. H., Enhancing
Photoluminescence Yields In Lead Halide Perovskites by Photon Recycling and Light Out-Coupling. Nat. Commun. 2016, 7 (1), 13941 - Published by
Springer Nature under Creative Commons Attribution 4.0 International License http://creativecommons.org/licenses/by/4.0/. (B) Adapted by
permission from: Springer Nature, Nature, Luo, J.; Wang, X.; Li, S.; Liu, J.; Guo, Y.; Niu, G.; Yao, L.; Fu, Y.; Gao, L.; Dong, Q.; Zhao, C.; Leng, M.;
Ma, F.; Liang, W.; Wang, L.; Jin, S.; Han, J.; Zhang, L.; Etheridge, J.; Wang, J.; Yan, Y.; Sargent, E. H.; Tang, J., Efficient and Stable Emission of
Warm-White Light From Lead-Free Halide Double Perovskites. Nature 2018, 563 (7732), 541–545. Copyright 2018.
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electronic transition from the vibrational ground state of an electronic excited state canmodel the PL emission peak as a progression
of peaks, separated by the vibrational energy of the ground electronic state. The relative intensities of these peaks are given by:

I nð Þ ¼ I0
Sn

n!
(17)

where n corresponds to the vibrational state in the electronic ground state, and S, the Huang-Rhys parameter, gives a measure of the
distortion of the excited state with respect to the ground-state geometry.346 In the case of strong electron-phonon coupling,
broadening of these peaks results in a smooth Gaussian PL emission lineshape, even at low temperatures.347 For example, the
double perovskite Cs2AgBiBr6 has an indirect bandgap and thus no band-to-band PL is evident. A lower-energy PL band in this
material has been attributed to defects.204 Fitting this PL band yields a value of S ¼ 11.7, which can be used in combination with
phonon-mode energies obtained from Raman spectroscopy (see Section 4.15.6.6.3) to reproduce the observed Stokes shift and PL
emission spectrum, indicating that the emissive (intrinsic or extrinsic) defects have strong electron-phonon coupling.348 A
broadened PL band in an extended solid can have homogenous and inhomogeneous contributions to line broadening.345,349

Assuming homogeneous line broadening, the Huang-Rhys parameter can be estimated by a fit to the full width at half maximum
(fwhm) for an emission feature from a series of PL emission spectra taken at different temperatures, given by346,350:

fwhm Tð Þ ¼ 2:36
ffiffiffi
S

p
Eph

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coth

�
Eph
2kBT

�s
(18)

where Eph is the energy of the phonon mode that couples to the electronic transition, T is the temperature in Kelvin, and kB is the
Boltzmann constant. For example, in Cs2AgInCl6, the large S value of 37 supports the proposed model of distorted excited states in
the Bi-alloyed Cs2(NaxAg1� x)InCl6 systems.239

In time-resolved (TR) PL spectroscopy, the PL intensity is measured as a function of time after photoexcitation, over timescales as
short as femtoseconds. TRPL provides information about the radiative lifetime of electronically excited states, thus giving insight
into the mechanisms of luminescence and the prevalence of charge-carrier trap states within the sample. Such PL lifetime studies
help understand the effects of additives or film preparation techniques in perovskite devices.351 In (CH3NH3)Pb(BrxI1� x)3, TRPL
has been used to observe reversible, illumination-time-dependent growth in PL intensity of an additional emission feature, which
has been attributed to reversible light-induced halide segregation (see Section 4.15.7.4).127

Another important metric for assessing the viability of a perovskite for light-emitting applications is measurement of the PLQY,
or the ratio of the number of photons emitted to the number of photons absorbed by the sample; this measurement can be accom-
plished using an integrating sphere (see Section 4.15.6.6.1.3). Calculation of the PLQY, Ff, by the direct method (i.e., without
a reference standard for comparison) requires measurement of: Ec, the integrated emission of the sample; Lc, the scattered incident
excitation light on the sample; Ea, the baseline emission of a blank; and La, the scattered incident excitation light on a blank:

Ff ¼
Ec � Ea
La � Lc

(19)

PLQY measurements can frequently vary between reports for a given material, and may be affected by sample morphology and
individual detector efficiencies.352 PLQY measurements are commonly used for assessing device viability. They have also been used
in the Sb3þ-alloyed Cs2MInCl6 (M ¼ Na, K) perovskites to demonstrate an inverse dependence of PLQY on Sb3þ concentration due
to increasing self-quenching, reinforcing the mechanism of isolated Sb-based emission.342

4.15.6.6.3 Vibrational spectroscopy
Atomic bonds have characteristic strengthswith corresponding vibrational frequencies that can bemeasuredwith vibrational spectroscopy.
These frequencies typically occur in the IR region and thus can be excited by absorption of specific frequencies of IR light. Most modern IR
spectrophotometersmeasureacrossawide frequency range simultaneouslyanduseaFourier transformtoconvert themeasured interference
pattern, or interferogram, to a spectrum of absorbed intensity vs incident light frequency. Gaseous, liquid, solution-state, or thin or dilute
solid samples can be measured with transmission IR spectroscopy, while concentrated solid samples must be measured using alternative
techniques, suchasattenuated total reflectance (ATR) IRspectroscopy. InATR-IR, an IR lightbeamis reflectedoff the inner surfaceof a crystal,
typically germanium or diamond, such that the wave propagates along the crystal and eventually reflects into the detector of the spectro-
photometer. The evanescent wave in this crystal extends a small distance above the surface of the crystal, typically 0.5–2 mm; if a sample
is brought into close contact with the crystal, the evanescent wave will interact with the sample. This offers a facile method of obtaining
IR spectra that is particularly useful for solid samples, such as perovskite powders.

A complementary technique, Raman spectroscopy, also probes atomic vibrations but does so by exploiting Raman scattering.
When light, typically of UV-vis-NIR frequencies, is scattered off a sample, it may scatter elastically (with no change in the photon
energy) or inelastically (with an increase or decrease in the photon energy). Raman scattering corresponds to inelastic scattering
where the decrease or increase in photon energy is a result of the transfer of energy between the photon and a vibrational state
of the sample. Thus, measurement of the intensity of the inelastically scattered light provides a spectrum with peaks that are char-
acteristic of the vibrational modes of a sample, like with IR spectroscopy. However, the types of vibrations observed are distinct for
IR and Raman spectroscopy: while IR-active vibrations must be associated with a change in the dipole moment, Raman-active
modes require a change in electronic polarizability. Thus, the two techniques provide complementary information. Unlike
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transmission measurements, scattering signals tend to be orders of magnitude weaker. Accurate determination of the energy differ-
ence between the scattered and incident photons also requires a monochromatic light source. Therefore, modern Raman measure-
ments are typically carried out with laser excitation.

Standard IR and Raman spectroscopies are best suited for organic molecules, where the identification of functional groups is
often simply correlated to the presence of a peak at a particular frequency; therefore, IR and Raman spectroscopies have found
use in perovskites as probes of the organic component of organoammonium perovskite compositions. For example, IR and Raman
spectra of ((CH3NH3)x(NH2CHNH2)1� x)PbX3 (X ¼ Cl�, Br�, I�) have been used to probe the hydrogen-bonding strength between
the ammonium group and X sites and how it is affected by the X-site identity.353,354 Separately, blueshifts of CH3NH3

þ rotational
Raman modes under higher light fluence have been linked to photostriction, or a light-induced mechanical strain, in (CH3NH3)
PbBr3.

355While metal-halide bonds in perovskites can be probed with Raman and IR spectroscopy, they are typically at low frequen-
cies (<500 cm�1) and can be difficult to interpret without more advanced measurements and analysis, such as time-resolved and
resonance Raman spectroscopies, or theoretical predictions. Higher-frequency Raman and IR modes can still provide useful infor-
mation for perovskites: the evolution of Raman modes with pressure has been used to investigate the claimed comproportionation
of Au3þ and Au1þ to Au2þ in Cs2Au

IAuIIIX6 (X ¼ Cl�, Br�) at high pressures.356 Additionally, measuring Raman spectra over time
has served as a probe of moisture-induced degradation in (CH3NH3)PbX3 (X ¼ Cl�, Br�) thin films.357 Similarly, IR spectroscopy
has been used to investigate the hydration of (CH3NH3)Pb(BrxI1� x)3 over time.358 Because the vibrational modes of metal-halide
bonds can be relatively broad and occur at frequencies close to each other, fitting of vibrational modes requires accurate theoretical
modeling of vibrations of the inorganic framework. Such work has been carried out to assign the symmetry and character of low-
energy modes for the low-temperature orthorhombic phase of (CH3NH3)PbI3, with the assignment confirmed by low-temperature
(4 K) Raman measurements.359 Raman measurements have also been used in tandem with photoluminescence spectroscopy to
identify the characteristic frequency of the vibration coupled to the color-center emission of Cs2AgBiBr6.

348

Finally, Raman spectroscopy has proven valuable for investigating the phase transitions of perovskites. For instance, the
low-frequency modes, corresponding to vibrations of the metal-halide framework, have been measured through the orthorhombic-
tetragonal and tetragonal-cubic perovskite phase transitions of CsPbBr3 and (CH3NH3)PbBr3 (Fig. 26).360 The orthorhombic-

Fig. 26 Normalized temperature-dependent, low-frequency Raman spectra (sub-bandgap 633-nm excitation) collected from crystals of (A, B)
CsPbBr3 and (C, D) (CH3NH3)PbBr3 through the crystallographic phase transitions: (A, C) color maps of intensity as a function of Raman shift and
temperature; (B, D) offset Raman spectra for select temperatures. The phase-transition temperatures and the equilibrium phase at each temperature
are indicated in (A, C) as white lines and text, respectively. Reprinted with permission from Guo, Y.; Yaffe, O.; Paley, D. W.; Beecher, A. N.; Hull, T.
D.; Szpak, G.; Owen, J. S.; Brus, L. E.; Pimenta, M. A., Interplay Between Organic Cations and Inorganic Framework and Incommensurability in
Hybrid Lead-Halide Perovskite CH3NH3PbBr3. Phys. Rev. Mater. 2017, 1 (4), 042401 https://doi.org/10.1103/PhysRevMaterials.1.042401. Copyright
2017 by the American Physical Society.
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tetragonal phase transition in (CH3NH3)PbBr3 ismarkedlymore abrupt than for CsPbBr3, showing a loss of the discrete Ramanmodes
and emergence of broad bands, suggesting the phase transition is coupled to the disorder of the methylammonium cation. Interest-
ingly, both CsPbBr3 and (CH3NH3)PbBr3 show a broad “central peak” centered at hy ¼ 0 (where h is Planck’s constant and y is the
frequency of a photon) in the cubic phase. This phenomenon is distinct from the central peak observed in inelastic neutron scattering
measurements (see Section 4.15.6.3.5) of several perovskites, which is attributed to small, static, lower-symmetry domains in the
average cubic structure of (CH3NH3)PbI3.

286

4.15.6.6.4 Nuclear magnetic resonance spectroscopy
In nuclear magnetic resonance (NMR), the interaction of a magnetic field with the nuclei in the sample is probed by pulsed radio-
frequency radiation. Thus, the measurement is sensitive to the local environment surrounding a nucleus and the frequency of the
resonant peaks and their splitting patterns yield valuable information about the chemical structure of a material. NMR spectra are
commonly plotted using the chemical shift, d, as the x-axis, where d is a measure of the frequency of a resonance line that is normal-
ized to the strength of the magnetic field used in the instrument and referenced to a standard compound. While 1D NMR of one or
two nuclides is often sufficient to assign the structure of a small organic molecule, more advanced measurements and interpretation
can be applied to yield further information needed for structural determination of more complicated molecules. In addition, NMR
can serve as a probe of reaction dynamics and kinetics.

While solution-state NMR is the most readily accessible form, solid-state NMR can be used for extended structures such as perov-
skites that lose their structural identity when dissolved in solution. Solid samples are usually rotated at high (kHz) frequencies at the
magic angle (54.7356�) to narrow the resonance bands sufficiently for observation, as multiple types of interactions in the solid
state often broaden resonant bands beyond utility if measured without rotation or away from the magic angle. Further, not all
nuclides are NMR-active or practicably measurable due to their isotopic abundance: to be NMR-active, a nuclide must have
a nonzero spin-state. Additionally, practical considerations such as relaxation times and quadrupolar broadening mean that not
every element can be measured or provide useful information by using NMR. The following reference361 provides a detailed discus-
sion of solid-state NMR of inorganic semiconductors.

Solution-state NMR is occasionally used for perovskites to determine composition. For instance, the ratio of oxidation states of
Sn in Sn-alloyed Cs2AgBiBr6 was determined using 119Sn NMR by dissolving the alloyed perovskite in dimethylsulfoxide.116

However, solid-state NMR is much more commonly used to characterize perovskites. Organoammonium perovskite compositions
have been studied using 1H and 13C NMR to investigate the local chemical environment, dynamics, and phase segregation of the
A-site cation.362 Similar studies of various perovskite compositions have been carried out on the 133Cs, 87Rb, and 39K nuclides, espe-
cially to determine the extent of incorporation of these cations in mixed-A-site structures and to study the rotational dynamics of
A-site cations.362 Other nuclides, such as 121Sb and 119Sn, have been used to study the B sites of perovskites, for example to deter-
mine the distribution of alloyed metals363 and to quantify ion mobility.364 The high sensitivity of NMR to changes in chemical
environment has allowed for the X site to be indirectly studied using NMR of the B-site cation: occupancy of the X site by different
halides leads to substantial shifts of the 207Pb resonance in mixed-halide (CH3NH3)PbX3 (X ¼ Cl�, Br�, I�) perovskites, thereby
providing a probe for halide segregation (Fig. 27; see Section 4.15.7.4).365 While halides are practicably more difficult to study
directly with solid-state NMR, a combination of NMR and nuclear quadrupole resonance (NQR; a closely related spectroscopic tech-
nique366) has been successfully employed to examine halide-site disorder in CsPbX3 (X ¼ Cl�, Br�, I�).367 Though perhaps not part
of the standard characterization suite for perovskites, NMR has proven to be a valuable probe of local structure, particularly in
alloyed perovskite compositions.368

4.15.6.7 Microscopy

The term “microscopy” covers a broad range of techniques that probe the sample with electromagnetic radiation with various wave-
lengths, including X-ray, UV, visible, and infrared as well as through physical interactions, such as scanning probe microscopy. In
general, microscopy refers to techniques that image on the nm tomm length scale, thereby providing spatially resolved information
that represents local, but not necessarily global, structure and dynamics.

4.15.6.7.1 Optical microscopy
As the adage goes, “a picture is worth a thousand words.” Indeed, optical microscopy offers a powerful means of materials charac-
terization via direct visualization and can be combined with a variety of other experimental probes to achieve spatial resolution.
Simple optical microscopy was particularly important to researchers who first studied perovskites in the late 19th and early 20th
centuries, as they had no access tomany of the characterization techniques that we take for granted today. Today, optical microscopy
remains a rapid method to obtain information about phase identity, sample quality and purity, crystal symmetry, and even elec-
tronic properties.

Because microscopes are widely available, non-destructive, and quick to use, studying a sample under the microscope is often the
first characterization technique employed on a freshly synthesized perovskite sample. The uniformity of the color and crystal habit
of a polycrystalline sample can often distinguish between a phase-pure and impure sample. The color of a solid can also aid in phase
identification and may provide a qualitative estimate of the bandgap energy (although trace impurities can dramatically change the
color of a solid without any effect on the bandgap). Crystals with well-defined facets and uniform habit are more likely to have
a well-ordered atomic structure and thin films with a uniform appearance are more likely to have a densely packed microstructure
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with a uniform thickness that may ultimately perform better in a device. Depending on the power of the microscope optics, the
habit of crystals with dimensions down to �10 mm can be readily determined and the macroscopic crystal habit can provide infor-
mation about the atomic structure. For example, crystals with a cubic habit (e.g., octahedra) are likely to be in a cubic space group
(Fig. 28A) and crystals with one dimension much shorter than the other two are likely to have a 2D crystal structure. In addition,
many microscopes are equipped with a set of rotatable plane polarizers. While crystals with cubic crystal symmetry will exhibit
uniform rotation of polarized light, most crystals with any other crystal symmetry will not uniformly extinguish polarized light:
this is known as dichroism or pleochroism. In addition to this test of cubic symmetry, polarized microscopy also provides a potent
method to identify crystals that are composed of more than one domain, also known as twinned crystals, as their misaligned orien-
tations will result in a non-uniform extinction of polarized light (Fig. 28B). This is especially useful when selecting crystals for
single-crystal diffraction studies and has also been used to confirm the single-crystalline nature of mm-sized grains in
(CH3NH3)PbClxI3� x thin films.369

The combination of optical microscopy with photoluminescence, absorption, and reflectance spectroscopies has offered micro-
scopic information into the charge-carrier dynamics of perovskites, particularly when resolved in time. This has been used, for
example, to extract the charge-carrier diffusion length for (CH3NH3)PbI3 and to study the effects of grain boundaries on carrier
transport.370 Some measurements may employ confocal microscopy, a technique that increases resolution and contrast and offers
3D spatial resolution by blocking out-of-focus light with a small pinhole. For example, in thin films of the mixed-halide compo-
sition (CH3NH3)Pb(BrxI1� x)3, confocal fluorescence microscopy has been used to visualize halide segregation and examine the
effect of grain boundaries (Fig. 28C).371 Traditional optical microscopy is limited in resolution by the wavelength of light used
according to the equation:

Fig. 27 Static 207Pb solid-state NMR spectra (22 �C) of representative mixed-halide perovskites prepared by solution-phase synthesis, thermal
annealing, and solid-phase synthesis. Black curves were fit to mixed Gaussian/Lorentzian peaks. Magic-angle spinning led to no substantial
narrowing of the peaks. Italicized formulas in quotation marks are calculated from synthetic loading; formulas in regular script are compositional
assignments made from experimental data. The peak splitting is indicative of halide segregation. Reprinted with permission from Rosales, B. A.; Men,
L.; Cady, S. D.; Hanrahan, M. P.; Rossini, A. J.; Vela, J., Persistent Dopants and Phase Segregation in Organolead Mixed-Halide Perovskites. Chem.
Mater. 2016, 28 (19), 6848–6859. Copyright 2016 American Chemical Society.
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d ¼ l

2NA
(20)

where d is the minimum resolvable distance and NA is the numerical aperture, which can reach�1.5 with modern optics. However,
advanced microscopy techniques, such as interferometry, can be used to obtain information beyond the theoretical limit of the
wavelength of light employed. This has been exploited with the recently developed stroboSCAT method to visualize charge, exciton,
and heat transport in (CH3NH3)PbBr3 and double perovskites.372,373

4.15.6.7.2 Electron microscopy
The use of electrons as an imaging probe offers greatly enhanced resolving power relative to conventional optical microscopy. Two
common types of electron microscopy, scanning electron microscopy (SEM) and scanning transmission electron microscopy
(STEM), operate by rastering a focused high-energy beam of electrons across the sample. Conventional TEM instead uses a less
focused beam to illuminate the entire imaging area at once, like conventional optical microscopy. In TEM, the magnitude of elec-
tron transmission through the sample is measured; in SEM, what is usually detected are secondary electrons, which result from the
inelastic interactions of the electron beam with the electrons of the sample within a limited depth. Both SEM and TEM give contrast
images that are sensitive to factors such as atomic mass. However, TEM requires very thin samples (<200 nm) and typically
employs higher electron energies and currents than SEM, making sample damage more likely to occur. For these reasons, TEM
has seen less widespread use than SEM for the relatively beam-sensitive perovskites, though methods have been developed to image
with a reduced electron dose: researchers have successfully achieved atomic resolutionmeasuring (NH2CHNH2)PbI3 thin films with
TEM.374 Cryoelectron microscopy has recently been applied to organoammonium perovskites, showing advantages versus conven-
tional TEM in sample stability and establishing protocols for critical electron dose (rate).375

Because device performance is often related to grain size, film thickness, coverage, conformality, and composition, SEM is
routinely used to characterize the morphology of perovskite thin-film samples at the nano- and microscale. Such measurements
can be carried out in a normal geometry, thus imaging the plane of the thin film (Fig. 29A and B), or on a cross-section of
a thin film or device stack, thus imaging perpendicular to the plane of the film (Fig. 29C).376 Such cross-sectional analysis is indis-
pensable for characterizing devices, yielding information about the morphology of each layer in the device stack.377

Many advanced TEM- and SEM-based techniques are in use, one of which is energy-dispersive X-ray spectroscopy (EDS or EDX).
This technique examines the X-ray emission from the sample following a process wherein a high-energy primary electron ejects
a core electron in the sample. The X-ray emission energies are unique to each element and the integrated intensity of each feature
can be examined to provide a quantitative elemental analysis of the sample area under electron bombardment, albeit with modest
precision (�0.1 wt% under ideal conditions) compared to bulk elemental analysis techniques such as ICP-MS. EDS therefore
provides a high-resolution composition map that can be used to effectively determine the spatial distribution of elements within
a sample. This technique has been used to study ion migration through grain boundaries in thin films of (CH3NH3)PbI3,

378 to
determine the destination of additives used for improved perovskite photovoltaic device performance,379 and to investigate the

Fig. 28 (A) Photograph of a single crystal of the double perovskite Cs2AgBiBr6 showing the octahedral crystal habit resulting from the cubic crystal
symmetry. Adapted with permission from Slavney, A. H.; Hu, T.; Lindenberg, A. M.; Karunadasa, H. I., A Bismuth-Halide Double Perovskite with Long
Carrier Recombination Lifetime for Photovoltaic Applications. J. Am. Chem. Soc. 2016, 138 (7), 2138–2141. Copyright 2016 American Chemical
Society. (B) Photograph of a single crystal of the gold-cage perovskite Cs8Au4InCl23 taken using a polarized microscope. The presence of multiple
colors indicates that the crystal symmetry is not cubic. Adapted with permission from Lindquist, K. P.; Boles, M. A.; Mack, S. A.; Neaton, J. B.;
Karunadasa, H. I., Gold-Cage Perovskites: A Three-Dimensional AuIII-X Framework Encasing Isolated MX63� Octahedra (MIII¼ In, Sb, Bi; X¼Cl�, Br�,
I�). J. Am. Chem. Soc. 2021, 143 (19), 7440–7448. Copyright 2021 American Chemical Society. (C) Widefield photoluminescence microscopy images
collected over 120 s in the I-rich emission region (660–700 nm) of a crystal of (CH3NH3)Pb(BrxI1� x)3, showing the I-rich domains at the edges of the
crystal. Continuous blue light irradiation (400–450 nm, 5 mWcm�2) was used as the excitation source. Scale bar: 5 mm.Adapted with permission
from Mao, W.; Hall, C. R.; Chesman, A. S. R.; Forsyth, C.; Cheng, Y.-B.; Duffy, N. W.; Smith, T. A.; Bach, U., Visualizing Phase Segregation in Mixed-
Halide Perovskite Single Crystals. Angew. Chem. Int. Ed. 2019, 58 (9), 2893–2898. Copyright 2019 John Wiley and Sons Publishing.
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spatial homogeneity of alloyed species such as Sn in Sn-alloyed Cs2AgBiBr6.
116 Another advanced technique measures the electron

backscatter diffraction (EBSD) to yield information about crystallographic phase and orientation. This has been applied to perov-
skites to differentiate morphological feature size observed with standard SEM from crystallographic grain size and reveal otherwise
hidden local strain from the crystallographic misorientation of individual crystallites within a single morphological grain.380,381 For
further reading, the following reference382 focuses on the electron microscopy of polymers but offers a detailed discussion of the
principles of electron microscopy.

4.15.6.8 Electronic and ionic conductivity

Because most optoelectronic devices require transport of charge across the active semiconducting layer, the electronic and ionic
conductivity are crucial metrics to assess for a perovskite with potential device applications. Such measurements can indicate the
degree of mixed ionic-electronic conductivity and the mechanisms of charge transport occurring in the perovskite; the transport
mechanisms provide insight into chemical properties, such as atomic structure and composition, as well as point-defect reactions
(see Section 4.15.7.3). Simple resistance measurements can be carried out using an ohmmeter, while more rigorous analysis typi-
cally employs a potentiostat or frequency response analyzer. Frequency response analysis, specifically electrochemical impedance
spectroscopy (EIS), has been useful in analyzing mixed ionic-electronic conductors by applying an alternating current (AC) or
AC potential differences at a range of frequencies. Equivalent circuits of varying complexity have been proposed to model the
frequency-dependent response of mixed ionic-electronic conductors in EIS measurements,383–385 which has been discussed previ-
ously in the context of perovskites.386 An interpretation of the low- and high-frequency regions can also be made from the respective
limits of the measurement (e.g., on a Nyquist or Bode plot). High-frequency processes are attributed to the bulk dielectric response,
including relaxation contributions from the electron density, phonon modes, and dipolar reorientation; slower processes, such as
free-charge redistribution and chemical diffusion, are encompassed in the low-frequency regime.387 Classical direct current (DC)
measurements provide complementary information to AC measurements; for example, using cell designs and geometries such
as DC reaction cells can allow identification of the dominant mobile defects.388 Further information is yielded by measuring resis-
tance at various temperatures: resistivity increases with temperature for metals and decreases with temperature for semiconductors.
The activation energy of conductance in a semiconductor can also be determined from the Arrhenius relationship. Furthermore, the
temperature dependence of ionic conductivity may provide information on the energy of defects (relative to band extrema) and the
thermodynamics of point-defect reactions.

Sample measurement cells, often home-built, may include temperature and atmospheric control and can be constructed to
accommodate various sample morphologies, including single crystals and pressed pellets from polycrystalline solids. Samples
should be uniform in thickness and free from large pinholes and other macroscopic defects. While single crystals are often prefer-
rable to avoid the contribution of grain boundaries to the measured resistance in polycrystalline samples, single crystals of appro-
priate geometry may not be accessible for all perovskites. Additionally, crystal orientation may affect the measured resistance in
single crystals, though the effect may also be present in pressed pellets that have preferentially oriented grains. A further consider-
ation for a measurement setup is the probe geometry: most commonly, either two points or four points of contact are made to
a sample (Fig. 30).389 Two-point measurements can yield accurate results for more insulating materials and ideal sample geometries
that are isotropic with high aspect ratios. If the sample conductivity approaches that of the leads and contacts, four-point contact is
necessary to reduce error in the measurement. Multiple four-point contact geometries are used, including the van der Pauw method
that is particularly useful for samples of small, defined thickness with arbitrary shape (thin plate).

The choice of material for making contact between the sample and electrical leads is especially important for perovskites: many
commonly used metals, such as Cu0 and Ag0, will react with halides to form electronically insulating layers of the corresponding
metal halide. Non-reactive contact materials, such as graphitic carbon, are best used to measure electronic conductivities. To

Fig. 29 SEM images of thin films of: (A) Cs2AgBiBr6; (B) Sn-alloyed Cs2AgBiBr6. Adapted from Lindquist, K. P.; Mack, S. A.; Slavney, A. H.;
Leppert, L.; Gold-Parker, A.; Stebbins, J. F.; Salleo, A.; Toney, M. F.; Neaton, J. B.; Karunadasa, H. I., Tuning the Bandgap of Cs2AgBiBr6 Through
Dilute Tin Alloying. Chem. Sci. 2019, 10 (45), 10620–10628 - Published by The Royal Society of Chemistry. (C) A color-enhanced and annotated SEM
cross-sectional image of a perovskite-based solar cell. Adapted with permission from Ball, J. M.; Lee, M. M.; Hey, A.; Snaith, H. J. Low-Temperature
Processed Meso-Superstructured to Thin-Film Perovskite Solar Cells. Energy Environ. Sci. 2013, 6, 1739–1746. Copyright 2013 Royal Society of
Chemistry Publishing.
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measure ionic conductivity, an electronically insulating material that can accept or donate ions to the perovskite is used. For perov-
skites, AgX (X ¼ halide of the perovskite composition) is often used in halide conductivity measurements: an AgX layer is placed
between the perovskite and a Ag0 layer, facilitating halide ion conductivity.218 Ionic conductivity measurements are discussed in
more detail below, including characterization of mixed ionic-electronic conduction and its implications towards hysteresis and
space-charge polarization in devices (see Section 4.15.7.3).

Further information about charge-carrier characteristics in perovskites can be obtained from complementary techniques,
including time-resolved microwave conductivity (TRMC) and the Hall effect. Measurement of the Hall effect, wherein a magnetic
field applied perpendicular to a constantly flowing current produces a Hall voltage across the sample, yields the majority bulk
charge-carrier density (concentration). From the measurement of electronic conductivity and charge-carrier concentration, the
charge-carrier mobility can be calculated according to the relationship:

s ¼ nem (21)

where s is the conductivity, n is the charge-carrier concentration, e is the elementary charge, and m is the charge-carrier mobility.
Another technique, photoconductivity, examines the effect of photoexcitation on electronic conductivity, an important parameter
for a photovoltaic device that is necessarily under illumination during its operation. TRMC is a useful contactless technique that
probes charge-carrier mobility, dynamics, and recombination upon photoexcitation by measuring the change in microwave
reflectivity resulting from carrier dynamics. TRMC, Hall effect, and photoconductivity measurements have all been used to char-
acterize the charge-transport properties of perovskites.31,36,390,391

4.15.7 Some peculiar properties

4.15.7.1 Perovskites under high pressure

The behavior of materials can drastically change when subjected to pressures on the scale of gigapascals (GPa; 1 GPa z 104 atm).
Researchers routinely reach pressures of 10s and even 100 s of GPa, comparable to the pressures of the interior of the Earth, using
diamond anvil cells (DACs), wherein two diamonds with microscopic culets are driven together with screws to compress a sample
(Fig. 31).392–394 Diamonds provide high mechanical strength and reasonable transparency to X-rays and broadband optical light,
allowing for a variety of characterization techniques, including X-ray diffraction and absorption spectroscopy, optical absorption
and photoluminescence, vibrational spectroscopies such as Raman and infrared, and electronic conductivity and magnetoelectrical
measurements.395,396 However, the low angular opening of DACs complicates certain types of X-ray studies, such as single-crystal
diffraction. In addition, diffraction and scattering studies using neutrons cannot use DACs due to the small sample volume and
must instead use alternative high-pressure cells that can accommodate larger sample volumes. To obtain diffraction data with a suffi-
cient range in q (see Section 4.15.6.3.6) and penetration of the diamond, high-energy, high-flux X-ray beams are desired, thus typi-
cally requiring a synchrotron source. Pressures inside the DAC sample chamber are typically measured via one of two methods: by
the X-ray diffraction of a standard calibrant, such as platinum or gold, or by the fluorescence energy of a microscopic ruby sphere.

Fig. 30 Schematic representations, and the relationship between conductivity and measurable quantities, of common contact configurations for the
conductivity measurement of a solid sample: (A) two-contact probe method; (B) four-contact probe method; (C) four-point probe method; (D) van
der Pauw method, where s is conductivity, R is resistance, I is current, V is voltage, L is length, t is thickness, w is width, s is distance, and F and f

are correction factors. Adapted with permission from Sun, L.; Park, S. S.; Sheberla, D.; Dinc�a, M., Measuring and Reporting Electrical Conductivity in
Metal-Organic Frameworks: Cd2(TTFTB) as a Case Study. J. Am. Chem. Soc. 2016, 138 (44), 14772–14782. Copyright 2016 American Chemical
Society.
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Though uniaxial force is supplied by compression of the diamonds relative to one another, a fluid pressure medium such as mineral
oil or helium gas can be used to generate a hydrostatic or near-hydrostatic environment around the sample.

Perovskites are particularly amenable to high-pressure study because they are crystalline solids with soft lattices, meaning they
exhibit strong structural responses to pressure that can be easily studied by X-ray diffraction. One of the most common and acces-
sible measurements using DACs is powder X-ray diffraction, which has been used to study crystallographic phase changes in perov-
skites at high pressures.397 Commonly, perovskite lattice compression occurs with a mixture of bond compression and octahedral
tilting, both of which impact electronic orbital overlap and band dispersion. In the case of (CH3NH3)PbI3, single-crystal X-ray
diffraction at high pressure has offered insight into the octahedral tilting and bond compression parameters, which have been corre-
lated to changes in the photoluminescence.398 Further, infrared reflectivity and temperature-dependent electronic conductivity
measurements have been used to demonstrate the metallization of (CH3NH3)PbI3 above 60 GPa.399 Similarly, high pressure
has been shown to reduce the octahedral distortion of the Au sites in the Cs2Au

IAuIIII6 double perovskite, eventually resulting in
the comproportionation of Au3þ and Auþ to Au2þ, as supported by powder X-ray diffraction,400 electronic conductivity,401 and
Mössbauer spectroscopy.402 In some cases, the changes engendered by high pressure are retained and form a metastable structure
after the release of pressure, as is the case with the comproportionated Cs2Au

IIAuIII6 perovskite.
401

4.15.7.2 Hole doping and metallic transport in Sn2D-based perovskites

In contrast to Pb, the stability of the 2þ and 4þ oxidation states of Sn impart unique properties on Sn-based perovskites. Perovskites
based on Sn2þ differ from those based on Pb2þ in several notable ways: they are significantly less toxic, they are typically more sensi-
tive to atmospheric oxidation, their bandgaps are often lower than their Pb2þ-based analogs (see Section 4.15.4),112 and they often
exhibit metallic conductivity.36,198,403,404 The metallic p-type conductivity observed in several Sn2þ-based perovskites was revealed
to be a result of spontaneous hole doping as a result of the facile oxidation of Sn2þ to Sn4þ. Indeed, intentional synthetic doping of
Sn4þ increases the conductivity further.36,403,404 Electronic conductivity measurements, Hall effect measurements of the charge-
carrier concentrations, infrared reflectivity measurements that show a plasma edge, thermopower measurements, and band-
structure calculations were all used to confirm the origin of the metallic conductivity.36,198,403,404 While increasing the electronic
conductivity, this spontaneous “self-doping” simultaneously serves to form carrier-recombination trap states that severely limit
the efficiencies of Sn2þ-based perovskites in photovoltaic devices.405 To combat the self-doping, researchers have included additives
such as Sn0 and SnF2 in syntheses of thin films.406,407 Photovoltaic devices with ((NH2CHNH2)x((NH2)3C)1� x)SnI3 absorbers
created using such synthesis techniques and containing a small amount of INH3CH2CH2NH3I additive have reached efficiencies
of 9.6%.408

4.15.7.3 Halide conductivity and halogen loss

The degree of mixed ionic-electronic conductivity in semiconductors (measurements discussed in Section 4.15.6.8) has important
implications for device performance, including but not limited to hysteresis in forward and reverse current-voltage scans, dielectric
response, and the formation of space-charge regions.386,409,410 A significant contribution of ionic conductivity to the total conduc-
tivity of perovskites was established in the 1980s for CsPbX3 (X ¼ Cl�, Br�) and KMnCl3;

218 halide conductivity was subsequently
observed in methylammonium-based perovskites, particularly the high-temperature cubic phases of (CH3NH3)BCl3 (B ¼ Ge2þ,
Sn2þ)411,412 and (CH3NH3)PbX3 (X ¼ Cl�, Br�).413 Low activation energies of conduction were reported and halogen vacancy
point defects were proposed as the majority mobile defect in these perovskites based on the interfacial reactions in a reaction
cell under bias.218 Furthermore, the defect chemistry of thin films and pellets of (CH3NH3)PbI3 has been recently investigated, thor-
oughly demonstrating the dominance of I� vacancies as mobile charge carriers and the predominant defects in these

Fig. 31 Schematic representation of a diamond anvil cell. PTM ¼ pressure transfer medium. Adapted from Li, M.; Liu, T.; Wang, Y.; Yang, W.; Lü,
X., Pressure Responses of Halide Perovskites With Various Compositions, Dimensionalities, and Morphologies. Matter Radiat. Extremes 2020, 5 (1),
018201 - Published by AIP publishing.
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perovskites.386,409,410 Measurement of the dependency of conductivity on halogen partial pressure (e.g., p(I2)) and electron-acceptor
doping, in addition to complementary measurements including tracer diffusion and solid-state NMR,414 have been instrumental in
determining the relative contributions to ionic conductivity from the A-, B-, and X-site ions. Theoretical works have similarly pre-
dicted favorable energetics for the formation and migration of halogen defects, including both vacancies and interstitials;415 the
activation energy of halogen vacancy formation and migration is markedly lower than in the oxide perovskite congeners.254,416

Detailed investigations of the role of ionic conductivity in single crystals and at the interfaces of thin films are expected to further
the understanding of defect chemistry, mechanisms, and the behavior of perovskite-based devices.386,409,415,417

Perovskite defect chemistry, in addition to its contribution to ionic conductivity, plays a role in the bulk composition and charge-
carrier concentration. A ubiquitous defect reaction in ceramics, including the oxide perovskite congeners, is the oxygen exchange
equilibrium between the pristine structure and molecular oxygen, oxygen vacancies, and electrons. The reaction has important
implications in oxide non-stoichiometry and various applications of the oxide perovskites; furthermore, manipulating p(O2) at
elevated temperatures has enabled investigation of the thermodynamics of defects and dopants in the oxides.388 The analogous
halogen exchange equilibrium was recently observed for the first time in the double perovskite Cs2AgTlBr6 at room temperature
(Fig. 32).182 For any halide, the reaction is generally expressed in Kröger-Vink notation as:

2Xx42V•
x þ 2e0 þX2 (22)

where Xx represents the halogen in a halide lattice site, Vx
$ a positively charged halogen vacancy, e0 is a conduction-band electron, and

X2 is the molecular halogen. The conductivity of Cs2AgTlBr6 crystals increases over time under inert-gas flow at room temperature
and up to �60 �C, indicative of n-type doping upon the introduction of charge-compensating mobile electrons as Br leaves the
lattice (Fig. 32B). Under these conditions, the production of molecular Br2 from “off-gassing” the crystal was confirmed by an
alkene bromination reaction and quantified using mass spectrometry (Fig. 32A). The decreasing conductivity after exposing the
crystal to a Br2-rich atmosphere demonstrated the reversibility of Br2 off-gassing. Room-temperature halogen off-gassing is
a noteworthy discovery and the extent (and rate) of this reaction across perovskite compositions, as well as its effects on device
stability and interfacial reactivity, are important considerations in the field moving forward.

4.15.7.4 Light-induced halide segregation

The bandgap values of the perovskites vary widely between like compositions with differing halides owing to the contribution of the
halide p-orbital character to the valence-band maximum (see Section 4.15.4). For example, the optical bandgap measured for
(CH3NH3)PbX3 is 3.0 eV for X ¼ Cl�, 2.3 eV for X ¼ Br�, and 1.6 eV for X ¼ I�.176 It was thus expected that mixed-halide compo-
sitions, forming solid solutions, would offer tunable bandgaps and varying open-circuit potentials (VOC) in perovskite-based
photovoltaic devices. In particular, intermediate bandgaps are desirable for technologies including multi-junction solar cells418

and blue-green light emitting diodes.419

Monotonically increasing optical bandgap values upon Br incorporation, from 1.6 eV to 2.3 eV, were indeed measured for thin
films of (CH3NH3)Pb(BrxI1� x)3.

125 Solar cells based on (CH3NH3)Pb(BrxI1� x)3 in the absorber layer, however, repeatedly failed to
exhibit the larger VOC values expected from their bandgaps for compositions with x > 0.2.125,420 Reversible, light-induced

Fig. 32 (A) Schematic representation of Br2 off-gassing from Cs2AgTlBr6 including the alkene bromination reaction and proposed point defect
equilibrium, where VBr$ is a positively charged Br vacancy and e0 is an electron. (B) Time evolution of the conductivity of a single crystal of
Cs2AgTlBr6, measured in a four-point probe configuration with carbon contacts (inset), where time zero corresponds to the removal of the Br2
atmosphere. Adapted with permission from Slavney, A. H.; Leppert, L.; Saldivar Valdes, A.; Bartesaghi, D.; Savenije, T. J.; Neaton, J. B.; Karunadasa,
H. I., Small-Band-Gap Halide Double Perovskites. Angew. Chem. Int. Ed. 2018, 57 (39), 12765–12770. Copyright 2018 John Wiley and Sons
Publishing.
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transformations were subsequently discovered in thin films of (CH3NH3)Pb(BrxI1� x)3 (x > 0.2) from photoluminescence and X-ray
diffraction measurements.127 Light-soaking the pristine perovskite, a solid solution with mixed halides, led to a discretely redshifted
photoluminescence peak at ca. 1.7 eV and splitting of Bragg peaks in powder X-ray diffraction patterns of thin films into two distinct
peaks; both observations were indicative of the formation of two crystalline phases with distinct X-site compositions. The
photogenerated electrons and holes were proposed to funnel into the lowest-bandgap iodide-rich domains, thereby lowering
the photoluminescence emission energy and VOC (Fig. 33A). This reversible phenomenon has since been widely corroborated in
bromide-rich mixed bromide-iodide perovskites and is generally referred to as light-induced halide segregation. Luminescence
measurements suggest light-induced segregation also occurs in mixed chloride-bromide perovskites, however a consensus has
yet to be reached owing to the small number of studies and conflicting reports for similar compositions.419,421,422 Thus, we summa-
rize the foundational work and recent advances only in the context of the mixed bromide-iodide perovskites.

Several models describing the origin of reversible, light-induced halide segregation have been proposed and are reviewed else-
where in detail.423,424 Briefly, these include thermodynamic considerations of the bulk structural stability and halide segregation,
polaron formation and polaron-induced strain, and charge-carrier trapping and induced fields from internal charge gradients.
Despite a lack of consensus on the origin or mechanistic details, progress has been made towards monitoring halide segregation
in situ, for example using cathodoluminescence imaging at the microscale (Fig. 33B), and preventing its detrimental effects on
the VOC of mixed-halide perovskite solar absorbers.421 Forming more complex perovskite compositions, for example through A-
site substitution or alloying, has proven successful in reducing halide segregation in absorber layers.423 The replacement of
CH3NH3

þ at the A site, often with Csþ and/or NH2CHNH2
þ, significantly slows halide segregation,423 and parallels have been

drawn between the “chemical pressure” induced by A-site substitution and the effects of externally applied pressure (e.g., via a dia-
mond anvil cell, see Section 4.15.7.1).398,424 Microstructure manipulation and surface passivation have also demonstrated influ-
ence on the kinetics of halide segregation, supporting models that include considerations of surface defects and interfacial effects.423

Reversible, light-induced halide segregation has proven to be an extraordinary and thought-provoking phenomenon and the
various theoretical models and nano- and microscale tools developed to understand it serve to further our understanding of hetero-
geneities in the perovskites.
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Abstract

Materials with various colors have always fascinated humans from prehistory to the present. They brought and continue to
bring joy to our daily life by making the world a more beautiful place to live in and influence our feelings. The important
factor that decides the color of a material is its interaction with light in the visible range (400–750 nm) sensitive to human
eye. Compared with organic dyes, inorganic pigments exhibit better resistance to heat, light, weathering, solvents and
chemicals, widely used as artist colors, exterior coatings and heat reflecting paints. Although fundamentals of the color
science about gemstones and minerals are well-understood, it is difficult to predict the color of inorganic solids before they
are prepared experimentally. Serendipity often plays a role in the discovery of many important colored compounds such as
YInMn Blue. This chapter chronicles the historical importance of inorganic pigments, reviews the origin of color in solids and
illustrates the correlation of the metal ion coordination/local environment and color. In general, transition metal chro-
mophores with a coordination environment of less symmetry and more mixing between the p and d orbitals will have
a greater probability of producing intense colors due to the relaxation of selection rules for the d-d transitions. Charge transfer
transitions usually have high transition probabilities (laporte allowed), giving intense colors, and tend to dominate crystal
field transition colors when both are present. The band to band transitions in sulfides and oxynitrides are perfect to give the
desired pure color rather than in oxides. Designing durable, nontoxic and multifunctional inorganic pigments with brilliant
colors is quite challenging, and a deep understanding of the structure-property relationship in this respect can be helpful.

4.16.1 Introduction

Although color is the most strikingly property of materials, it is often overlooked. It contributes to the value of gems and also
provides an aid in mineral identification. In addition, color can provide useful information regarding their chemistry and crystal
structure that underpin the observed fundamental properties. The quest for finding materials with intense and durable colors
has preoccupied humans from prehistory to the present. Colored solids have always fascinated the scientists to explore the scientific
facts behind the beauty and perfection. The color science in gemstones and minerals has been widely reviewed.1–3 Still it is difficult
to predict the color in solids simply by any one of the known chemical and physical mechanisms which are responsible for observed
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colors. Inorganic pigments are particularly interesting colored solids finding multifunctional applications especially as artist colors,
exterior coatings and also as cool heat reflecting paints.4–6 Pigments are colored, black, white, or fluorescent solids (color effect) and
they may be organic or inorganic. They are physically and chemically unaffected by the vehicle or substrate in which they are incor-
porated. They alter appearance by wavelength selective absorption and/or by scattering of light. Pigments can be classified by their
chemical composition, and optical and/or technical properties. Organic dyes (sometimes referred to as pigments by non-specialists)
are amazingly brilliant in their colors which arise from the charge transfer transitions in conjugated chromophore groups with p

electrons.7 Even though, inorganic pigments lack the intensity and brightness of color of typical organic pigments, they are superior
over the latter in terms of providing excellent resistance to heat, light, weathering, solvents and chemicals, and they are usually high
refractive index materials providing high opacity.8,9 Generally, inorganic pigments are either oxides, sulfides, sulfoselenides or
oxyhalides.10

This chapter chronicles the historical importance of inorganic pigments, the origin of color in solids and correlation of the metal
ion coordination and color. It also demonstrates the challenges in developing a stable, nontoxic and bright colored pigments as it
involves selective absorption according to wavelengthdthe result of various electronic transitions whose energies correspond to
certain wavelengths of visible lightdgives materials their distinctive colors. Although the origin of color in minerals are well under-
stood, it is difficult to predict the precise color of a compound before it is made without knowing all the local crystal structural
details. In fact, most of the pigments we come across today were discovered by “accident” or serendipity as the initial goal of
the research has nothing to do with discovery of intensely colored compounds. Throughout history, such accidents have produced
new coloring materials for artists and paint industry. Some pigments, it’s true, came from rationally designed experiments to make
themdbut given the limited understanding of chemical principles, and especially any real notion of how composition and crystal
structure relates to color, the discovery of new pigments has mostly been a “chance” affair. Developing a stable, durable and bril-
liantly colored oxide is truly a challenging task and needs more scientific understanding of the crystal chemistry and the band struc-
tures. Solid state chemistry can play an important role in designing new colored oxides as many intense colors arise from the
electronic transitions favored by structural distortions or asymmetry in the metal polyhedron.

4.16.2 Pigments through ages

Colored minerals, earths and ochres, have been used constantly used by all civilizations for art, decorations and outdoor coloring.
Despite of their less brightness, they were formed naturally and offered wide range of tints and hues for artistic expressions and
proved to be very stable. The first known pigments date to the early Paleolithic period, where they used red earths for cave paintings
and ochres for other decorations.11 Ochres are mixtures of quartz sand, clay (kaolin) and hematite (iron oxide, Fe2O3) also called,
sanguine (the name is derived from Greek and French words for blood) with various hues ranging from brown, yellow, red and
violet. Ochres with hematite crystals are red while the yellow ochre contains goethite (yellow iron oxide). Blacks are the manganese
rich ochre. The red tints were sometimes made form yellow ochres by heating them. Cave paintings of Altamira in North Spain
suggests that red color predominates in the prehistoric cave paintings. The walls of Lascaux caves in France (15,000 BCE) were found
to be painted with red and yellow sandy ochres, manganese oxide browns and blacks and calcite white.11 It is interesting to note that
the colors like blue and green were absent in the ancient paintings and can be attributed to the scarcity of the blue minerals or the
lack of luminosity of green especially in darker settings like in caves.12–14 The palette of the primitive artist was quite limited and
contain only dull earth shades.

Ancient Blue pigments were lapis lazuli (now known as ultramarine) or (Na7Al6Si6O24S3) and Egyptian blue (CaCuSi4O10).
Sometimes called “true blue,” ultramarine is made from the semiprecious gemstone lapis lazuli, which for centuries could only
be found in the mountain ranges of Afghanistan.15 Egyptian traders began importing the stone as early as 6000 years ago, using
it to adorn jewelry and head dresses. Yet they could never figure out how to synthesize a vibrant pigment from it. Mixed with
minerals such as calcite, pyrite, augite, and mica, lapis loses its potency when it is ground up, turning from a bright blue to dull
grey powder. This blue pigment derived from Lapis Lazuli was costlier than gold.11 Egyptian bluedthe first color to be synthetically
produceddwas invented in Ancient Egypt around 2200 BCE To create this pigment, Egyptians combined limestone and sand with
a copper-containing mineral (such as azurite or malachite) and heated to high temperatures and the end result was an opaque
turquoise blue colored solid which could be crushed up to make up the blue pigment.15

Ancient green pigments were Terra Verte (K[(Al,Fe3þ), (Fe2þ,Mg)](AlSi3,Si4)O10(OH)2), malachite (Cu2CO3(OH)2), and ataca-
mite (Cu₂Cl(OH)₃).11 Necessity for more colors for artistic expressions grew the innovative ideas of alchemists to excavate the
minerals and study them for new possibilities. Egyptians added more colors to painting or art by introducing light and dark
blue, green, violet and golden yellow. For red, they used arsenic sulfide, a-As4S4 (realgar) and golden yellow of toxic arsenic sulfide
(As2S3) instead of the dull yellow ochre. Apart from art, they explored the use of colored materials containing both natural and
synthetic pigments as cosmetics.11 Romans created many shades of violet by mixing Egyptian blue and red ochre, while green
tone were made by layering yellow and blue. They also used cinnabar (HgS) red, in its mineral form which was one of the costly
pigments in terms of the complication in getting the desired bright red with the correct fineness. The alchemists of ancient China
artificially prepared mercuric sulfide which is known as vermillion from its elements and made it richer in color.16 More range of
colors was available between 9th and 15th century and made important changes in the dyeing and painting techniques. The pottery
and ceramic industry were flourished with art and colors and the famous “Iznik Pottery” used the colors of cobalt blue, emerald
green and bole red (a mixture of hematite and clay containing hydrous silicates of aluminum) on colorless transparent lead glaze.17
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With the advancement in pigment production, new techniques were tried to strengthen the saturation of colors by altering the rela-
tive refractive index of the medium in which pigments were dispersed.

When painting and dyeing techniques reached an advanced stage of development, new compounds were discovered like anti-
mony sulfide and galena (lead sulfide) as black pigments The pigment industry started flourishing with products such as Prussian
blue (Fe4[Fe(CN)6]3), Scheele’s green (CuHAsO3), chrome yellow (PbCrO4), better iron oxide pigments, and cadmium pigments.18

Bismuth oxychloride has been widely used as a pearlescent white pigment in 1960s for use in finger nail enamels, until new pearl-
escent pigments based on titanium dioxide were developed by research.10 Many synthetic colored pigments cadmium red
(CdS1�xSex), manganese blue [BaSO4$Ba3(MnO4)2], molybdenum red [Pb(Cr,Mo,S)O4], and mixed oxides with bismuth came
onto the market.4,5

Nowadays, research in the field of pigments is oriented toward the enlargement of the dichromatic set of colors together with an
increased thermal and chemical stability and non-toxicity. This involves improving the color properties by optimizing through
tuning the chemical compositions, crystal structures, band gap manipulation and preparative methods. There are several colored
pigments discovered so far with many special properties like heat reflecting, photochromic, thermochromic, pearl/luster, and inter-
ference pigments.19–22 The pigments which give additional color effects like color travel, luster are called “effect pigments” and are
demanding for decorative applications.23

It is interesting to note that the pure red colored pigments are very limited to list in contrast to other colored pigments. Most of
the reported oxide compositions in this category have hues far from pure red (either brown or vivid hues of reddish brown).24–28

Exceptions are the sulfides like cadmium sulfoselenide, vermillion (HgS) and molybdate red containing lead, all suffer from both
toxicity and stability issues and are not currently used as pigments in large scale coatings.5 It is well known that the origin of red
color in ruby (Cr3þ doped Al2O3) is d-d transitions arising from Cr3þ (d3) occupying distorted octahedral sites of a-Al2O3. However,
since these d-d transitions are formally forbidden in the case of ideal octahedral symmetry; the transitions produce brilliant red color
only in single crystals.4,29 Powdered ruby is pale red or pink and is not suitable as red pigment. Developing a brilliant red colored
oxide is truly a challenging task and needs more scientific understanding of the crystal and the band structures.

The royal or beautiful purple color was used only in fabric dyeing during the ancient time. The alchemists played vital role in the
development of vivid colors. A gold based pigment with rose-violet color was discovered in the 17th century by Andreas Cassius
which became famous as purple Cassius. Similarly Prussian blue was discovered accidently by Diesbach and Dieppel in 1704.14

The discovery of new elements like cobalt, nitrogen, manganese and chlorine, in the 18th century, engagedmore chemists to involve
in the search for new colored materials. Michel-Eugene Chevreul studied the psychology of colors and created the first chromatic
color wheels and established the law of complementary colors.30 The search for a good and bright yellow resulted in the discovery of
lead chromate, by the isolation of chromium by Vauquelin in 1797.31 He also invented the brilliant viridian green (hydrated chro-
mium (III) oxide). The ideal yellow chromate pigment was widely used for many applications including the road yellow markings
due to their durability and temperature tolerance.32 But it was phased out of market for toxicity reasons. In fact, it is still a challenge
to develop pigment that mimic lead chromate’s color and ability to withstand the daily exposure to UV light for some special appli-
cations like the one stated above. Toxicity disfavored many brilliant colored pigments. There were many attempts by chemists to
replace the lead based pigments due to the toxicity of lead and sulfurous fumes, which led to the invention of many other lead
free pigments like zinc white, silicate pigments and copper chloride based green pigments. But, unfortunately, none of them offered
the brilliant color of the lead based pigments. Many of the highly toxic pigments based on lead, arsenic and mercury were replaced
by the cadmium family of pigments in the 19th century.11 Vivid shades like orange, red and maroon were made from the yellow
cadmium sulfide by adding selenium at varying concentrations for sulfur. Cadmium red was available as a commercial product
from 1919. Although cadmium is less toxic than lead and mercury, it is still toxic and has an uncertain future due to regulatory
concerns. Recently cadmium yellows were partly replaced by some azo organic pigments. Molybdate orange was first introduced
as a commercial pigment in 1935. Solid solutions of lead molybdate and lead chromate were reported to give red hue following
the finding that mineral wulfenite (PbMoO4) was sometimes colored strongly red when it occurred near the mineral crocoite
(PbCrO4).

33

The recent discovery of intense blue colors due to Mn3þ in trigonal bipyramidal (TBP) coordination as a blue chromophore is
a breakthrough19 since two centuries of efforts failed to rationally design highly durable inorganic blue pigments to replace
CoAl2O4 (cobalt is classified as carcinogen) or less durable ultramarine (Na7Al6Si6O24S3).

The science of pigments and dyes has an ancient and fascinating history. It is interesting to note that every other primary and
secondary color is highly explored except red. Synthetic iron oxide is potentially used in industry which is refined from the red ocher
known since antiquity. Vermillion or cinnabar (HgS) was another choice for red in art and other decorations. Several red dyes like
cochineal, aniline and alizarin were invented for fabric dyeing, but they were unsuccessful as artists’ colors or pigment applications.
Remarkably cadmium red was the first essential innovation in red pigments. Many new red pigments like oxynitrides, oxysulfides,
rare earth based reddish brown pigments, manganese based oxides have been reported since then, but they are not suitable for
commercial use for reasons like poor stability, color quality and toxicity.4,26,34–36

4.16.3 Origin of color

The cause of color in gems, minerals and inorganic solids has been extensively reviewed by many physicists and mineralogists.
However, the quest for intense, stable and smart colored materials for multifunctional applications, makes it necessary to discuss
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more in this topic to understand the origin of color. A deep understanding in this regard can be helpful in the exploration of new
compounds with exciting and unanticipated properties. Nassau has stated 15 specific causes of color, arising from a variety of
physical and chemical mechanisms.3,29 There are mainly four types of electronic transitions that can be used to explain the color
in inorganic solids, i.e., crystal field or d-d transitions in transition metal oxides, charge transfer transitions in compounds with
multi-centered ions, band to band transitions in semiconductors, metals and color centers in solids with a non-transition element
impurity ion or a crystal defect. Different types of electronic transitions in inorganic compounds are shown schematically in Fig. 1.

4.16.3.1 Color due to d-d transitions

Visible light absorption in many oxides which contains transition metals as a major component or as an impurity is caused by d-
d transition which is an electronic transition between atomic orbitals confined to a single atom. Red color of Cr3þ doped alumina as
well as Mn3þ doped beryl (Be3Al2Si6Ol8), are the consequence of ligand field electronic absorption.37,38 Corundum or a pure crystal
of a-Al2O3 crystallizes in trigonal symmetry with the oxygen ions forming a hexagonal close-packed structure and aluminum cations
filling two-thirds of the octahedral interstices. Each Al3þ center is in slightly distorted octahedron and no absorption of visible light
takes place with all the paired electrons in it. When small concentration of Cr3þ (d3) replaces Al3þ in corundum, partially filled
d electrons of the chromophore ion can be excited to the high energy d orbitals by absorbing light in the violet (4A2-

4T1), and
the yellow-green regions (4A2-

4T2), giving ruby its deep red color. These two electronic transitions are spin allowed, but forbidden
by orbital (parity) selection rule and is relaxed by lowering the symmetry of the metal polyhedra or vibronic coupling.39 However,
the actual color of ruby is red with purple overtones, which is due to the characteristic red fluorescence emission (2E-4A2). The d-
d transitions are usually weak and produce pale color if a chromophore ion with partially filled d electrons is present in a perfect
octahedral environment. For example, Cr3þ doped in LaAlO3 is not colored as the forbidden d-d transition is not relaxed in the AlO6

octahedra of the perovskite, but it shows red luminescence.40 In ruby, the weak forbidden d-d transitions are enhanced in intensity
due to the distorted octahedral environment around chromium ions (Fig. 2). When the local environment around the same chro-
mophore (Cr3þ) changes with the immediate neighbors around it as in beryl (Be3Al2Si6Ol8), it results in a large shift in visible
absorption and transmission of light. Even though the extent of octahedral distortion and AleO distances are the same in both
hosts, the more open structure (Fig. 3) of beryl increases the covalency of metal-oxygen bonds and reduces the crystal field strength
to blue shift the optical absorption and produce green color.1 A similar effect of increased covalency changes the color from red to
green, when the concentration of Cr3þ increases in Al2O3. The concentration of chromophore ion is important in determining the
hue as well as the purity of the color. The absorption bands are polarization dependent in alexandrite (Cr3þ containing BeAl2O4)
that in blue-rich light, an intense blue-green color can be perceived, resembling that of emerald, while in red-rich candlelight a deep
red color is observed, like that of ruby (alexandrite effect). Here Al3þ is in distorted octahedral sites of orthorhombic crystal structure
and Cr3þ substitution produces color due to the d-d transition.2 Vanadium (V3þ) causes the same “alexandrite” color change effect
in natural and synthetic corundum. Mainly, the first row transition elements produce beautiful colors by the crystal filed sensitive
electronic transitions in most of the gems. Beryl containing Mn2þ exhibits a delicate pink hue (morganite), while Mn3þ containing
beryl occurs as bright red.38 Mn2þ and Fe3þ ions usually produce low-intensity absorptions in the visible range and pale colors as the
d-d transitions in them are doubly forbidden (laporte and spin) in high spin states. On the other hand, Mn3þ and most of the other
metal ions produce stronger absorptions and brighter colors.

But interestingly, the powders of these above oxides lack the intense color which they exhibit in the crystals. In the crystals, even
slight distortion of the symmetric polyhedral can promote the weak symmetry forbidden d-d transitions to produce brilliant colors.
The intense and dichroic color in gemstones or crystals can be attributed to the fact that different wavelengths of polarized light are
absorbed in varying degrees along different crystallographic optic axes. In inorganic oxide powders, strong d-d absorptions are noted

Fig. 1 Schematic representation of different types of electronic transitions: (a) d-d transition, intervalence charge transfer (IVCT), ligand to metal
charge transfer (LMCT) and (b) band to band transitions, producing various colors in inorganic compounds.
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only in less symmetric environments like fivefold trigonal bipyramidal or square pyramidal geometries.19,41 The geometric distor-
tions of the chromophore ions and the strength of bonding are key factors in the perfect allowed d-d transitions giving bright colors.
Sometimes, the color generated by the crystal field electronic transition is complicated that a same chromophore may occupy
different site in the same compound, thus providing several sets of energy level schemes and resulting in superimposed absorption
bands.

Like the d-d transition in transition metal ions with partially filled d orbitals, f-f transition in lanthanides with partially filled f
orbitals can produce color in their solutions and solids. Because of the variable valency (þ2 andþ4 in addition to the stableþ3) of
the rare earths, they are known to give color effect.42 The color appears to depend on the number of f electrons. Light absorption by
Ln3þ (lanthanide) ions and the resulting colors are most often due to f-f transitions and less commonly, due to f-d transitions. Since
the electronic transitions within the f orbitals are Laporte forbidden, the intensities of the spectral bands associated within the f-f
transition may be low. Consequently, the spectra of lanthanide ions are rather weak and the absorption bands are narrow. While the
lanthanide ions with unoccupied, half filled, or completely filled 4f shells (La3þ, Gd3þ, Lu3þ) are colorless, the remaining ions of the
rare earth series exhibit characteristic colors depending on the number of available f electrons. In lanthanides, spin orbit coupling is
more important than crystal field splitting and so the relaxation of forbidden transitions is rare. Rare earth based pigments like
praseodymium yellow (ZrSiO4:Pr) and reddish brown Ce1� xPrxO2 are widely used in the ceramic industry.43,44 In natural gems,
rare earth metals are seldom found as the primary coloring agents. Neodymium and praseodymium usually occur together in
natural gems, creating yellow and brown colors. Yellow sphene contains traces of iron (Fe3þ), neodymium (Nd3þ) and praseo-
dymium (Pr3þ). Rare earth metals are also found as dopants in synthetic gems such as Ce3þ in yttrium aluminum garnet (yellow)
and Er3þ and Ho3þ in Cubic Zirconia (pink). The radioactive metal ion, uranium (U4þ) in low concentration produces blue and
green color in natural zircon (ZrSiO4). The trioxide, UO3 itself is yellow colored and are used to color glass and ceramics.45

4.16.3.2 Color due to charge transfer transitions

Another electronic transition producing intense color in many inorganic solids and some gems withmultiple centered ions or mixed
valence ions is called charge transfer. Charge transfer transition can be of three different types: (a) Metal to metal charge transfer, (b)
Ligand tometal charge transfer and (c) Ligand to ligand charge transfer. Metal to metal charge transfer can occur when two atoms are
in close proximity to one another (i.e. transition metal ions in coordination sites sharing edges or faces) and the energy required to

Fig. 2 The d-d transition in ruby due to Cr3þ in distorted octahedra and the corresponding absorption spectra.

Fig. 3 Crystal structures of ruby (Al2O3, Corundum, Cr3þ-doped) (left) and emerald (Be3Al2Si6Ol8, Beryl, Cr3þ-doped) (right).
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transfer an electron from one atom to another within these compounds has been found to correspond to the energies of the visible
light. Charge transfer that takes place between two different metal ions or between two similar metal ions of different oxidation state
is called intervalence charge transfer (IVCT). For intervalence charge transfer to occur the metal ions should be able to adopt two
different valence states. There occurs a momentary change of valences when an electron is transferred between two neighboring
cations in adjacent coordination sites. A well-known example is blue sapphire, Al2O3 containing iron and titanium in adjacent
face sharing octahedra as impurities.1,46 Fig. 4 shows the crystal structure of sapphire and the intervalence charge transfer from
Fe2þ to Ti4þ where they occupy two adjacent face-sharing octahedra in Al2O3. During this electronic transition a single electron
is transferred between Fe and Ti to produce two pairs of ions in two valence states: (a) Fe2þ and Ti4þ and (b) Fe3þ and Ti3þ.
This is possible as there is enough overlap between the outer orbitals of Fe2þ and Ti4þ to allow an electron to pass from one
ion to another. The electron transfer involves the absorption of energy, producing a broad intense absorption band centered in
the yellow-orange region and resulting in the deep blue color. The Fe2þ 4 Ti4þ intervalence transition causes green and brown
color of many tourmalines (a boron silicate mineral) depending on the concentration of cation pairs. Manganese rich tourmalines
are yellow green due to the charge transfer between Mn2þ and Ti4þ.47 Most of the IVCT takes place between octahedrally coordi-
nated cations. The intervalence charge transfer transitions are facilitated by short metal-metal interatomic distances and occur
between cations located in the octahedra that are either face-sharing or edge-sharing. Very few examples with IVCT involving
octahedral-tetrahedral (cordierite) and cubic-tetrahedral (garnet) pairs are known.39 Garnets providing vivid geometric environ-
ments for its constituent ions are dramatically colored due to intervalence charge transfer transitions between Mn2þ 4Fe3þ,
Mn2þ 4 Ti4þ etc. Many compounds with metal ions in mixed valence state are recognized for their unusual color by the typical
intervalence charge transfer transitions.

In Prussian blue (Fe4
3þ[Fe2þ(CN)6]3), the blue color arises from the spin allowed intervalence charge transfer between Fe2þ and

Fe3þ ions.48 Here, the Fe2þ and Fe3þ ions form a face centered cubic array with the CN� ions octahedrally surrounding the metal
ions. The two distinct iron cations are located in the octahedral voids formed by carbon ends of the cyanide ligands as well as those
formed by the nitrogen ends of the cyanide ligands (Fig. 5). The color produced by the intervalence process also involves the change
in the spin states of Fe2þ and Fe3þ ions. In this series, there are other compounds like Prussian green (Fe3þFe3þ(CN)6) and Prussian
white (K2[Fe

2þFe2þ(CN)6]), where crystal field (d-d) transitions in Fe3þ produce the green color and the latter compound is color-
less due to the absence of crystal field electronic transitions in the visible region.45 The charge transfer between two adjacent Fe ions
separated by oxygen atoms produces the greenish blue color in aquamarine (Be3Al2Si6Ol8) and vivianite [Fe3(PO4)2,8H2O], where
iron cations are present in two different sites.1,46 Many oxides containing mixed valence metal ions such as Fe3O4 (black), Pb3O4

(red) and Mn3O4 (black) have been used as pigments in ceramics and art.49,50 Cs2SbCl6 shows dark blue color where antimony is
present in mixed valence states (þ3/þ5). Hydrated oxides of tungsten and molybdenum are blue-black in color due to the inter-
valence transition between metal ions in þ5 and þ6 valence states. Apart from the charge transfer involving mixed valence ions,
another metal to metal charge transfer is also found to produce color in transition metal tungstates, molybdates and vanadates. The
transition metal tungstates (AWO4, A ¼ divalent transition metals) with wolframite structure are colored by low energy metal to
metal charge transfer transitions rather than the d-d transitions. The metal to metal charge transfer from the occupied 3d orbitals
of divalent transition metal to the unoccupied antibonding W 5d states produces various hues depending on the nature of the tran-
sition metal ion.51

The most common charge transfer in inorganic solids is the ligand to metal charge transfer (LMCT) which are broad absorptions
in the near UV region extending to the visible part of the spectrum arising from the transfer of electrons from the neighboring oxygen
ions to the central metal ion.38 The oxygen to metal charge transfer absorption in most of the metal (d0 or f0) oxides (TiO2, CeO2,

Fig. 4 (a) The crystal structure of sapphire and (b) the intervalence charge transfer from Fe2þ to Ti4þ which occupy two adjacent face-sharing
octahedra in Al2O3.
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MoO3, WO3 etc.) are centered in the near UV region and are either white or pale colored. K2Cr2O7 (orange) and KMnO4 (violet) are
strikingly colored by the ligand-to-metal (anion to cation) electron transfer (Fig. 6), where the effect of ligand fields can be ignored,
as there are no unpaired electrons in the central metal ion (Cr6þ or Mn7þ). In golden beryl, the deep yellow color is caused mainly
by O2� /Fe3þ charge transfer.37 The O2�/Fe3þ charge transfer transitions produce similar absorption bands in corundum giving
rise to a yellow color. The O2� / Fe2þ charge transfer is centered mainly in ultraviolet and has minimal effect on color, unlike
O2� /Fe3þ charge transfer which extends into the visible region, causing yellow to brown hues in oxides. Many oxides including
vanadates (VO4

3�), chromates (Cr2O7
2�), and manganates (MnO4

�) are colored by oxygen to metal charge transfer transitions in
their tetrahedral coordinations.52 It is obvious that oxygen to metal charge transfer is common in all oxides and the corresponding
absorption is mostly centered in the UV region. It becomes the cause of color based on the extent to which charge transfer absorp-
tion extends to the visible region. For example in ruby, there exist oxygen to metal charge transfer absorptions centered below
200 nm as well as d-d transition absorptions in the visible range. Since the latter is in the visible region it is the main cause of
the observed red color. The observed orange-yellow-brown colors of Fe2O3 (hematite) are due to presence of d-d transitions and
oxygen to metal charge transfer extends to the orange region of the visible spectrum transmitting only the orange-red wavelength.
Also the d-d transitions in Fe3þ (d5) are forbidden by spin and orbital selection rules and hence charge transfer transition predom-
inates. However, the cause of intense color displayed by Fe containing mineral is more complex than just charge transfer and will be
described in later section.

There can be anion to anion charge transfer transitions which can produce color in certain minerals like lazurite (ultramarine
blue), (Na,Ca)8(AlSi)12O24(S2,SO4). Lazurite contains sulfur molecular units (S3)

� and transitions among the atoms in this
grouping produce the deep blue color.53 This mineral pigment is characterized by the sodalite structure which is composed of
close-packed cuboctahedra (Al3Si3O12)

3� called b cages.54 The chromophore is polysulfide [Sx]
� anions and are inserted in the

b cages. Fig. 7 shows the sodalite crystal structure of ultramarine composed of b cages of (Al3Si3O12)
3� and the sulfur molecular

units (S3)
� encapsulated inside the b cage. In fact, ultramarine contains the blue chromophore S3� and the yellow chromophore

S2� which are tetrahedrally coordinated to the four Naþ ions. In the bright blue ultramarine pigments, less than half of the sodalite

Fig. 5 The crystal structure of Prussian blue (Fe43þ[Fe2þ(CN)6]3). Potassium ions are omitted for clarity.

Fig. 6 Charge transfer transition in KMnO4 from O2p to Mn3d (d0) and the corresponding absorption spectra.
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cages are occupied by the blue chromophore S3�:55 Depending on the content of sulfur in the polysulfide solid, the color varies
from green, blue to pink and violet. Most organic gems like pearls and amber (a fossilized tree resin) show beautiful colors by
the transition of delocalized electrons on the nonmetal molecular groups. Black color in graphite can be attributed to the movement
of delocalized p-electrons between the sheets of connected six-membered rings of carbon atoms.1 Charge transfer transitions have
more transition probabilities governed by spin and parity selection rules compared to d-d transitions which are transitions associ-
ated with a single metal ion. Hence charge-transfer colors are more intense, but of course the intensity of the color depends on the
extent to which the charge-transfer absorption occurs in the visible portion of the spectrum. However, it is not really accurate to
predict the origin of color in inorganic solids involving multiple atoms.

4.16.3.3 Color due to band to band (band gap) transitions

Color in metals and semiconductors can be explained by the band to band transition which arises from transitions of electrons
localized on the entire crystal. In metals, semiconductors and crystalline solids, the distinct energy levels of numerous atoms are
so close that they appear as bands.1 These bands which are broadened by the individual energy levels are filled by available number
of electrons in the band structure up to the Fermi level. The energy difference or the space between electron populated low energy
band (valence band) and the empty high energy band (conduction band) is called the band gap (Fig. 8). The Fermi level is the most
populated portion of the valence band and the energy separation between valence and conduction bands is crucial in determining
the optical properties of many inorganic materials. The electrons on the valence band can by excited to the empty conduction band
by the absorbed light and the minimum specific energy required for this electronic transition corresponds to the band gap energy
(Eg) of that material.

If the band gap is smaller than the visible light range (Fig. 8), then all the light energies can be absorbed and black color results
(Eg �1.7 eV). So a dark colored material like PbS will have the absorption band starting from the UV region, extending to the entire
visible range and finally falling to the near IR region. If a substance has larger band gap than 3 eV, all the visible wavelength will be
transmitted and it appears colorless and the absorption band will be centered in the ultraviolet region. Colored materials will have
band gap in the range 1.8–2.8 eV and exact energy of the band gap varies among different materials, so the transmitted color will
also vary. In CdS, the valence band is composed of the filled 3p states of sulfur atoms and the conduction band is derived from the
unoccupied 5 s states of Cd. The energy difference (Eg ¼ 2.4 eV) between these bands allows only the absorption of violet and some
blue light and transmits all other wavelengths in the visible spectrum to produce the deep yellow color. That is, CdS will absorb all
electromagnetic radiation with an energy of 2.4 eV or greater. On the other hand CdSe is a narrow band gap semiconductor with
Eg ¼ 1.6 eV and appears black with the absorption of entire visible light. A solid solution of these two semiconductors (CdS1� xSex)
can bring about beautiful red colors with a modified band structure, where only 2 eV energy is required for the inter band electronic
transition (Fig. 9). The result is the transmission of only red wavelength with steep absorption edge absorbing all other colored
wavelengths up to orange. Similar mechanism applies for red vermillion, HgS, with the electronic transition from S 3p valence
band to Hg 6 s conduction band. Recently, an interesting red metallic oxide based on Sr1� xNbO3 cubic perovskite is reported as
an effective photocatalyst for water splitting.56 It is quite attracting that metallic oxide without energy gap between the occupied
and unoccupied bands is colored by exciting electrons within the band. Analyzing the absorption spectra of different colored
compounds with unique origin of color will be helpful in understanding various causes of color.

Fig. 7 (a) Sodalite structure of ultramarine composed of (Al3Si3O12)3� b cages and (b) the blue chromophore S3� anions (yellow spheres)
encapsulated in the b cage surrounded by sodium cations (purple spheres).
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Some metals like gold, copper and silver have their characteristic colors and lusters due to the band to band transitions.57 In
metals, a single continuous band extends through to high energies and each energy level inside this band accommodates so
many electrons. The surface of a metal can absorb all wavelengths of incident light, and excited electrons jump to a higher

Fig. 8 Band gap energy and the color absorbed and reflected.

Fig. 9 Band-gap colors in CdS1� xSex solid solutions. Pure cadmium sulfide (top left) has a band-gap energy of 2.6 eV, with the result that only
violet light can be absorbed; the material has the color complementary to violet, namely yellow. In pure cadmium selenide (bottom left) the band-gap
energy is 1.6 eV, so that all visible wavelengths are absorbed and the crystals are black. The other four materials are member of the solid solution
samples showing a gradient in absorption, with colors from orange through red (2 eV).3
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unoccupied energy level. The excited electrons return to the ground level rapidly and emit a photon of light of the same wavelength.
So, most of the incident light is immediately re-emitted at the surface, creating the metallic luster in most of the metals. The number
of available excited states may vary throughout the conduction band, so that some wavelengths are absorbed and re-emitted more
efficiently than others, thus producing color. Gold owes its distinct yellow golden coloration to the ability of reflecting more yellow
than other wavelengths, while silver and platinum absorb and emit all wavelengths with about the same efficiency and appear
white. Different colors in metal alloys are due to the shift in energy levels relative to the Fermi level. The presence of certain impu-
rities can affect the color as well other electronic properties of semiconductors. Striking examples are the yellow and blue color of
diamond due to the presence of nitrogen and boron, respectively. Nitrogen possessing one more electron than the carbon atom, can
act as a donor providing additional electronic level between the forbidden bands in diamond. The nitrogen impurity level is well
below the conduction band and absorbs only violet and blue light leading to yellow color. The nitrogen donor level energy
broadens into a band even if the concentration of nitrogen is very few per million carbon atoms due to thermal vibrations.
Nitrogen-doped diamonds remain insulators as nitrogen is a deep impurity and an extremely rare green color can result from
a higher nitrogen content of about 1 atom per 1000 atoms of carbon. Boron as an impurity in diamond forms an additional
acceptor level because of shortage of one electron than carbon atom. This hole level which accepts electrons from the valence
band is close to the valence band and less energy is required for the excitation of electrons between them, leading to blue color
in diamond. The boron doped diamond can conduct electricity as the impurity acceptor level is shallow and ambient thermal exci-
tation can raise electrons from the valence band into the acceptor level, and the resulting holes in the valence band act as carriers.1

The “doping” of wide gap semiconductor by aliovalent metal species, is one of the most frequently adopted practices to provoke
modifications of the bulk features of a material and its surface composition and reactivity.

4.16.3.4 Color due to defects (color centers)

Certain specimen of transparent crystals with coloration has been known for a long time. These inorganic substances without any
impurity chromophore are colored due to the excitation of electrons located on non-transition element ion or on a crystal defect
such as a missing ion. Color can be caused either by an electron color center (electron is present at a vacancy) or by a hole color
center (electron is missing from a location). The purple color in fluorite (CaF2) crystals is caused by the transition of electron trap-
ped in the vacancy (Frenkel defect) created by themissing anion, F�. Anion vacancy can be created during the growth of the crystal in
presence of excess of cation or when interacted by energetic radiation. An electron usually occupies the empty position to produce
the F-center (Farbe center) or electron color center to maintain electrical neutrality. This unpaired electron can then be raised to the
available, higher energy levels by the absorption of energy in photons. The color generated by the transition of this single electron
can be interpreted in terms of either crystal field rules of absorption or band theory.58 As band theory applies to many crystalline
inorganic solids, it is appropriate to view the single electron occupying the trap level within the wide band gap of the ionic solid.
Upon excitation by ultraviolet radiation or high-energy X-rays or gamma rays, the electron is transferred to the conduction band and
from there into the halide vacancy trap. The trap also contains excited energy levels as shown Fig. 10. Within the trap, the electronic
transitions absorb particular wavelength depending on the ionic solid. The electronic transition due to F-centers in sodium chloride
absorbs only blue light (Ea ¼ 2.7 eV), giving the solid a yellow-orange tinge. By heating the crystal, it acquires energy corresponding
to Eb and the electron which is still within the trap returns to valence band via the conduction band, consequently the color is
bleached. In some colored crystals the bleaching energy is smaller than the formation energy and hence exposure of such colored
crystals containing F-centers to visible light bleaches the crystal to transparent when Ea � Eb.

In smoky quartz, the color is produced by the hole color center. Natural quartz containing one Al3þ ions per 10,000 Si4þ is color-
less. The electrical neutrality is maintained by the presence of a nearby Hþ or Naþ ion. Such a quartz on heating or irradiating,
become smoky in color as one of a pair of electrons on an oxygen adjacent to each Al can be ejected from its position, leaving
an unpaired electron (Fig. 11). The ejected electron is trapped by the Hþ electron precursor, producing the neutral H atom. The
hole thus produced can have excited energy levels and light absorbing transitions. Quartz containing Fe3þ as an impurity, derives
yellow color due to ligand field effect. The yellow crystal on heating turns purple (purple amethyst) because of the presence of hole
color center. The color produced by color centers in many crystals is stable to light and those are discolored by heating can be
restored by another irradiation. There are other color centers like V-centers produced by the vacancy due to missing cations, giving
rise to an ultraviolet absorption band in alkali halides.

4.16.3.5 Color due to other reasons

Apart from the color in inorganic or organic solids caused by electronic transitions, there are other visual treats by natural colors
arising from many other reasons. An interesting case is the faint blue color of water caused by vibrational transitions and it is
the only known example of the kind. The absorbed photons promote transitions to high overtone and combination states of
the nuclear motions of the molecule.58 The intense colors of bird’s plumages and butterfly can be termed as “structural color” as
they are due to the presence of an array of nanostructures (organized layers or rods of a dense light scattering material)
(Fig. 12). The size and spacing of these structures reflect only certain wavelengths of light, creating specific colors.59 Color can
also be caused by some physical optic effects like scattering, dispersion, interference, diffraction etc.1 The brightness or intensity
of the color of a powdered solid is governed by many factors like the specific cause of color, crystallinity etc. Especially for pigments,
the refractive index of the compound and the particle size are so important in providing the perfect color for the specific application.
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Pigments with high refractive index are usually intensely bright colored and effectively scatter light in any medium. If a dark colored
pigment is crushed and then sieved for various size ranging particles, as the particle size decreases, the amount of light scattered
increases relative to the amount of light absorbed, so the smaller particles appear lighter in color. Sometimes too much grinding
causes their colors to fade. The scattering power of pigment particles reaches a maximum when the particle size approaches half
the wavelength of the incident light.60

Table 1 lists all the above mentioned origins of colors in materials. They are classified under five broad types encompassing 14
different mechanisms. All but one mechanism (vibrations of the atoms in molecules) can be traced to changes in the state of elec-
trons in matter. Electronic transitions are the most important causes of color because the energy needed to excite an electron falls in
the range that corresponds to visible wavelengths of light reflecting the unabsorbed complimentary color.

Fig. 10 Absorption due to electronic transitions within the vacancy trap (color center) in metal halide crystals due to defects.

Fig. 11 The color center in smoky quartz.
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4.16.4 Structure, geometry and color of the inorganic chromophore ions

Although the causes of color in minerals and synthetic solid state compounds are well understood, it is difficult to predict the precise
color of a compound before it is made. The current approaches to predict color transcend the conventional ideas, which attempt to
attribute certain colors to certain elements in the solid: blue-green colors to copper, deep blue to cobalt, red or green to chromium,
green to nickel and so on. However, this approach is not reliable. A well-known example is ruby vs. emerald. Both derive their colors
from Cr3þ substitution into distorted AlO6 octahedra. Dramatically different colors obtained with different hosts (Al2O3 and
Be3Al2Si6O8) can be attributed to the differences in polyhedral distortions and covalency, which alter the d-d transition absorption
energies in the visible region.29 Three types of metal ion coordination are common in oxides (especially in gemstones and
minerals): tetrahedral (MO4), octahedral (MO6) and distorted cubic (MO8). However, it should be noted that the highly idealized
coordinations are rare and most of the silicate and oxide minerals have low symmetry coordination environments like distorted
octahedra and tetrahedra. A metal ion with a coordination environment of less symmetry will have a greater probability of
absorbing light than in a symmetric coordination site. The main reason is when a transition metal ion is not occupying a site
with center of symmetry, Laporte selection rule is relaxed by the absence of center of symmetry. Also, there occurs more mixing
between the ligand p and metal d orbitals and the allowed electronic transitions from p to d produce vibrant colors. Rather unusual
five coordinated metal ions,MO5 (trigonal bipyramidal and square pyramidal), can also produce intense color in oxides, where the
d–d transition is strong in the asymmetric environment.19,61 Fig. 13 shows the relative MO splitting in different metal ion coordi-
nation environments. Color due to particular chromophore dramatically changes when it occupies different coordination environ-
ment. A chromophore in single valence state can produce a variety of colors in different gem materials with the same metal-oxygen
coordination. In such case, difference in the distance between the metal ion and the neighboring oxygen atoms matters a lot and the

Fig. 12 Structural color due to array of nanostructures on Lawes’s parotia bird’s feather (left) and the emerald swallowtail butterfly wings (right).59

Table 1 Origins of colors in materials are classified under five broad types encompassing 14 different mechanisms.29

Electronic transitions in free atoms and ions; vibrational

transitions in molecules

Electronic excitations Incandescence flames, arcs, gas discharge

vibrations Blue$green tint of pure water, iceburgs

Crystal-field colors Transition-metal compounds Turquoise, most pigments like cobalt blue, lasers,
phosphors, fluorescence

Transition-metal impurities Ruby, emerald, red sandstone, lasers, fluorescence
Color centers Amethyst, smoky quartz, fluorescence

Electron transitions between molecular orbitals Charge transfer Blue sapphire, prussian blue, lapis lazuli
Conjugated bonds Organic dyes, plant and animal colors, fireflies, dye lasers,

fluorescence
Transitions in materials having energy bands Metallic conductors Copper, silver, gold, iron, brass.

Pure semiconductors Silicon, galena, vermillion, diamond. cadmium yellow
Doped semiconductors Blue diamond, yellow diamond, light-emitting diodes,

phosphors
Geometrical physical optics structural Dispersive refraction The rainbow, “fire” in gemstones

Scattering Blue sky, red of sunset, moonstone, star sapphire
Interference Oil film on water, lens coatings, bird feathers, butterfly

wings
Diffraction grating Opal, liquid crystals, some insect colors
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variation in electrostatic repulsion of the metal ions can bring about shift in the absorption spectra causing a contrast in color. The
metal-oxygen bond length can be altered by the immediate neighboring cations as well as the concentration of the chromophore
impurity. The preferred coordinations for various chromophore ions in different valence states are discussed below.

4.16.5 Inorganic pigments with transition metal chromophores at tetrahedral, octahedral, square pyramidal
and square planar environments

Cr3þ prefers the octahedral site in most of the oxides like ruby, emerald and alexandrite and produces red and green colors. Cr3þ in
octahedral coordination can also account for the purple or violet color in the rare gemstone like taaffeite (BeMg3Al8O16).

62 Large
divalent chromium (Cr2þ) ions favor the distorted fivefold sites, which produce color in some phosphates. Cr(II) ions are found to
give colors in phosphate single crystals like Cr3

2þTi4
3þ(PO4)6 (dark brown) and CrTi2(P2O7)2-purple (pink powder).63 In

Cr3
2þTi4

3þ(PO4)6, Cr
2þ ions share two independent sites like orthorhombically distorted octahedral coordination and a fivefold

trigonal-bipyramidal environment whereas Ti3þ is in distorted octahedral environment. The absorption spectra of pink colored
solid (CrTi2(P2O7)2) reveal the presence of CrIIO4 chromophore which is observed in some chromium containing silicates as
well.64 The Cr2þ ions occupy square pyramidal sites in SrCrP2O7 with isolated CrO5 units and produce light blue color.65 Cr6þ

in tetrahedral coordination is mostly yellow or orange as in the case of PbCrO4 and potassium dichromate K₂Cr₂O₇, respectively.
Devoid of any d electrons, these solids are colored by the oxygen to metal charge transfer transitions. Charge transfer transitions
usually have high transition probabilities (laporte allowed), giving intense colors, and tend to dominate crystal field transition
colors when both are present.

As mentioned earlier, trivalent manganese is an interesting chromophore that gives intense blue colors when placed in the TBP
coordination.19 In fact as a chromophore manganese can produce diverse colors from blue, violet, green to red and black.66–70 Most
of the manganese oxides are black with di-, tri- or tetravalent manganese in octahedral coordination.66,71 Mn3þ in distorted octa-
hedral site is responsible for the red hue in red beryl gems.38 Bright orange color appears when divalent manganese is in the dis-
torted cubic geometry in spessartine Mn3Al2(SiO4)3. The heat reflecting black pigment, Bi2Mn4O10, contains Mn3þ in square
pyramidal and Mn4þ in octahedral sites, respectively.71

Three oxo anions of manganese, blue (Mn5þO4)
3�, green (Mn6þO4)

2� and purple (Mn7þO4)
� in tetrahedral sites are significant

in colored crystalline solids. Manganese phosphate, (NH4)2Mn2(P2O7)2 known as manganese violet is a commercially used
pigment.72 Pentavalent manganese produces turquoise or green color in tetrahedral coordination.73,74 Recently, intense turquoise
color (Fig. 14) due to Mn5þ in apatite type compounds is reported.75 Mostly, tetravalent manganese exhibits either brown or black
color in octahedral coordination environments.72,76 Manganese (IV) oxide Li2MnO3 with honeycomb rock salt structure displays
a red color,36 where the honeycomb-ordered [LiMn6] units play a vital role in strengthening the spin allowed electronic transitions
in Mn4þ and cause the red color as well as tunable emission in the red-yellow-green region (Fig. 15). If we make a comparison
between colors produced by Cr3þ (d3) and Mn4þ (d3) in distorted octahedral coordination, the spin-forbidden 4A2-

2E, 2T1 transi-
tions are likely to gain more intensity in the case of the latter due to the distortion in the edge-sharing MnO6 and the MneMn inter-
action in the honeycomb layered structure, which make Li2MnO3 a red-colored powder.

Iron oxide exists in various polymorphic forms like dark red hematite (a-Fe2O3), brown yellow maghemite (g-Fe2O3), and grey
magnetite (Fe3O4).

77 Usually, minerals with dilute or isolated Fe3þ (d5) are pale colored and the absorption is weak due to spin

Fig. 13 Relative MO splitting levels for octahedral, square pyramidal, trigonal bipyramidal (TBP), square planar and tetrahedral coordination
environments.
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forbidden electronic transitions. The brightly yellow-orange-red colored oxides with Fe3þ ions are due to the O 2p-Fe 3d charge
transfer transitions. As mentioned earlier, due to quantum mechanical considerations the d-d transitions are forbidden by spin
and orbital (Laporte) selection rules. It has been proposed that crystal-field absorption bands are greatly enhanced when Fe3þ

cations occupy a pair of face- or edge-sharing octahedra (as in corundum structure). These Fe3þ ions can strongly interact magnet-
ically and give rise to a revised selection rules that can lead to spin allowed transitions. This results in “electron pair transitions”
corresponding to strong absorption band at about 475 nm which enhances the orange-yellow color of the material.45,78 Rossman78

has listed the optical absorption wavelengths of iron containing oxides with respect to the geometry of Fe3þ ions. The oxo-linkages
between Fe3þ provide the pathway for absorption band enhancement, leading to the deep red color in hematite, whereas green
color is produced by the hydroxyl-linkages in Fe(OH)3.

79

Fe3þ can induce bright yellow to orange colors through substitution in trigonal bipyramidal sites in hexagonal YInO3.
[80]

Dramatic modification of color can be seen in ferrous ion (Fe2þ) containing compounds also. The presence of ferrous iron in
two slightly distorted octahedral sites produces green color in peridot (Mg, Fe)2SiO4, but Fe

2þ imparts a deep red color to alman-
dine garnet Fe3Al2(SiO4)3 where it is in distorted cube.2 A rare mineral Gillespite (BaFeSi4O10) is unusual in that it contains Fe2þ in
a square planar four-coordinate ligand environment and is red in color.81 Fe2þ in more distorted site tends to have high absorption
probabilities than in a more regular site.

Cobalt (Co2þ) is well detected for its blue or violet color in many oxides. Cobalt blue (CoAl2O4) is a well-known blue pigment
through ages82 with a spinel crystal structure in which Co2þ ions occupy the tetrahedral sites. The crystal structure and absorption

Fig. 14 Crystal structure of apatite type Ba5Mn3O12Cl and the spin allowed transitions of Mn5þ in tetrahedral coordination.75

Fig. 15 Crystal structure, color and absorption spectrum of honeycomb layered Li2MnO3.
36
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spectrum of cobalt blue spinel is shown in Fig. 16. In cerulean blue (Co2SnO4) with an inverse spinel structure Co2þ ions sit in both
octahedral and tetrahedral sites. Cobalt blue gems have been mined from Luc Yen district of Vietnam which contain Co2þ as the
major chromophore and also show the presence of Fe2þ. Hue differences like blue, skyblue and grey are controlled by the Co/Fe
ratio, and the gems exhibit red luminescence under laser excitation due to Cr3þ impurities in the cobalt aluminate spinel.83 The
presence of absorption band due to Fe2þ can be used to distinguish between natural and synthetic spinel gems.84 Co2þ appears
pink in octahedral coordination of calcite known as cobaltocalcite [(Ca,Co)CO3]. Various color hues ranging from violet, purple,
blue through grey to black are observed for Co3(PO4)2, SrCo2(PO4)2, Co2P2O7, BaCoP2O7, SrCoP2O7 and LiMg1–xCoxBO3 with
four, five and six coordinated Co2þ.61,85 Fig. 17 shows the crystal structure of cobalt violet Co3(PO4)2, having CoO6 and CoO5

in a ratio of 1:2, forming chains connected via edges. The optical transitions in these cobalt phosphates are very sensitive to the
oxygen coordination and bright colors are observed for Co2þ in multiple geometries. Co2þ chromophores when tetrahedrally sur-
rounded by sulfur atoms are green in sphalerite (ZnS), but produce blue color in blue spinel when connected to oxygens. Divalent
nickel gives mostly green color in perfect octahedral sites of its oxides (NiO). But it can produce bright yellow and orange colors in
distorted octahedral and fivefold square pyramidal coordination as in the case of LiNiPO4 (olivine structure) and SrNiP2O7 (thort-
veitite structure type), respectively.41,86 The spinel NiAl2O4 is blue with the Ni2þ ions in both tetrahedral and octahedral sites. As
already stated Cu2þ is prone to give blue or green color in their oxides in six or fivefold coordination.87,88 The first man-made blue
pigment Egyptian blue, Han blue and Han purple pigments with CuO4

6� chromophore unit are colored due to d-d transition in
Cu2þ with square planar geometry.89 The spin allowed transitions of Cu2þ in square planar geometry are shown in Fig. 18. Mono-
valent copper is reddish brown in its oxide Cu2O due to band gap absorption with Cuþ in octahedral symmetry.

Fig. 16 Crystal structure and absorption spectrum of Cobalt blue (CoAl2O4) showing the spin allowed electronic transitions of Co2þ in tetrahedral
coordination in spinel.

Fig. 17 The crystal structure of cobalt violet Co3(PO4)2, containing Co2þ in octahedral (dark purple) and square pyramidal (light purple) polyhedra
connected by PO4 tetrahedral units.
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Addition of Ti3þ to the tetrahedral sites in silicate glass imparts a purple color.45 Ti3þ in its octahedral coordination however
shows only weak absorption and is easily overpowered by the absorption due to other transition metal ions in most minerals.
Cohen et al. suggest Ti3þ gives color in rose quartz which is still under debate whether it is due to intervalence charge transfer
between Fe2þ and Ti4þ.90 When trivalent vanadium ions (V3þ) are the primary coloring chromophore they can create interesting
green colors, as seen in mint green Merelani Garnet, lime-green vanadium Diopside and blue-green Zambian Emerald. Vanadium
ions can also produce brown and yellow color in unheated Tanzanite (Zoisite, Ca2Al3(SiO4)(Si2O7)O(OH)), blue color in Tanza-
nite (V3þ ions are changed to V4þ ions with heat treatment), and blue color in Cavansite (V4þ). V3þ and V4þ favor the octahedral
coordination in all these gemstones. Tetrahedrally coordinated V4þ is red in some doped silicate glasses. Vanadates with V5þ ions
occupy tetrahedral coordination and provide mostly yellow hue by ligand to metal charge transfer transition.22,91

Rare earth elements with partially filled f electrons are another choice of chromophores for colored solids. Ce, Pr, Nd, Tb, Er, and
Yb in their tri- or tetravalent state occupy high coordination (6 or 8) environment and produce pink, lilac, yellow or reddish brown
colors.92–94 Metals like Bi3þ and Sn2þ with s2 lone pair reduce the band gap in many oxides (e.g. SnWO4, BiVO4, Bi2WO6) and
produce yellow or orange color.22,95–97 Notably, the impact of lone pair electrons of the neighbor cation can produce a shift in
the absorption edge and make them sharp enough to absorb the entire color and reflect others to give bright colors. In the two poly-
morphs of SnWO4, the Sn

2þ cation is in the usual asymmetric environment favored by s2 cations. In a-SnWO4 theW is in octahedral
coordination and produces a dark red (Eg ¼ 1.64) color not attractive for pigment use whereas in b-SnWO4 the W is in tetrahedral
coordination and is almost colorless (Eg ¼ 2.68). However, as in the case of a-SnWO4 the quality of the color is poor due to a lack of
sharpness of the optical band edge. The compounds Sn2TiNbO6F, Sn2Ti0.9Ta1.1(O,F)7, Sn2þ2(Sn

4þ
0.25W1.22Sc0.53)O6.96 and

Sn2þ1.4(Sn
4þ

0.19Ti1.06W0.75)O6.15 with the pyrochlore structure (Fig. 19) are deep orange to reddish brown with band gaps in
the range 2.3–1.9 eV.98 In these cases, the band edges are sufficiently sharp to obtain bright colors. It has been shown that in oxides
with Sn2þ the energy of the valence band based on Sn2þ is influenced by the degree of distortion around Sn2þ.99

Fig. 18 Crystal structure and the spin allowed electronic transitions of Cu2þ in square planar coordination (blue) in Egyptian blue (CaCuSi4O10).

Fig. 19 Crystal structure of pyrochlore A2B2O7 (A ¼ Sn; B ¼ Ti, Nb) shown as BO6 octahedra and A cations. The color of Sn2TiNbO6F is also
shown.
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4.16.6 Inorganic pigments with transition metal chromophores at trigonal bipyramidal coordination: YInMn
blues and beyond

While exploring a new class of manganese containing oxides for applications in electronics as magnetic capacitors, Subramanian
et al.19 discovered a surprisingly intense blue color when introducing Mn3þ into the trigonal bipyramidal (TBP) sites of hexagonal
YInO3 (Fig. 20). Brilliant blue colors were found over much of the YIn1� xMnxO3 solid solution range, in spite of the fact that two
end members YInO3 and YMnO3 are white and black, respectively. Both YInO3 and YMnO3 can crystalize in an acentric hexagonal
structure consisting of alternating layers of edge-shared YO6 octahedra and corner-shared MO5 (M ¼ In, Mn) trigonal bipyramids
(Fig. 20).

Despite the large size mismatch between In3þ and Mn3þ an entire single-phase YIn1� xMnxO3 (x ¼ 0–1) solid solution is easily
fabricated by conventional solid state reactions. We attribute this complete miscibility to the similar IneO and MneO basal plane
distances in isostructural hexagonal YInO3 and YMnO3. The large size difference between In3þ and Mn3þ is manifested only in the
apical distances. The crystal field splitting of the d-orbital energies in TBP coordination is shown in Fig. 20. As indicated by DFT
calculations of the densities of states and optical properties of the Y(In,Mn)O3 compounds,19 the e0 to a0 energy excitation depends
sensitively on the apical MneO bond length through its influence upon the energy of the dz2 orbital (Fig. 20).

This intense Y(In,Mn)O3 blue is reported as “the first new inorganic blue created in more than two centuries”.100,101 The new
blue pigments are safer to produce, much more durable and environmentally benign than any being used now or in the past. They
can survive at extraordinarily high temperatures and do not fade after being treated with acids. As an added bonus, these pigments
show unprecedented high heat reflectance ever seen in a blue pigment, i.e. strong reflection in near infrared region of the electro-
magnetic spectrum, making them ideal for painting energy efficient roofs of buildings and cars.100–102 Moreover the increased UV
absorbance, stability in QUV and outdoor weathering tests, and low HBU temperature values demonstrate that these materials offer
a robust alternative to commercial blue pigments such as CoAl2O4.

103 The Y(In,Mn)O3 pigment has now been labeled the new

Fig. 20 Hexagonal structure of Y(In,Mn)O3 showing In3þ and Mn3þ in blue TBP coordination, O in cyan spheres and Y in grey octahedra.
Schematic energy diagram for TBP Mn3þ showing transitions from e0 to a0 that are formally dipole-allowed in this symmetry. Blue pellets from left to
right are x ¼ 0.02, 0.05, 0.10, 0.25, 0.30 of YIn1� xMnxO3 samples, indicating the resulting blue color varies with Mn content.

Fig. 21 A “rainbow” of colors is created through various substitutions into the TBP sites of hexagonal YInO3.
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“Blue Standard”.104 A Y(In,Mn)O3 blue sample sent to the Forbes Collection in the Straus Center for Conservation and Technical
Studies at Harvard University is now kept together with 2500 other specimens that document the history of our longing for color.105

So far the “happy accident” of Y(In,Mn)O3 blue has led to discoveries of a “rainbow” of colors through rational design, as shown
in Fig. 21. Starting from the hexagonal parent compound YInO3, substituting a small amount of iron for indium produces intense
orange colors, replacing some or all indium with titanium and copper generates green colors and swapping some of the manganese
in blue pigments with a combination of zinc and titanium gives violet to purple colors.19,80,106,107 Most of these novel pigments
show high durability and good heat reflecting property similar to the Y(In,Mn)O3 blue.

Replacing Y3þ with other rare earth cations resulted in complete solid solutions of REIn1� xMnxO3 (RE ¼ Dy, Ho, Er) with
similar blue colors. Substitutions at the Y3þ site with small amount of Ca2þ or rare earth elements has little impact on the color.
Crystals of YMn1� xGaxO3 (x � 0.5) grown by a floating zone technique have been studied for ferroelectric properties, but optical
data were not reported.108 Inspired by the success of intense Y(In,Mn)O3 blue, Tamilarasan et al.69 reported a series of metastable
purple oxides YGa1� xMnxO3 that were prepared by a modified Pechini or sol-gel method.109 Hexagonal solid solutions of
InMn1� xGaxO3 prepared using a high-pressure technique show blue colors for compositions with low Mn content.110

Attempts to reduce the amount of indium led us to thorough study of the hexagonal YAlO3-YMnO3 solid solution synthesized
by sol-gel method.68 Although Mn-substitution did produce a navy blue color in hexagonal YAlO3, it was not as bright as the ex-
pected color associated with TBP coordination. We found that the centric hexagonal structure of YAlO3 reported in 1963, with Al in
TBP coordination, cannot be correct based on its unit cell dimensions and bond-valence sums (BVS).111 Our study indicated instead
that all, or nearly all, of the Al in this compound has a coordination number of 6. The compound long assumed to be a hexagonal
form of YAlO3 is actually an oxycarbonate. The absence of bright color is presumably due to the destruction of TBP sites caused by
carbonate substitution. This is also the case for the YAlO3-YFeO3 system with dull red brown colors.

It has been demonstrated that a blue color can also be obtained when Mn3þ is introduced into TBP sites of layered oxides other
than hexagonal YInO3 and YAlO3. The YbFe2O4-related compounds contain double layers of trigonal bipyramids and are therefore
potential hosts for Mn3þ. The Mn substitution induced blue colors for ScGaZnO4, LuGaZnO4 and LuGaO3(ZnO)2 and bluish-
purple colors for ScAlMgO4, ScGaMgO4 and LuGaMgO4.

67

The YInMn blue discovery has motivated others to search for transition metal chromophores with TBP coordination in different
structures.70,85,112,113 It is expected that the results will lead to routes for the development of inexpensive, environmentally benign
and highly stable inorganic pigments.

Representative X-ray diffraction patterns are shown in Fig. 22 for hexagonal Y(In,M)O3 (M ¼Mn, Mn/Ti/Zn, Fe, Cu/Ti) samples
prepared by solid state reactions. All compounds crystallize in an acentric hexagonal structure (space group P63cm), a weak reflec-
tion near 20� 2q indicating the 102 peak that arises from the ferrielectric form. The diffraction patterns for samples obtained by
rapid microwave synthesis and the citrate route114 are similar to those in Fig. 22 with slight difference in the peak width due to
particle size.

Substitution in the TBP sites of hexagonal YInO3 always leads to perceivable contraction along the c axis while leaving the cell
edge a essentially unchanged. In other words replacing In with M (M ¼Mn, Mn/Ti/Zn, Fe, Cu/Ti) has larger impact on the apical
In(M)eO bond distances than on the basal-plane In(M)eO distances in the Y(In,M)O3 solid solutions.

The optical property of a solid substance is associated with its crystal structure and composition, the local environment of chro-
mophore ions, defects and so forth. There are many causes of color in inorganic solids29: interatomic excitations or d-d transitions
(CoAl2O4, azurite, ruby and emerald); charge transfer excitations (blue sapphire, ultramarine or Lapis Lazuli); valence to

Fig. 22 Representative X-ray diffraction patterns of Y(InM)O3 samples with various colors: blue (M ¼ Mn), purple (M ¼ Mn/Ti/Zn), orange (M ¼ Fe),
and green (M ¼ Cu/Ti).
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conduction band transitions (CdS1� xSex and HgS); color centers (smoky quartz, amethyst and topaz). Without carefully examining
the crystal structures, the different color exhibited by ruby and emerald would be unexpected because both gemstones contain chro-
mophore Cr3þ in a trigonally distorted octahedral environment at the Al3þ sites. As Orna put it: “The prediction of the coloring
properties of yet unsynthesized compounds still remains in the realm of art rather than of science.7” For YInO3-based pigments
it is proposed that the origin of color is associated with the crystal field splitting of the trigonal bipyramidal coordination, and
the d-d energy excitation depends sensitively on the short apical MeO bonds (M ¼ Mn, Fe, Cu) through its impact upon the
dz

2 energy level (Fig. 20). The inverse relationship between crystal field splitting Do and bond distance R proposed for octahedral
coordination39 presumably holds for trigonal bipyramidal coordination in a similar way as inferred by DFT calculations.19

All indium-containing pigments Y(In,M)O3 (M ¼ Mn, Mn/Ti/Zn, Fe, Cu/Ti) exhibit higher near infrared (NIR) reflectance than
Co blue. Especially those with relatively low concentration of chromophore M cations, the observed NIR reflectance is comparable
to that of commercial TiO2, as shown in Fig. 23.

4.16.6.1 The Y(In,Mn)O3 blue

The entire solid solutions of YIn1� xMnxO3 (x ¼ 0–1) can be obtained through three synthetic routes: the conventional solid state
reaction,19 the sol-gel method or CPM,114 and the microwave radiation. The color of the samples varies from vivid blue to dark blue
as Mn content increasing (Fig. 24). For solid state synthesis, the formation of hexagonal blue pigments only occurs around 1300 �C.
Heating the amorphous precursor from the solution method at 1000 �C, however, single phase of hexagonal YIn1� xMnxO3 can be
obtained with grayish blue color. Further calcination to 1200 and 1300 �C gives rise to the same intense blue color as what was
observed in solid state reactions. Blue pigments obtained from sol-gel precursors have smaller particle size due to low temperature
preparation, providing advantages for applications and energy efficiency. Due to the design of our microwave setup, the microwave
field is usually non-uniform, resulting in uneven absorption by the object being heated. Multiple heating with intermediate grind-
ings are required to produce single phase samples.

The effect of Mn substitution on lattice parameters is illustrated in Fig. 25 for hexagonal YIn1� xMnxO3 solid solutions. Both the c
lattice parameter and the c/a ratio decrease dramatically with x as a result of the short apical In(Mn)eO distances. It is clear that the
similar basal-plane bond lengths in the end members (2.05 Å for YMnO3 and 2.1 Å for YInO3) give rise to a weak variation of cell
edge a across the solid solution series. The apical MneO distance in YMnO3 is only 1.86 Å, considerably shorter than those in the
basal plane. While in YInO3, all of the IneO bonds are roughly the same length. Due to the considerable difference between apical
MneO and IneO distances, the solid solution YIn1� xMnxO3where Mn and In randomly occupy the same crystallographic site is no
longer strictly periodic. The local relaxations around Mn and In will differ significantly. Both Raman and EPR studies reveal the exis-
tence of different apical bond distances for In and Mn.115,116 Analysis based on Bragg diffraction peaks is not normally expected to
elucidate local structures. Techniques such as PDF (pair distribution function) and EXAFS (extended X-ray absorption fine structure)
are commonly applied for this situation.

It has been shown that in favorable cases it is possible using Bragg diffraction peaks to accurately determine the detailed struc-
tures of differentMOx (M ¼ In, Mn) polyhedra in a solid solution even though these polyhedra are not ordered.19,117 Structures of
YIn1� xMnxO3 were refined for x values of 0.2, 0.5, and 0.8 by Rietveld analysis of neutron diffraction patterns, using both average
and split models. For all three compositions, we could identify distinctly different positions for In/Mn and two apical O atoms using
the structural model with split sites (Fig. 26). This was facilitated by the fact that the neutron scattering length of In is positive while
that of Mn is negative. The relatively high scattering power of O in neutron diffraction improves the location accuracy of different
apical O sites associated with In and Mn (Fig. 26). The refined bond distances are plotted in Fig. 27, together with the values of two
end members.118,119 The distance between the refined Mn and In sites is as much as 0.40(4) Å, and the distance between the split

Fig. 23 NIR spectra of Y(InM)O3 samples with various colors: blue (M ¼ Mn), purple (M ¼ Mn/Ti/Zn), orange (M ¼ Fe), and green (M ¼ Cu/Ti).
Data of commercial TiO2 and Co blue are plotted for comparison.
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apical O sites is as much as �0.24(2) Å. The basal plane distances In(Mn)eO are nearly the same (�2.1 Å) regardless of the struc-
tural models, while the difference between apical IneO and MneO distances can be as much as 0.15 Å for the split model. The
apical IneO distances in YInO3 are about 11% longer than the apical MneO distances in YMnO3. However, after local relaxation
these apical IneO distances are actually compressed no more than �3.5% in YIn1� xMnxO3. And as the Mn content in the solid
solution decreases the apical MneO distances actually only increase by �2.5%. The results are in agreement with previous XRD
study19 and local structure analyses by XANES (X-ray absorption near edge structure) and EXAFS.120 The TBP units become generally
more distorted in the solid solution, something expected when combining TBP units with different sizes and shapes. Bond valence
sums (BVS) of In and Mn are improved by using the split model.117

As shown in Fig. 20, the blue color of Y(In,Mn)O3 pigments is dependent on an allowed d � d transition (e0 / a0) for TBPMn3þ,
while the a’ (dz2) energy level is associated with the apical MneObond length. The little change in apical MneO distances, especially
for the lowMn compositions of interest for their intense blue color, is consistent with the fact that as x increases in the YIn1� xMnxO3

series there is no significant change in the position of the absorption peak andhence the blue color. From the diffuse reflectance spectra
inFig. 28,we see that at lowdoping concentrations there is a strong,narrow(�1 eVwidth) absorptioncenteredat�2 eV that absorbs in
the orange-green region of the visible spectrum. It is the absence of absorption in the 2.5–3 eV (blue) regionof the spectrum that results
in theblue color.As the concentrationofMn increases, the lower-energy absorptionpeakbroadens and thehigher-energy onset shifts to
lower energy, consistent with the gradual darkening of the samples toward navy blue. We assign the higher-energy peak (3–3.5 eV) to
theonset of the transition from theO2pband to theMn3dz2band. Theblue color of theYIn1� xMnxO3powders is evident even for very
low values of x (Figs. 20 and 24). As the concentration of Mn is increased, the lower-energy absorption peak broadens and the higher-
energy onset shifts to lower energy, consistent with the gradual darkening of the samples toward navy blue. In pure YMnO3, absorption
occurs throughout the entire visible region, resulting in the black color.

Fig. 24 Colors of pellets of YIn1� xMnxO3 showing change in intensity of blue color with increase in concentration of Mn3þ.

Fig. 25 The c/a ratio (top) and cell edges for the YIn1� xMnxO3 solid solutions.19 Trend lines are drawn to guide the eye. Estimated uncertainties
are smaller than the plotted point size.
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4.16.6.2 The Y(In,Mn/Ti/Zn/Al)O3 purple

The discovery of Y(In,Mn)O3 blue opened up a new field of research: rational design of novel inorganic pigments through cation
substitution into the TBP sites of the host oxides. We now that an allowed d-d transition of TBP Mn3þ is responsible for the bright
blue color of YIn1� xMnxO3 solid solutions and that the crystal field splitting between a0(dz2) and e0(dx2�y2, dxy) energy levels is
sensitive to the apical MneO distance. When chemical pressure is applied to compress the apical MneO distance in YIn1� xMnxO3

the allowed d-d transition is moved to higher energy, and thereby tune the color from blue to violet/purple.107 This was accom-
plished by substituting smaller cations such as Ti4þ/Zn2þ and Al3þ onto the TBP In/Mn site, which yielded novel violet/purple
phases (Fig. 29). The general formula is YIn1� x�2y� zMnxTiyZnyAlzO3 (x ¼ 0.005–0.2, y ¼ 0.1–0.4 and z � 0.1), where the color
darkens with the increasing amount of Mn. Higher y and/or small additions of Al provides a more reddish hue to the resulting
purple colors. Substitutions for Y were attempted as well with Ca and rare earth elements (RE ¼ La, Nd, Gd, Dy, Ho, Er, Eu, Yb,

Fig. 26 The TBP polyhedra in YIn1� xMnxO3 (x ¼ 0.2, 0.5, 0.8) showing distinct sites for Mn, In and apical oxygens.117 Basal plane O atoms are in
the same positions in both InO5 and MnO5 polyhedra. The structures of two end members are drawn for comparison.118,119

Fig. 27 Average bond distances In(Mn)eO for YIn1� xMnxO3 (x ¼ 0, 0.2, 0.5, 0.8, 1).117 Literature reports are used for x ¼ 0 and 1.118,119 Solid
lines (apical: green; basal: turquoise) indicate expected behavior without local relaxation (average structural model). Symbols are for bond distances
of IneO (apical: triangles; basal: circles) and MneO (apical: squares; basal: crosses) from Rietveld analysis with split atoms, with dashed lines
showing the trends. Estimated uncertainties are smaller than the plotted point size.
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Sc), but there was little impact on the color. The same substitutions with Ti/Zn/Al in other hexagonal RE(In,Mn)O3 hosts (RE ¼ Dy,
Ho, Er) produce similar violet and purple colors.

Unit cell parameters a, c, c/a ratio and cell volume all decrease with increasing substitution (similar to Fig. 25) due to smaller 3þ
ionic radii of Mn/Ti/Zn/Al compared with that of In, which confirms the formation of the solid solution. Like the case of blue
Y(In,Mn)O3 phases, we attribute this miscibility to the similar IneO andMeO (M ¼Mn, Ti, Zn, Al) basal-plane distances in hexag-
onal YIn1� xMxO3. The large size difference between In3þ and M3þ is manifested only in the apical distances. Similar basal-plane
bond distances lead to a weak variation of cell edge a over the whole range of the solid solution.

It has been found that for simple system like blue YIn0.8Mn0.2O3 it is possible to refine In and Mn positions separately using
neutron diffraction data, and refine as well the separate positions for the apical O atoms associate with In and Mn.117 Such an
approach becomes muchmore challenging for the purple Y(In,Mn,Ti,Zn,Al)O3 compositions with relatively lowMn content. A split
model was, however, successful for YIn0.7Mn0.1Ti0.1Zn0.1O3. This was accomplished by refining the positions of Mn and its apical
oxygens separately, leaving In, Ti, Zn, and Al at one site with occupancies fixed according to the nominal composition. Such a refine-
ment is facilitated by the fact that Mn is the only atom in the structure with a negative scattering length. Fig. 29 displays a clear
contraction of the apical bond distances with increasing substitution and a minor change in the basal plane distances. Without
allowing local relaxation for Mn, the average apical MneO distance is refined to be 2.04 Å for YIn0.7Mn0.1Ti0.1Zn0.1O3

(x þ 2y þ z ¼ 0.3), but it becomes much shorter (1.86 Å) when refined with the split model. The same distance is 1.92 Å for

Fig. 28 Diffuse reflectance spectra of YIn1� xMnxO3 solid solutions.19

Fig. 29 Average bond distances of purple samples YIn1� x�2y� zMnxTiyZnyAlzO3.
107 The value of (x þ 2y þ z) is the total TBP site substitution for

In. Open and filled circles are distances refined for samples without local relaxation. The cross sign and star (for purple sample
YIn0.7Mn0.1Ti0.1Zn0.1O3), the open and filled squares (for blue sample YIn0.8Mn0.2O3), are distances refined with split sites for In and Mn and two
apical oxygens. Dashed lines are drawn to guide the eye. Estimated uncertainties are smaller than the plotted point size. Compositions for selected
samples (inset): (a) x ¼ 0.005, y ¼ 0.1; (b) x ¼ 0.01, y ¼ 0.2, z ¼ 0.1; (c) x ¼ 0.03, y ¼ 0.2.
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blue YIn0.8Mn0.2O3 refined with local relaxation for Mn, indicating a decreasing apical MneO bond distance going from blue to
purple. The actual difference between apical MneO distances of blue and purple samples might be even bigger if local relaxation
could be applied for all the TBP cations of the purple samples, given the fact that Shannon radii (Å) for these cations in fivefold
coordination are Mn3þ (0.58), Ti4þ (0.51), Zn2þ (0.68), Al3þ (0.48), and In3þ (0.723, estimated from the reported YInO3

structure).118,121

The decrease in apical MneO bond distance is presumably responsible for the color shift from blue to purple since the energy of
the dz2 state relative to the valence band maximum is determined by the MneO apical bond length (Fig. 20). More precisely, the
crystal field splitting for Mn3þ is related to the ratio of the apical and basal plane MneO distances. Since the apical distances vary
much more than the basal plane distances, it is primarily the apical MneO distances that correlate with the position of the allowed
d-d transition. Similarly, using smaller Ga3þ (0.55 Å) to replace some In3þ in YIn1� xMnxO3 can also shift the color from blue to
violet or purplish blue, but the successful substitution is limited to x � 0.1 by solid state synthesis. Addingmore Ga to the hexagonal
lattice would require a sol-gel precursor route that likely involves incorporation of carbonate groups into the crystal structure.68,69

Diffuse reflectance spectra of selected purple and blue samples are compared in Fig. 30. For the purple solid solution
YIn1� x�2yMnxTiyZnyO3, with increasing concentration of Ti/Zn, the lower-energy absorption peak is blue-shifted by 0.1–0.4 eV
and the onsets of the higher-energy absorption peak is red-shifted by 0.1–0.4 eV with respect to the blue. We assign the lower energy
absorption to the allowed d-d transition (e0(dx2�y2, dxy) to a0(dz2)) as shown in Fig. 23 and the absorption in the near-UV to
a charge-transfer transition from O to Mn. These peaks also broaden because of the disorder around Mn due to nearest neighbors
like In, Ti and Zn. The color is defined by the minimum absorption, which shifts to higher energy with increasing y. In comparison
to blue YIn1� xMnxO3 the shorter MneO distances impact both the d-d transition and the charge transfer peaks. It yields a larger
ligand field splitting because it is mainly the apical MneO distance that decreases, which causes the d-d transition to move to
a higher energy range of the visible (from orange to yellow-green). Also, the Mn3þeO2� charge transfer becomes somewhat easier
as the MneO distance decreases; consequently, the associated higher-energy absorption band moves to lower energy range. These
two effects induced by the shorter MneO distances give rise to a slight increase in the absorption at the bottom of the valley
(�2.7 eV). The same valley also rises in blue series YIn1� xMnxO3 with increasing amount of Mn due to the MneMn charge transfer
(2Mn3þ /Mn2þ þ Mn4þ) not shorter MneO distances.19 This is not as obvious in the purple YIn1� x�2yMnxTiyZnyO3 (x � 0.2)
series due to the low Mn content.

Currently, manganese violet (NH4MnP2O7) and cobalt violet (Co3(PO4)2) are still commonly used pigments, along with ultra-
marine violet (Na10Al6Si6O24S4) and Han purple (BaCuSi2O6). Han purple and ultramarine violet are chemically and thermally
unstable. Manganese violet decomposes around 300 �C and cobalt violet has environmental issues. We performed heating and
acid tests on our well-characterized purple pigments. The synthesis temperature is �1300 �C but these pigments can endure
even higher temperatures while maintaining their original colors. Treating our pigments with 10% � 50% of HNO3, HCl or
H2SO4 solutions and stirring overnight resulted in negligible weight and color changes, and XRD patterns remain the same after
the tests. Additionally, the lower indium content due to Ti/Zn/Al substitution reduces the cost of the pigments, and the simple prep-
aration via solid state reaction offers advantages for industrial manufacturing process in contrast with the solution routes of some
existing purple pigments.

Fig. 30 Diffuse reflectance spectra for purple sample YIn1� x�2yMnxTiyZnyO3 (x ¼ 0.05, y ¼ 0.3) and blue samples YIn1� xMnxO3 (x ¼ 0.05, 0.20).
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4.16.6.3 The Y(In,Fe)O3 orange

Introducing Fe3þ into the hexagonal YInO3 system produced new solid solutions of YIn1� xFexO3.
80 The color of these phases varies

from yellow, orange to dark red with increasing Fe content x. A standard solid state high temperature method was used to prepare
the In-rich YIn1� xFexO3 phases. Since hexagonal YFeO3 is metastable and normally prepared by a sol-gel method,109 the Fe-rich
YIn1� xFexO3 phases were prepared by starting with metal nitrate solutions using citric acid as a chelating agent. The solid-state
synthesis approach was successful for the preparation of yellow to bright orange YIn1� xFexO3 powders from x ¼ 0.0 to 0.3.

The solution route was successful for the preparation of dull red brown to dark red brown YIn1� xFexO3 phases from x ¼ 0.7 to
1.0. Neither approach was successful for intermediate x values (Fig. 31). X-ray diffraction profiles and SEM images indicate smaller
crystallite/particle size for the Fe-rich samples. All phases appear to have the ferrielectric structure known for YInO3. The hexagonal
unit cell parameters versus x are shown in Fig. 31. Like other Y(In,M)O3 systems, alteration along cell edge c still dominates when
substituting chromophore ion Fe3þ into the In site.

For oxides containing Fe3þ there is strong optical absorption in the near UV based on a Fe3eO2 charge transfer transition. This
peak typically extends far enough into the visible to give a yellow color. The lower energy d-d transitions are forbidden, but they
become allowed as the d states broaden into bands, i.e. a d-d transition is no longer restricted to occurring on one Fe atom.
This broadening increases as FeeFe distances decrease with increasing Fe content. In Fig. 32 we see that for x ¼ 0.1 the substituted
Fe is so dilute that the color is essentially all due to the Fe3þeO2� charge transfer. As the Fe concentration increases color derived
from the lower energy d-d transitions becomes increasingly more evident.

4.16.6.4 The Y(In,Cu/Ti)O3 green

Double substitution of Cu2þ/Ti4þ into the TBP sites of hexagonal YMO3 (M
3þ ¼ In, Al, Ga) resulted in solid solutions of the type

YM1� x(Cu0.5Ti0.5)xO3 with green colors.106 All showed impurity phases for x < 0.8, especially whenM is Al and Ga. The green color
of YCu0.5Ti0.5O3 was found to be enhanced by small substitutions of In, Al and Ga. A range of vivid green colors, from light to dark,
can be obtained by varying the x from 0 to 1 in YIn1� x(Cu0.5Ti0.5)xO3. The green color is perceptibly intensified by indium addition.
Hexagonal RECu0.5Ti0.5O3 (RE ¼ Dy, Ho, Er, Tm, Yb and Lu) phases are also reported to show green colors.122

The structure of YCu0.5Ti0.5O3 is the same as that of hexagonal YMnO3, but now we have equal amounts of Cu2þ and Ti4þ occu-
pying the TBP sites in a disordered manner. Likewise in YM1� x(Cu0.5Ti0.5)xO3 (M

3þ ¼ In, Al, Ga) we have a random distribution of
M3þ/Cu2þ/Ti4þ on the same TBP site. The d9 electronic configuration of Cu2þ favors the TBP position through crystal field stabi-
lization. Our initial neutron diffraction study shows that Cu2þ has shorter apical distances than basal plane distances in the TBP
coordination, despite the dilution of Cu2þ with Ti4þ. Diffuse reflectance spectra are shown for selected YAl1� x(Cu0.5Ti0.5)xO3

samples in Fig. 33. There is a strong absorption centered at �1.7 eV that absorbs in the red region of the visible spectrum, and
the higher-energy absorption peak also shifting into the visible range. The color is determined by the minimum absorption
(�2.3 eV) in the green region of the visible spectrum.

Fig. 31 Lattice parameters vs x in hexagonal YIn1� xFexO3.
80 The shaded area indicating discontinuity of the lattice parameters due to missing

phases with intermediate x values. Trend lines are drawn to guide the eye. Estimated uncertainties are smaller than the plotted point size.
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Fig. 32 Diffuse reflectance spectra of YIn1� xFexO3 solid solutions: (a) x ¼ 0.1– 0.3; (b) x ¼ 0.7– 1.0.80 The selected samples (inset) showing the
pigment color darkens with increasing Fe content x. Spectrum for x ¼ 0 (hexagonal YInO3: white) is shown for comparison.

Fig. 33 Diffuse reflectance spectra of YAl1� x(Cu0.5Ti0.5)xO3 (x ¼ 1.0, 0.9, 0.8) samples.106 Compositions for selected samples (inset): (a)
YCu0.5Ti0.5O3; (b) YAl0.1(Cu0.5Ti0.5)0.9O3; (c) YIn0.2(Cu0.5Ti0.5)0.8O3.
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4.16.6.5 The Y(Al,M)O3 pigments

The discovery of Y(In,Mn)O3 blue has led to a search for other hosts for Mn3þ in TBP coordination. An obvious choice would be
YAlO3. This compound, which has only been prepared through a citrate precursor route, has long been considered isostructural with
YInO3. The hexagonal structure proposed for YAlO3

111 with Al in TBP coordination however is erroneous based on its unit cell
dimensions and bond valence sums (BVS). Fig. 34 shows the plot of cell edge a values reported for hexagonal YMO3 compounds
whereM ¼ In, Fe, Mn, Ga and Al, assuming that YAlO3 has the centric structure (P63/mmc) and Al at the TBP position. The apparent
deviation of YAlO3 from the trend line suggests that the structure of hexagonal “YAlO3” is not the same as that for other YMO3

phases. The reported z value of 0.077 gives BVSs of 1.95 for Al and 3.42 for Y, both of which are unreasonable deviations from
the expected 3.0 value.111

Our studies reveal instead that all, or nearly all, the Al in this compound has a coordination number (CN) of 6.68 On heating in
air this compound transforms to YAlO3 with the perovskite structure liberating CO2. The compound long assumed to be a hexagonal
form of YAlO3 is actually an oxycarbonate with the ideal composition Y3Al3O8CO3 (Fig. 34, inset). We find that the hexagonal
structures of YGaO3 and YFeO3 from the citrate route are also stabilized by small amounts of carbonate. The presence of carbonate
in citrate-prepared Y3Ga3O9� x(CO3)x was also confirmed by IR data, and the cell edge analysis suggested an even higher carbonate
concentration in the citrate-prepared hexagonal “REGaO3” phases (RE ¼ La, Pr, Nd, Sm, or Eu) than in “YGaO3.”

The YAlO3-YMnO3 system was explored in consideration of replacing indium with cheaper aluminum for making Mn-
containing blue pigments. The standard solid-state synthesis approach however was successful only for the preparation of pure
YMnO3 and Al-poor phases YAl1� xMnxO3 (x � 0.9). A complete solid solution of YAl1� xMnxO3 (x ¼ 0–1) was prepared by the

Fig. 34 Cell parameter a vs radius of the M cation in hexagonal YMO3 (M ¼ Al, Ga, Mn, Fe, In).68 The small hexagonal pseudo cell is used. Trend
lines are drawn to guide the eye. Estimated uncertainties are smaller than the plotted point size. Inset shows partial crystal structure of oxycarbonate
“YAlO3” with the ideal composition Y3Al3O8CO3 and a coordination number of 6 for Al.

Fig. 35 Cell dimensions a and c vs x for solid solutions YAl1� xMnxO3.
68 Trend lines are drawn to guide the eye. Estimated uncertainties are smaller

than the plotted point size.
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citrate route.68 XRD analysis shows that the superstructure reflections in YMnO3 due to the ferroelectric distortion remain present at
x ¼ 0.9 but have disappeared for lower values of x. The disorder associated with the Al substitution for Mn has disrupted the long
range forces required for the transition to the ferroelectric state. The variations of cell edges a and c with x are essentially linear
(Fig. 35) suggesting a gradual decrease of carbonate with increasing x. Although a blue color develops with Mn substitution
(Fig. 36), it is a dark navy blue rather than the brilliant-blue color observed for YIn1� xMnxO3 phases. The absence of bright color
is presumably due to destruction of TBP sites caused by carbonate incorporation.68,123 A significant fraction of the Mn3þ will be on
the highly distorted octahedral site that will produce color, but not the intense blue color associated with the TBP site.

Red brown phases of the type YAl1� xFexO3 could only be prepared through the citrate route. The weak 102 reflection associated
with ferroelectric distortion only appears in XRD patterns of Fe-rich samples. Lattice constants as a function of x are shown in
Fig. 37. Unlike the YAl1� xMnxO3 solid solution, there is now a miscibility gap and the variation of a and c with x deviates strongly
from linear. It would appear that for YAl1� xFexO3 the carbonate level remains high on initial substitution of Fe up to the miscibility
gap. Then there is an abrupt decrease in carbonate concentration of the Fe rich side of the gap, and this leads to the abrupt decrease
in the a cell edge and the unit cell volume. This explanation is qualitatively supported by the infrared measurement for carbonate
content.68 Some carbonate is always present in hexagonal YFeO3 itself. Again, the lack of intense red brown color (Fig. 37, inset) is
likely related to the destruction of TBP sites caused by carbonate inclusion.

Fig. 36 Diffuse reflectance spectra of YAl1� xMnxO3 (x ¼ 0.2, 0.4, 0.6) solid solutions. Inset shows a navy blue color exhibited by a YAl1� xMnxO3
(x ¼ 0.5) sample.

Fig. 37 Cell edges versus x for YAl1 � xFexO3 phases.68 The shaded area indicating discontinuity of the lattice parameters due to missing phases
with intermediate x values. Estimated uncertainties are smaller than the plotted point size. Inset shows dull red brown colors exhibited by selected
YAl1 � xFexO3 samples.
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4.16.6.6 The Y(In,Mn)O3 blues and beyond

The discovery of Y(In,Mn)O3 blues is the first report on the synthesis of oxides with the chromophore based on a trigonal-
bipyramidal (TBP)-coordinated Mn3þ ion.19 Many new colored inorganic compounds with chromophore ions at TBP coordination
have been reported since then.67,70,85,112,113 We demonstrate in this section that blue pigments can be designed by introducing
Mn3þ into various structures containing TBP coordination and the host oxide is not limited to hexagonal REMO3 (RE ¼ rare earth
ion, M ¼ In, Ga, Al) phases. Fig. 38a shows that the crystal structure of YbFe2O4 may be described as double-layered FeO5 trigonal
bipyramids sharing edges and sandwiched by YbO6 octahedral layers along the c axis. The TBP polyhedron is distorted because of
Coulomb repulsion between Fe ions. The Yb site is often occupied by In, Sc, Y, or smaller rare-earth ions. Fig. 38b shows that the
structure of LuFeO3(ZnO)2 contains single layers of FeO5 trigonal bipyramids corner-shared with ZnO4 tetrahedra that are sand-
wiched between layers of edge-sharing LuO6 octahedra. Substitution of Mn3þ into the TBP sites of oxides with the YbFe2O4-type
structure produces an intense blue color because of an allowed d-d transition.67 This has been demonstrated utilizing a variety
of hosts including ScAlMgO4, ScGaMgO4, ScGaZnO4, LuGaMgO4, LuGaZnO4, and LuGaO3(ZnO)2.

67 The hue of the blue color
can be controlled by the choice of the host. All of the samples without Mn substitution are white, except for pale-yellow LuGaMgO4.
Mn substitution causes a blue color for ScGaZnO4, LuGaZnO4, and LuGaO3(ZnO)2 or a bluish-purple color for ScAlMgO4,
ScGaMgO4, and LuGaMgO4. Colors of selected LuGa1� xMnxMgO4 samples are shown in Fig. 38 (inset).

Diffraction peaks due to impurity phases were not observed up to x ¼ 0.15 for ScAl1� xMnxMgO4 and LuGa1� xMnxMgO4. Simi-
larly, the formation of a solid solution up to 5%Mn was confirmed in ScGa1� xMnxZnO4 and LuGa1� xMnxO3(ZnO)2. According to
Shannon radii the evolution of unit cell parameters upon substitution confirmed the formation of solid solutions withMn addition.
Lattice refinements were based on the space group R�3m (hexagonal setting).

Diffuse reflectance spectra for LuGa1� xMnxMgO4, ScAl1� xMnxMgO4, ScGa1� xMnxZnO4 and LuGa1� xMnxO3(ZnO)2 show that
band gaps in the undoped phases are evident only when Zn is present.67 The band gaps for ScGaZnO4 and LuGaO3(ZnO)2 are esti-
mated to be 4.5 and 3.7 eV, respectively. As Mn3þ is introduced, two new absorption bands appear for all of the samples. One of
these bands is located at �2 eV and is the origin of the bluish color. The other appears at about �4 eV. As x increases, the intensity
tends to saturate. However, these results clearly indicate that the newly formed absorption band at 2 eV originates from the TBP-
coordinated Mn3þ ion. The small splitting of the absorption band at about 2 eV in these phases as well as in the YIn1� xMnxO3

phases can be attributed to the fact that the symmetry of the TPB site does not possess the full D3h symmetry of an ideal TBP.
The blue-colored ScGa1� xMnxZnO4 and LuGa1� xMnxO3(ZnO)2 samples have a single absorption band at 1.9 eV. This is ascribed
to an allowed transition from e0 to a0 in D3h symmetry, the ideal symmetry for TBP coordination. A transition from e00 to a0 is
forbidden. The a0 antibonding state originates from the Mn 3dz2 and Oapical 2p interaction; thus, the position of the absorption
band near 2 eV depends on the Mn–Oapical distances. All samples show a charge transfer from O 2p to Mn a0 in the region 3.5–
4.0 eV. As x increases, this absorption band broadens. Control of the Mn3þ ligand field via the MneOapical bond distance can
tune the color from blue to bluish-purple.

Fig. 38 Crystal structures of (a) YbFe2O4 and (b) LuFeO3(ZnO)2 showing FeO5 trigonal bipyramids in blue (Fe, blue spheres; O, red spheres; Yb/Lu,
pink spheres; Zn, grey spheres).67 Inset showing blue or bluish purple colors of two LuGa1� xMnxMgO4 (x ¼ 0.01, 0.15) samples.
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The melilite-type compounds with a general formula Sr2MGe2O7 (M ¼ Mg, Zn, Co, Mn) consist ofM2þ and Ge4þ in tetrahedral
coordinations. Using X-ray absorption spectroscopy, synchrotron X-ray diffraction and ab initio total energy calculations, it is found
that the crystal structure of Sr2(Mg1� xMnx)Ge2O7 þ d contains MnO5 trigonal bipyramids and the GeO5 square pyramids, and that
the oxidation state of Mn is mixed and close to 3þ.112 The DFT calculation suggests that the five coordinations around Mn3þ and
Ge4þ ions result from the oxidation of Mn2þ ions induced by an interstitial oxygen atom. The Mn-substituted melilite-type
Sr2MgGe2O7 solid solutions exhibit a range of blue colors. The optical bandgap of the parent compound Sr2MgGe2O7 is estimated
to be 5.6 eV, and two absorption bands appear in the energy range of 1.6–2.8 eV and 3.5–6.0 eV due to Mn substitution. The blue
hue of the compound is attributed to absorption in the visible light range resulted from the d–d electronic transition of Mn3þ in the
trigonal bipyramidal geometry.

Germanate LaGaGe2O7 belongs to the AlNdGe2O7 structure type with a monoclinic space group of P21/c, in which the rare-earth
ions are separated by GaO5 and Ge2O7 polyhedra. Incorporating Mn3þ in the trigonal bipyramidal geometry produces blue solid
solutions LaGa1� xMnxGe2O7 (x ¼ 0.1–0.4).70 The band gap of LaGaGe2O7 (x ¼ 0) lies in the range of 3.3 eV. When introducing
Mn3þ into the Ga site, two new absorption bands are observed in all substituted samples. The blue color is due to the absorption
in the energy region of 1.7–2.5 eV. The absorption band located in the 3–4.5 eV region results from the transition taking place from
O 2p to Mn dz2 orbitals. The absorption centered around 2 eV arises presumably owing to the symmetry-allowed transition from
dx2�y2, xy / dz2 (1.7 eV) and the formerly symmetry forbidden transition from dxz, yz / dz2 (2.1 eV). It is proposed that the
longer MneO apical bond in LaGa1� xMnxGe2O7 results in a smaller ligand field around Mn3þ, thus decreasing the energy separa-
tion between the e0 & e00 and a0 orbitals.

Monoclinic LiMgBO3 structure can be described as edge-shared MgO5 TBP chains connected by trigonally coordinated B atoms
and five-coordinated Li atoms to form a three-dimensional network.85 Monoclinic a-LiZnBO3, the zinc analogue of LiMgBO3, has
a crystal structure composed of ZnO4 tetrahedra, LiO5 TBPs, and BO3 triangles.

113 Some disorder is found between the Li and Zn
atoms, and a long ZneO bond associated with the ZnO4 tetrahedral unit gives rise to a distorted-TBP geometry for ZnO5. Substi-
tution in the TBP or distorted TBP sites of LiMgBO3

85 and a-LiZnBO3
113 with chromophore ions like Co, Ni or Cu creates a range of

colors.
In addition to the above, there are crystal structures containing chromophores that occupy multiple coordination sites such as

distorted octahedral, tetrahedral and trigonal bipyramidal. In these circumstances it is difficult to assign the causes of color unam-
biguously to a particular coordination. One of the examples is the hibonite structure with an ideal formula AM12O19 (A ¼ Ca, Sr,
RE; M ¼ Al, Ni, Co, Mn, Fe, Cr, Cu), where the M cations are distributed over 5 crystallographic sites as shown in Fig. 39.124–126 A
range of colors are generated throughM-site substitution of aluminumwith various di-, tri- and tetravalent cations (M ¼ Ni, Fe, Mn,

Fig. 39 Hexagonal crystal structure of hibonite AM12O19 (A ¼ Ca, Sr, RE; M ¼ Al, Ni, Co, Mn, Fe, Cr, Cu): 12 coordinated A atoms in grey; oxygen
atoms in red; MO6 octahedra in pink (M1), yellow (M4) and cyan (M5); MO5 trigonal bipyramids in green (M2); and MO4 tetrahedra in royal blue
(M3). The framework can be viewed as S-block (spinel layers) and R-block (constituted by A ions, trigonal bipyramids and face-sharing octahedra)
stacking alternatively along the c axis. (Right) Images of blue CaAl12�2xNixTixO19 (x ¼ 0– 1.0) solid solutions.124
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Cr, Cu, Ga, In, Ti, Ge, Sn or any combination thereof), where Ni, Fe, Mn, Cr and Cu are chromophores.124,126 Bright sky-blue to
royal-blue colors are induced in the solid solutions of CaAl12�2xNixTixO19 (x ¼ 0–1.0) and Ca1� xLaxAl12� xNixO19 (x ¼ 0–1.0)
with Ni2þ as the chromophore ion (Fig. 39). Although Ni2þ ions mostly occupy the octahedral sites in the NiAl2O4 spinel struc-
ture,127 neutron diffraction studies indicate a preference of Ni2þ for the tetrahedral M3 site in the hibonite structure as a result
of the longer than normal AleO distances at the M3 site.124 Less than 10% of the total amount of substituted Ni goes to the
TBP sites. The optical absorption leading to the blue color primarily arises from d-d transitions of Ni2þ in tetrahedral coordination,
nonetheless the impact of rest of the Ni2þ ions (in octahedral and TBP sites) on color may not be completely excluded.

4.16.7 Rare earth oxides based pigments

Rare earths with partially filled f electrons offer a vast opportunity to develop colored compounds for many optical applications
including pigments. Among the several candidates for the alternative nontoxic red pigments, CeO2 and its related materials have
been attracted because of the opacity, low toxicity and high temperature stability.128 Ln doped CeO2 (Ln ¼ Pr, Tb, Eu) andM doped
CeO2 solid solutions (M ¼ Cr or In) have been reported as low toxicity red ceramic pigments.24,28 CeO2 substituted with praseo-
dymium as a chromophore is particularly known for the reddish brown color and several attempts were made to shift the absorp-
tion edge of PreCeO2 to make it reddish in color by co-doping other rare earth and transition metal ions.35,76,129–134 In cerianite
doped red pigments, the coloring mechanism is based on the shift of the charge transfer band of the semiconductor CeO2 to higher
wavelengths, introducing an additional electronic level by doping. The band gap between the anionic band and the cationic band is
in CeO2 is 3.01 eV. By doping CeO2 with Pr4þ ions, the 4f1 electron of the praseodymium valence shell introduces an additional
electronic level of energy between the O2� valence band and Ce4þ conduction band and hence a reduced band gap of 1.88 eV is
observed. The CeO2 band gap falls in indigo region of visible wavelengths, and a complementary pale yellow color is observed.
By contrast, Pr4þsubstituted CeO2 absorbs in the wavelength region below 600 nm producing a red color.44 In this series, other
mixed metal oxides like TiCeO4:Pr

4þ and RE2Ce2O7:Pr
3þ (RE ¼ Y, Sm) with near infrared reflectance are also known to give reddish

brown hue by similar coloring mechanism.93,135,136

Wendusu et al. has reported some non-toxic red pigments based on rare earths and bismuth ((Bi0.72Er0.28 � xYx)1 � yFey)2O3 and
Ca(Bi1� xREx)8O15 with improved redness (a*) than iron oxide.26,137 However, the yellowness (b*) is also an important factor in
evaluating the pure red hue of a pigment. Pigments with b* (yellow) dominating than a* (red) can only be reddish orange or
brownish orange in color rather than a real red colored material.

4.16.8 Sulfides and oxynitrides

Sulfides are specially noted for their brilliant color even from prehistoric times where realgar (AsS) and vermillion (HgS) were
preferred for red color.11 The invention of cadmium red, which is a solid solution of CdS and CdSe outdated many high toxic
red pigments in the industry.16 However, this series also suffers from both toxicity and stability issues and is not currently used
as pigments in large scale coatings. Most rare earth sesquisulfides are colored and especially cerium sulfide is promising in terms
of color and purity. The low temperature a-Ce2S3 is brownish black, while b-Ce2S3 with burgundy color is in fact an oxysulfide.5

The g-Ce2S3 and its alkali-metal derivatives g-Ce2� xA3xS3 (A ¼ alkali) with red and orange hue have been proposed as alternative to
the toxic red pigments in use.138–140 The dark red color of Ce2S3 is due to the electronic transition from Ce 4f level to the Ce 5d
conduction band corresponding to a band gap of 2.06 eV. The color range in this sulfide family can be enlarged by varying the
ionicity of the CeeS bond by introducing dopants. b-In2S3 is another promising candidate with orange red coloration similar to
that of cadmium sulfide red with steep absorption edge.141 Jansen et al. developed a series of nontoxic red pigments based on solid
solutions of CaTaO2N and LaTaON2 and Ta3� xZrxN5� xOx.

34,142 The fine tuning of the band gap is achieved with two different
nonmetal ions in these perovskite oxynitrides to derive the red color. The band to band transitions in sulfides and oxynitrides
are perfect to give the desired pure color rather than in oxides. However, these non-oxide based pigments are chemically not stable
and their syntheses involve emission of toxic gases.

4.16.9 Concluding remarks

Designing a durable, non-toxic and intense inorganic pigments is a challenging research task and is dominated by many non-
quantified uncertainties. All industrially commercialized colored pigments are colored inorganic solids. However, not all colored
inorganic solids can be pigments. The colored solid to be qualified as pigments it has to undergo rigorous testing in real-world
conditions such as lightfastness, sensitivity for damage from ultraviolet light, heat stability, toxicity, tinting strength, staining,
dispersion, opacity or transparency, resistance to alkalis and acids. In spite of tremendous progress in understanding of chemistry
and physics behind observation of colors, it is difficult to predict the color of the compound before it is synthesized in the lab.
Hence, synthetic solid-state chemists will continue to play an important role in the future advancement in color science.
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18. Taylor, P. J. Coloured Inorganic Pigments. Rev. Prog. Color. Relat. Top. 1973, 4, 37–43.
19. Smith, A. E.; Mizoguchi, H.; Delaney, K.; Spaldin, N.; Sleight, A. W.; Subramanian, M. A. Mn3þ in Trigonal Bipyramidal Coordination: A New Blue Chromophore. J. Am. Chem.

Soc. 2009, 131, 17084–17086.
20. Tücks, A.; Beck, H. P. The Photochromic Effect of Bismuth Vanadate Pigments. Part I: Synthesis, Characterization and Lightfastness of Pigment Coatings. J. Solid State Chem.

2005, 178, 1145–1156.
21. He, Y. P.; Wu, Z. Y.; Fu, L. M.; Li, C. R.; Miao, Y. M.; Cao, L.; Fan, H. M.; Zou, B. S. Photochromism and Size Effect of WO3 and WO3-TiO2 Aqueous Sol. Chem. Mater. 2003,

15, 4039–4045.
22. Sandhya Kumari, L.; Prabhakar Rao, P.; Narayana Pillai Radhakrishnan, A.; James, V.; Sameera, S.; Koshy, P. Brilliant yellow color and enhanced NIR reflectance of

monoclinic BiVO4 through distortion in VO4
3� tetrahedra. Sol. Energy Mater. Sol. Cells 2013, 112, 134–143.

23. Pfaff, G. Special Effect Pigments: Technical Basics and Applications, 2nd ed.; Vincentz Network GmbH & Co KG, 2008.
24. García, A.; Llusar, M.; Calbo, J.; Tena, M. A.; Monrós, G. Low-Toxicity Red Ceramic Pigments for Porcelainised Stoneware from Lanthanide-Cerianite Solid Solutions. Green

Chem. 2001, 3, 238–242.
25. Candeia, R. A.; Souza, M. A. F.; Bernardi, M. I. B.; Maestrelli, S. C.; Santos, I. M. G.; Souza, A. G.; Longo, E. MgFe2O4 Pigment Obtained at Low Temperature. Mater. Res.

Bull. 2006, 41, 183–190.
26. Wendusu, M. T.; Imanaka, N. Novel Environment-Friendly Inorganic Red Pigments Based on (Bi,Er,Y,Fe)2O3 Solid Solutions. J. Asian Ceramic Soc. 2014, 2, 195–198.
27. Lyubenova, T. S.; Carda, J. B.; Ocaña, M. Synthesis by Pyrolysis of Aerosols and Ceramic Application of Cr-Doped CaYAlO4 Red–Orange Pigments. J. Eur. Ceram. Soc. 2009,

29, 2193–2198.
28. Llusar, M.; Vitásková, L.; �Sulcová, P.; Tena, M. A.; Badenes, J. A.; Monrós, G. Red Ceramic Pigments of Terbium-Doped Ceria Prepared through Classical and Non-

conventional Coprecipitation Routes. J. Eur. Ceram. Soc. 2010, 30, 37–52.
29. Nassau, K. The Physics and Chemistry of Color, 2nd ed.; Wiley- Interscience, 2001.
30. Chevreul, M. E.; Birren, F. The Principles of Harmony and Contrast of Colors and their Applications to the Arts. revised ed., Schiffer Pub Ltd, 1987
31. Cowley, A. C. D. Lead ChromatedThat Dazzling Pigment. Rev. Prog. Color. Relat. Top. 1986, 16, 16–24.
32. Kemsley, J. N. Road Markings. Chem. Eng. News 2010, 88, 67, 2010.
33. Huckle, W. G.; Lalor, E. Inorganic Pigments. Ind. Eng. Chem. 1955, 47 (8), 1501–1506.
34. Jansen, M.; Letschert, H. P. Inorganic Yellow-Red Pigments without Toxic Metals. Nature 2000, 404, 980–982.
35. Kumari, L. S.; Rao, P. P.; Reddy, M. L. Environment-Friendly Red Pigments from CeO2–Fe2O3–Pr6O11 Solid Solutions. J. Alloys Compd. 2008, 461, 509–515.
36. Tamilarasan, S.; Laha, S.; Natarajan, S.; Gopalakrishnan, J. Li2MnO3: A Rare Red-Coloured Manganese(IV) Oxide Exhibiting Tunable Red-Yellow-Green Emission. J. Mater.

Chem. C 2015, 3, 4794–4800.
37. Loeffler, B. M.; Burns, R. G. Shedding Light on the Color of Gems and Minerals. Am. Sci. 1976, 64 (6), 636–647.
38. Fritsch, B. E.; Rossman, G. R. An Update on Color in Gems. Part 1: Introduction and Colors Caused by Dipersed Metal Ions. Gems Gemol. 1987, 126–139.
39. Burns, R. G. Mineralogical Applications of Crystal Feild Theory, 2nd ed.; Cambridge University, 1993.
40. Katayama, Y.; Kobayashi, H.; Tanabe, S. Deep-Red Persistent Luminescence in Cr3þ-Doped LaAlO3 Perovskite Phosphor for In Vivo Imaging. Appl. Phys. Express 2015, 8,

012102-1–012102-3.
41. El-bali, B.; Boukhari, A.; Aride, J.; Maaß, K.; Wald, D.; Glaum, R.; Abraham, F. Crystal Structure and Colour of SrNiP2O7 and SrNi3(P2O7)2. Solid State Sci. 2001, 3, 669–676.
42. Binnemans, K.; Görller-Walrand, C. On the Color of the Trivalent Lanthanide Ions. Chem. Phys. Lett. 1995, 235, 163–174.
43. Seabright, C. A. Yellow Ceramic Pigments. US2992123 A, 1961.
44. Olazcuaga, R.; Le Polles, G.; El Kira, A.; Le Flem, G.; Maestro, P. Optical Properties of Ce1� xPrxO2 Powders and their Applications to the Coloring of Ceramics. J. Solid State

Chem. 1987, 71, 570–573.
45. Tilley, R. J. D. Colour and the Optical Properties of Materials, 2nd ed.; Wiley, 2011.
46. Burns, R. G. Intervalence Transitions in Mixed-Valence Minerals of Iron and Titanium. Annu. Rev. Earth Planet. Sci. 1981, 9, 345–383.
47. Rossman, G. R.; Mattson, S. M. Yellow, Mn-Rich Elbaite with Mn-Ti Intervalence Charge Transfer. Am. Mineral. 1986, 71, 599–602.
48. Robin, M. B. The Color and Electronic Configurations of Prussian Blue. Inorg. Chem. 1962, 1 (2), 337–342.
49. Best, S. P.; Clark, R. J. H.; Daniels, M. A. M.; Porter, C. A.; Withnall, R. Identification by Raman Microscopy and Visible Reflectance Spectroscopy of Pigments on an Icelandic

Manuscript. Stud. Conserv. 1995, 40 (1), 31–40.
50. Clark, R. J. H. Pigment Identification on Medieval Manuscripts by Raman Microscopy. J. Mol. Struct. 1995, 347, 417–428.

590 Solid state inorganic color pigments: Ancient to modern



51. Dey, S.; Ricciardo, R. A.; Cuthbert, H. L.; Woodward, P. M. Metal-to-Metal Charge Transfer in AWO4 (A ¼ Mg, Mn, Co, Ni, Cu, or Zn) Compounds with the Wolframite
Structure. Inorg. Chem. 2014, 53, 4394–4399.

52. Woodward, P. M.; Mizoguchi, H.; Kim, Y. I.; Stoltzfus, M. W. The Electronic Structure of Metal Oxides. In Metal Oxides: Chemistry and Applications; Fierro, J. L. G., Ed., 1st
ed.; Taylor and Francis Group, 2005; pp 133–194.

53. Fritsch, E.; Rossman, G. R. An Update on Color in Gems. Part 2: Colors Involving Multiple Atoms and Color Centers. Gems Gemol. 1988, 24, 3–15.
54. Demortier, A.; Lede, B.; Lelieur, J. P.; Duhayon, C. Occupancy of the Sodalite Cages in the Blue Ultramarine Pigments. Inorg. Chem. 2002, 41, 2848–2854.
55. Chivers, T.; Elder, P. J. W. Ubiquitous Trisulfur Radical Anion: Fundamentals and Applications in Materials Science, Electrochemistry, Analytical Chemistry and Geochemistry.

Chem. Soc. Rev. 2013, 42, 5996–6005.
56. Xu, X. X.; Randorn, C.; Efstathiou, P.; Irvine, J. T. S. A Red Metallic Oxide Photocatalyst. Nat. Mater. 2012, 11, 595–598.
57. Nassau, K. The Fifteen Causes of Color: The Physics and Chemistry of Color. Color Res. Appl. 1987, 12, 4–26.
58. Shevell, S. K., Ed.; The Science of Color, 2nd ed.; Elsevier, 2003.
59. Ball, P. Nature’s Color Tricks: Understanding Seven Clever Tactics Animals Use to Create Dazzling Hues May Lead to Sophisticated New Technologies. Sci. Am. 2012, 306,

74–79.
60. Orna, M. V. Chemistry and Artists’ Colors: Part III. Preparation and Properties of Artists’ Pigments. J. Chem. Educ. 1980, 57 (4), 267–269.
61. Hunault, M.; Robert, J. L.; Newville, M.; Galoisy, L.; Calas, G. Spectroscopic Properties of Five-Coordinated Co2þ in Phosphates. Spectrochim. Acta A Mol. Biomol. Spectrosc.

2014, 117, 406–412.
62. Schmetzer, K. Crystal Chemistry of Natural be-mg-Al-Oxides: Taaffeite, Taprobanite, Musgravite. Neues Jahrb. Mineral. Abh. 1983, 146, 15–28.
63. Litterscheid, C.; Glaum, R. Mixed Chromium (II) Titanium (III) Phosphates: Crystal Growth, Structures and Electronic Absorption Spectra. Phosphorus Res. Bull. 2005, 19,

54–59.
64. Schmidt, A.; Glaum, R. Cr3Si2O7 ¼MX (MX ¼ NaCl, NaBr, KCl, KBr): A Cage Structure Built from [CrIIO4] and [Si2O7] Units. Inorg. Chem. 1997, 36, 4883–4887.
65. Maab, K.; Glaum, R. Strontium Chromium(II) Diphosphate, SrCrP2O7. Acta Crystallogr. C 2000, 56, 404–406.
66. Swiller, D. R. Manganese Vanadium Oxide Pigments. EP 1170258 A2, 2002.
67. Mizoguchi, H.; Sleight, A. W.; Subramanian, M. A. New Oxides Showing an Intense Blue Color Based on Mn3þ in Trigonal-Bipyramidal Coordination. Inorg. Chem. 2011, 50,

10–12.
68. Li, J.; Smith, A. E.; Jiang, P.; Stalick, J. K.; Sleight, A. W.; Subramanian, M. A. True Composition and Structure of Hexagonal “YAlO3”, Actually Y3Al3O8CO3. Inorg. Chem.

2015, 54, 837–844.
69. Tamilarasan, S.; Sarma, D.; Reddy, M. L. P.; Natarajan, S.; Gopalakrishnan, J. YGa1� xMnxO3: A Novel Purple Inorganic Pigment. RSC Adv. 2013, 3, 3199–3202.
70. Saraswathy, D.; Rao, P. P.; Sameera, S.; James, V.; Raj, A. K. V. Monoclinic LaGa1� xMnxGe2O7: A New Blue Chromophore Based on Mn3þ in Trigonal Bipyramidal

Coordination with Longer Apical Bond Lengths. RSC Adv. 2015, 5, 27278–27281.
71. Nguyen, N.; Legrain, M.; Ducouret, A.; Raveau, B. Distribution of Mn3þ and Mn4þ Species between Octahedral and Square Pyramidal Sites in Bi2Mn4O10-Type Structure.

J. Mater. Chem. 1999, 9, 731–734.
72. Eastaugh, N.; Walsh, V.; Chaplin, T.; Siddall, R. Pigment Compendium: A Dictionary and Optical Microscopy of Historical Pigments, Elsevier, 2008.
73. Laha, S.; Sharma, R.; Bhat, S. V.; Reddy, M. L. P.; Gopalakrishnan, J.; Natarajan, S. Ba3(P1� xMnxO4)2: Blue/Green Inorganic Materials Based on Tetrahedral Mn(V). Bull.

Mater. Sci. 2011, 34 (6), 1257–1262.
74. Lachwa, H.; Reinen, D.; Color and. Electronic Structure of Manganese(V) and Manganese(VI) in Tetrahedral Oxo Coordination. A Spectroscopic Investigation. Inorg. Chem.

1989, 28 (6), 1044–1053.
75. Medina, E. A.; Li, J.; Stalick, J. K.; Subramanian, M. A. Intense Turquoise Colors of Apatite-Type Compounds with Mn5þ in Tetrahedral Coordination. Solid State Sci. 2016,

52, 97–105.
76. Kumari, L. S.; Rao, P. P.; Sameera, S.; Koshy, P. Synthesis and Optical Properties of Ce0.95Pr0.05� xMxO2 (M ¼ Mn, Si) as Potential Ecological Red Pigments for Coloration of

Plastics. Ceram. Int. 2012, 38, 4009–4016.
77. Morris, R. V.; Lauer, H. V.; Lawson, A. C.; Gibson, K. E.; Nace, G. A.; Stewart, C. Spectral and Other Physicochemical Properties of Submicron Powders of Hematite (a-Fe2O3),

Maghemite (g-Fe2O3), Magnetite (Fe3O4), Goethite (a-FeOOH), and Lepidocrocite (g-FeOOH). J. Geophys. Res. 1985, 90 (B4), 3126–3144.
78. Rossman, G. R. Why Hematite is Red: Correlation of Optical Absorption Intensities and Magnetic Moments of Fe3þ Minerals. Miner. Spectrosc. 1996, 5, 23–27.
79. Birch, W. D.; Pring, A.; Reller, A.; Schmalle, H. W. Bernalite, Fe(OH)3, a New Mineral from Broken Hill, New South Wales: Description and Structure. Am. Minerol. 1993, 78,

827–834.
80. Jiang, P.; Li, J.; Sleight, A. W.; Subramanian, M. A. New Oxides Showing an Intense Orange Color Based on Fe3þ in Trigonal-Bipyramidal Coordination. Inorg. Chem. 2011,

50, 5858–5860.
81. Mackey, D. J.; McMeeking, R. F.; Hitchman, M. A. Magnetic Anisotropy and Electronic Structure of Gillespite, a Mineral Containing Planar, Four-Co-Ordinate, High-Spin Iron(II).

J. Chem. Soc. Dalton Trans. 1979, 2, 299–305.
82. Melo, D. M. A.; Cunha, J. D.; Fernandes, J. D. G.; Bernardi, M. I.; Melo, M. A. F.; Martinelli, A. E. Evaluation of CoAl2O4 as Ceramic Pigments. Mater. Res. Bull. 2003, 38,

1559–1564.
83. Chauviré, B.; Rondeau, B.; Fritsch, E.; Ressigeac, P.; Devidal, J. L. Blue Spinel from the Luc Yen District of Vietnam. Gems Gemol. 2015, 51, 2–17.
84. Shigley, J. E.; Stockton, C. M. ‘Cobalt Blue’ Gem Spinels. Gems Gemol. 1984, 20, 34–41.
85. Tamilarasan, S.; Laha, S.; Natarajan, S.; Gopalakrishnan, J. Exploring the Colour of 3d Transition-Metal Ions in Trigonal Bipyramidal Coordination: Identification of Purple-Blue

(CoO5) and Beige-Red (NiO5) Chromophores in LiMgBO3 Host. Eur. J. Inorg. Chem. 2016, 2, 288–293.
86. Rossman, G. R.; Shannon, R. D.; Waring, R. K. Origin of the Yellow Color of Complex Nickel Oxides. J. Solid State Chem. 1981, 39, 277–287.
87. Jose, S.; Prakash, A.; Laha, S.; Natarajan, S.; Reddy, M. L. Green Colored Nano-Pigments Derived from Y2BaCuO5: NIR Reflective Coatings. Dyes Pigm. 2014, 107,

118–126.
88. Chen, Y.; Zhang, Y.; Feng, S. H. Hydrothermal Synthesis and Properties of Pigments Chinese Purple BaCuSi2O6 and Dark Blue BaCu2Si2O7. Dyes Pigm. 2014, 105, 167–173.
89. Moreno, M.; Aramburu, J. A. Origin of the Exotic Blue Color of Copper-Containing Historical Pigments. Inorg. Chem. 2015, 54, 192–199.
90. Cohen, A. J.; Makar, L. N. Dynamic Biaxial Absorption Spectra of Ti3þ and Fe2þ in a Natural Rose Quartz Crystal. Mineral. Mag. 1985, 49, 709–715.
91. Wendusu, I. K.; Masui, T.; Imanaka, N. Novel Environment-Friendly Yellow Pigments Based on (Bi, La)VO4. Chem. Lett. 2011, 40, 792–794.
92. Kumari, L. S.; Rao, P. P.; Sameera, S.; James, V.; Koshy, P. Effects of Rare Earth Substitution on the Optical Properties of Bi2MoO6 for Coloring Applications. Mater. Res. Bull.

2015, 70, 93–98.
93. Kumari, L. S.; George, G.; Rao, P. P.; Reddy, M. L. P. The Synthesis and Characterization of Environmentally Benign Praseodymium-Doped TiCeO4 Pigments. Dyes Pigm.

2008, 77, 427–431.
94. Martos, M.; Julián-López, B.; Cordoncillo, E.; Escribano, P. Structural and Spectroscopic Study of a New Pink Chromium-Free Er2(Ti,Zr)2O7 Ceramic Pigment. J. Am. Ceram.

Soc. 2009, 92 (12), 2987–2992.
95. Zhang, L. W.; Man, Y.; Zhu, Y. F. Effects of Mo Replacement on the Structure and Visible-Light-Induced Photocatalytic Performances of Bi2WO6 Photocatalyst. ACS Catal.

2011, 1, 841–848.
96. Stoltzfus, M. W.; Woodward, P. M.; Seshadri, R.; Klepeis, J. H.; Bursten, B. Structure and Bonding in SnWO4, PbWO4, and BiVO4: Lone Pairs Vs Inert Pairs. Inorg. Chem.

2007, 46, 3839–3850.

Solid state inorganic color pigments: Ancient to modern 591



97. Ghosh, M.; Pralong, V.; Wattiaux, A.; Sleight, A. W.; Subramanian, M. A. Tin (II) Doped Anatase (TiO2) Nanoparticles: A Potential Route to “Greener” Yellow Pigments. Chem.
Asian J. 2009, 4, 881–885.

98. Mizoguchi, H.; Wattiaux, A.; Kykyneshi, R.; Tate, J.; Sleight, A. W.; Subramanian, M. A. Synthesis and Characterization of Sn2þ Oxides with the Pyrochlore Structure. Mater.
Res. Bull. 2008, 43, 1943–1948.

99. Chang, H. Y.; Ok, K. M.; Kim, J. H.; Halasyamani, P. S.; Stoltzfus, M.; Woodward, P. Synthesis, Structure, Characterization, and Calculations of Two New Sn2þ-W6þ-Oxides,
Sn2WO5 and Sn3WO6. Inorg. Chem. 2007, 46, 7005–7011.

100. Stone, D. Coat d’Azure. Natl. Geogr. 2013, 223 (2), 19.
101. Chang, K. By Happy Accident, Chemists Produce a New Blue, New York Times, 2009; p D3. November 24.
102. Bendiganavale, A. K.; Malshe, V. C. Infrared Reflective Inorganic Pigments. Recent Pat. Chem. Eng. 2008, 1, 67–79.
103. Smith, A. E.; Comstock, M. C.; Subramanian, M. A. Spectral Properties of the UV Absorbing and near-IR Reflecting Blue Pigment, YIn1� xMnxO3. Dyes Pigm. 2016, 133,

214–221.
104. Ball, P. Blues Standard, Royal Society of Chemistry Magazine, Chemistry World, 2012. September 27. http://www.rsc.org/chemistryworld/2012/09/blue-pigment-paint-

chemistry.
105. Schama, S. Blue as Can Be: A Color archive’s Treasures Reveal a History of Pigment; vol. 3; The New Yorker, Sept. 2018; pp 28–32.
106. Smith, A. E.; Sleight, A. W.; Subramanian, M. A. Synthesis and Properties of Solid Solutions of Hexagonal YCu0.5Ti0.5O3 with YMO3 (M ¼ Mn, Cr, Fe, Al, Ga, and In). Mater.

Res. Bull. 2011, 46, 1–5.
107. Li, J.; Lorger, S.; Stalick, J. K.; Sleight, A. W.; Subramanian, M. A. From Serendipity to Rational Design: Tuning the Blue Trigonal Bipyramidal Mn3þ Chromophore to Violet and

Purple through Application of Chemical Pressure. Inorg. Chem. 2016, 55, 9798–9804.
108. Adem, U.; Nugroho, A. A.; Meetsma, A.; Palstra, T. T. M. Ferroelectric Displacements in Multiferroic Y(Mn,Ga)O3. Phys. Rev. B 2007, 75, 014108.
109. Li, J.; Singh, U. G.; Schladt, T. D.; Stalick, J. K.; Scott, S. L.; Seshadri, R. Hexagonal YFe1� xPdxO3�d: Nonperovskite Host Compounds for Pd

2þ and their Catalytic Activity for
CO Oxidation. Chem. Mater. 2008, 20, 6567–6576.

110. Rusakov, D. A.; Belik, A. A.; Kamba, S.; Savinov, M.; Nuzhnyy, D.; Kolodiazhnyi, T.; Yamaura, K.; Takayama-Muromachi, E.; Borodavka, F.; Kroup, J. Structural Evolution and
Properties of Solid Solutions of Hexagonal InMnO3 and InGaO3. Inorg. Chem. 2011, 50, 3559–3566.

111. Bertaut, F.; Mareschal, J. A New Type Hexagonal Structure: AlTO3 (T ¼ Y, Eu, Gd, Tb, Dy, Ho, Er). C. R. Hebd. Seances Acad. Sci. 1963, 257, 867–870.
112. Kim, T. G.; Kim, S. J.; Lin, C. C.; Liu, R. S.; Chan, T. S.; Im, S. J. Melilite-Type Blue Chromophores Based on Mn3þ in a Trigonal Bipyramidal Coordination Induced by

Interstitial Oxygen. J. Mater. Chem. C 2013, 1, 5843–5848.
113. Tamilarasan, S.; Reddy, M. L. P.; Natarajan, S.; Gopalakrishnan, J. Developing Intense Blue and Magenta Colors in a-LiZnBO3: The Role of 3d-Metal Substitution and

Coordination. Chem. Asian J. 2016, 11, 3234–3240.
114. Gomes, Y. F.; Li, J.; Silva, K. F.; Santiago, A. A. G.; Bomio, M. R. D.; Paskocimas, C. A.; Subramanian, M. A.; Motta, F. V. Synthesis and Characterization of Y(In,Mn)O3 Blue

Pigment using the Complex Polymerization Method (CPM). Ceram. Int. 2018, 44, 11932–11939.
115. El Amrani, M.; Ta Phuoc, V.; Ammar, M. R.; Zaghrioui, M.; Gervais, F. Structural Modifications of Disordered YMn1� xInxO3 Solid Solutions Evidenced by Infrared and Raman

Spectroscopies. Solid State Sci. 2012, 14, 1315–1320.
116. Krzystek, J.; Telser, J.; Li, J.; Subramanian, M. A. Magnetic Properties and Electronic Structure of Manganese-Based Blue Pigments: A High-Frequency and -Field EPR Study.

Inorg. Chem. 2015, 54, 9040–9045.
117. Li, J.; Sleight, A. W.; Subramanian, M. A. Determination of the Local Environment of Mn3þ and In3þ in the YInO3-YMnO3 Solid Solution, which Exhibits an Intense Blue Color.

Chem. Mater. 2016, 28, 6050–6053.
118. Pistorius, C. W. F. T.; Kruger, J. G. Stability and Structure of Noncentrosymmetric Hexagonal LnInO3 (Ln ¼ Eu, Gd, Tb, Dy, Ho, Y). J. Inorg. Nucl. Chem. 1976, 38,

1471–1475.
119. Gibbs, A. S.; Knight, K. S.; Lightfoot, P. High-Temperature Phase Transitions of Hexagonal YMnO3. Phys. Rev. B 2011, 83, 094111.
120. Mukherjee, S.; Ganegoda, H.; Kumar, A.; Pal, S.; Segre, C. U.; Sarma, D. D. Evolution of the Local Structure within Chromophoric Mn�O5 Trigonal Bipyramids in

YMn1� xInxO3 with Composition. Inorg. Chem. 2018, 57, 9012–9019.
121. Shannon, R. D. Revised Effective Ionic Radii and Systematic Studies of Interatomic Distances in Halides and Chalcogenides. Acta Crystallogr. Sect. A 1976, A32, 751–767.
122. Jiang, P.; Berthelot, R.; Li, J.; Sleight, A. W.; Subramanian, M. A. Topotactic Reduction and Reoxidation of Hexagonal RCu0.5Ti0.5O3 (R ¼ Y, Eu-Lu) Phases. Mater. Res. Bull.

2013, 48, 2237–2239.
123. Torres, M. Y.; Guerrero, N. A.; Díaz, T. D.; Macías, M. A.; Ospino, E. M.; Hernández, R. C.; Gauthier, G. H. Synthesis and Characterization of Pure and Mn-Substituted

YAl1.15(CO3)yO3þd: A Variation from the Classical Hexagonal “YAlO3”. J. Phys. Chem. Solid 2019, 124, 199–204.
124. Li, J.; Medina, E. A.; Stalick, J. K.; Sleight, A. W.; Subramanian, M. A. Colored Oxides with Hibonite Structure: A Potential Route to Non-cobalt Blue Pigments. Prog. Solid

State Chem. 2016, 44, 107–122.
125. Li, J.; Medina, E. A.; Stalick, J. K.; Sleight, A. W.; Subramanian, M. A. Structural Studies of CaAl12O19, SrAl12O19, La2/3þdAl12�dO19, and CaAl10NiTiO19 with the Hibonite

Structure; Indications of an Unusual Type of Ferroelectricity. Z. Naturforsch. B 2016, 71 (5), 475–484.
126. Medina, E. A.; Li, J.; Subramanian, M. A. Colored Oxides with Hibonite Structure II: Structural and Optical Properties of CaAl12O19-Type Pigments with Chromophores Based

on Fe, Mn, Cr and cu. Prog. Solid State Chem. 2017, 45–46, 9–29.
127. O’Neill, H. S. C.; Dollase, W. A.; Rose, C. R., II Temperature Dependence of Cation Distribution in Nickel Aluminate (NiAl2O4) Spinel: A Powder XRD Study. Phys. Chem. Miner.

1991, 18, 302–310.
128. Nayak, R.; Rao, J. R.; Suryanarayana, A. Synthesis and Characterisation of Rare Earth Oxide Based Pigments. J. Sci. Ind. Res. India 2001, 60, 941–944.
129. Kumari, L. S.; Rao, P. P.; Koshy, P. Red Pigments Based on CeO2–MO2–Pr6O11 (M ¼ Zr and Sn): Solid Solutions for the Coloration of Plastics. J. Am. Ceram. Soc. 2010,

93 (5), 1402–1408.
130. Sulcova, P.; Trojan, M. The Synthesis of the Ce0.95� yPr0.05LayO2� y/2 Pigments. Dyes Pigm. 2000, 44, 165–168.
131. Sulcova, P.; Trojan, M. Thermal Analysis of Pigments Based on CeO2. J. Therm. Anal. Calorim. 2001, 65, 399–403.
132. Sulcova, P.; Trojan, M. Study of Ce1� xPrxO2 Pigments. Thermochim. Acta 2003, 395, 251–255.
133. George, G.; Rao, P. P.; Reddy, M. L. P. Synthesis and Characterization of CeO2–TiO2–Pr6O11 Solid Solution for Environmentally Benign Nontoxic Red Pigments. Chem. Lett.

2006, 35 (12), 1412–1413.
134. Sreeram, K. J.; Aby, C. P.; Nair, B. U.; Ramasami, T. Colored Cool Colorants Based on Rare Earth Metal Ions. Sol. Energy Mater. Sol. Cells 2008, 92, 1462–1467.
135. Vishnu, V. S.; George, G.; Reddy, M. L. P. Effect of Molybdenum and Praseodymium Dopants on the Optical Properties of Sm2Ce2O7: Tuning of Band Gaps to Realize Various

Color Hues. Dyes Pigm. 2010, 85, 117–123.
136. Sarasamma, V. V.; Lakshmipathi, R. M. Near-Infrared Reflecting Inorganic Pigments Based on Molybdenum and Praseodymium Doped Yttrium Cerate: Synthesis, Char-

acterization and Optical Properties. Sol. Energy Mater. Sol. Cells 2011, 95, 2685–2692.
137. Wendusu, Y. T.; Masui, T.; Imanaka, N. Novel Environmentally Friendly Inorganic Red Pigments Based on Calcium Bismuth Oxides. J. Adv. Ceram. 2015, 4 (1), 39–45.
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Abstract

Research and development on semiconductors for applications in solar energy conversion has witnessed rapid growth over
the past several decades. With the aim of producing chemical fuels from sunlight, intense research efforts have focused on the
discovery of semiconductors with crystalline structures and chemical compositions that have the potential to satisfy the
complex set of required photoelectrochemical properties. This chapter focuses on the foundational structure-property
relationships of selected oxide and nitride semiconductors relevant to their uses as n-/p-type photoelectrodes and as pho-
tocatalysts. Their solid-state structures and compositions are described, with a special emphasis on strategies proven effective
at targeting suitable band gaps with strong visible-light absorption, efficient charge separation and diffusion of charge
carriers, and optimal band edge energies for driving surface redox reactions for water splitting.
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4.17.1 Introduction

4.17.1.1 Background

The development of commercially-viable semiconductors for the production of fuels from solar energy is a critical issue in the
construction of artificial photosynthetic systems. Fuel-producing redox reactions targeted by current research efforts include the
reduction of carbon dioxide to carbon monoxide and/or other carbon oxygenates (e.g., methanol or formic acid), or the reduction
of water to H2. It is generally considered that the semiconductor must achieve efficiencies for solar-to-chemical conversion of
>10%, have a functional lifetime that is 20–30 years and be economically competitive with fossil fuel energy sources. A complex
combination of chemical and optoelectronic properties is required both within the bulk and at the surfaces of the semiconductor. As
such, research within this field covers a large swath of disciplines such as surface corrosion, interfacial electron transfer, molecular
reaction kinetics, crystalline structures and compositions, and defect states and defect energies. Thus, this chapter does not cover all
possible aspects of relevant research in this field. Rather, the overarching theme addresses, specifically, the crystalline chemistry and
physics of solid-state semiconductors that represent some of the most intensely studied materials in the field of solar energy
conversion.

A nearly countless number of semiconducting solids have been investigated as n-/p-type photoelectrode films or as aqueous
suspensions. Current reviews have highlighted that literally hundreds of them have been reported to exhibit high photocatalytic
rates under irradiation, such as for the reduction of water to H2. Prominent systems include the metal-oxides, -chalcogenides,
-nitrides, -oxynitrides, as well as elemental silicon and III-V and other semiconductors.1–5 However, no ideal semiconductor has
yet been discovered, with prominent problems stemming from one or more of (a) inappropriate band gap for the broad-
wavelength absorption of sunlight, (b) nonoptimal band edge energies to drive the fuel-producing redox reactions, (c) low charge
carrier mobility and short minority carrier diffusion lengths, (d) high rates of bulk and surface recombination of charge carriers,
(e) significant photo-corrosion problems in aqueous solutions under irradiation, and (f) non catalytically-active surface sites for
facilitating multielectron redox reactions at high rates. The first four issues, (a) to (d), are amenable to modification by changes
in the crystalline and electronic structure of the semiconductor. The remaining issues, (e) and (f), have been effectively moderated
for many semiconductors with the use of surface coatings (e.g., TiO2, GaN, etc.) and co-catalysts (Pt nanoparticles, CoPi, etc.),
respectively. The highest efficiencies for solar energy conversion will likely not be realized until after these post-synthetic surface
modifications, which can add years of research and development for their optimization. Thus, a foundational challenge lies in
the preparation of a semiconductor that has an optimal electronic structure for driving the surface redox reactions from photon-
generated charge carriers.

The use of semiconductors as photoelectrodes for driving light-driven redox reactions can be traced back to original research on
n-type TiO2 and p-type GaP.6–9 While the relevant details of this process can only be briefly described, more in-depth discussions are
provided in the Further Reading section. The fundamental mechanism is based upon the establishment of a semiconductor-to-
liquid junction that functions as the underlying basis for charge separation and surface-driven catalysis,9 as illustrated in Fig. 1
for both n-type and p-type liquid junctions. Upon immersion of the semiconductor, a rectifying (Schottky) barrier forms with
the equilibration of their electrochemical potentials and the surface depletion of the majority carriers. The absorption of bandgap
photons (yellow arrows) generates electron-hole pairs that diffuse to this space charge layer near the interface. Charge carrier sepa-
ration can then be driven by the potential gradient, i.e., band bending, within the space charge layer, with its width (Wsc) deter-
mined by the semiconductor’s dielectric constant ( 3), the doping density (N; cm�3), and the potential drop (fsc), given by Eq. (1):

Wsc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Dfsc 330

eN

r
(1)

Fig. 1 Schematic of a photoelectrochemical cell for water-spitting using an (A) n-type and (B) p-type semiconductor photoelectrode.
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where e is the charge on an electron (1.6 � 10�19C) and 30 is the permittivity of free space (8.854 � 10�12 F m�1). An upward band
bending occurs for an n-type semiconductor which drives the holes in the valence band, i.e., the photon-generated minority carriers,
to the interface for oxidation reactions. An n-type semiconductor thus functions as a photoanode. The situation is reversed for p-
type semiconductors which function electrochemically as photocathodes. The majority carriers in each case diffuse to either
a counter-electrode or to surface-attached metallic cocatalysts. A key requirement is that the conduction and valence bands be
located at more negative and positive potentials, respectively, than the redox reactions they are intended to drive. This is as also
called “band straddling,” as shown in Fig. 1 for the potentials for water oxidation and reduction to O2 and H2. A relatively small
band gap, needed for the absorption of lower-energy visible light, requires a closer approach of the band edges to these redox
couples.

The photoelectrochemical properties of semiconductors can be probed either as photoelectrode films or as aqueous suspensions
of particles. For the latter, as shown in Fig. 2A, a semiconductor-liquid junction again forms the basis for charge separation with the
holes and electrons diffusing to separate surface sites for oxidation and reduction reactivity, respectively. The latter can arise from the
attachment of surface cocatalyst, as shown in Fig. 2A for Pt, or from the different crystallographic facets of the particle. For overall
water splitting, for example, the two half reactions combine to yield the thermodynamically-uphill reaction: 2H2O(g) / 2
H2(g) þ O2(g); DGo ¼ 237.2 kJ/mol. This requires a minimum potential difference of 1.23 V and can be driven by the ultraviolet
and visible wavelengths (l < 1008 nm) in sunlight. It is typically considered that band gaps in the range of�1.5–1.8 eV are needed
to provide suitable overpotentials for the half reactions to be driven at high rates of formation. However, relatively few semicon-
ductor particles have been found to be active for overall water splitting, e.g., La-doped NaTaO3 or Al-doped SrTiO3 which have rela-
tively large band gaps, as described below. Multijunction and tandem semiconductor configurations also show much promise,10

reducing the thermodynamic requirement for each semiconductor to straddle only a single band edge.

4.17.1.2 Key semiconductor parameters

The foregoing discussion on the functioning of semiconductor photoelectrodes reveals several critical physical properties that they
should possess for attaining high solar-to-fuel efficiencies. This includes their band gaps, band edge energies, charge carrier separa-
tion and mobility, absence of defects which can act as charge recombination centers, and a functional diffusion length of the
minority carriers. Clearly, the most effective research strategies will be those which leverage an in-depth understanding of the rela-
tionship between the above properties and the crystalline and electronic structures of the semiconductor.

The band edge energies as well as the band gap are primarily determined by the lowest unfilled and the highest filled crystal
orbitals, Fig. 2(right). In many known oxide and nitride semiconductors, the states at their conduction band edges typically
stem from the unfilled valence d-orbitals of an early transition-metal cation or unfilled p-orbitals of a main group cation (e.g.,
Ti(IV), Nb(V), Sn(IV)), while the states at their valence band edges often consist of the filled anion s/p-orbitals (e.g., O or N) or
the filled d-orbitals of late transition-metal or main group cations (e.g., Cu(I) or Bi(III)). The simple oxides such as TiO2 or
Nb2O5 typically exhibit the largest band gaps as compared to the nitrides or mixed-metal oxides. This is because of the relatively
low-energy valence band of oxides set by the O 2p valence orbitals, such as compared to the higher-energy valence bands of nitrides

Fig. 2 (A) Representative schematic of the photocatalytic process on an n-type semiconductor particle. (B) The crystal orbitals (HOCOdhighest
occupied crystal orbital; LUCOdlowest unoccupied crystal orbital) constituting the valence and conduction band for a generic metal oxide
semiconductor.
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derived from the N 2p valence orbitals. For example, the band gaps of Ta2O5 and Ta3N5 are a respective �3.8 eV and �2.2 eV. The
strategy to target small band gaps in mixed-metal oxides also involves the incorporation of a metal cation with a filled d10sn electron
configuration that forms a new metal-based valence band. An example here would be to compare the band gaps of BaTiO3 and
SnTiO3 with respective band gaps of �3.4 and �2.0 eV. In addition to a small visible-light band gap, the energetic location of
a semiconductor’s band edges must be appropriately positioned with respect to the redox potentials for water oxidation and reduc-
tion. The dependence of the band edges on the structure and composition are discussed in the detailed sections below for each semi-
conductor system.

During irradiation of the semiconductor, a high minority-carrier diffusion length (L) is needed to enable the charge carriers to
reach the surfaces for charge separation and interfacial charge transfer. Both the recombination lifetime (s) and the charge mobility
(m) will determine the fraction of charge carriers which reach the surfaces before recombination, as defined by the following two
equations:

L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
smkBT

e

r
(2)

m ¼ esscatt
m� (3)

The sscatt is the average scattering time between collisions, T is temperature, kB is the Boltzmann constant, and m* is the effective
mass. As shown by Eq. (3), the semiconductor should aim to have low effective masses for the photon-generated minority carriers
and therefore high mobility (m). The effective masses can be calculated based on the electronic band curvature as a function of k, i.e.,
by how fast the bands change in energy, as given by the following Eqs. (4) and (5):

m ¼ esscatt
h2

�
d2E

dk2

�
(4)

m� ¼
�

h
2p

�2�d2E
dk2

��1

(5)

The effective masses of electrons and holes are calculated from the band curvature of the respective conduction and valence band
edges, as shown schematically in Fig. 2(right) from k ¼ G to M. A greater extent of band curvature, and thus decreasing effective
mass, will be notably dependent upon the interaction strength between the metal and ligand valence orbitals. This interaction
strength typically increases with overlap, e.g., with the linearity of the bond angle in Fig. 2 and with decreasing energetic separation
of the valence atomic orbitals. As a result, the band dispersion of metal nitrides will typically be greater than for metal oxides
because of the decreased d-orbital to p-orbital energetic separation. For more complex oxides, the precise details will depend
upon the specific structural details as well as the valence orbitals involved, as described in the following sections.

4.17.2 Metal oxide semiconductors

4.17.2.1 Background

Metal oxides constitute one of the most well studied types of semiconductors for their application toward solar-driven water-
splitting, as listed in Table 1 for many selected examples. This includes from the initial demonstration of water-splitting by Fujish-
ima and Honda in 1972 using TiO2,

6 to the current investigations of the record-holder Al-doped SrTiO3.
11 A key advantage of metal

oxides is their generally greater stability against corrosion in aqueous solutions under photocatalytic reaction conditions. This is not
the case for other semiconductors, i.e., based onmetal pnictides, halides, and other chalcogenides, which can more easily corrode in
aqueous solutions via hydrolysis or redox reactivity. In addition, their relative ease of synthesis makes metal oxides readily accessible
with minimal resources. Despite their place as the most intensely investigated compounds, metal oxides also have a few inherent
disadvantages. The first, and most obvious, drawback is the fact that most metal oxides tend to have relatively wide bandgaps
(Eg � 3.0 eV) that greatly limit their ability to absorb photons across the majority of the solar spectrum. The wide bandgaps char-
acteristic of many metal oxides are a result of a low-lying valence band that is formed by O 2p orbitals. In fact, the nature of the
valence band also contributes to another common issue of metal oxides. The states comprising the valence band maximum are
usually relatively localized O 2p states and result in low valence band dispersion and high hole effective masses. Finally, the defects
that form in metal oxides, most commonly oxygen vacancies, tend to form deep-trap states that lead to fast charge recombination
rates.

A deeper understanding of the impact of structure and composition on the physical properties of metal oxides has allowed
researchers to address many of the challenges for their use as photoelectrodes or photocatalysts in solar energy conversion. What
follows is a brief overview of some of the most prominent metal oxides that are currently being investigated as semiconductors
for solar energy conversion and how their structures and compositions impact their photocatalytic properties. Key factors that
will be included are their band gaps, the energies of the valence and conduction band edges, the charge-carrier effective masses,
and the currently highest reported photocatalytic rates and efficiencies.
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4.17.2.2 Crystal structures and photoelectrochemical properties

The crystal structures of the metal oxides are categorized below according to the extended connectivity of the metal cations that form
the (a) conduction band states (B-cations; e.g., Ti(IV), Ta(V), Nb(V) cations) and (b) the valence band states (A-cations; e.g., Sn(II),
Bi(III), Mn(II), Cu(I) cations). Typically, the presence of extended [-O-M-O-M-O-]n connectivity is considered essential for estab-
lishing a high band dispersion and a high mobility of charge carriers in the conduction or valence band. However, this feature alone
is not sufficient to attain high photon-to-fuel conversion efficiencies of a metal oxide as a photoelectrode film or photocatalyst
suspension. Thus, while the crystal structures are organized according to this classification, the corresponding structure-property
relationships are more complex and not easy to establish. These relationships will be explored further in subsequent sections.

4.17.2.2.1 Perovskite type structures with 3D B-cation connectivity
The perovskite-type structure is one of the most common for metal oxides and is also likely one of the most intensely investigated
for solar water-splitting. Many of the highest efficiency photocatalysts and photoelectrodes are members of the perovskite family of
compounds, such as given by the first several entries in Table 1. Perovskites have the general formula ABO3, where the sum of the
charges on the A- and B-cations is þ6. The structure type contains the B-site cations coordinated in an octahedral environment that
are condensed in a three-dimensional framework, as shown in Fig. 3A. The A-cation balances the charge on the octahedral “BO3”

framework and its relative ionic size determines whether the structure forms in a cubic or lower-symmetry distorted perovskite struc-
ture. Typically, the A-site cations are alkaline (Na, K) or alkaline-earth (Ca, Sr, Ba) cations, although larger transition metals cations
such as Ag or La are also common. The B-site usually consists of transition-metal cations (Ti, Zr, Nb, Ta, W, etc.). The perovskite
structure can be described as a face-centered cubic packing of the A-cations and oxide anions, with octahedral cavities partially filled
by the B-site cations. As such, the A-site cation is typically relatively large and compatible for packing with the oxide anions, while
the B-site cation must be sufficiently small to fill the octahedral cavity. Numerous types of distortions, such as octahedral tilting and
A-site shifting, can occur in the perovskite structure and have key impacts on its band gaps, band edge energies, and effective masses.

The Goldschmidt tolerance factor, Eq. (6), has long been used to predict the formation of semiconductors with the ABO3

composition in perovskite-type structures.

t ¼ rA þ rOffiffiffi
2

p ðrB þ rOÞ
(6)

where rA, rB, and r0 are the radii of cation A, cation B, and oxygen, respectively. Typically, the Shannon radii values are referenced for
the ion sizes as they not only account for the various oxidation states of each element but also calibrate for the coordination
number. Additionally, while the accuracy of the tolerance factor in predicting perovskite stability for oxides and other highly ionic
compounds is high, it is considered less reliable for structures with more covalent interactions. Revised versions of the Goldschmidt
tolerance factor that show improved accuracy for more covalent materials have been developed.31 For example, the ideal cubic

Table 1 Selection of metal oxide semiconductors used as photoelectrodes and/or suspension-based photocatalysts for solar-driven water splitting.

Composition Structure type/Symmetry Bandgap (eV) Film/Powder Efficiency/Activity

SrTiO3 Cubic Perovskite Pm-3m 3.1 (Indirect) Powder 96% Overall Water-Splitting (l ¼ 350–360 nm)11

NaTaO3 Orthorhombic Perovskite Pcmn 4.0 (Direct) Powder 20% Overall Water-Spitting (l ¼ 270 nm)12

NaNbO3 Orthorhombic Perovskite Pbcm 3.4 (Indirect) Powder 6.8% for H2 (230 nm � l � 350 nm)13

SrSnO3 Orthorhombic Perovskite Pnma 4.0 eV (Indirect) Powder
227 mmol H2 h�1 g�1 and 114 mmol O2 h�1 g�1 Overall
Water-Splitting (UV irradiation)14

AgNbO3 Orthorhombic Perovskite Pbcm 2.8 (Indirect) Powder
8.2 mmol H2 h�1 g�1 and 37 mmol O2 h�1 g�1

(l > 420 nm)15

LaFeO3 Orthorhombic Perovskite Pbnm 2.1 (Direct) Powder 8.1% for H2 and O2 Separately (l > 420 nm)16

Ba5Nb4O15 111-Layered Perovskite P-3m1 3.9 (Indirect) Powder 8.0% Overall Water-Splitting (l ¼ 270 nm)17

BaLa4Ti4O15 111-Layered Perovskite P-3c1 3.9 Powder 16% Overall Water-Spitting (l ¼ 270 nm)18

La2Ti2O7 110-Layered Perovskite Pna21 3.2 (Indirect) Powder 27% Overall Water-Splitting (UV Irradiation)19

Sr2Nb2O7 110-Layered Perovskite Cmc21 4.1 (Indirect) Powder 32% for H2 (UV Irradiation)20

Bi2WO6 Aurivillius Pca21 2.7 (Indirect) Film 31% IPCE (l ¼ 350 nm)21

BiVO4 Monoclinic Scheelite I2/b 2.4 (Direct) Film 2% quantum yield for O2 (AM 1.5G)22

Sn2TiO4 Tetragonal P42/mbc 1.7 (Indirect) Powder 151 mmol O2 h�1 g�1 (l � 400 nm)23

SnNb2O6 Foordite C2/c 2.3 (Indirect) Film, Powder
32% IPCE for O2 (l ¼ 420 nm),24 0.43% quantum yield
for H2 (l ¼ 420 nm)25

CuWO4 Distorted Wolframite P2/c 2.3 (Indirect) Film 100% Faradaic Efficiency for O2 (AM 1.5G)26

CuFeO2 Delafossite R-3 m 1.5 (Indirect) Film
96% Faradaic Efficiency Overall Water-Splitting
(AM1.5G)27

CuBi2O4 Tetragonal P4/ncc 1.8 (Indirect) Film �10% IPCE for H2 (l ¼ 500 nm)28

Ag3VO4 Monoclinic C2/c 2.2 (Indirect) Powder 17 mmol O2 h�1 g�1 (l > 420 nm)29

MnV2O6 Brannerite C2/m 1.4 (Indirect) Powder 9 mmol O2 h�1 g�1 (l > 420 nm)30
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perovskite will form typically when t is calculated to be between�0.9 and 1.0. A notable, current “gold standard” semiconductor for
overall water splitting, Al-doped SrTiO3 (t ¼ 1.00), forms in the ideal cubic perovskite structure as shown in Fig. 3A. In this structure
the Ti(IV) cation is octahedrally coordinated to O to form a 3D network of corner-shared TiO6 octahedra with the charge-balancing
Sr(II) cation located in a cuboctahedral environment. The TiO6 octahedra have a linear TieOeTi bond angle of 180� and six
identical TieO bond lengths of �1.95 Å. The band gap is found to be �3.2 eV. As one of the best performing semiconductors for
overall water-splitting, when loaded with suitable co-catalysts Al-doped SrTiO3 can split water with a 96% efficiency within
a wavelength range of 350–360 nm.11 It also has a reported solar to H2 conversion efficiency of 0.4%.32

Unlike SrTiO3, which forms in the ideal cubic perovskite structure, many more perovskites form as distorted versions and it is
generally possible to forecast possible distortions from the tolerance factor. When t > 1, it means that either the A-site cation is too
large or the B-site cation is too small. In such a case, a tetragonal or hexagonal structure will form to compensate for the incompat-
ible ionic sizes. Conversely, if t is between 0.71 and 0.9 it means the A-cation is too small to fit into the interstices formed via the B-O
sublattice and leading to either an orthorhombic or rhombohedral distortion. Many of the most studied metal oxide photocatalysts
fall into the category of orthorhombically-distorted perovskites. These distortions usually occur via modulations of the BO6 octa-
hedra, such as octahedral tilting, which can have a profound effect on the band energies (and consequently bandgap) and charge
carrier mobility. One prominent example is NaTaO3 (Fig. 3B). The corner-sharing TaO6 octahedra are highly distorted in NaTaO3

with TaeOeTa bond angles of 160�–166� and TaeO bond lengths of �2.23,�1.98, and � 1.69 Å. While NaTaO3 has a wideband
gap of 4.0 eV, it can split water with a 20% efficiency at l ¼ 270 nm. The La-doped version of NaTaO3 is capable of a higher 56%
efficiency.12,33 Other examples of orthorhombic perovskites include NaNbO3 with a bandgap of 3.4 eV and showing a 6.8%
quantum yield for H2 at 230 nm � l � 350 nm,13 SrSnO3 with a bandgap of 4.0 eV with a high activity for overall-water splitting
under UV irradiation,14,34 AgNbO3 with a bandgap of 2.8 eV that has shown high activity for both H2 and O2 formation in the
presence of sacrificial reagents,15,35 and LaFeO3 with a 2.1 eV bandgap and 8.1% efficiency for H2 and O2, separately, under visible
light (l > 420 nm).16

4.17.2.2.2 Layered perovskite structures with 2D B-cation connectivity
The highly common class of layered perovskite structures is also among the most photocatalytically-active known metal oxides.
Their structures consist of two-dimensional perovskite slabs that have different thicknesses and that alternate with layers of A-
site cations. Examples include the Dion-Jacobson, Ruddlesden-Popper, and Aurivillius phases, each having (100) orientations of
their perovskite-type layer, as well as many having alternate orientations such as (110) and (111) layered perovskites. As in the
perovskites, these layered structures typically have A-site cations consisting of alkaline (Na, K), alkaline-earth (Ca, Sr, Ba), or lantha-
nide cations. Conversely, the octahedrally-coordinated B-site commonly contains transition-metal cations (Ti, Zr, Nb, Ta, W, etc.).
The structure of Ba5Nb4O15, an example of a (111)-layered perovskite, is shown in Fig. 4A. Analogous to the perovskite-type struc-
ture, the structure consists of corner-shared NbO6 octahedra that form layers in the ab-plane with charge balancing Ba2þ cations. The
perovskite-like layers have a thickness of four octahedra and alternate with double layers of Ba2þ cations, resulting in the layered
NbO6 connectivity that has disrupted [-O-Nb-O-Nb-O-]n bonding between the layers. The NbO6 octahedra also exhibit a slight
Jahn-Teller distortion with two different NbeO bond lengths of �1.94 Å and �2.08 Å and a NbeOeNb bond angle of 171�.
The band gap of Ba5Nb4O15 is 3.9 eV and is also active for overall water splitting to H2 and O2 with an 8% quantum yield at
l ¼ 270 nm.17,36,37

Many other layered perovskites have shown high photocatalytic efficiencies, mostly as n-type oxides loaded with surface cocat-
alysts such as Pt. For example, the related BaLa4Ti4O15 also has a (111)-layered perovskite structure with a band gap of 3.9 eV. It has
also exhibited similarly high efficiencies for overall water splitting with a 16% quantum yield at l ¼ 270 nm.18 In the closely related

Fig. 3 Polyhedral drawings of the perovskite-type crystal structures of (A) SrTiO3 and (B) NaTaO3. Atom types are labeled.
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(110)-layered perovskite La2Ti2O7, Fig. 4B, the perovskite slabs are formed by taking a slice along the (110) plane of the perovskite
structure, and is also one of the most active photocatalysts for water splitting. As in Ba5Nb4O15, the connectivity of the TiO6 octa-
hedra is interrupted via a layer of La3þ cations and results in a two-dimensional [-O-Ti-O-Ti-O-]n connectivity. The Ti-O distances
range from �1.83 to �2.20 Å, with TieOeTi bond angles of �163�. The band gap of La2Ti2O7 is 3.2 eV and has shown a 27%
efficiency for overall water-splitting from UV light.19 Sr2Nb2O7 is almost structurally identical to La2Ti2O7 but with a much larger
band gap of �4.1 eV. It has been reported to have a 32% efficiency for the production of H2 under UV irradiation, as well as being
active for overall water-splitting.20 However, all of these metal oxides possess relatively large band gaps that are not suitable for
absorbing the visible-light energies of solar irradiation.

Very few examples are known wherein a layered perovskite exhibits a smaller visible-light band gap and has an appreciable pho-
tocatalytic efficiency. One example is the Aurivillius-type Bi2WO6, Fig. 4C, which combines Bi3þ and W6þ cations in separate layers
to produce a smaller band gap of only �2.7 eV. Its structure consists of layers of edge-sharing BiO6 polyhedra and corner-sharing
WO6 octahedra. The stereoactive lone pair on the Bi3þ cations leads to highly-distorted BiO6 polyhedra with six different BieO
bond lengths ranging from �2.17 to �2.54 Å. There are also six symmetry-unique WeO bond lengths that range from �1.81
to �2.15 Å and a layer connectivity with WeOeW bond angles of �161� and �150�. Notably, photoelectrode films of
Bi2WO6 have attained IPCE values reported to be �31% for photoelectrochemical water splitting at l ¼ 350 nm.21

4.17.2.2.3 Structures with 2D B-cation and extended A-cation connectivity
Most of the metal oxides described to this point suffer from wide band gaps that are poorly suited for the longer-wavelength absorp-
tion of solar energy. The following examples are representative compounds which exhibit smaller, visible-light band gaps owing to
the formation of higher-energy valence bands that do not predominantly stem from the O 2p-orbitals. These structures have been
grouped according to the structural connectivity of their B-cations and A-cations that determine the dimensionalities of their
extended connectivity as well as the anisotropy of their band dispersion.

The next examples are structures that consist of extended layers of the B-site cations together with extended chains or layers of the
A-site cations. As shown in Fig. 5, these include SnNb2O6, CuFeO2, and MnV2O6. The crystal structures of SnNb2O6 and MnV2O6

are structurally similar, with both containing A-site and B-site cations with respective oxidation states ofþ2 andþ5, i.e., Sn(II) and
Mn(II) cations combined with Nb(V) and V(V) cations. Both structures also consist of 2D layers of NbO6/VO6 octahedra that
condense via corner and edge-sharing modes, respectively. In SnNb2O6, the NbO6 octahedra are highly distorted with six different
NbeO bond lengths ranging from �1.88 and �2.17 Å and NbeOeNb bond angles ranging from 124� to 150�. In MnV2O6, the
VO6 octahedra exhibit five symmetry-unique V-O distances that range from �1.67 to�2.52 Å and VeOeV bond angles from 106�

to 144�. The condensed layers of NbO6 and VO6 octahedra within each are bridged together by 1D chains of distorted, edge-sharing
SnO4 square pyramids or MnO6 octahedra, respectively. Their band gaps are located deep within the visible-light energies at
�2.3 eV (SnNb2O6) and�1.4 eV (MnV2O6). Notably, MnV2O6 has one of the smallest known bandgaps that is still thermodynam-
ically capable of driving overall water-splitting. Unlike many of the larger bandgapmetal oxides, the initially reported photocatalytic
efficiencies of both of these compounds are comparatively low. While SnNb2O6 has an IPCE value of 32% for the evolution of O2 at
l ¼ 420 nm as a photoanode, aqueous suspensions of its powders have shown only an �0.43% quantum yield for the production
of H2 (l ¼ 420 nm).24,25 Aqueous suspensions of MnV2O6 are most active for O2 evolution with rates of �9 mmol h�1 g�1

(l > 420 nm).30

In addition to the above two examples, a number of delafossite-type CuBO2 (B ¼ trivalent cation) compounds have been inves-
tigated as p-type photoelectrodes for the reduction of water to H2. Perhaps the most promising semiconductor of this group is

Fig. 4 Polyhedral drawings of layered perovskites of (A) Ba5Nb4O15, (B) La2Ti2O7, and (C) Bi2WO6. Atom types are labeled.
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CuFeO2, with the crystal structure shown in Fig. 5C, containing a combination of Cu(I) and Fe(III) cations. Its structure consists of
layers of edge-shared FeO6 octahedra in the ab-plane that are bridged by linearly coordinated Cu(I) cations. The FeO6 octahedra
have an FeeOeFe bond angle of 95� while the OeCueO bond angle is linear at 180�. Investigations into CuFeO2 have received
growing interest owing to its small band gap of only �1.5 eV. As a photocathode, its Faradaic efficiency for driving overall water-
splitting has been reported to be �96% under AM 1.5G irradiation.27

4.17.2.2.4 Structures with only 1D A-cation and B-cation connectivity
Several promising small bandgap semiconductors possess structures that consist of A-cations and B-cations with extended connec-
tivity in only 1D. As shown in Fig. 6, three such examples include CuWO4, CuBi2O4, and Sn2TiO4. The simplest of these structures
belongs to CuWO4, which forms in a distorted wolframite-type structure consisting of Cu(II) and W(VI) cations. Both cations are
coordinated to oxide anions in octahedral environments and form extended 1D chains of CuO6 and WO6 that are bridged via their
edges. The edge-shared CuO6 andWO6 octahedra exhibit M-O-M bond angles of 94� and 106�, respectively. The chains are arranged
side-to-side in parallel as alternating layers of CuO6 andWO6 chains and bridged together via Cu-O-W connectivity. Under AM 1.5G
irradiation, photoanodic films of CuWO4 have shown a 100% Faradaic efficiency for the evolution of O2.

26

Similarly, both CuBi2O4 and Sn2TiO4 form structures that accommodate stereoactive lone pairs on the main group cations, i.e.,
the Bi(III) and Sn(II) cations. Like in CuWO4, the Sn2TiO4 structure consists of 1D chains of edge-sharing TiO6 octahedra. However,
the Sn(II) cations are single-side coordinated within SnO3 trigonal pyramids that bridge via corner-sharing to form extended chains
along the c-axis direction. Four neighboring SnO3 chains orient their lone-pairs toward each other to form channels. The edge-
shared TiO6 octahedra exhibit a TieOeTi bond angle of 96�, while the SnO3 trigonal pyramids are condensed via SneOeSn
bond angles of 128�. A similar channel of lone-pairs is also found in CuBi2O4. The structure is comprised of chains of edge-
shared BiO4 polyhedra with seesaw coordination geometries. Along the c-axis direction there are four neighboring BiO4 chains
with stereoactive lone-pairs on the Bi(III) cations directed at each other to form a channel. These chains are bridged by square planar
CuO4 polyhedra. However, extended [-O-Cu-O-Cu-O-] connectivity does not occur in the structure. As a photocathode, polycrys-
talline films of CuBi2O4 have shown an IPCE for H2 evolution of �10% at l ¼ 500 nm.28 Powders of Sn2TiO4 have been shown to

Fig. 5 Polyhedral drawings of metal oxide structures with 2D extended B-site connectivity and 1D extended A-site connectivity for (A) SnNb2O6, (B)
MnV2O6, and (C) CuFeO2. Atom types are labeled.

Fig. 6 Polyhedral drawings of metal oxide structures extended 1D A-site and B-site connectivity for (A) CuWO4, (B) Sn2TiO4, and (C) CuBi2O4.
Atom types labeled.
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be active for both H2 and O2, separately, with the highest activities measured for O2 evolution at �151 mmol h�1 g�1

(l � 400 nm), corresponding to an apparent quantum yield of �1%.23,38

4.17.2.2.5 Structures with extended A-cation connectivity and isolated B-cations
In many ternary and higher metal oxides, the A-cations commonly exhibit extended [O-A-O-A-O-]n connectivity while the B-cations
occur as isolated BO6 or BO4 polyhedra. This especially occurs with A-rich compositions, e.g., with chemical compositions rich in
Bi(III), Ag(I) or Pb(II) cations. In these structures the A-cation orbitals form the valence band states and show smaller visible-light
band gaps. A relevant example is BiVO4, which is perhaps the most intensely studied and best performing metal oxide for water
oxidation in terms of efficiency and stability as a photoelectrode. The BiVO4 composition, containing Bi(III) and V(V) cations, is
known to have three different polymorphs, the zircon-tetragonal, scheelite-tetragonal, and scheelite-monoclinic structures.
However, the monoclinic polymorph is known to show the best photocatalytic properties. The structure of monoclinic BiVO4 is
shown in Fig. 7A and consists of isolated VO4 tetrahedra and edge-shared BiO8 polyhedra, and together forming a 3D network.
The BiO8 polyhedra are highly distorted with four shorter (�2.36 Å) and four longer Bi-O distances (�2.52 Å (x2) and �2.63 Å
(x2)). The BieOeBi bond angles all occur between �103� and 106�. The VO4 tetrahedron has a relatively more asymmetric coor-
dination environment, with VeO distances of�1.76 Å (x2) and � 1.70 Å (x2). The band gap of BiVO4 is�2.4 eV. Its n-type photo-
electrode films have reportedly shown �82% of the theoretical maximum efficiency for O2 evolution under simulated solar
irradiation, and >2% efficiency for solar to O2.

22,39,40 A related example is Ag3VO4, shown in Fig. 7B, which also has three poly-
morphs that each contain Ag(I) and V(V) cations. However, only the a-phase has shown interesting photocatalytic properties. The
structure of Ag3VO4 forms in a face-centered-cubic arrangement of cations along the (201) crystallographic direction, with the
cations stacked in an “Ag3V” sequence and the oxide anions located in the tetrahedral sites.41 This arrangement leads to the
V(V) cations being tetrahedrally coordinated, while the Ag(I) cations are coordinated to oxide anions in both seesaw and
square-planar geometries. The VO4 tetrahedra occur as isolated polyhedra, with V”-O distances of �1.71 Å (x2) and �1.73 Å
(x2), but with no extended [O-V-O-V-O-]n connectivity. Conversely, the [-O-Ag-O-Ag-O-]n connectivity is three dimensional. The
square planar Ag(I) coordination has Ag-O distances of �2.32 Å (x2) and �2.34 Å (x2) and Ag-O-Ag bond angles between 83�

and 97�. The seesaw Ag(I) coordination has a greater range of Ag-O distances, from a short �2.17 to �2.18 Å to a longer
�2.56 Å. The band gap for Ag3VO4 is �2.2 eV and it exhibits a moderate activity for O2 evolution at �17 mmol h�1 g�1 at
l > 420 nm.29

4.17.2.3 Band gaps and band edge positions

For driving photocatalytic reactions at the surfaces of a metal oxide it is essential that the band gap be suited to broadly absorb the
ultraviolet and visible-light components of the solar spectrum, i.e., having a band gap in the range of �1.5 to �2.4 eV. Further, the
band edge positions need to be located at more positive and more negative redox potentials than the respective oxidation and
reduction potentials, such as for the half reactions of water splitting. The sections below are organized by the solid-state strategies
for tuning the band gaps and band edge energies of metal oxides for achieving efficient photocatalytic water splitting.

Fig. 7 Polyhedral drawings of metal oxide structures with 3D extended A-site connectivity and isolated B-sites for (A) BiVO4 and (B) Ag3VO4. Atom
types labeled.
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4.17.2.3.1 Tuning the band gaps of oxide semiconductors
Many of the most well studied metal-oxide photocatalysts are ternary or higher metal oxides. For early transition-metal oxides that
lack a valence-band-forming cation, e.g., Ag(I), Sn(II), or Bi(III), the valence band states derive primarily from the O 2p orbitals.
Conversely, the edge of the conduction band is primarily formed by the empty d-orbitals of the early transition metal, e.g.,
Ti(IV), Nb(V) or V(V). These typically increasingly mix with the O 2p-orbitals in an antibonding fashion with higher energies in
the conduction band. This situation typically yields only large band gaps, i.e., > 3.0 eV, as the valence band states on the O 2p
orbitals are energetically distanced from the transition metal d-orbitals. The alkali or alkaline earth cations frequently present in
metal oxides make no contribution to either of the bands at relevant energies, with their role being restricted to charge balancing
and impacting the structure type.

Many of the aforementioned metal-oxide photocatalysts fall into the large band gap category, such as SrTiO3, NaTaO3,
Ba5Nb4O15, BaLa4Ti5O15, and La2Ti2O7. A densities-of-states (DOS) plot of SrTiO3 is shown in Fig. 8A,42,43 which serves as a repre-
sentative example. The top of its valence band is dominated by the O 2p states while the bottom of the conduction band is derived
from Ti 3d orbital contributions, with some minor O 2p contributions in the conduction band at higher energies. Shown in Fig. 8B
is a DOS plot for La2Ti2O7, where the valence and conduction band states at the band edges are formed from O 2p and Ti 3d in
a similar fashion as in SrTiO3. The valence and conduction band energies of SrTiO3 and La2Ti2O7 are shown in Fig. 8C with respect
to the redox couples for water splitting. Both SrTiO3 (3.1 eV) and La2Ti2O7 (3.2 eV) have very similar band gaps and band edge
energies. These similarities arise from the fact that the band edge states in both compounds derive from the Ti 3d orbitals and O
2p orbitals. Thus, while SrTiO3 crystallizes as a cubic perovskite and La2Ti2O7 as a (110)-layered perovskite, the band edge energies
are closely similar. This category of metal oxides typically have large overpotentials for water oxidation, providing a substantial ther-
modynamic driving force under ultraviolet irradiation for the evolution of O2.

It can readily be anticipated that a reduction in the band gap, such as via raising the valence band edge, results in metal oxides
that struggle to achieve the same rates and efficiencies for O2 evolution. In contrast, high rates for the reduction of water to H2 are
found for many small bandgap metal oxides, especially when a sacrificial reagent or electrochemical cell are functioning to remove
the photon-generated holes in the valence band. Thus, while the large bandgaps of metal oxides hinder their ability to efficiently
utilize solar energy, they also frequently show excellent photoelectrochemical properties for water splitting reactions at their
surfaces.

4.17.2.3.2 Tuning the conduction band energy of metal oxides
One strategy to reduce the band gap of metal oxides is by appropriate selection of the early transition metal cation. As described
above, the energy of the conduction band edge for metal oxides is determined by the empty d-orbitals of the early transition metal
cation. The general trend is that the conduction band energy will decrease in energy, i.e., shift to more positive potentials, when
going up a group, i.e., from 5d to 4d to 3d transition metals. Accordingly, metal oxides with the lowest energy conduction bands
are typically found for titanates and vanadates which have low lying, 3d orbitals. For example, the substitution of the Nb(V) cation
for the Ta(V) cation in the NaMO3 (M ¼ Nb, Ta) orthorhombic perovskites shifts its conduction band edge to more positive poten-
tials, Fig. 9C.42,44 The DOS of both NaNbO3 and NaTaO3 are also plotted in Fig. 9A and B. In both compounds the valence band is

Fig. 8 Densities-of-states of (A) SrTiO3 and (B) La2Ti2O7. Valence and conduction band energies of SrTiO3 and La2Ti2O7 (C). Most metal oxides
have valence bands comprised of relatively localized O 2p states and conduction bands formed from nonbonding transition metal d orbitals with
higher energy states derived from TM d-O 2p antibonding interactions. Adapted with permission from (A) Jain, A.; Ong, S. P.; Hautier, G.; Chen, W.;
Richards, W. D.; Dacek, S.; Cholia, S.; Gunter, D.; Skinner, D.; Ceder, G.; et al. Commentary: The Materials Project: A Materials Genome Approach to
Accelerating Materials Innovation. APL Mater. 2013, 1 (1) and (B) Zhang, J.; Dang, W.; Ao, Z.; Cushing, S. K.; Wu, N. Band Gap Narrowing in
Nitrogen-Doped La2Ti2O7 Predicted by Density-Functional Theory Calculations. Phys. Chem. Chem. Phys. 2015, 17(14), 8994–9000.
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formed by the O 2p states. However, the conduction band in NaTaO3 is formed by the empty Ta 5d orbitals while that in NaNbO3

arises from the empty Nb 4d orbitals. The conduction band minimum of NaNbO3 is located at �0.69 V vs. NHE, which is signif-
icantly lower in energy than the conduction bandminimum of NaTaO3 at�1.2 V vs. NHE.44,45 This results in a reduced band gap in
NaNbO3 compared to NaTaO3 at�3.4 and�4.0 eV, respectively. A more continuous shifting of the energy of the conduction band
edge and band gap has been found by investigations of mixed Nb(V)/Ta(V) cation solid solutions.46

In addition to isovalent substitution, compositional changes involving post transition-metal cations can also be used to modu-
late the band gaps of metal oxides. Oxides containing the post transition-metal cations, with an electron configuration of nd10ns0np0

(n ¼ 3, 4,.; Sn(IV), Pb(IV), In(III), Sb(V), etc.), are often found to have lower conduction band energies than their transitionmetal
analogs. An illustrative comparison can be found between the two cubic perovskites, BaZrO3 and BaSnO3. Unlike BaZrO3, where the
empty, nonbonding, 4d orbitals form the conduction band states, the conduction band of BaSnO3 is formed from nonbonding, Sn
5s states. A substantially lower energy of the conduction band edge, i.e., at a more positive potential, is found in comparing BaZrO3

(�1.8 V) vs. BaSnO3 (�0.7 V).34,47 This difference is attributed to the increase in effective nuclear charge for the Sn 5s orbitals as
compared to the Zr 4d orbitals, and yields a markedly decreased band gap for BaSnO3 of �3.1 eV as compared to BaZrO3 of
�4.8 eV. These significant differences arise by simple changes in the chemical composition, but with the maintenance of the struc-
ture type.

In addition to changes in chemical composition, variations in the structure type are also known to play a key role in impacting
the conduction band energy. An illustrative example can be found upon examining the differences between the cubic perovskite-
type KTaO3 and the NaTaO3 perovskite with an orthorhombic distortion. Both structures are shown in Fig. 10. While KTaO3 crys-
tallizes in the cubic perovskite-type structure and has Ta-O-Ta bridging angles of 180o, the distorted NaTaO3 perovskite has a more
acute Ta-O-Ta angle of �163�. The measured band gaps for KTaO3 and NaTaO3 show a substantive shift, at a respective �3.5 and
�4.0 eV. However, the energies of their valence (O 2p) and conduction band edges (Ta 5d þ O 2p) are both comprised of the same
orbital contributions. The change in band gap is directly related to the distortions of the TaO6 octahedra that cause the conduction
band edge to shift to a higher energy for NaTaO3. For the undistorted KTaO3, the lowest energy states in the conduction band are the
non-bonding Ta d orbitals. Distortion of the perovskite structure away from the ideal 180� M-O-M angle breaks the cubic symmetry
and allows antibonding interactions between the Ta 5d and O 2p orbitals, resulting in a raised energy of the conduction band edge
for NaTaO3. A monoclinic polymorph of NaTaO3 has also been reported with TaeOeTa bond angles closer to 180o and a smaller
band gap of�3.9 eV.48 An in-depth investigation of the effect of chemical composition and octahedral distortions on the electronic
structure of perovskite oxides has been analyzed in much further detail.47

It is generally considered that the smallest band gaps for metal oxides in this category occur when the oxide-bridged MO6 octa-
hedra have MeOeM bond angles as close to 180� as possible. Higher conduction band energies and larger band gaps are observed
with increasing acuteness of the MeOeM bond angles. Similar electronic-structure arguments have been extended to the oxide
connectivity of the post transition-metal cations, wherein their empty valence ns and/or np orbitals determine the energy and disper-
sion of the conduction band. For example, the orthorhombically-distorted perovskite SrSnO3 has a much larger band gap of
�4.1 eV as compared to BaSnO3 of �3.1 eV, with respective Sn-O-Sn angles of �163� and 180o. The more acute SneOeSn

Fig. 9 DOS plots of (A) NaNbO3 and (B) NaTaO3. Band edge energies of NaNbO3 and NaTaO3 (C). The conduction band energy decreases from
5d > 4d > 3d metals, here demonstrated with Ta (5d) and Nb (4d). Adapted from (A) Jain, A.; Ong, S. P.; Hautier, G.; Chen, W.; Richards, W. D.;
Dacek, S.; Cholia, S.; Gunter, D.; Skinner, D.; Ceder, G.; et al. Commentary: The Materials Project: A Materials Genome Approach to Accelerating
Materials Innovation. APL Mater. 2013, 1(1) and (B) Modak, B.; Srinivasu, K.; Ghosh, S. K. Band Gap Engineering of NaTaO3 Using Density Functional
Theory: A Charge Compensated Codoping Strategy. Phys. Chem. Chem. Phys. 2014, 16(32), 17116–17124.
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bond angle enables the antibonding mixing of the Sn s orbitals with the O 2p orbitals at the edge of the conduction band, and thus
raising its energy.

4.17.2.3.3 Tuning the valence band energy of metal oxides
Tuning of the valence band energy of metal oxides has typically been considered more difficult as the valence band frequently stems
from the more localized O 2p states. However, the optimal straddling of the redox couple for water oxidation requires that the
valence band edge be sufficiently raised in energy, i.e., to more negative potentials, if metal oxides are to be capable of absorbing
lower-energy visible light photons of the solar spectrum. Fortunately, several successful strategies have emerged over the past several
years. These include the incorporation of late transition-metal cations with nd10 electron configurations, such as for the Cu(I) and
Ag(I) cations, or the post-transition metal cations with nd10ns2 electron configurations such as Sn(II), Pb(II), and Bi(III) cations.
Less frequently, oxides have been investigated of the transition metal cations with partially filled d-orbital configurations, including
for the Cu(II), Fe(II) and Mn(II) cations.

The oxides containing late transition-metal cations with d10 electron configurations leverage the fact that the filled d orbitals are
located at a higher energy than the O 2p orbitals and can form a new valence band. The two cations commonly employed are Cu(I)
and Ag(I). However, most of the Cu(I)- and Ag(I)-containing ternary and higher oxides are metastable with respect to decompo-
sition to the simpler binary oxides. Thus, the number of known compositions are relatively few in number and limited in structural
diversity as compared to the oxides containing alkali and alkaline earth cations. The Ag(I) cation has an ionic radius of �1.15 Å (6-
coordinate) that is intermediate between the Na cation at �1.02 Å and the K cation of �1.38 Å, and it shares some isostructural
compositions. For example, AgNbO3 crystallizes in an orthorhombically-distorted perovskite that is isostructural to NaNbO3

with nearly identical NbeOeNb bond angles of 153�–164� and 155�–163�, respectively. Plotted in Fig. 11,42 the DOS shows
the valence and conduction bands for NaNbO3 is comprised of the O 2p orbitals and Nb 4d orbitals respectively, resulting in
a band gap of �3.4 eV. The conduction band of AgNbO3 is similarly formed by the empty 4d orbitals of Nb, but the valence
band edge is here comprised of states arising from the mixing of Ag 4d and O 2p orbitals in an antibonding fashion. The valence
band maximum of AgNbO3 is thus shifted to more negative potentials by�0.6 V as compared to NaNbO3, causing the band gap of
AgNbO3 to decrease to�2.8 eV.49 In addition, the valence band edge is raised but remains at a suitable energy to drive water oxida-
tion, albeit at a smaller overpotential. Similar trends in the electronic structure are found for other Ag(I)- and Cu(I)-containing
ternary oxides such as Ag3VO4 and CuFeO2. In these cases, the raised valence band edges result in decreased band gaps of
�2.2 eV and �1.5 eV, respectively.50,51

Metal oxides containing post-transition metal cations with d10ns2 electron configurations are among a growing group of semi-
conductors with small band gaps and favorable band edge energies, such as those containing the Sn(II), Pb(II), and Bi(III) cations.
In analogy to oxides containing Cu(I) and Ag(I), their filled ns2 orbitals are located at a higher energy, i.e., to more negative redox
potentials, than the O 2p orbitals. This results in a higher energy valence band comprised of the ns2 orbitals mixed with the O 2p
orbitals in an antibonding fashion. The strength of this interaction, and thus the degree to which the valence band energy is raised, is
determined by the energy match and orbital overlap between the post transition-metal ns orbital and the O 2p orbitals. The strength
of this interaction has been found to decrease in the following order of Sn(II) > Pb(II) > Sb(III) > Bi(III).52 Further details on the
electronic structures of this class of oxides can be found therein.52

Currently, the best performing photocatalyst under visible light for water oxidation, BiVO4, falls into this class. The DOS of
BiVO4 is plotted in Fig. 12A.53,54 The states which form the conduction band edge stem from the empty V 3d orbitals, and which
are positioned below the redox potential for the reduction of water to H2. Unlike most metal oxides, though, the edge of its valence

Fig. 10 (A) Crystal structures of KTaO3 (top) and NaTaO3 (bottom). Band energies of KTaO3 and NaTaO3 (B). Distortions of MeOeM bond angles
away from the ideal 180� typically leads to a higher energy conduction band.
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band is not derived predominantly from the O 2p orbitals but from strongly mixed Bi 6s orbitals as well. This leads to a higher
energy valence band with significantly more band dispersion. The net density and contributions of Bi-6s/O-2p states at the valence
band maximum is a consequence of the valence orbitals lying relatively close in energy. However, the combination of the low-lying
V 3d conduction band and the raised valence band edge results in a reduced band gap of �2.4 eV. This facilitates the absorption of
a much larger fraction of visible-light energies by photoelectrode films of n-type BiVO4. As a result of the relatively higher-energy Bi
6s orbitals, many Bi(III)-containing oxides show reduced band gaps, e.g., Bi2WO6 with a band gap of�2.7 eV.55 While oxides which
incorporate the Bi(III) cation typically yield smaller band gaps, it is typically a relatively modest reduction into the visible-light
energies.

Perhaps the largest impact on the valence band energy and reduction in band gap can be found in the Sn(II)-containing oxides.
One prominent example is Sn2TiO4, with the calculated DOS as shown in Fig. 12B. In this case, the valence band maximum is

Fig. 11 DOS of (A) NaNbO3 and (B) AgNbO3. Band energies of NaNbO3 and AgNbO3 (C). Higher energy valence bands and smaller bandgaps are
found in mixed metal oxides that contain Ag(I) or Cu(I) as the filled d10 orbitals can form new, higher energy, states at the top of the valence band.
(A) and (B) Adapted from Jain, A.; Ong, S. P.; Hautier, G.; Chen, W.; Richards, W. D.; Dacek, S.; Cholia, S.; Gunter, D.; Skinner, D.; Ceder, G.; et al.
Commentary: The Materials Project: A Materials Genome Approach to Accelerating Materials Innovation. APL Mater. 2013, 1(1).

Fig. 12 DOS of (A) BiVO4 and (B) Sn2TiO4. Band energies of BiVO4 and Sn2TiO4 (C). Metal oxides containing post-transition metals with d10ns2

electron configurations lead to higher energy valence bands and small bandgaps. The filled ns2 orbitals have antibonding interactions with the O 2p
orbitals in the valence band to form higher energy valence band states. Adapted with permission from (A) Walsh, A.; Yan, Y.; Huda, M. N.; Al-Jassim,
M. M.; Wei, S. H. Band Edge Electronic Structure of BiVO4: Elucidating the Role of the Bi s and V d Orbitals. Chem. Mater. 2009, 21(3), 547–551 and
(B) Burton, L. A.; Walsh, A. A Photoactive Titanate with a Stereochemically Active Sn Lone Pair: Electronic and Crystal Structure of Sn2TiO4 from
Computational Chemistry. J. Solid State Chem. 2012, 196, 157–160.
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formed from strongly mixed Sn-5s/O-2p orbitals in an antibonding fashion. The energy of its valence band edge is sufficiently raised,
at a potential of þ1.53 V, which closely approaches the redox potential for water oxidation. This yields a very small band gap
�1.6 eV, and nearly optimally straddles both redox potentials for water oxidation and reduction.23,56 Almost every known
Sn(II)-containing oxide also containing an early transition-metal cation has a small band gap, including for SnNb2O6 (2.3 eV),
Sn2Nb2O7 (2.3 eV), and SnWO4 (1.7 eV).57,58 However, Sn(II) cations can easily oxidize at their surfaces and many are metastable
with respect to decomposition to simpler oxides. The joint issues of stability and photocatalytic efficiency represent some of the
most prominent challenges for this group of semiconductor photocatalysts.

In the last category, oxides containing transition metal cations with partially-filled d-orbitals have also been investigated for their
ability to effectuate changes in the valence band energy. For example, several known Cu(II)-containing oxides have shown promise
as small bandgap photocatalysts, including CuWO4 and CuBi2O4 with bandgaps of �2.3 and �1.8 eV, respectively. A comparative
analysis reveals how chemical composition plays a critical role in determining their band gaps and band edge energies, as shown in
Fig. 13.59,60 The valence band maxima for both CuWO4 and CuBi2O4 are comprised of mixed Cu-3d/O-2p states in an antibonding
fashion. An additional contribution for CuBi2O4 is that the Bi 6s orbitals mix with the O 2p orbitals in the valence band and further
raise its energy. As a result, their valence band edges are starkly different in energy. In fact, the valence band energy of CuBi2O4 has
been raised to such an extent that it no longer straddles the redox potential for the oxidation of water. The valence band of CuWO4 is
shifted positively by more than þ1.5 eV by comparison and exhibits a large overpotential for water oxidation. These differences are
reflected in their photocatalytic properties. While films of CuWO4 are under investigation as photoanodes, films of CuBi2O4 are
under investigation as photocathodes. The latter is facilitated by the substantial overpotential of the conduction band edge of
CuBi2O4 for H2 production. The antibonding interaction between the Cu-3d/O-2p orbitals in its conduction band raises its
minimum above the proton reduction potential as compared to the non-interacting Cu 3d states in CuWO4. An understanding
of the origins of these band edge energies is critical to developing these metal oxides for solar energy conversion.

This category also includes several Fe(III)- and Mn(II)-containing oxides which possess electronic structures that follow analo-
gous trends toward smaller band gaps. One example is the LaFeO3 perovskite with a band gap of �2.1 eV. Its valence band stems
from mixed Fe-3d/O-2p orbitals, whereas the conduction band is formed almost exclusively from more localized Fe 3d orbitals.
Another example is MnV2O6, which has partially-filled 3d5 orbitals on Mn(II) cations that strongly contribute to raising the valence
band edge closer in energy to the water oxidation potential. It has a small band gap of �1.4 eV that still maintains valence and
conduction band energies capable of driving overall water-splitting. This result is surprising considering that its conduction
band arises from the empty V 3d orbitals, in analogy with BiVO4, Fig. 12A. As an aqueous suspension it shows moderate photo-
catalytic rates for the production of H2 and O2 under visible-light irradiation.

30

4.17.2.4 Band dispersion and effective masses of charge carriers: Oxide semiconductors

Themobility of the photon-generated minority carriers is a critical aspect of n-/p-type metal oxides for photocatalysis. Upon absorp-
tion of bandgap photons, minority charge-carriers are produced in the metal oxide which must have sufficient mobility to reach the

Fig. 13 DOS of (A) CuWO4 and (B) CuBi2O4. Band energies of CuWO4 and CuBi2O4 (C). Metal oxides with partially filled d orbitals can lead to
significantly reduced bandgap energies. The bandgap reduction is typically a result of TM d-O 2p interactions that lead to a higher energy valence
band. Adapted with permission from (A) Xie, X.; Liu, M.; Wang, C.; Chen, L.; Xu, J.; Cheng, Y.; Dong, H.; Lu, F.; Wang, W. H.; Liu, H.; et al. Efficient
Photo-Degradation of Dyes Using CuWO4 Nanoparticles With Electron Sacrificial Agents: A Combination of Experimental and Theoretical Exploration.
RSC Adv. 2016, 6(2), 953–959 and (B) Cooper, J. K.; Zhang, Z.; Roychoudhury, S.; Jiang, C.-M.; Gul, S.; Liu, Y.-S.; Dhall, R.; Ceballos, A.; Yano, J.;
Prendergast, D.; et al. CuBi2O4: Electronic Structure, Optical Properties, and Photoelectrochemical Performance Limitations of the Photocathode.
Chem. Mater. 2021, 33(3), 934–945.
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surfaces. Competing with this are charge-recombination events at the surfaces and in the bulk, which are mediated by bulk and
surface defects with energies that fall within their band gap. It is critical then that the minority charge carriers have a maximal diffu-
sion length and therefore a small effective mass. The effective masses are proportional to the dispersion of the conduction and
valence bands for electrons and holes, respectively, or the rate of change of the band energies when moving through k-space. These
relationships are evidenced by Eqs. (3)–(5) in the introduction. The below sections are thus organized according to the structural
motifs which enable the attainment of the largest band dispersion in metal oxides.

4.17.2.4.1 General trends
Metal oxides routinely display relatively small electron effective masses. However, the opposite is generally true for the effective
masses of holes. An analysis of �3000 metal oxides has clearly demonstrated this trend, with the hole effective masses calculated
from the band dispersions to be 3x to 5x larger, on average, as compared to the electron effective masses.61 An understanding of the
structural and compositional aspects that determine the band dispersion in metal oxides is of critical importance in the develop-
ment of metal oxide photocatalysts. The carrier effective masses, a as well as the structural parameters that impact band dispersion,
are listed in Table 2 for selected metal oxides which are discussed below.

One starting point is to analyze the electronic band structure diagram of a relatively simple and representative metal-oxide photo-
catalyst such as SrTiO3. When suitably Al-doped, SrTiO3 also exhibits the highest known rates with quantum efficiencies approaching
unity for overall water splitting. Its band diagram is plotted in Fig. 14A.42 As a cubic perovskite, its h100i crystallographic directions are
equivalent by symmetry and the carrier mobilities are isotropic. The conduction band minimum at the G-point is formed from the
nonbonding Ti 3d orbitals, with the band dispersion increasing in energy from the antibonding interactions to the O 2p orbitals.

Table 2 Characteristic features of the crystal and electronic structures of metal oxides used as semiconductors for solar-driven water splitting.

Composition Valence band states (connectivity) Bond angles Conduction band states (connectivity) a Bond angles Carrier effective masses (me, mh)

SrTiO3 O 2p (3D) – Ti 3d (3D-corner shared octahedra) 180� 0.4 me, 1.2 mh

NaTaO3 O 2p (3D) – Ta 5d (3D-corner shared octahedra) 166� and 160� 0.42–0.53 me, 3.93–4.84 mh
NaNbO3 O 2p (3D) – Nb 4d (3D-corner-shared octahedra) 155�–163� 0.39–0.92 me, 2.84–5.62 mh

SrSnO3 O 2p (3D) –

Sn 5s/p þ O 2p (3D-corner shared
octahedra) 160� 0.36–0.47 me, 2.12–2.85 mh

AgNbO3 Ag 4d þ O2p (3D-face-shared
cuboctahedra)

91�–180� Nb 4d (3D-corner-shared octahedra) 153�–164� 0.35–7.6 me, 2.75–7.01 mh
62

LaFeO3 Fe 3d þ O2p (3D-corner-shared
octahedra)

156�–157� Fe 3d 1.49–1.93 me, 0.75–4.22 mh

Ba5Nb4O15 O 2p (3D) – Nb 4d (2D-corner shared octahedra) 171� 0.91–8.85 me, 3.96–26.57 mh
BaLa4Ti4O15 O 2p (3D) – Ti 3d (2D-corner shared octahedra) 162� and 164� –

La2Ti2O7 O 2p (3D) – Ti 3d (2D-corner shared octahedra) 145�–174� –

Sr2Nb2O7 O 2p (3D) – Nb 4d (2D-corner shared octahedra) 145�–174� 0.74–4.67 me, 1.29–182.70 mh
Bi2WO6 Bi 6 s þ O2p (2D-edge-shared

polyhedra)
101�–114� W 5d (2D-corner shared octahedra) 150� and 161� 0.49–510.40 me, 1.50–9.01 mh

BiVO4 Bi 6s þ O2p (3D-edge-shared
polyhedra)

103� and
106�

V 3d (0D-isolated V-O tetrahedra) – 0.3 me, 0.3 mh
53

Sn2TiO4 Sn 5s þ O2p (1D-corner shared
polyhedra)

128� Ti 3d (1D-edge-sharing octahedra) 96� 1.06–3.08 me, 0.96–1.44 mh

SnNb2O6 Sn 5s þ O2p (1D-edge-shared
polyhedra)

105� Nb 4d (2D-corner shared octahedra) 124�–150� 1.83–4.67 me, 0.42–5.63 mh

CuWO4 Cu 3d þ O2p (1D-edge-shared
octahedra)

94� W 5d (1D-edge-shared
octahedra) þ Cu 3d

106� 59 me, 57 mh
59

CuFeO2 Cu 3d þ O2p (0D-isolated O-Cu-O
chain)

– Fe 3d (2D-edge-shared octahedra) 95� 1.83 me, 1.35 mh
50

CuBi2O4 Cu 3d þ O2p (0D-isolated Cu-O
square planes)

– Cu 3d þ O2p (0D-isolated Cu-O
square planes)

– –

Ag3VO4 Ag 4d þ O 2p (3D-polyhedra) Varies V 3d (0D-isolated V-O tetrahedra) – –

MnV2O6 Mn 3d þ O2p (1D-edge-shared
octahedra)

105� V3d (2D-edge-shared octahedra) 106� and 144� –

aCrystal structures were obtained from the Materials Project Database42 and cross-referenced with literature reports. Crystal structures from the Materials Project Database are the DFT
optimized structures. All bond lengths and angles thus represent approximate values.
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For all other k-points, e.g., X,M, and R, the conduction bands are higher in energy. This antibonding interaction is what produces the
dispersion of the conduction band and determines the electron effective mass. There is a much smaller band dispersion within the
valence band because of the relativelymore localizedO2p states and is responsible for the higher hole effectivemasses. This is reflected
in the values inTable2 for the calculated effective electronandholemassesof 0.4m0 and1.2m0, respectively. Phononcouplinghasbeen
shown to increase these effective mass values for SrTiO3.

63,64 The experimentally measured effectivemasses in SrTiO3 tend to be closer
to �6m0.

65

For lower-symmetry perovskites, such as orthorhombic NaTaO3, there can be significant differences in effective masses and
carrier mobilities that depend upon the crystallographic direction, as shown in Fig. 14B and Table 2. For example, the electron effec-
tive masses in NaTaO3 along the <100> set of crystallographic directions range between 0.42 and 0.53 me, while the hole effective
masses have a similarly narrow distribution between 3.93 and 4.84 me. The impact on band dispersion is most severe in lower-
dimensional perovskites that possess extended [-O-M-O-M-O-]n connectivity in only one or two dimensions. For example, in
the layered Ba5Nb4O15 shown in Fig. 15,42 the conduction band dispersion is largest from G /M and G / K. These directions
contain the (110)-plane of [-O-Nb-O-Nb-O-]n connectivity. Conversely, the bands are nearly flat along the G/ A or the c-axis
in a direction through the layers. This is the result of the loss of the crystal orbital interaction between the Nb 4d orbitals with
the O 2p orbitals in the conduction band states. This anisotropy in band dispersion is reflected in the calculated electron effective
masses, Table 2, which is 0.91 me along the a-axis and b-axis directions, but a much higher 8.85 me along the c-axis direction. When

Fig. 14 Band diagrams of (A) SrTiO3 and (B) NaTaO3. Purple dots indicate the edges in k-space within the conduction and valence bands. Adapted
from Jain, A.; Ong, S. P.; Hautier, G.; Chen, W.; Richards, W. D.; Dacek, S.; Cholia, S.; Gunter, D.; Skinner, D.; Ceder, G.; et al. Commentary: The
Materials Project: A Materials Genome Approach to Accelerating Materials Innovation. APL Mater. 2013, 1(1).

Fig. 15 Crystal structure (left) and band diagram (right) of Ba5Nb4O15. The loss of extended [-Nb-O-Nb-O-]n connectivity down the c-axis leads to
a smaller conduction band dispersion and higher electron effective mass in this crystallographic direction. The band diagram is adapted from Jain,
A.; Ong, S. P.; Hautier, G.; Chen, W.; Richards, W. D.; Dacek, S.; Cholia, S.; Gunter, D.; Skinner, D.; Ceder, G.; et al. Commentary: The Materials
Project: A Materials Genome Approach to Accelerating Materials Innovation. APL Mater. 2013, 1(1), with purple dots indicating the band edge
extrema.
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the metal-oxide connectivity is lowered to 1D, as for Sn2TiO4, the band dispersion is also highly anisotropic with significant disper-
sion in only one direction. In this case, there is a high conduction band dispersion from G/ Z along the direction of the titanate
chains, but from G/ X or G /M the bands are relatively flat. Down the titanate chains the electron effective mass is relatively
small at�1.06 me, while in directions between the chains it is a much larger�3.06 me. Another example of the impact of disrupted
[-O-M-O-M-O-]n connectivity can be found in BiVO4 with conduction band states deriving from isolated VO4 tetrahedra. Thus, one
of the primary deficiencies of BiVO4 as a photoanode is its poor carrier mobilities.40 Careful tuning of the preparation conditions
and n-type doping of BiVO4 is required to greatly improve the diffusion of its conduction band electrons that has been postulated to
occur via polaron hopping between adjacent tetrahedra.39,40

Anisotropies in the carrier mobilities must be considered when preparing metal oxides as photoelectrodes, as reported for BiVO4

and other metal oxides.39 For optimal performance, the directions of highest mobilities for the charge carriers must be preferentially
aligned for reaching the surfaces and/or back contact. Thus, the synthetic conditions of the crystallite growth and/or the fabrication
techniques of the photoelectrode films can all play prominent roles in determining whether the maximal solar-to-fuel efficiencies
are reached, and assuming that the surfaces can be functionalized to achieve efficient charge transfer and product formation.

4.17.2.4.2 Conduction band dispersion of metal oxides
One approach to effectively tune the band dispersions, and thus effective masses, in metal oxides is via changes in chemical compo-
sition. A large conduction band dispersion is regularly found for metal oxides containing main-group metal cations with nd10ns0

electron configurations, e.g., Sn(IV), Pb(IV), In(III), or Sb(IV) cations. Analogous to transition-metal oxides, their empty ns orbitals
interact in an antibonding fashion with the O 2p orbitals at increasing energies in the conduction band. Their antibonding inter-
actions can be larger than for d-orbitals because of the s-type overlap and the closer energetic match, as shown schematically by the
orbital interactions in Fig. 16. This situation yields a significantly larger band dispersion across their band structures in k-space, such
as found in a comparison of BaZrO3 vs. BaSnO3 in Fig. 17.42 The conduction band minima of BaZrO3 and BaSnO3 are both located
at G. The �6 eV dispersion of the conduction band for BaSnO3 is much larger than for BaZrO3 of �2–3 eV. The large conduction
band dispersion in BaSnO3 leads to very small electron effective masses calculated to be 0.03–0.09m0.

66 This comparison illustrates
the substantial differences in conduction band dispersion that can occur simply through changes in composition.

An orthorhombic distortion of the perovskite-type structure, such as for SrSnO3 shown in Fig. 17, results in a decrease of the Sn-
5s/O-2p interaction as a result of the loss of orbital overlap for the more acute SneOeSn bond angle of �160�. As these orbitals
constitute the conduction band states, this yields a smaller band dispersion as compared to cubic BaSnO3. The situation is again
analogous to that described above for the transition-metal oxide perovskites. The electron effective mass is calculated to be a rela-
tively larger �0.17–0.92m0. The electron effective mass for SrSnO3 shows a finer-level dependence on crystallographic direction
because of the lowered symmetry.66 Conversely, the valence bands of both BaSnO3 and SrSnO3 still derive primarily from the O
2p orbitals and are relatively flat. This leads to relatively large effective masses for holes in the valence bands, a common limitation
among the larger bandgap oxides. Particles of SrSnO3 have nevertheless been demonstrated to split water stoichiometrically into H2

and O2 under UV-irradiation. The absence of similar photocatalytic activity for overall water splitting in BaSnO3 has been attributed
to higher rates of radiative recombination.34

4.17.2.4.3 Valence band dispersion of metal oxides
Nearly all known metal oxides exhibit large hole effective masses in their valence bands, representing a longstanding limitation in
this field. Similar to the conduction band, one of the most effective approaches to increasing the valence band dispersion has been
via compositional modulations. For example, metal oxides containing main-group cations with electron configurations of nd10ns2,

Fig. 16 Example of one set of valence atomic orbital interactions for a linear [-M-O-M-O-]n oxide chain containing a transition metal (top) or a post-
transition metal (bottom), illustrated for the G-point (left; k ¼ 0) and away from the G-point (right; k ¼ p/a). At k ¼ 0, the crystal orbitals are
nonbonding, but at k ¼ p/a the crystal orbitals are both antibonding. The chain containing the transition metal has p* interactions while the post-
transition metal has larger s* interactions to the O 2p orbitals.
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e.g., Sn(II), Pb(II), or Bi(III) cations, can commonly exhibit a larger valence band dispersion. As described above, these types of
cations possess filled ns2 orbitals that are of suitable energy and symmetry to interact with the O 2p orbitals in an antibonding
fashion. The extent of this interaction is based on the closeness of their energy match and the orbital overlap between the cation
ns-orbital and O 2p-orbital. These crystal orbitals constitute a new higher-energy valence band with a more significant dispersion
than found for transition-metal oxides. This interaction of the valence orbitals is found to decrease in the order Sn(II) >
Pb(II) > Sb(III) > Bi(III). This has been investigated for Sn2TiO4, BiVO4, and PbTiO3 which have relatively smaller band gaps,
as shown in Fig. 12 and Table 2.

It is illustrative to consider the crystal and electronic structures in Sn2TiO4 in deeper detail, Fig. 18.54 Both the conduction and
valence bands along G/ Z show a relatively large dispersion and result in calculated effective masses as low as 0.96 me and
1.06 mh for electrons and holes, respectively. This direction corresponds to the extended [-O-Sn-O-Sn-O-]n and [-O-Ti-O-Ti-O-]n
chains within the crystal structure, drawn vertically in Fig. 18. However, in alternate crystallographic directions which lack extended
connectivity, such as Z/ R or G/ M, the bands show significantly less dispersion. The lack of extended structural connectivity in
one or more directions within structures containing these cations is relatively common because of their ns2 electron configurations
and stereoactive lone-pairs. Further, while the strength of the ns/O 2p orbital interaction is maximized when the MeOeM bond

Fig. 17 Crystal structures and band diagrams of (A) BaZrO3, (B) BaSnO3, and (C) SrSnO3. The post-transition metal on the B-site, i.e., Sn(IV), leads
to a greater conduction band dispersion from the larger Sn-O s*-type interactions as compared to the smaller Zr-O p*-type interactions. Band
diagrams are adapted from Jain, A.; Ong, S. P.; Hautier, G.; Chen, W.; Richards, W. D.; Dacek, S.; Cholia, S.; Gunter, D.; Skinner, D.; Ceder, G.; et al.
Commentary: The Materials Project: A Materials Genome Approach to Accelerating Materials Innovation. APL Mater. 2013, 1(1).

Fig. 18 Crystal structure (left) and band diagram (right) of Sn2TiO4. The filled Sn 5 s orbitals interact with O 2p orbitals in the valence band and
yielding in an increased valence band dispersion. Band diagram adapted with permission from Burton, L. A.; Walsh, A. A Photoactive Titanate With
a Stereochemically Active Sn Lone Pair: Electronic and Crystal Structure of Sn2TiO4 From Computational Chemistry. J. Solid State Chem. 2012, 196,
157–160.
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angle is 180o, the stereoactive lone-pairs result in more acute, nonlinear, bond angles. In Sn2TiO4, for instance, the Sn-O-Sn angle is
a relatively acute �128�. New synthetic approaches to prepare metal oxides containing these cations with bond angles closer to
180� would be extremely useful in attaining the lowest possible hole effective masses. Similar structural and bonding situations
occur for Pb(II)- and Bi(III)-containing oxides, e.g., for PbTiO3 and BiFeO3.

4.17.2.5 Summary of metal oxide semiconductors

Many transition-metal oxides possess large band gaps because of their low-lying valence bands formed from the O 2p orbitals. Their
conduction band edges have been found to be tunable by choice of the early transition-metal or main group cations, e.g., Ti(IV),
Nb(V), Ta(V) or Sn(IV). Similarly, the nature of their valence bands can be modified by the selection of the late transition-metal or
main group cations, e.g., Cu(I), Ag(I), Sn(II) or Bi(III). The crystal orbitals of the conduction and valence bands stem from the
respective filled and empty valence orbitals of these cations with a corresponding admixture of the oxygen 2p orbital that is a func-
tion of the orbital overlap and energetic match. More specific band structure details are dependent upon the structure type, coor-
dination environments, and the [-M-O-M-O-]n connectivity, among other factors. Only metal oxides with wide band gaps and
significant overpotentials for water reduction and oxidation have shown the capability to persistently split water with nearly
quantum-unity efficiency under ultraviolet light, such as for Al-doped SrTiO3.

Extending high levels of photocatalytic performance to visible-light energies have currently met with limited success owing to
a few factors. These include possessing an unsuitable energetic location of the valence band edge, low carrier mobilities and
high effective masses in the valence band, as well as smaller overpotentials at the band edges to drive the redox reactions. To address
these issues, the discovery of new mixed-metal oxides are needed which can enable the tuning of the valence band edge and the
maximizing of the band dispersion for low hole effective masses. Several recent compounds have shown promising advances in
this direction. These include metal oxides containing cations with nd10 or nd10ns2 electron configurations, such as BiVO4, CuBi2O4,
and Sn2TiO4. Similarly, metal oxides containing partially filled d-orbitals have shown some promise. In some cases, such as Sn2TiO4

and MnV2O6, metal oxides can possess small bandgaps with band edge energies that meet the thermodynamic requirements of
overall water-splitting.

Other issues such as stability against corrosion, the ability to dope n-/p-type, and surface functionalization with protective layers
and cocatalysts are critically important to attain stable and efficient solar-to-fuel energy conversion. However, full optimization and
development of a metal oxide photocatalyst typically requires intense research efforts that are motivated by initial reports of its
promising physical properties. A careful consideration of its electronic band structure represents a necessary first step in the iden-
tification of the most promising candidates. Many different chemical approaches can be used to tune the electronic structure of
metal oxides and which yet offer much untapped potential for targeting required photoelectrochemical properties.

4.17.3 Metal nitride semiconductors

4.17.3.1 Background

Metal nitrides and oxynitrides have not been as extensively studied for photoelectrochemical (PEC) water splitting as metal oxides.
Nitrides can often be difficult to synthesize with high crystallinity and typically require high reaction temperatures and a reactive
nitrogen source such as ammonia. The most well-studied metal nitrides for photocatalytic applications in recent years have focused
on GaN, TaON, Ta3N5, MTaO2N (M ¼ Ca, Sr, Ba), MNbO2N (M ¼ Sr, Ba), and LaTiO2N, as listed in Table 3. These all tend to have
smaller visible-light band gaps as compared to their metal oxide analogs and therefore absorb bandgap photons more broadly
across the solar spectrum. Their band gaps are narrowed by the addition of high-energy nitrogen 2p orbitals within the valence
band. The energetic position of their valence and conduction bands thus more closely straddle the redox potentials for water oxida-
tion and reduction. Though, their n-type semiconducting character has made them most useful as photoelectrodes and photocata-
lysts for water oxidation.

Challenges in the use of metal nitrides include their typically higher levels of defects and oxygen impurities that are detrimental
to the carrier mobility and recombination rates. Current approaches involve the development of the synthetic routes to enhance
crystallinity and reduce defect densities. Another key issue is their stability, as the nitride anions commonly hydrolyze and oxidize
at the surfaces during the photocatalytic production of O2. This leads to passivation of the nitride surface with an oxide layer that
shuts down charge transfer. Therefore, stable photocurrents cannot bemaintained for extended periods of time. In this section a brief
overview is provided into the crystal structures of these metal nitrides and oxynitrides. It covers aspects of their crystal and electronic
structures that determine their band gaps, band dispersion, energetic locations of their band positions, as well as a selection of their
currently reported photocatalytic properties.

4.17.3.2 Crystal structures and photoelectrochemical properties

The range of investigated metal nitrides for photocatalytic water splitting is restricted to relatively fewer structure types as compared
to the oxides. The coverage of this section, and its organization, focuses on the most notable examples having the perovskite type,
wurtzite type, or their own structure type in a few cases. Similar to the oxides, the presence of extended [-N-M-N-M-N-]n connectivity
is considered fundamental to attaining the highest band dispersion and mobility of charge carriers in the valence band. While most
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of the examples described herein contain structures with significant O/N disorder and defects, this aspect has surprisingly not
precluded the attainment of potentially useful photocatalytic properties. This drawback has made it more challenging to establish-
ing clear structure-property relationships. Described in each system are some of their highest known n/p-type photocurrent densities
as films or photocatalytic activities as aqueous suspensions.

4.17.3.2.1 Perovskite-type oxynitride structures
Many of the most photocatalytically-active oxynitrides crystallize in the perovskite structure and are capable of water oxidation and
reduction with high efficiencies. Several representative examples are listed near the bottom of Table 3. The ionic size requirements
have been described for compounds to crystallize in this structure in Section 4.17.2.2.1 above. However, a poorer reliability is
found when using the Goldschmidt tolerance factor to predict the formation of metal-oxynitrides in the perovskite structure as
a result of the more covalent metal-nitrogen interactions. Many of the most studied and promising metal-oxynitride perovskites
crystallize with the chemical composition ABO2N (A ¼ Ca, Sr, Ba; B ¼ Nb, Ta, Ti) with disordered O/N anions. These have been
found to possess band gaps in the range of �1.5–2.4 eV, with photocurrent densities and photocatalytic rates that can approach
�80–90% of their theoretical potential.

For the larger alkali-earth cations on the A-site and Nb(V)/Ta(V) cations on the B-site, a tetragonal perovskite structure forms in
space group P4/mmm, shown in Fig. 19. The þ2 and þ5 oxidation states of the alkaline earth and early transition-metal cations are
balanced by a 2:1 ratio of the oxide and nitride anions. The B-cations are octahedrally coordinated by both oxygen and nitrogen

Table 3 Selection of metal nitride semiconductors used as photoelectrodes and/or suspension-based photocatalysts for solar-driven water splitting.

Composition

Structure type/

Symmetry Band gap (eV) Form Photocurrent Quantum efficiency

GaN Wurtzite67

P63mc

3.467,68 direct Film67–69 2068 (mA cm�2), 0.667 1.169

(mA cm�2)
7% overall water splitting (366 nm)67

InxGa1� xN Wurtzite 1.770, 2.3871 Film67,71 1.867, 40.670 (mA cm�2) 15% overall water splitting (366 nm)67,
72.3% overall water splitting (AM
1.5G)70

GaN:ZnO Wurtzite72,73 2.5–2.873 Powder72–74, Film 1.6772 (mA cm�2) 30.7% overall water splitting
(360 nm)72

TaON Monoclinic
P21/c

2.575,76 indirect Powder76–78, Film75 475 (mA cm�2) 34% for O2 (>420 nm)76, 76% overall
water splitting (400 nm)75

Ta3N5 Orthorhombic
Cmcm

2.179–83 indirect Powder78, Film79–83 478,80, 6.382,883, 12.179 (mA cm�2) 31% overall water splitting (500 nm)78,
90% for O2 (400–550 nm)79

BaTaO2N Perovskite84–88

P4/mmm

1.984,86,87, 2.188

direct
Powder85,86,88,
Film84,87

686 (mA cm�2) 9% for O2 (600 nm)84

CaTaO2N Perovskite89–91

Pmc21

2.4389 direct Powder89,90, Film91 4091, 5090 (mA cm�2) 0.003% overall water splitting
(440 nm) 89

SrTaO2N Perovskite88,92,93

Pmc21

2.188, 2.1592, 2.2394

direct
Powder92, Film93 0.0192 (mA cm�2), 2.993

(mA cm�2)
40% overall water splitting (320–
480 nm)93

LaTiO2N Perovskite95–97

I212121

2.195–97 direct Powder95,97, Film96 296 (mA cm�2) 27.1% for O2 (440 nm) 97

BaNbO2N Perovskite85,88,98

P4/mmm

1.4494, 1.7985, 2.088

direct
Powder85,88,98 0.8598, 5.286 (mA cm�2) 6% for O2 (480–740 nm) 98

SrNbO2N Perovskite88,98–100

P4/mmm

1.4794, 1.899,101,
1.988 direct

Powder88,98,100,101,
Film99

0.4100, 0.3599, 0.5398, 0.75100,
1.5101 (mA cm�2)

0.2% overall water splitting (400 nm)99

Fig. 19 Polyhedral drawing of the orthorhombically distorted perovskite BaTaO2N. Atom types are labeled.
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anions in a statistically random fashion, with MeO/NeM bond angles of 180�. Comparing BaTaO2N and BaNbO2N, the change in
B-site cation causes changes in M-O/N bond lengths, from �2.06 Å in BaTaO2N to �2.09 Å in BaNbO2N. For SrNbO2N, a shorter
SreO/N bond length of �2.04 Å is found owing to the smaller ionic radius of Sr as compared to of Ba. Though, the difference in
their B-site cations has a significantly larger impact on the band gap than the MeO/N bond distances. While BaTaO2N has a larger
band gap of �2.1 eV, the band gaps for BaNbO2N and SrNbO2N of �1.4 and �1.5 eV, respectively, are significantly smaller. All of
these metal-oxynitrides show sizable photoanodic current densities for water oxidation under irradiation, Table 3, with theoretical
limits of �23–24 mA cm�2 under AM 1.5G sunlight. Experimentally measured photoanodic current densities currently fall in the
range of�2–6 mA cm�2 for films of BaTaO2N, BaNbO2N and SrNbO2N. The highest current densities require annealing and other
surface treatments to improve their crystallinity and to passivate defects. For example, BaTaO2N photoelectrodes with a cobalt-oxide
surface catalyst for water oxidation reach�4.6 mA cm�2 at 1.23 V vs. RHE, with a 9% efficiency at 600 nm.84 Similar efficiencies are
reported for BaNbO2N and SrNbO2N of �6% and �0.2% respectively.98,99 As the Nb(V) cation is more readily reduced to the þ4
oxidation state as compared to Ta(V), the Nb(V)-based oxynitrides also tend to have more synthetic problems with anion defi-
ciencies and oxygen impurities. 85,86

Several of the metal oxynitrides crystallize in orthorhombic space groups, i.e., Pmc21 and P212121, and have also shown prom-
ising photoelectrochemical properties as n-type semiconductors for water oxidation. The anion sites contain a disordered occupa-
tion of oxide and nitride anions in a 2:1 ratio. A representative orthorhombic perovskite, CaTaO2N, is drawn in Fig. 20. The main
structural difference compared to the tetragonal perovskites is octahedral tilting that causes deviations from 180� MeO/NeM bond
angles. The relatively smaller ionic radius for Ca results in octahedral tilting with alternating bond angles of �141� and �149� for
TaeO/NeTa and alternating TaeO/N bond distances of 1.939–2.212 Å. These distances are �10% longer as compared to those in
the tetragonal perovskites. For LaTiO2N, with a slightly different orthorhombic structure, the B-cation is Ti(IV) and the A-cation is
La(III). This distorted perovskite also displays octahedral tilting with alternating Ti-O/N-Ti angles of �153� and �159� and TieO/
N bonds that alternate between�1.94 and�2.11 Å. The band gaps of CaTaO2N and LaTiO2N are a respective�2.43 and�2.10 eV.
Again, problems in preparing these metal oxynitrides in defect-free, highly crystalline forms has limited their photocurrents and
photocatalytic rates for water oxidation. For example, LaTiO2N with a surface CoOx cocatalyst was found to be
photocatalytically-active for water oxidation as an aqueous suspension of particles with a quantum efficiency of �27% at a wave-
length of 420 nm.95 However, LaTiO2N photoelectrode films have typically only shown very small photocurrents of �1–
3 mA cm�2.96 as a result of high recombination rates. Similarly, CaTaO2N has shown a low photocatalytic activity for water splitting,
with a reported 0.003% efficiency at 440 nm and photoanodic current density of only �50 mA cm�2.89,90

4.17.3.2.2 Wurtzite-type oxynitride structures
Several metal oxynitrides have also been investigated that crystallize in the hexagonal wurtzite-type structure that show high photo-
catalytic activities for water oxidation. A few examples are listed for these types of semiconductors at the top of Table 3. For example,
while GaN has been widely investigated for its properties in blue light-emitting diodes, it has also shown promising photocatalytic
properties as a component in solid-solution metal oxynitrides. Shown in Fig. 21A, its structure is comprised of tetrahedrally-
coordinated GaN4 units, with a Ga-N distance of �1.97 Å. These units condense via shared vertices to form a 3D network. Its
band gap is relatively large at �3.4 eV. It is a rare example of a metal nitride that is stable as a photoanode and has been shown
to be active for water oxidation with an incident-photon-to-current efficiency of �3–6% at �355 nm.67 Recent investigations
have focused on mixing GaN with other wurtzite-type structures, such as InN and ZnO, to attain significantly lower band gaps
that are more suitable for visible-light absorption of solar energy.

In InxGa1� xN solid solutions, the In(III) cations are randomly distributed over the tetrahedrally-coordinated Ga(III) cation sites.
The Ga/In�N bonds have lengthened to�2.18 Å, significantly longer than in GaN of 1.97 Å. As a result of the decreased overlap of
the valence orbitals between Ga/In and N, i.e., ns0np0 and ns2np6-orbitals, its band gap is redshifted substantially to �1.7 eV for
�50% In(III) cations. The high-temperature preparation of InxGa1� xN typically suffers from deleterious defects and dislocations
that can act as recombination centers. However, molecular beam epitaxy or metal-organic chemical vapor deposition are frequently

Fig. 20 Polyhedral drawing of the orthorhombically distorted perovskite CaTaO2N. Atom types are labeled.
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reported as techniques to prepare this metal oxynitride as high purity, defect free nanowires. The nanowire arrays exhibit a good
photostability and have been extensively investigated as photoanodes.70 These reach IPCE values of �10–30% and reported
quantum efficiencies for overall water splitting approaching �15%.70 Remaining challenges include the growth of nanowire arrays
with stable N-terminated facets and preparing compositions with up to 50% In(III) cations in order to reach the theoretically ideal
band gap for a solar-to-hydrogen efficiency of �27%.

In the oxynitride GaN:ZnO solid solution both Zn(II) and Ga(III) cations are statistically disordered over the tetrahedral sites of
the wurtzite-type structure, shown in Fig. 21B. These are charge balanced by a 1:1 statistical mixture of oxygen and nitrogen over the
anion sites. In ZnO, the Zn-O distance is approximately 2.01 Å, which is slightly larger than the GaeNbond distance. So, despite the
differences in the four-coordinate ionic radii of Zn(II) and Ga(III) cations of 0.60 and 0.47 Å, respectively, the average metal-to-
anion distance is within�2% in the solid solution. Remarkably, the high degree of disorder apparently does not lead to a significant
trapping of the charge carriers and high recombination rates. The GaN:ZnO solid solution exhibits a band gap of �2.5–2.8 eV and
represents the first reported example of total water splitting under visible-light irradiation. Its performance as a photocatalyst is
highly dependent upon the preparation conditions and the attachment of surface cocatalysts because of the presence of bulk defects
and surface corrosion problems. With the deposition of an RuO2 surface co-catalyst, for example, it has been reported to show an
apparent quantum efficiency of �0.14% in a wavelength range of 300–480 nm for overall water splitting.72 As a photoanode film
prepared using moisture-assisted annealing, and coated with a cobalt phosphate co-catalyst, a photocurrent of �2 mA cm�2 has
been measured for water oxidation to O2. This corresponds to an incident photon to current efficiency of�30.7% under irradiation
by photons within a wavelength range of �350–450 nm.72

4.17.3.2.3 Tantalum nitride and tantalum oxynitride
Other promising nitride semiconductors include TaON and Ta3N5, owing to their small band gaps and favorable band edge ener-
gies. The TaON semiconductor has the monoclinic crystal structure shown in Fig. 22A with a 3D edge-sharing polyhedral connec-
tivity. The Ta(V) cation is coordinated to three oxygen and four nitrogen anions, with Ta-O distances ranging from �2.02 to
�2.18 Å and Ta-N distances varying from �2.07 to �2.18 Å. The TaeOeTa and TaeNeTa bond angles are approximately 103–
105�, i.e., far from the linear 180o needed for maximal band dispersion. The oxide and nitride anions segregate into alternating
layers in the a-axis direction. This oxynitride semiconductor exhibits a band gap of �2.5 eV. As a photoanode film it shows high
photocurrents for water oxidation to O2 of �1–4 mA cm�2, with an incident photon-to-current efficiency ranging from 20% to
80% that increases with the applied potential and shorter wavelengths.75 Its main limitations include its tendency to photocorrode
as well as its non-optimal band gap.

Fig. 21 Polyhedral drawing of the crystal structures of (A) wurtzite GaN and (B) GaN:ZnO solid solution. Atom types are labeled.

Fig. 22 Crystal structures and metal-anion bonding of (A) TaON and (B) Ta3N5. Atom types are labeled.
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The fully-nitrided Ta3N5 semiconductor forms in an orthorhombic crystal system, as shown in Fig. 22B. The Ta(V) cations are
bonded to six nitride anions to form highly-distorted TaN6 octahedra that are, in turn, edge- and vertex-shared into a 3D framework.
The TaeN distances are all within a value of �2.0 Å, with TaeNeTa bond angles ranging from 95� to 157�. As compared to TaON,
powders and films of Ta3N5 show a relatively smaller band gap of�2.1 eV. The bare, i.e., non-functionalized, films of n-type Ta3N5

exhibit photoanodic currents of >1 mA cm�2 that decay within minutes. However, films with an added blocking layer and molec-
ular catalysts attached to its surfaces have reached close to the maximal theoretical limit for its photoanodic current of
12.1 mA cm�2, with an incident photon-to-current efficiency approaching �90–100% under 400–550 nm light irradiation.79

4.17.3.2.4 Layered carbon nitrides
Semiconductors that have been intensely investigated in this field have been predominantly inorganic. However, an emerging class
of semiconductors receiving growing attention is based on metal-free carbon nitrides. Carbon-nitride semiconductors are currently
entirely based upon two-dimensional layer structures of alternating carbon and nitrogen, shown in Fig. 23. The twomain types, i.e.,
imide linked and graphitic based, derive from the linkage of monomeric triazine or heptazine monomers which condense into
extended layers. These layers in turn stack via Van der Waals interactions. The idealized layer structures of the graphitic carbon
nitrides, g-C3N4, arising from the different monomers are illustrated in the righthand column of Fig. 23. Both have condensed layers
containing small pores. These compounds are typically synthesized by heating to 400 �C to 550 �C in air or vacuum, or alternatively
using salt-based flux or ionothermal reaction conditions.102–105

Product purity and crystallinity of carbon nitrides are highly sensitive to the synthetic conditions, with most reported reaction
conditions leading to impurities, variabilities in product distributions, and/or high amounts of amorphous content. The absence of
high crystallinity has hindered their in-depth structural characterization. Crystalline carbon nitrides that have been discovered
include poly(triazine imide) (PTI) and poly(heptazine imide) with imide-linked triazine and heptazine monomers. The PTI struc-
ture is obtained by crystallization in a sealed reaction vessel using a salt mixture such as KCl/LiCl. Its structure is the less dense
analog of the graphitic carbon nitrides, as illustrated in the middle column of Fig. 23. The band gaps of the carbon nitride semi-
conductors most commonly fall between �2.6–3.2 eV, within the upper energy ranges of visible-light wavelengths. Thus, much
synthetic research has focused on dopants and other visible-light sensitizers to lower their band gaps. As aqueous suspensions,
the carbon nitrides show a high photocatalytic activity for the reduction of water to H2, with the highest reported quantum yields

Fig. 23 Carbon nitride subunits triazine and heptazine (left) and their polymerized forms consisting of imide (middle) or graphitic (right) bridges.
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approaching �60% at 420 nm.106 Conversely, these and other related carbon nitrides have not been found to be active for water
oxidation to O2 or for overall water splitting.

4.17.3.3 Band gaps and band edge positions

As described for the metal oxides, the band gaps and band edge positions of the semiconducting nitrides are critical for the broad
absorption of solar energy and for the capability to drive redox reactions for water splitting at their surfaces. Generally, the incor-
poration of the nitride anion causes a significant change in the valence band energy, i.e., to more negative redox potentials, as
compared to metal oxides. This feature of metal nitrides has resulted in a greater ability to achieve a suitable valence band energy
to drive water oxidation to O2 at significantly lower overpotentials.

4.17.3.3.1 Tuning the band gaps of nitride semiconductors
The majority of the metal nitride semiconductors described above share a few key features in their electronic structures, listed in
Table 5. Similar to the metal oxides, the edges of their conduction band states are comprised predominantly of the nonbonding,
empty transition-metal d orbitals. Higher energy states in the conduction band are formed by antibonding interactions to the
nitrogen 2p orbitals, i.e., nd-2p orbital interactions. The valence bands are typically composed of N 2p orbitals that interact in
a bonding fashion with the transition metal d-orbitals, with the O 2p orbitals located at lower energies for the metal oxynitrides.
Shown in Fig. 24,42 for example, are the calculated densities-of-states (DOS) for Ta3N5 and BaTaO2N. As shown for Ta3N5, the
valence bandmaximum is comprised of N 2p orbitals while the conduction bandminimum is composed of Ta 5d orbitals. A similar
energetic positioning of the orbital contributions occurs in the case of the oxynitride BaTaO2N, with the additional contributions
from the O 2p orbitals at lower energies. Thus, the relatively higher energy N 2p orbitals are the primary reason for the smaller band
gaps of metal nitrides and oxynitrides as compared to metal oxides. As listed in Table 3, the band gaps of the majority of the nitride
and oxynitride semiconductors occur below about 2.3–2.4 eV, with several of them occurring below 2.0 eV, e.g., BaNbO2N and
SrNbO2N. In general, their small band gaps have made them among the most intensely studied visible-light photocatalysts.

One promising approach for tuning the band gaps of nitride and oxynitride semiconductors has been via the formation of solid
solutions, such as InxGa1� xN and GaN:ZnO described above and shown in Fig. 21. These involve the formation of solid solutions
containing GaN which is well-known to have a wide band gap of �3.4 eV that is not capable of absorption of the visible-light
photons of solar irradiation. The valence band of GaN is comprised primarily of N 2p orbitals while the conduction band is
comprised primarily of Ga 4s and 4p orbitals. In contrast to octahedra-based frameworks, e.g., as in the perovskite structure
type, tetrahedral coordination within its structure results in the edge states of the valence and conduction bands having bonding
and antibonding character, respectively. The strong bonding and antibonding interactions between the Ga 4s and N 2p leads to
its widely-split valence and conduction bands. The partial replacement of up to 50% of the Ga(III) for In(III) cations in In1� xGaxN
gives a significant reduction in the band gap to �1.7 eV, Fig. 25. For this composition, i.e., In0.5Ga0.5N, the band gap has been
reduced so that the individual band edges still straddle the Hþ/H2 and O2/H2O redox potentials.70 The full substitution by In(III)
cations results in the InN semiconductor that also possesses a wurtzite-type structure with a much smaller band gap of�0.6 eV. The
significant reduction in band gap with increasing In(III) cations is attributable to the greater electronegativity difference between In
5s and N 2p as well as the reduced spatial orbital overlap.115 This leads to valence and conductions bands that are more closely-split
energetically as compared to GaN by itself, Fig. 25.

Fig. 24 DOS of (A) Ta3N5 and (B) BaTaO2N. The higher energy N 2p orbitals comprise the top of the valence band in metal nitrides and oxynitrides
and lead to a higher energy valence band compared to metal oxides. Adapted from Jain, A.; Ong, S. P.; Hautier, G.; Chen, W.; Richards, W. D.;
Dacek, S.; Cholia, S.; Gunter, D.; Skinner, D.; Ceder, G.; et al. Commentary: The Materials Project: A Materials Genome Approach to Accelerating
Materials Innovation. APL Mater. 2013, 1(1).
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Another effective strategy to reduce the band gap of GaN is found by forming a solid solution with ZnO. As with GaN, the ZnO
semiconductor has a wurtzite-type structure and a relatively wide band gap of �3.2 eV. Both pairs of cations (Ga/Zn) and anions
(N/O) disorder over the same crystallographic sites of a resulting wurtzite-type structure. At a Zn(II):Ga(III) ratio of�0.42, the band
gap is narrowed to �2.5 eV, shown in Fig. 25. The band gap is shown to continuously decrease at up to this ZnO concentration in
the solid solution. This is the result of the valence band edge being shifted to more negative potentials by �1 eV, i.e., to higher
energies, while the conduction band edge remains relatively constant. It is yet unclear why this shift in the valence band occurs,
but it has been posited to result from the mixing of the Zn-3d/N-2p atomic orbitals. Nonetheless, the GaN:ZnO solid solution
has been demonstrated to split water with an �0.29% efficiency under 420 nm irradiation.72

Current approaches to tuning the band gaps of carbon nitrides, listed in Table 4, have been met with relatively less success as
compared to the metal-containing nitrides. The band gaps of crystalline carbon nitrides have shown a limited range from �2.7 to
>3.2 eV. In general, decreasing the band gaps of these more covalent structures has proven challenging while also maintaining their
crystallinity and well-defined structural features. Their valence band maximum is formed almost exclusively from N 2p orbitals,
while the states at the conduction band minimum arise from C 2p-N 2p p* interactions. Various stacking motifs, held together
by Van der Waals interactions, have a relatively minor impact on their band gaps. The heptazine-based structures, e.g., poly(hepta-
zine imide) and heptazine-g-C3N4 (H-g-C3N4), exhibit moderately smaller band gaps of �2.7–2.9 eV. The calculated DOS for H-g-
C3N4 is plotted in Fig. 26A,123,124 with a band gap of �2.77 eV that is close to the experimentally measured value of �2.7 eV.121

This compares to the larger band gap of�3.1 eV for PTI, shown in Fig. 26B and C. For both, the conduction and valence band edges
are located at potentials to drive the reduction and oxidation of water, although photocatalytic activity for only the former has been
observed. Most current investigations have focused on the incorporation of additional elements which might lower their band gaps,
such as through the coordination of metal cations or the exchange of anions. For example, poly(triazine imide)LiCl has a valence
band edge comprised of Cl 2p orbitals, Fig. 26B. It is currently unclear whether these states play an active role in the electronic exci-
tation responsible for its photocatalytic properties.124

4.17.3.3.2 Tuning the conduction band energy of metal nitrides
Most investigations of metal nitrides have focused on the preparation of defect-free photoanode films and surface strategies to
protect against corrosion. However, similar strategies to alter the conduction band energies have been adopted as described for

Fig. 25 Band energies for gallium-based solid solutions. GaN is shown to have a wide bandgap unsuitable for visible light absorption. Significantly
reduced band gaps are shown for solid solutions with InN and ZnO.

Table 4 Selection of carbon nitride semiconductors used as suspension-based photocatalysts for solar-energy driven water splitting.

Composition/Name Structure type/Symmetry Band gap Film/Powder Quantum efficiency (%)

Potassium poly(heptazine imide) Triclinic P1102 2.7102 Powder102 0.000039116

Poly(heptazine imide) Triclinic P1102 2.7117 Powder117 3.1 at 400 nm117

Poly(triazine imide) LiCl Orthorhombic P212121103 2.9104, 3.1105 Powder118 0.6 at 420 nm118

Poly(triazine imide) HCl – 3.2119 – –

Poly(heptazine triazine) Na/K – 2.58106 Powder106 60 at 420 nm106

Triazine-g-C3N4 – 3.19120 Powder120 2.88120

Heptazine-g-C3N4 – 2.87120,121 Powder120,121 –

COF-300 Tetragonal I 41/a122 – – –

COF-303 – – –

LZU-79 Tetragonal P 42/n
122 – – –

LZU-111 Hexagonal P 65
122 – – –
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the metal oxides in Section 4.17.2.3.2, though less extensively. For example, the conduction band energy of a series of related perov-
skite oxynitrides can be altered by selection of the early transition-metal cation, such as the Nb(V), Ta(V) or Ti(IV) cation. In the case
of BaMO2N, where M ¼ Nb(V) or Ta(V) cation, the conduction band edge can be shifted to either more negative or positive poten-
tials as a function of the corresponding d-orbital energies. The isovalent substitution of Ta(V) for Nb(V) yields a lower energy
conduction band edge as a result of the lower-energy Nb 4d orbitals as compared to the Ta 5d orbitals. This trend is reflected in
their conduction band energies plotted in Fig. 27. The lower-energy edge of the conduction band results in a decreased band
gap for BaNbO2N of �1.44 eV as compared to �2.17 eV for BaTaO2N. An analogous trend is also found in a comparison of
the conduction band energies and band gaps for SrTaO2N and SrNbO2N, Fig. 27. Further, in the case of both BaNbO2N and
SrNbO2N, the conduction band edges are lowered to sufficiently positive potentials so as to not be thermodynamically capable
of driving the reduction of protons to H2. Thus, these have only been found to be active as photoanodes for water oxidation.
The higher-energy conduction band edges for BaTaO2N and SrTaO2N are sufficiently negative to drive proton reduction, and
together with their valence band edges for water oxidation, are capable of driving overall water splitting. Beyond these examples,
relatively few metal-oxynitride semiconductors have been investigated as compared to the metal oxides owing to their difficulty in
synthetic preparation.

4.17.3.3.3 Tuning the valence band energy of metal nitrides
Previously described in Section 4.17.2.3.3, modifying the valence band edge of metal oxides requires the introduction of
a secondary metal cation, such as by adding Ag(I), Cu(I) or Sn(II) cations possessing a filled nd10sn valence electron configuration.
However, as the band gaps of most nitrides already fall within the visible-light energies owing to the N 2p orbitals, modification of
their valence band energies has been much less investigated. One approach in nitrides and oxynitrides has been to alter the valence
band edge by adjusting the nitrogen to oxygen ratio of their chemical compositions. A notable example can be found in

Fig. 26 Densities-of-states for H-g-C3N4 (A) and PTI-LiCl (B). The relative conduction and valence band energies are plotted in (C). The valence
band of carbon nitrides are typically formed from N 2p states while the conduction band is derived from C-N antibonding interactions. Adapted with
permission from (A) Makaremi, M.; Grixti, S.; Butler, K. T.; Ozin, G. A.; Singh, C. V. Band Engineering of Carbon Nitride Monolayers by N-Type, P-
Type, and Isoelectronic Doping for Photocatalytic Applications. ACS Appl. Mater. Interfaces 2018, 10(13), 11143–11151 and (B) McDermott, E. J.;
Wirnhier, E.; Schnick, W.; Virdi, K. S.; Scheu, C.; Kauffmann, Y.; Kaplan, W. D.; Kurmaev, E. Z.; Moewes, A. Band Gap Tuning in Poly(Triazine Imide),
a Nonmetallic Photocatalyst. J. Phys. Chem. C 2013, 117(17), 8806–8812.

Fig. 27 Band energies for ABO2N (A ¼ Ba, Sr and B ¼ Ta, Nb) oxynitride perovskites, showing the conduction band energy of the perovskite
oxynitrides can be achieved via selection of the B-site transition metal cation.
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a comparison of the semiconductors Ta2O5, TaON, and Ta3N5. The TaON semiconductor is typically synthesized by nitriding
Ta2O5, and because the N 2p orbitals are higher in energy than the O 2p orbitals, a smaller band gap occurs for TaON of
�2.5 eV than for Ta2O5 of �3.9 eV. The band gap can be further redshifted by increasing the N/O ratio, with the fully nitrided
Ta3N5 exhibiting the smallest band gap of �2.1 eV. The band edge positions for all three compounds are plotted in Fig. 28. The
trend of decreasing band gap with increasing nitrogen concentration arises because of the formation of a new, higher energy, N
2p-based valence band. As many metal nitrides and oxynitrides are synthesized from the ammonolysis of metal oxides, careful
adjustment of the reaction conditions can allow for more or less nitrogen to be incorporated, providing a route to adjust the valence
band edge and band gap.

The N/O ratio in the perovskite structure can also be altered by changing the oxidation states of the A-site or B-site cations. For
example, in CaTaO2N vs. LaTaON2 the N/O ratio increases to compensate for the change in oxidation state of the A-site cation
from þ2 to þ3. For LaTaON2, the band gap is �2.04 eV and the valence band maximum is located at þ0.94 V vs. NHE.125

This contrasts with CaTaO2N with a larger band gap of �2.4 eV and a valence band maximum at þ1.6 V. The higher nitrogen
content leads to the higher valence band energies and smaller band gap of LaTaON2, which is among the smallest of the tantalum
oxynitride perovskites. Recent research efforts have focused on the synthesis of solid solutions of LaTaON2 and MTaO2N, leading to
an intermediate N/O molar ratio that has been used to tune the valence band energy and band gap of MTaO2N. 90

The valence band energy of metal nitrides and oxynitrides is also highly sensitive to changes in the MeNeMbond angles. For the
oxynitride perovskites with the composition MTaO2N (M ¼ Ca, Sr, Ba), the largest octahedral-tilting distortion is found for CaT-
aO2N which has a TaeNeTa bond angle of �141�. It also has the largest band gap of �2.4 eV. Conversely, the BaTaO2N structure
has linear 180� TaeNeTa bond angles and the smallest band gap of �2.1 eV. The tilting distortion in SrTaO2N falls intermediate
between that of BaTaO2N and CaTaO2N and has an intermediate band gap of �2.2 eV. The energies of the band edges for all three
semiconductors are plotted for comparison in Fig. 29. The increased band gap is directly attributed to the lower valence band ener-
gies and higher conduction band energies that occur with a decreasing TaeNeTa bond angle. This dependence is a function of the
increased bonding and antibonding character at the respective band edges. For BaTaO2N, the highest-energy valence band states
occur at G where the metal-to-anion interactions are nonbonding. However, the structural distortion and changes in bond angle
breaks the underlying symmetry and allows orbital mixing at this point in k-space. Thus, the change in the alkaline-earth cation
from Ca, to Sr, to Ba, indirectly causes subtle changes in the band edge positions and band gap.

4.17.3.4 Band dispersion and effective masses of charge carriers: Nitride semiconductors

As described above for metal-oxide semiconductors, the mobility of the photon-generated minority carriers is important in order for
their efficient diffusion to the surfaces. This is especially critical for metal nitrides, which frequently suffer from the deleterious
effects of poor crystallinity and high defect concentrations. Thus, small effective masses that achieve maximal diffusion lengths
are crucial and can be assessed based upon the dispersion of the conduction and/or valence band, as given by Eqs. (3)–(5).

4.17.3.4.1 General trends
An analysis of the conduction band states for metal nitrides is analogous to that of metal-oxide semiconductors, and thus is only
briefly discussed. Smaller electron effective masses are found for metal nitrides than as for metal oxides. Additionally, the relation-
ships between band dispersion and lowered crystallographic symmetry and/or lowered dimensionality of extended [-M-N-M-N-]n
connectivity applies to the nitrides. One primary difference and advantage of metal nitride semiconductors is the increased valence
band dispersion because of their greater covalent character and valence orbital interactions. The dispersion of the valence band for

Fig. 28 Conduction and valence band energies for Ta2O5, TaON, and Ta3N5. The valence band energy increases with increasing amounts of N due
to the presence of higher energy N 2p orbitals compared to O 2p.
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most metal oxides is relatively limited because of the weaker interactions between the oxygen 2p orbitals and the transition metal
d orbitals. By contrast, the nitrogen 2p orbitals are located higher in energy, leading to a closer energetic match and greater orbital
interactions.

4.17.3.4.2 Valence and conduction band dispersion of metal nitrides
Listed in Table 5 are the carrier effective masses and structural parameters impacting on the band dispersion for selected metal
nitrides. The effect of nitrogen on the band dispersion is illustrated by a comparison of Ta2O5, TaON, and Ta3N5, as shown in
Fig. 30,108 left to right. The three structures consist of 3D connected Ta-O/N polyhedra. For Ta2O5, where the top of the valence
band is formed predominantly by the more localized O 2p states, the band dispersion is limited and leads to high calculated
hole effective masses of �3.67 mh. Relatively large electron effective masses of �2.31 me are also found for the conduction
band. With the addition of N in TaON the valence and conduction band dispersion increases, Fig. 30B, leading to lower carrier
effective masses. For TaON, the effective hole and electron masses are calculated to be 2.40 mh and 0.96 me, respectively. After
full nitridation to give Ta3N5, Fig. 30C, the largest band dispersions and lowest carrier effective masses are achieved. The calculated
hole and electron effective masses for Ta3N5 are 0.52 mh and 0.64 me. This trend reveals that the more covalent TaeN orbital

Fig. 29 Band energies of ATaO2N (A ¼ Ca, Sr, Ba) oxynitride perovskites. Increasing structural distortions of the perovskite oxynitrides are seen
with A ¼ Ba>Sr > Ca. The structural distortions influence the valence and conduction band energies with increasing structural distortion leading to
higher energy valence and conduction bands.

Table 5 Characteristic features of the crystal and electronic structures of metal nitrides used as semiconductors for solar-energy driven water
splitting.

Composition Valence BAND States Conduction band states a Bond angles M-O/N-M Mobility Carrier effective masses (me, mh)

GaN107 N 2p Ga 3d 109� 150–650 cm2/Vs
InGaN N 2p
GaN:ZnO107 N 2p 1 cm2/Vs
TaON108 N 2p Ta 5d 0.86 me, 1.22 mh

Ta3N5
108–110 N 2p Ta 5d 1.3–1.9 cm2/Vs 0.64 me, 0.52 mh

BaTaO2N94,111,112 N 2p Ta 5d 180� 0.386 me
0.325 mh

CaTaO2N94,113 N 2p Ta 5d 141�, 149� 0.47–0.93 me, 0.643 mh
0.63–3.27 me, 0.964 mh

SrTaO2N94 N 2p Ta 5d 164� 0.523 me
0.597 mh

LaTiO2N94,114 N 2p Ti 3d 153�, 159� 0.5 me, 0.571 me
0.9 mh, 0.827 mh

BaNbO2N94 N 2p Nb 4d 180� 0.549 me
0.393 mh

SrNbO2N94 N 2p Nb 4d 180� 0.635 me
0.375 mh

aCrystal structures were obtained from the Materials Project Database42 and cross-referenced with literature reports. Crystal structures from the Materials Project Database are the DFT
optimized structures. All bond lengths and angles thus represent approximate values.
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interactions leads to significantly reduced effective masses. The inherently lower effective masses for many of the metal nitrides and
oxynitrides provides an underlying advantage in carrier mobilities as compared to metal oxides.

A high degree of crystallographic anisotropy is also found for many of the metal nitride and oxynitrides structures. For example,
the crystal structure of Ta3N5 is orthorhombic with three symmetry-inequivalent axes with varying band dispersion and effective
masses. The TaeN bonds have less-extensive connectivity along the b-axis direction as compared to the a- and c-axis directions.
The electron effective masses are 0.20 me and 0.83 me along the directions within the ac plane, but a larger 3.16 me down the
b-axis direction. Consequently, a higher mobility of charge carriers is found to occur within the ac plane. The most efficient
n-type Ta3N5 photoanodes have an optimal alignment of this crystallographic plane to enable the charge carriers to reach the
surfaces. Experimentally, thin films of single-crystalline Ta3N5 nanorods aligned with the directions of the lowest effective masses
exhibit a photocurrent onset potential that is negatively shifted by þ0.4 V vs. RHE, which is about 400 mV lower than in randomly
oriented Ta3N5 particles.

126

Metal oxynitrides with the perovskite-type structure are similarly susceptible to crystalline anisotropies owing to their symmetry-
lowering distortions. This can be seen in Fig. 31 for the band structures of BaTaO2N (a), CaTaO2N (b) and LaTaON2(c).

127,128 Both
the valence and conduction bands for BaTaO2N have a larger dispersion compared to CaTaO2N. As expected, the calculated electron
and hole effective masses for CaTaO2N (0.643 me and 0.964 mh) are higher than for BaTaO2N (0.386 me and 0.325 mh).

127 The
lower dispersion for CaTaO2N is directly attributed to the octahedral-tilting distortion described above and the longer TaeN bond
distances and reducing the N-2p/Ta-5d interactions. As a result, photoanodes of CaTaO2N exhibit the smallest current densities at
�50 mA cm�2.90 For another example, LaTaON2 has a similarly distorted perovskite structure and a calculated electron effective
mass of �0.6 me and hole effective mass of �1.0 m*

h/m0.
128 As was the case for perovskite-type oxides, the metal oxynitrides

with cubic symmetry have the highest band dispersions.

4.17.3.4.3 Valence and conduction band dispersion of carbon nitrides
There is a relative paucity of studies regarding the band structures and band dispersions of carbon nitrides. The reason stems from
the synthetic challenges of preparing highly crystalline structures with systematic changes in structure and chemical composition.
One of the few crystalline carbon nitrides that has been the focus of electronic structure calculations is g-C3N4, with the band

Fig. 30 Band diagrams for (A) Ta2O5 (B) TaON (C) Ta3N5. The band dispersions are found to increase with increasing N content because of the
stronger M-N interactions compared to M-O interactions. Adapted with permission from Cui, Z. H.; Jiang, H. Theoretical Investigation of Ta2O5,
TaON, and Ta3N5: Electronic Band Structures and Absolute Band Edges. J. Phys. Chem. C 2017, 121(6), 3241–3251.

Fig. 31 Band diagrams of (A) BaTaO2N (B) CaTaO2N and (C) LaTaON2 oxide perovskites. Increasing distortion of the perovskite structure leads to
less band dispersion and higher effective masses. Adapted with permission from (A and B) Hafez, A. M.; Zedan, A. F.; AlQaradawi, S. Y.; Salem, N.
M.; Allam, N. K. Computational Study on Oxynitride Perovskites for CO2 Photoreduction. Energy Convers. Manag. 2016, 122, 207–214 and (C) Garcia-
Esparza, A. T.; Tyminska, N.; Al Rahal Al Orabi, R.; Le Bahers, T. Full in Silico DFT Characterization of Lanthanum and Yttrium Based Oxynitride
Semiconductors for Solar Fuels. J. Mater. Chem. C 2019, (7), 1612–1621.
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structure shown in Fig. 32.42 The lowest energy transition in g-C3N4 is calculated to be indirect, with the conduction band showing
the greatest dispersion along the intralayer directions. While the band diagram and effective masses of other types of crystalline
carbon nitrides are currently not well understood, experimental data have helped (indirectly) to elucidate upon some of their
important photoelectrochemical properties. For example, when poly(heptazine-imide) (PHI) is irradiated with UV light in the pres-
ence of an electron donor, a long-lived photo-reduced state can exist for as long as 200 h in an oxygen free solution.102,129 This
property has not been observed in other carbon nitrides such as PTI-LiCl. An explanation, based on electronic structure calculations,
suggests that the electron density is delocalized over a greater number of carbon and nitrogen atoms of the heptazine-based units as
compared to the smaller triazine-based units.130 When bridged by imide functional groups, the conjugation can be further extended
over multiple heptazine units and lead to even greater resonance stabilization. These long minority-carrier lifetimes have helped to
explain the high photocatalytic activities for the production of H2.

4.17.3.4.4 Summary of metal nitride semiconductors
Nitride semiconductors have been found to predominantly exhibit smaller band gaps than metal oxides, usually falling well within
the visible-light energies of �1.8–2.9 eV. They also exhibit a greater valence band dispersion, and consequently smaller hole effec-
tive masses, as compared to most metal oxides. These key advantages occur because of the higher-energy N 2p orbitals and its more
covalent orbital interactions, resulting in a valence band edge that is raised in energy to more negative redox potentials. Control over
the energetic positioning of the valence and conduction bands, and thus the band gap, requires different approaches as compared to
the metal oxides. In metal oxynitrides a tuning of the valence band edge can be accomplished, for example, by modifying the N/O
ratio in metal oxynitrides or by tuning the Ta-O/N-Ta bond angles in perovskite-type oxynitrides. Conversely, the conduction band
edge can be modified by selection of the B-site cations, e.g., Ti(IV), Nb(V) or Ta(V), as found similarly for the metal oxides. Both the
valence and conduction band energies can be simultaneously altered through the formation of solid solutions, and which typically
involve more complex changes in electronic structure that are less well understood because of the multiple cations and anions that
are disordered over the same crystallographic sites.

Together, the visible-light band gaps and small hole and electron effective masses for metal nitride and oxynitride semiconduc-
tors make them ideal candidates for solar-driven photocatalytic reactions. Their band edges are also well positioned, thermodynam-
ically, to drive the water splitting reactions involving the production of H2 and/or O2. However, some of the disadvantages of the
nitride semiconductors include the synthetic difficulties of preparing defect-free, high-crystallinity thin films and powders, and their
greater tendency to corrode under photoelectrochemical operation in aqueous solutions. Current research aimed at addressing these
problems has been to use flux synthesis techniques to increase their crystallinity and to decrease defect concentrations. In addition,
the application of surface coatings and cocatalysts have been used to achieve kinetically-stabilized surfaces. The carbon nitride semi-
conductors also show much promise as a relatively new class of semiconductors that are kinetically stabilized against corrosion.
Further investigations are aimed at reducing their band gaps more deeply into the visible-light energies and in preparing these
new materials as thin films. Relatively few studies have examined the carrier transport properties of carbon nitrides. Their high pho-
tocatalytic rates of H2 production, together with their functionalizable 2D networks, suggest a promising potential for future scien-
tific applications within this area.

Fig. 32 Crystal structure of g-C3N4 (left) with the unit cell outlined and its calculated band structure (right). The band diagram is adapted from Jain,
A.; Ong, S. P.; Hautier, G.; Chen, W.; Richards, W. D.; Dacek, S.; Cholia, S.; Gunter, D.; Skinner, D.; Ceder, G.; et al. Commentary: The Materials
Project: A Materials Genome Approach to Accelerating Materials Innovation. APL Mater. 2013, 1(1).
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4.17.4 Final summary and outlook

The field of solar photocatalysis has undergone remarkable growth and developments since some of the earliest research in the
1970s. The many research advances are exemplified in the increased understanding of the compositional and structural features
which determine many of the key photoelectrochemical properties. Some of the most fundamental aspects have comprised the
main topics in this chapter, and which have been covered from the perspective of a solid-state scientist. These include the impact
of chemical composition and crystalline structure on the band gap, band dispersion, and energetic positions of the conduction and
valence band edges. While these aspects certainly do not cover all of the factors that lead to an efficient n-/p-type photoelectrode or
particle photocatalyst, they are among the most primary and fundamental elements that form a beginning foundation. With
a deeper understanding of these underlying structure-property relationships, further research may be aimed at understanding the
many other factors that can dictate the resulting photoelectrochemical properties of a semiconductor. While these additional factors,
such as defects, surface catalysts, and corrosion issues, are beyond the scope covered herein, they also constitute serious challenges
that involve an investment of many years of research for each semiconductor under consideration. Accordingly, the identification of
the most promising semiconductors is a critical first step that involves a careful understanding of the basic principles covered within
this chapter.
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Abstract

The chemistry of inorganic materials in high temperature hydrothermal fluids is reviewed. The chemistry is generally
restricted to reactions performed above 250 �C (typically between 400 �C and 750 �C). Some discussion of the technology is
included. A brief historical background and a summary of the development of quartz growth is provided for perspective. The
work focuses on the identity of the final crystalline products since almost nothing is known of the reaction intermediates or
mechanisms. Two approaches are emphasized using hydrothermal fluids. One is the targeted growth of large single crystals
and the other is the exploration of phase space of new materials. The work addresses primarily the chemistry of metal oxides
across the periodic table, as well as metal complexes of oxyanions. These include silicates, phosphates, germanates,
molybdates and vanadates. The chemistry of metal chalcogenides and metal fluorides are also reviewed. The chemistry of
metal nitrides in supercritical ammonia is examined and comparisons to aqueous chemistry are provided. Throughout the
review, attempts are made to identify the many opportunities for future work in the field.
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4.18.1 Introduction and scope

The study of inorganic synthesis and crystal growth in hydrothermal fluids has been known in various guises for approximately
160 years. This review will focus on the use of higher temperature hydrothermal approaches specifically focusing on the thermal
regime between 300 �C and 700 �C. The emphasis will be on synthesis, phase space exploration, and crystal growth, all of which
are well-suited to be addressed by the high temperature hydrothermal approach. This temperature range is not an arbitrary choice,
but rather represents the limits of fluoropolymer lined autoclaves, and thus requires inert metal (Ag, Au, Pt) liners. The reaction
chemistry in the polymer lined autoclaves is immense and focuses on a wide range of topics including nanochemistry, microporous
materials, and ceramics, and is beyond the scope of this review. The relatively low temperature hydrothermal technology has been
used extensively to generate a wide range of new materials, including in the last decade, nano particles of many different systems,
and this area has been well reviewed.1–10

In this regard, the field of higher temperature hydrothermal synthesis has been the subject of a number of excellent reviews on
the classical aspects of the field.11–24 In particular, Byrappa and co-workers have consistently provided excellent and timely reviews
of various aspects of hydrothermal synthesis and crystal growth on a regular basis. They point out correctly that since the 1980s the
general field of high temperature hydrothermal synthesis and crystal growth has undergone something of a retraction in interest,
particularly in the United States. This was caused to a large degree by the demise of the large corporate research labs in the United
States, especially Bell Labs, where much of the original hydrothermal research work took place. This is not to say however, that the
situation is entirely without hope. There has been a massive expansion in the use of the relatively low temperature hydrothermal
work with a focus on both nanoparticle growth as well as new phase exploration, particularly in timely areas like metal organic
framework (MOF) synthesis. It is only a matter of time before the field will expand through this thermal barrier to attack new areas
of inorganic materials. In particular we see a number of new and very exciting areas like quantummaterials, exotic magnetic phases,
highly refractory materials and unusual optical materials that demand a new approach to synthesis and processing. In that spirit, we
endeavor to use this review to highlight some specific hydrothermal systems that serve as case studies of unique and interesting
solutions for difficult materials problems. We will also try to point out current opportunities created by intricate emerging materials
such as multiferroics and quantum spin liquids, where the use of hydrothermal synthesis can address some specific needs. Through
these approaches we hope to entice new workers to enter the field and find new ways to use the hydrothermal method to attack
some contemporary problems.

The high temperature hydrothermal approach that is often necessary for inorganic synthesis is a somewhat demanding tech-
nique that is neither standardized nor commercially addressed.25–28 Many details are also available in the patent literature.29,30

The high temperature fluid field is still too small to attract many commercial equipment suppliers. Valves, heaters, pressure sensors
and temperature controllers are commercially accessible, but autoclaves, sealing mechanisms and assembled systems are not readily
available. In our particular case, we design and manufacture all of our equipment in-house and are fortunate to have access to an
excellent University machine shopwhich is both well-equipped andwell-staffed with outstandingmachinists. We feel that a detailed
technical and experimental discussion is outside the scope of the review, but brief discussions of the approach and limitation of the
methodology are presented when warranted. Generally any reactions above temperatures that can employ fluoropolymer lined auto-
claves (�250 �C) are called “high temperature” by us, although it should be noted that even the highest hydrothermal reaction
conditions (ca. 750 �C) still employ very low reaction temperatures when compared to classical solid state melt-based methods.
This experimental factor is emerging as an important dynamic in the preparation of optical and magnetic solids and will be high-
lighted where appropriate in the review. The overwhelming majority of superheated fluid reactions still employ water as a solvent.
There is no intrinsic requirement for this limitation, and other solvents can and should be explored as reaction media. In the
rigorous sense any solvent heated above its boiling point at 1 atm. is a solvothermal fluid, but the word “hydrothermal” has become
a generic term for any solvent at high temperature. We will employ this ruse as well and refer to all the reactions in the review as
“hydrothermal” and identify other solvents when appropriate. In general reaction temperatures above 350–400 �C will lead to the
thermal decomposition of most organic species, which greatly limits the choice of organic solvents as well as reagents. For these
reasons most of the work covered herein will focus on compounds recognized as “solid state compounds” rather than molecular
based species. Most of the compounds resulting from high temperature hydrothermal fluids are condensed extended solids with
oxide or halide building blocks. A very exciting emerging area involves the various oxyanion building blocks such as silicates, phos-
phates, vanadates and borates. For reasons discussed later the hydrothermal approach is well suited to these oxyanions, and this
represents a massive opportunity for the hydrothermal field.

4.18.1.1 Techniques

The thermal regime of interest in this review can be accessed using autoclaves made of relatively well-known metals, either various
stainless steels for use up to 450 �C, and nickel-based superalloys such as Inconel or Rene for use up to 750 �C. Higher temperatures
are accessible using more specialized alloys but this range is not well explored and presents an increased number of experimental
challenges. The alloy body is employed to retain the pressures generated within the reaction chamber, but these materials generally
have almost no chemical resistance to the typical reaction conditions, especially aqueous based hydrothermal fluids containing
halides or hydroxides (with one extremely important exception, as will be discussed below). An inert metal liner is thus also
required to contain the reaction fluid to prevent corrosion of the structural autoclave wall. Such corrosion can both contaminate
the samples and compromise the structural integrity of the autoclave. It should be kept in mind that high temperature supercritical
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fluid states have very low viscosities, generally approaching those of gases. Any reaction chamber must be therefore completely
sealed, generally by high quality welding, usually either pressure- or electro arc welding.31 There is really no shortcut or workaround
to this step. Even the slightest compromise of the weld seal will lead to a failed reaction and often a destroyed autoclave. The inert
metal liners are typically either silver, gold, or platinum. Fortunately, all of these inert metals weld very well and are easily workable.
Silver is obviously the preferred material from a cost perspective but is the least inert. It is suitable for a number of reaction condi-
tions, as it is stable to concentrated hydroxide and fluoride under almost all neutral or basic conditions. Fluids containing chlorides,
acids and/or any oxidant require the use of gold or platinum liners. An alternative sealed tube material is fused silica which is quite
stable to acids (except HF) and oxidants, but it is not flexible, so care must be taken to always maintain a slightly larger pressure on
the outside of the tube than will occur at the ultimate reaction pressure on the inside of the tube.32

It is important to understand the role of the high pressures involved in high temperature hydrothermal reactions. The pressures
generated at the higher end of the reaction temperatures are usually on the order of 2–3 kbar, or 200–300 MPa. These pressures are
intrinsic to the reaction solution and are generated by thermal expansion of the fluids. The pressures expand rapidly with the
temperature and degree of fill and are well understood for water.33 Thus the careful and demanding experimental techniques to
accommodate pressure are employed only to contain the reaction fluid. It is rare that pressure is applied extrinsically for any reason.
Although these pressures are high, they are quite low compared to the pressures employed as the thermodynamic factor to generate
or stabilize particular phases. Generally, at least 3 GPa are required to access unique phases derived strictly from thermodynamic
pressure stabilization. Since hydrothermal fluids are normally employed at pressures lower than this by more than order of magni-
tude, it is unlikely that pressure is a factor in the isolation of any specific phases. It is our experience that the pressure of a hydro-
thermal reaction is a minor contributor to the observed chemistry, and that temperature, mineralizer and starting materials are far
more important factors.

4.18.1.2 Advantages and disadvantages

The relatively low reaction temperature has several advantages. Any crystal growth takes place in a fluid that is essentially isothermal
near the growing crystal surface, so the level of thermal strain, inhomogeneity and defect density decreases dramatically compared to
melt-solid type reactions. The reactions also occur in completely sealed systems so there are few external impurities that make their
way into the product. If an ampule like platinum is used, it is completely sealed and generally has little if any activity, which leads to
extremely pure samples. Another important advantage is that the growth takes place in a closed system so there are no problems
with evaporation or loss of reactants. This greatly reduces the probability of forming oxide defects in lattices and minimizes the
tendency to form nonstoichiometric compounds. The crystals that grow from these fluids typically have stoichiometric formulas
with full occupancies and low displacement parameters. The closed system also inhibits decomposition of labile groups such as
carbonates, nitrates and sulfates, enabling the growth of compounds not normally accessible by classical high temperature methods.

The closed aqueous systems also provided control of the chemical reaction conditions in the process. Thus stoichiometry, redox
potential, acidity, polarity and other factors can be varied as needed to manage otherwise unstable systems. Of course, chemists are
quite comfortable manipulating these experimental factors, and this can lead to rational design of desired materials. In the impor-
tant case of refractory oxides, there are two advantages to the hydrothermal growth technique that are unique to this class of
compounds. Because the materials, by definition, require extremely high temperatures to prepare by classical thermal methods,
they are susceptible to loss of oxygen, and evaporation of element oxides. This can lead to a considerable number of lattice defects
that can degrade the properties and lead to structural ambiguities. In addition, the high reaction temperatures can induce substantial
site disorder, where ions of similar size can be dispersed over a range of crystallographic sites. This again introduces difficulties in
structural and property measurements. The much lower reaction temperatures of the hydrothermal fluids generally minimize both
defect densities and site disordering, making it a method deserving careful attention for the formation of demanding metal oxides.

There are obviously several disadvantages to the hydrothermal method as well. There are few if any commercial high temperature
hydrothermal equipment vendors, so the technical expertise, design and fabrication of this demanding technology must generally
be developed in-house. One significant limitation of the fundamental study of hydrothermal synthesis is the difficulty of obtaining
in-situ or in-operando information about the chemical processes occurring during hydrothermal reactions. Any window material is
subject to attack or breakage due to the pressures and it is very difficult to prevent leaks under actual operating conditions. This
makes reaction design and observation of synthesis and growth nearly impossible. Experiments are generally run as closed systems
and any speculations on the reaction process are handled in a postmortem fashion. As an example of this problem, the hydro-
thermal growth of quartz has been a resounding success as a result of thousands of man hours of detailed study (see below).
Yet neither the identity of the soluble mobile species nor the mechanism of the transport reaction is known at all. A convenient
solution to this difficult problem will undoubtedly result in rapid advances in the field of hydrothermal synthesis.

Another disadvantage of the method is the fact that growth is inherently a slow process. Growth of large single crystals in excess
of 1 cm/edge is usually possible but can require considerable experimental exploration of growth conditions. The actual transport
rate rarely exceeds 0.5 mm/day, so growth of large bulk samples may take several weeks. When a protocol has been optimized
however, this is usually not a problem because once growth starts it continues as long as feedstock is present and the thermal
gradient is maintained. Growth can proceed to the limits of the autoclave walls with no human input and multiple crystals can
easily be grown in one vessel, so large-scale production and commercial growth is viable once a good recipe is established. Because
of the large number of experimental variables and the closed nature of the reaction system however, the initial large-scale single
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crystal growth may take some perseverance. This is in contrast to optical floating zone melt growth for example, where a 50 mm
boule can be grown in several days aided by visible observation.

4.18.1.3 Mineralizers

A critical aspect of hydrothermal reactions is the use of mineralizers. These are usually small ionic species, most commonly nucle-
ophilic anions such as OH�, F�, Cl�, and CO3

2�, whose primary role is to attack the feedstock and induce a small degree of solubility
of the building blocks. These soluble species can migrate through the extremely low viscosity fluids to nucleate at a supersaturation
site created by thermal differentials. Migration is driven by convection currents created by these modest thermal differentials (typi-
cally 5–50 degrees). Two types of hydrothermal reactions are generally performed. The most common is simply exploratory
synthesis of some particular compound. This can be a known material or a new phase, but in either case, the material can be grown
as relatively small single crystals without any pre-added seeds or large zones of thermal differential. In this case some reasonable
starting materials are typically added to the reaction vessel along with an appropriate mineralizer, and a temperature with a modest
thermal differential applied. The solubility and supersaturation processes are mostly random but often single crystals are obtained
via spontaneous nucleation (SN). This high percentage formation of single crystals is one factor that makes this technique so attrac-
tive for phase exploration and new material synthesis. The crystals are often very high quality and can range in size up to several
millimeters. It is rare to obtain crystals larger than 5 mm via the SN method but very often crystals suitable for single crystal diffrac-
tion are obtained. The mineralizer is usually essential to inducing the appropriate solubility and reactivity in the hydrothermal fluid
even if it is not incorporated in the product. It almost always plays a critical role in the identity and quality of the final product and is
often the most important variable in the chemistry.

If larger single crystals are desired for detailed physical property measurements, such as single crystal neutron scattering, multi-
rank tensor transport or optical measurements, a transport growth process is required. In this case a small seed often obtained via the
SN process is placed in a supersaturated growth zone in an autoclave with a suitable feedstock in a saturation zone. The zones can be
separated by a baffle. The soluble molecules generated by the mineralizers can migrate to the growth (supersaturation) zone and
deposit on the seed crystal steadily increasing its size. In principle once transport conditions are stabilized the crystal can grow to the
size of the autoclave as long as feedstock remains available. Growth is generally slow (approximately an order of magnitude slower
compared to Czochralski pulling for example) but requires little or no human input once the process is underway. It is this process
that led to the growth of the famous photogenic quartz crystals in multikilogram sizes (vide infra). In order to maintain the growth-
transport conditions, it is generally preferred that the mineralizer ions not be an integral chemical building block of the material
being grown. Also, since more careful control over the solubility profile is needed during growth-transport reactions, these tend
to benefit from lower mineralizer concentrations than SN reactions, as lower andmoderate solubilities can limit parasitic nucleation
to more efficiently direct growth onto the seed crystals.

4.18.2 Early history and commercial efforts

The original efforts that can reasonably be classified as hydrothermal growth came from geologists in the 19th century who sought
to emulate natural growth conditions of various minerals.34 They performed an array of reactions that were forebearers to modern
work employing such hair-raising techniques as welded rifle barrels heated to red heat. The lack of reproducible results, not to
mention numerous explosions, led to the development of the first true autoclaves that did indeed allow designed crystal growth
of single crystal quartz for example in 1905, by Spezia.35 Probably the first systematic phase exploration was performed by Morey
at the US Geological Survey using autoclaves that are actually a close approximation of autoclave designs that bear his name to this
day.36 He reviewed the exploration of a range of minerals that can be prepared in the lab by emulating the presumed natural hydro-
thermal conditions and was able to prepare a wide range of mineral phases.37 This work can be defined as the first modern phase
exploration using the hydrothermal method. Subsequent work by Nacken 38 and others 39 was driven by the desire to form cultured
quartz for commercial applications, as well as the growth of lab created gems such as sapphire and emeralds.40

The post-WWII period saw a considerable increase in exploratory hydrothermal synthesis, led particularly but not exclusively, by
workers in the United States, Britain, Japan and the USSR. The work was inspired by the tremendous successes in the growth of
cultured quartz as well as the general one-upmanship of the cold war scientific establishments across the world. The advent of lasers
led to the exploration of new laser hosts as well as need for frequency conversion across the entire electromagnetic spectrum from
the visible to the radio frequency range. Of course, the emergence of the space age and the nuclear age required newmaterials, often
as high quality single crystals, and these geopolitical factors served as the driver for inorganic synthesis using many techniques
including the hydrothermal method. In many cases the hydrothermal method led to high quality single crystals of known phases,
but the systematic exploration of these unusual experimental conditions also led to many new phases as well. The cooling of cold
war tensions led to a decreased urgency to fund crystal materials research at national labs around the world, and the general demise
of large corporate research labs such as Philips, Bell Labs and Dupont Central Research lead to a decrease in overall research and
publications in the field of hydrothermal synthesis. Given the mandate of those labs, there was generally more emphasis on the
targeted growth of technologically important single crystals. Until recently there has been relatively less work in academic labs where
the emphasis is on more exploratory studies of new materials.
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4.18.2.1 Commercial development of quartz

By far the most famous and important commercial success of hydrothermal synthesis is that of a-quartz (Fig. 1).41–47 Quartz found
use because of its piezoelectric properties, and in particular its sensitive and narrow response window to high frequencies. It was
used as a timer and frequency filter in numerous solid state and wireless applications including radios, receivers, and even color
televisions (The fascinating history of the technological development of quartz in modern electronics is given in a detailed and
compelling account by McGahey.48). The early needs of a-quartz were readily accommodated using natural mineral sources, mostly
from Brazil. With the supply of Brazilian material considered at risk by most parties (American, British and German) during and
immediately after World War II however, various efforts were undertaken to grow synthetic a-quartz in laboratories. One challenge
in the quartz system results from the phase transformation between low temperature a- and high temperature b-quartz at 573 �C.
Although both are piezoelectric, the transformation between the two induces twinning that is impossible to control. Any useful
growthmust therefore take place below the transformation temperature, which is a significant experimental challenge for a refractory
oxide with a considerable tendency to form glasses from the melt phase.

It was well known that natural a-quartz minerals grow well hydrothermally, and attempts were made to emulate the natural
growth conditions in the lab as early as 1905, by Spezia in Italy,49 who achieved some success in the targeted growth of the material.
During WWII, Germany especially suffered from poor access to natural quartz due to naval blockade activities, as well as efforts by
American agents to bribe Brazilian quartz miners to sell material to US rather than German buyers.50 As a result of these factors,
German researchers were very active in attempting to produce lab cultured quartz. In particular the work of Nacken led to some
success in synthetic quartz crystal growth and this data was obtained at the end of the war by the Allies via the Technical Field Infor-
mation Agency, later more well-known as Operation Paperclip.51 The information was subsequently forwarded to the Brush Engi-
neering Company in Cleveland as well as to the Bell Telephone Labs. Both organizations were then well supported by contracts from
the Army Signal Corps Labs to develop large scale commercial production of cultured quartz crystals.52,53 These efforts were
immensely successful and massive amounts of high-quality quartz crystals were produced by these organizations and others until
recent years when quartz filters and timers have begun to be replaced by semiconductor devices. The importance of readily available
high quality a-quartz had a profound and largely unappreciated effect on the development of solid-state communication devices in
the second half of the 20th century.54,55 The work byMcGahey does an excellent job in highlighting the vital technological impact of
inexpensive, high quality single crystals of a-quartz.

In addition to the commercial success of these efforts, several fundamental scientific aspects of this work emerged. The post war
work by Hale and Sawyer at Brush, and Walker, Buehler and Laudise at Bell Labs, resulted in much greater understanding of hydro-
thermal chemistry and targeted crystal growth in general. These workers discovered the importance of mineralizers, thermal gradi-
ents, convection transport, seed orientation, high pressure autoclave design and many other factors. One important quirk unique to
quartz growth that often goes without mention is the importance of the mineral acmite (NaFeSi2O6) or more properly aegirine,
which readily forms on the walls of the steel autoclaves early in the hydrothermal growth process. The material is inert under
the hydrothermal growth conditions and passivates the walls of the autoclaves preventing both corrosion of the autoclaves and
contamination of the quartz product.56 This fortuitous aspect allows for the use of unlined stainless steel autoclaves which makes
the process much cheaper and technologically simpler. The ability to grow the materials under fairly benign thermal conditions
without an expensive precious metal liner represents a perfect storm of experimental convenience for the large scale production
of a vital material.

Fig. 1 Hydrothermally grown a-quartz (coffee travel mug for scale).
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4.18.2.2 Other commercial efforts

It might appear that the successful commercial production of a-quartz would pave the way for other marketable materials to be
grown hydrothermally, but relatively few materials came to market this way. The reasons are at least partially due to the issues
described above, namely that quartz could be grown exceptionally well in inexpensive autoclaves that do not require costly liners.
Few other synthesis procedures are that fortunate. One compound that was commercialized via hydrothermal growth was KTP
(KTiOPO4), which is an excellent frequency conversionmaterial for 1-mmnear IR to green laser light. It has excellent phase matching
capabilities in the mid visible, so the ready availability of high power 1 mm laser light paved the way for this material to generate
powerful lasers in the green region for a range of applications.57,58 The material was originally grown by more conventional flux
methods,59 but it was soon found that the hydrothermal technique could also lead to high quality crystals.60–65 Each method
has its own advantages but the hydrothermal method in particular can be grown below the Curie temperature of the polar material
(975 �C) so it is easy to obtain polar ordered crystals using ordered seeds. Its growth does require inert metal liners which increases
cost. The material itself moves in and out of fashion in the markets, which impedes fuller large-scale development, but the hydro-
thermal growth method is well established to address any market needs as they evolve (Fig. 2).

Several other classical materials such as berlinite, AlPO4 and its analogs (e.g., GaPO4) have shown some commercial potential as
pyroelectric, electrooptic and surface acoustic applications but few have achieved large market penetration like that of quartz. Like
quartz, berlinite contains a number of low temperature phase transformations, meaning that a low temperature growth method is
required to take advantage of its favorable electrooptic properties.66–68 As with quartz, it was also known early on that the material
can be grown as high quality single crystals using a hydrothermal approach.69,70 This work led to more detailed investigation of
growth conditions and development of good growth protocols.71–73 One unique problem that occurs for both AlPO4 and
GaPO4 is that they have a negative solubility coefficient over much of their growth range. In this case the solubility of the material
is actually higher at lower temperature.74,75 This is not an uncommon problem in hydrothermal growth and a number of materials
display this curious behavior. It can be overcome by reversing the heating zones,76 but the resultant complexity of the convection
currents often leads to imperfections in the crystal growth. This partially accounts for the limited commercial penetration of this
material.

Another class of crystals that received a spate of interest as potential photorefractive materials were the sillenites, with the
formula Bi12EO20 (E ¼ Ge, Si, Ti).77 These can be grown a number of ways including by melt pulling methods,78 but the hydro-
thermal approach provides a number of advantages especially as it leads to much lower defect density in the crystals compared
to the higher temperature melt based methods.79,80 The complexity of the chemical and physical behavior of the material and
the general loss of interest in photorefractive materials inhibited the further development of the hydrothermal growth of this class
of compounds.

Fig. 2 Hydrothermally grown KTP (1 cm divisions).
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4.18.3 Oxides

The oxides represent an enormous class of compounds, each subset of which presents its own series of demands and restrictions in
terms of materials preparation. In the case of first row d-block transition metal oxides for example, the preparative toolbox is
immense, so the hydrothermal approach has had a relatively minor impact on the vast number of known compounds. In contrast
the rare earth oxides have a very limited range of synthetic approaches, which are even more limited if single crystals are desired
because they are so extremely refractory. As the rare earth ions become more heavily investigated because of their magnetic and
optical properties, we believe the hydrothermal approach will become increasingly more important. Perhaps the most deceptively
intriguing class is the main group metal oxides from the middle of the periodic table, like those of gallium, tin, germanium, and
indium. These oxides have many applications but are surprisingly under investigated compared to the transition metal oxides. Some
of the resultant opportunities will be highlighted in this article.

Most of these various oxides have been traditionally synthesized as powders using some thermally driven method. Single crystal
growth of most metal oxides usually involves some aspect of melting the feedstocks followed by crystallization. For the refractory
oxides the growth temperatures are often in excess of 2000 �C, and can exceed 3000 �C. A wide range of exotic and elegant heating
methods have been examined through the years but only a few received systematic development.81 These include arc melting, torch
melting, RF induction and optical zone melting. More recently floating zone melting using optical heating is rapidly becoming the
method of choice.82,83 This technique has several advantages including decent temperature control, atmosphere control (particu-
larly in oxidizing environments) and growth of crystals of suitable size for property measurement, and it is now providing excellent
results for a range of refractory oxides. These high temperature methods, however, often lead to some thermal strain in the product,
lattice defects and site disorder.84 These effects can be problematic given the detailed physical measurements required to study emer-
gent properties such quantum magnetic behavior or multiferroicity.85,86

Thus, in many cases experimentalists are forced to pick their poison. They can readily generate oxides in powder form, or they can
employ high temperature methods to grow larger single crystals but risk the potential shortcomings described above, in particular
lattice defects and site disorder. Not all systems suffer such limitations, but in general a versatile, relatively low temperature route to
oxide single crystals would be of considerable utility in many cases. Here we take the opportunity to highlight the use of the hydro-
thermal approach to prepare a range of refractory oxides that specifically illustrate this advantage.

The best hydrothermal results are usually obtained for amphoteric oxides because oxides that are too acidic or too basic readily
solubilize and do not transport and precipitate well. Fortunately, many useful oxides are suitably amphoteric, and suitable thermal
conditions and mineralizers can be found for good chemical reactivity and crystal growth. Many of these amphoteric oxides also are
extremely refractory and can be difficult to grow as high quality, low defect single crystals, so the availability of a hydrothermal route
is often quite expedient. One interesting aspect of the hydrothermal methods is the formation of polymorphic phases that are not
normally considered stable or accessible under ambient conditions. Several examples of structural polymorphs can be synthesized
as single crystals that are not normally considered stable in the relatively low temperature (�700 �C) hydrothermal conditions
employ. For example, we isolated single crystals of BaTiO3 in the cubic Pm-3 m space group, a phase which is normally only stable
above 1200 �C.87 It is not yet clear why the hydrothermal route stabilizes these phases, but we will highlight examples of this inter-
esting area where appropriate.

4.18.3.1 Closed shell binary oxides

In this section we will first examine the hydrothermal chemistry of oxides that do not contain open shell d-block transition metals.
These include main group ions, rare earths and early d-block, fully oxidized transition metal ions (e.g., Ti4þ). For a variety of reasons
these oxides have received considerably more studies thanmid-valent transition metal oxides with open d-shells. We will attempt to
choose illustrative examples that highlight some unique aspect where hydrothermal chemistry has an impact.

4.18.3.1.1 Divalent oxides
ZnO: Zinc oxide has been known to form high quality single crystals for many years. It is well studied because ZnO is a wide
bandgap semiconductor but does not grow well as a high-quality single crystal via classical melt or flux methods. This drove the
development of a hydrothermal method for the crystal growth. Interestingly it is a polar material and defects normally accrue
on only one side of the polar crystal face. The use of a c-face seed often leads to a crystal with one highly transparent side and
a side with a high density of defects that has a distinct yellow or green color. The growth process has been commercialized in Japan
but difficulties in getting good doping protocols somewhat limits its use. The work has been comprehensively reviewed relatively
recently.88–91

BeO: Beryllium oxide can also be grown readily via hydrothermal methods. It is of course an extremely toxic material which
limits its commercial applications. At various points, however, it was of interest because of its use in nuclear reactors, its thermal
conductivity, and its refractory nature. The extreme toxicity of vaporized BeO precludes traditional melt or vapor transport growth
techniques. The hydrothermal method employs a sealed autoclave so the possibility of exposure at growth temperature is greatly
minimized by this approach. Large, high quality single crystals of BeO were grown at 535 �C in 4 N KOH solutions, providing
a convenient and relatively safe route to a material that will probably never be used.92 Despite these successes however, BeO has
not seen any significant follow-on development due to its toxicity.
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4.18.3.1.2 Trivalent oxides
Al2O3: Single crystals of sapphire/corundum were reported to be grown hydrothermally relatively early.93 The process was never
studied extensively because of the well-established ability to grow very large high-quality crystals of sapphire using melt pulling
methods. The growth process is of interest however because some detailed solubility experiments were performed, which led to
the identification of very complex solubility curves that are highly dependent on the nature of mineralizer. Simple hydroxide is
not suitable as a mineralizer because the difference in solubility across a thermal differential is not sufficient to induce a supersat-
uration zone for transport and crystal growth. In contrast the use of carbonate as a mineralizer proves to be quite satisfactory for
growth. This subtle but inexplicable chemical behavior was one of the first examples of the challenges that exist in the hydrothermal
process.

Rare Earth Sesquioxides, RE2O3: This class of compounds is of considerable interest both for their technological importance but
also because they were one of the first set of truly refractory oxides that were examined hydrothermally.94,95 All the rare earth oxides
have melting points around 2400 �C. They have been the subject of intensive investigations through the years using some elegant
and exotic high temperature growth techniques and display some complex structural chemistry at high temperatures.96 High
temperature growth reactions often lead to highly colored crystals because of impurities from the growth crucible, typically
rhenium.97 The products often also contain considerable numbers of oxide lattice defects suggesting the need for alternative crystal
growth methods.

Early work showed interesting chemistry under hydrothermal conditions using only high temperature water with nomineralizer.
Like aluminum, the trivalent lanthanides form a series of trihydroxides, oxyhydroxides and ultimately anhydrous sesquioxides as
the reaction temperatures increase.98,99 We found that the trihydroxides and oxyhydroxides are often easy to grow as large high
quality crystals in moderate aqueous base.

RE2O3 powder/RE OHð Þ3; temp ¼ A�;KOH 10 – 20 M

RE2O3 powder/REO OHð Þ; B�

RE2O3 powder/RE2O3 crystals; C�

where C� > B� > A� and the values vary across the lanthanide series ranging from around 300–400 �C for A, 500–700 �C and
600-unknown for C.100

Subsequent work by our group demonstrated that the anhydrous oxides can also be grown as high-quality single crystals in
concentrated (10–20 M) hydroxides (Fig. 3).101–103

The situation is complicated by the fact that as the metal ion gets larger the temperature for the conversion to the sesquioxides
increases to beyond 750 �C. This thermal regime requires somemore advanced technology for larger crystal growth but is ultimately
achievable with appropriate resources. The important host materials Lu2O3 and Sc2O3 have the smallest ionic radii and can be
readily grown at 600–700 �C using our existing methods. Lutetia is of particular interest for lasing applications because it has

Fig. 3 Left: as-grown Er:Sc2O3 attached to the silver ladder used to suspend the crystal in the growth zone during hydrothermal growth. Right:
Pr:Lu2O3, Yb:Lu2O3, and Er:Lu2O3 crystals in as-grown form and fabricated from a hydrothermally-grown boule for optical measurements (3–5 mm
crystals).
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very good thermal conductivity properties upon doping with lasing ions like Yb3þ so it has great interest as a host for high power
laser applications. We recently demonstrated that every rare earth ion could be easily doped into Lu2O3 single crystals in any reason-
able concentration, leading a huge number of new possibilities for new spectroscopic and lasing studies.104 As our techniques
develop for ever-higher temperature hydrothermal crystal growth, we anticipate that good quality single crystals of sesquioxides
of increasing metal ion radius will be grown from hydrothermal media. At present however, it has proven difficult to form single
crystals of any oxides containing rare earths larger than Yb, a factor which is inconvenient for the formation of technologically desir-
able oxides like Tb2O3.

4.18.3.1.3 Tetravalent oxides
MO2 (M ¼ Ti, Zr, Hf): The Group 4 oxides, ZrO2 and HfO2 are among the most refractory materials in the periodic table with
melting points exceeding 2700 �C. As bulk crystals they are generally grown using extreme high temperature crucible free
methods.105,106 There are a number of applications of these materials related either to their extreme hardness (commercial faux
diamonds) or oxide defect structures (oxide conductors). There are also several purely scientific reasons to explore high quality
single crystals of refractory oxides of Group 4. One is simply the lack of detailed information on the reactivity and properties of
the materials since they are so inert their reaction chemistry and phase space is often poorly understood. As with the other refractive
oxides they are usually prepared either as ceramics or defect-containing crystals, so a careful and detailed examination of their crystal
structures is often not possible. As they often grow as defect forms of high symmetry cubic structures there are many subtle structural
aspects that go unrealized. At room temperature the group 4 oxides adopt a low symmetry defect fluorite structure with the cubic
phase only stable at very high temperatures. This is important because the cubic hafnia phase is an excellent oxide conductor. In
order to stabilize the cubic structure the hafnia lattice must be doped with modest amounts of a larger ion such as a di- or trivalent
ion. Given the technological significance and the scientific potential of these systems, a controlled route to well-defined stable cubic
phases is desirable.

There are a number of reports of hydrothermal growth of the materials. In most of these cases, the refractory nature of the
material precludes the use of hydroxide mineralizers, and fluorides must be used instead. The original work reported that
moderate (1–5 M) alkali fluorides are suitable for solubility and transport of material over a reasonable temperature differential.
In this way, high quality crystals can be prepared.107–109 This work showed that fluoride mineralizers, especially NH4F induced
high quality growth of lower symmetry (monoclinic and tetragonal) ZrO2 and HfO2 at reasonable rates. We extended that
work to doped materials that led to single crystals of the cubic phase in hydrothermal fluids at 700 �C.110 This is in marked
contrast to the standard growth of cubic zirconia and cubic hafnia, which typically takes place via skull melting at 2500–
3000 �C and requires significant amounts of dopants to stabilize the cubic phase. The discovery that such refractory oxides can
be synthesized in hydrothermal fluids encouraged workers to look for other related refractory oxides. For example, zircon ZrSiO4

could be prepared as single crystals.111 As an extremely refractory, incongruently melting oxide, access of pure material is very
limited. It was found, however, that 2–3 cm sized single crystals could be grown using KF mineralizer in water at 700 �C.112

The ability to grow single crystals of such extremely refractory materials at modest temperatures using the hydrothermal conditions
suggests that there are few oxides that cannot succumb to a well-designed hydrothermal approach.

ThO2 and UO2: One of the more intriguing refractory oxides to be examined was ThO2. This is the most refractory metal oxide
known with a melting point of nearly 3400 �C. Given its significance in the nuclear processing industry a number of attempts were
made to grow single crystals using a variety of very high temperature melt techniques with mixed success, usually producing colored
crystals containing considerable oxide lattice defects and thermal strain.113 We felt that this would be an excellent proof of concept
because if we could demonstrate successful solubilization and growth of this material, there was no reason to think that any other
oxides could withstand attack as well. We found that ThO2 powder was completely inert to fluids with any concentration of
hydroxide, even values approaching 30 M OH� at 700 �C. The oxide however is sufficiently soluble in 6–9 M CsF at 575–
750 �C to transport to a growth zone and produce transparent high quality crystals sizes exceeding 6 mm/edge.114 This led to crys-
tals large enough of suitable quality to enable bulk physical property measurements for the first time, such as thermal expansion and
thermal conductivity.

We extended this approach to the analogous UO2 and were able to grow single crystals of this material as well even though it is
considerably less soluble than ThO2.

115 This was particularly interesting because UO2 is not well known as its absolute stoichiom-
etry and tends to form nonstoichiometric compounds UO2�x and UO2 þ x when the traditional high temperature synthetic
methods are employed. The hydrothermal method using concentrated fluoride mineralizers leads to low defect UO2 as well as
a series of U4þ doped ThO2 host lattices UxTh1� xO2. This enabled an extensive series of physical property measurements,116 as
well as a recently issued patent on the growth process.117 The development of routes to these extremely refractory materials also
provides an exploratory route to subsequent new materials and suggests that a wide range of new phases can be accessed via the
hydrothermal approach.118 We recently extended this work with the tetravalent actinides to neptunium and plutonium, leading
to single crystal growth of NpO2 and PuO2 in extremely concentrated hydroxide and fluoride mineralizers (mixed 20 M CsOH/
5 M CsF).119

SnO2: The synthesis of heavier main group metal oxides as high quality single crystals is surprisingly difficult. They readily form
pure ceramic powders but oxides like Ga2O3, In2O3 and SnO2 are particularly difficult to obtain as low defect single crystals. They
generally have melting points approaching 2000 �C and often are not congruently soluble in typical molten salt growth media. The
primary problem with these oxides is they tend to extrude oxygen at the high temperatures near their melting points to form defect-
ridden solids. Therefore, creative experimental conditions are often necessary to obtain bulk single crystals by traditional melt
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techniques.120 In contrast to the lighter group 13 and 14 element oxides (e.g., Al, Si), even the most fundamental chemistry is often
not well developed for some heavy elements, particularly in terms of their single crystals. This is a significant shortcoming because
these heavy group 13 and 14 oxides have a number of important applications such as transparent conductivity (ITO) and high
power, wide bandgap rf technology (Ga2O3). To be sure many of the applications employ ceramics or, more commonly, thin films,
but single crystals are also extremely useful as they provide access to the critical physical properties that can only be obtained from
bulk crystals. They are also valuable as substrates for thin film epitaxial growth for device applications. As amphoteric oxides it
seemed reasonable to examine whether these materials could undergo useful chemistry and can be grown as single crystals in hydro-
thermal fluids.121–123 We found that high quality SnO2 single crystals can be prepared in hydrothermal conditions using 5 M CsF or
10 M CsOH at 650 �C (Fig. 4).

This work is still in its earliest stages and thus far only small (2–5 mm) single crystals have been produced but a dedicated growth
program will undoubtedly lead to large high-quality crystals as desired. Interestingly SnO2 behaves as the most inert of these oxides
and requires relatively high concentration of fluoride mineralizer to solubilize and transport. The products in all cases, however, are
colorless crystals, suggesting that they are essentially defect free.

The binary oxides with metals in higher oxidation states (�5þ) are probably too Lewis acidic to crystallize as simple oxides from
hydrothermal fluids. Rather, they solubilize by forming stable oxyanions and if they do crystallize it is in the form of more complex
oxyanions. For example, we made considerable efforts to grow crystals of Ta2O5 and WO3 but they both invariably form complex
structures of tantalates or tungstates. Several of these results will be discussed below. We are not aware of any successful results in in
growing these binary oxides hydrothermally.

4.18.3.2 Ternary mixed element oxides

A range of important alkali metal oxides have been prepared hydrothermally, especially involving Ta5þ and Nb5þ. Although prob-
ably too Lewis acidic to form binary oxides in hydrothermal fluids, they readily form high quality single crystals of ternary alkali
metal group 5 oxides like LiTaO3, KNbO3 and related materials.124,125 These materials are important nonlinear optical and piezo-
electric materials and often have complex polymorph phase diagrams when prepared at high temperature melt reactions. Hydro-
thermal synthesis methods often display product distributions with unique phase stabilities, however. For example, the desired
polar orthorhombic phase KNbO3 can be grown directly as high quality stable single crystals at relatively low temperatures
(�500 �C).125 Most other growth methods lead to cracked and twinned crystals as the material undergoes multiple phase changes
as it cools. The material has a high NLO coefficient for the conversion of near IR to blue laser light but has not been extensively
studied because of these crystal stability issues. The ability to access large high quality single crystals may provide impetus to
examine them in more detail. The hydrothermal method is not a panacea unfortunately, and not all desired material can be
accessed. For example, high quality magnesium free LiNbO3 single crystals would be very attractive, but the material has an
extremely narrow stability field in hydrothermal fluids. Even a slight excess of LiOH mineralizer leads to formation of Li3NbO4

at the expense of the target LiNbO3 rendering the reaction difficult if not impossible in hydrothermal fluids.

4.18.3.2.1 Perovskites
The tetravalent metals represent a very attractive space for the hydrothermal chemistry of ternary oxides. A wide range of ternary
oxides have been prepared andmany of them are perovskite derivatives (ABO3 A ¼ Sr2þ, Ba2þ Pb2þ, B ¼ M4þ) with important tech-
nological ramifications. An early typical result is the synthesis and crystal growth of PbTiO3.

126 More recently we found that most of
the tetravalent metal ions (Ti, Zr, Hf, Sn) can be prepared as high-quality single crystals in the perovskite structure using relatively
high temperature hydrothermal conditions (600–700 �C).87 This has some significance in that some of these compounds are

Fig. 4 SnO2 single crystal obtained from hydrothermal synthesis (2–3 mm scale).
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extremely refractory (e.g., SrHfO3 mp >2800 �C) making them very difficult to grow as single crystals. In several cases some very
surprising results were obtained. For example, BaTiO3 can be grown as single crystals in hydrothermal conditions at 650 �C but the
cubic Pm-3 m phase is obtained. This is unexpected because the cubic phase is not considered stable below 1200 �C and this insta-
bility is the basis for its early widespread use in ferroelectric applications. Similarly, single crystal characterization of crystals of
SrZrO3 and SrHfO3 grown hydrothermally reveals that they also grow in the cubic Pm-3 m space group whereas the traditional
powders synthesized using the dry ceramic methods invariably produce materials in lower symmetry orthorhombic space
groups.127

Recently our group addressed the synthesis of BaSnO3, a new material of considerable interest as a high power semiconducting
transparent oxide.128,129 The wide bandgap, the rigorous cubic structure, and the ease of doping makes this a material of great
promise. The problem, as with GaN, is that single crystals for homoepitaxial device production are very difficult to come by.
The material has a high, indeterminate melting point and the tetravalent tin readily forms significant amounts of defects in the oxide
lattice. We found however that high quality defect free single crystals in the desired cubic structure can be prepared under hydro-
thermal conditions using the simple reagents of barium hydroxide and SnO2 and 5 M CsOHmineralizer at 650 �C.130 This study is
a good example of a major advantage of the hydrothermal method in that is it a relatively low temperature method so it provides
access to oxides that might be otherwise difficult to obtain in suitable quality because of the instability of a metal ion in a high
oxidation state (i.e., Sn4þ), which tends to cause lattice defects at high growth temperatures. This concept can also be easily extended
to a wide range of other refractory perovskites as well, like the rare earth orthoscandates REScO3, which can be grown to exception-
ally high quality in hydrothermal fluids with no detectable lattice defect or site disorder (Fig. 5, top row).131

4.18.3.2.2 Pyrochlores
With the rapid development of the hydrothermally grown perovskites, it became clear that other related ternary oxides can also be
investigated. In this spirit several pyrochlores were synthesized recently using the hydrothermal method (Fig. 5, bottom row). The
pyrochlores are well known oxides of course, with the formula A2B2O7 and are reminiscent of perovskites in that both A and B sites
can be readily substituted over a wide range metal ion sizes and oxidation states.132 The substitution menus are dependent on the
A/B ratio of the ionic radii, with a number of lower symmetry structures known along with the ideal cubic parent structure. In that
regard, the pyrochlores are also related to the perovskites in that the ideal cubic structures contain multiple trigonal axes leading to
magnetic frustration with possible new quantum spin phases based on 3-D spin delocalization.133–135 These factors vaulted the rare
earth pyrochlores to the forefront of research in the area of new quantum materials, especially those based on magnetic quantum
spin liquids and other emergent phases. Although the pyrochlores can be synthesized and grown as single crystals in a number of
ways, their refractory nature again typically requires high temperature and high-pressure techniques.136 This leads to two significant
problems, namely disorder among the A/B sites and defects within the oxide lattice. Both problems are widespread among the pyro-
chlores and a severe hinderance in the development of quantum materials, where sensitive control of physical property behavior is
essential.86,137

Fig. 5 Top row: perovskites EuScO3, DyScO3, HoScO3. Bottom row: pyrochlores Pr2Sn2O7, La2Zr2O7, Gd2Ti2O7.
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To address these problems, our group recently began to explore the hydrothermal synthesis of various rare earth pyrochlores
with two goals in mind. One was to prepare materials with minimal A/B site disorder and lattice defects, and the other was to
be able to grow single crystals large enough to obtain single crystal neutron scattering data and oriented magnetic field measure-
ments. The hydrothermal approach turned out to be suitable for both of these purposes and we were able to prepare a wide range
of single crystals with all of the rare earths in the A site and various tetravalent ions in the B site (Sn, Ge, Ru, Zr, etc.).138 We found
that we could grow single crystals at a relatively modest temperature range of 650–700 �C to minimize site disorder and lattice
defects. These did indeed prove to have crystallographically indetectable levels of A/B site disorder or lattice defects, while enabling
a range of detailed neutron scattering and low temperature magnetic studies. These studies appear to open the door for a number of
new quantum materials including quantum spin liquids and other emergent phases. This system provides an excellent example of
one of the attributes of the hydrothermal method, whereby the target materials themselves are already well known, but employment
of a low temperature method provides access to materials of significantly increased quality for subsequent measurements.139,140

This study also provides another example where a high symmetry cubic phase is isolated even though it nominally considered to
be thermodynamically unstable under the experimental conditions. Under normal circumstances, when germanium is used as the
tetravalent B-site ion it is considered too small to stabilize the cubic phase for any of the rare earths, leading instead to lower
symmetry tetragonal or monoclinic phases.141,142 It was believed that only extremely high pressures could drive the formation
and stabilization of cubic RE2Ge2O7 pyrochlores.143 We found however that we could not only obtain the cubic phase for the
smaller RE ¼ Er, Yb, and Lu germanates, but that we could also grow fairly large single crystals of the cubic phase.144 It is not clear
to us why this cubic phase can be stabilized under hydrothermal conditions. It is true that the reactions are performed under some
pressure, but the hydrothermal pressures (200 MPa) are lower by more than an order of magnitude (3–8 GPa) from those used to
convert the germanate powders to cubic phases. We consider that to be too much of a thermodynamic differential, and postulate
that the lower temperature crystal growth leads to some form of trapping and stabilization of the cubic phase. Access to these crystals
is enabling some detailed examination of the quantum spin properties of these promising materials. It also suggests that the
approach can be used to access a wide range of other phases with unusual quantum spin properties.

4.18.3.2.3 Garnets
Like the perovskites and pyrochlores, a wide range of garnets can also be synthesized hydrothermally and grown as high quality
single crystals. The hydrothermal work is somewhat limited because many garnets melt congruently, so they can be synthesized
straightforwardly using high temperature methods. There are several advantages to the hydrothermal approach, particularly in
the design of novel dopants. The classical garnet, YAG (Y3Al5O12) is a well-known host for laser applications and has been prepared
in huge quantities using Czochralski methods. It does suffer from some twinning problems during growth and also displays some
irregularities in dopant distribution when relatively large rare earth ions like Nd3þ are doped into the lattice in greater than 1%
concentration. These problems can lead to a small but significant change in dopant concentration down the length of a typical
commercial boule (ca. 20 cm). To address these issues the hydrothermal synthesis of various garnets was examined. A number
of hosts were grown as single crystals, but the process is somewhat complicated by the large differences in solubility between
Y2O3, Al2O3 and Y3Al5O12.

145,146 This necessitates the careful placement of the feedstocks and thermal zones within the growth
autoclaves and limits the technique somewhat.147 A number of other YAG analogs can be prepared this way as well.148,149 There
are some specialized reasons to develop the methodology. In particular the technique is a good route to the epitaxial growth of
heterogeneous layers to design multifunctional single crystals. The ability of garnet to accept a huge range of dopant ions enables
the growth of garnets with multiple layers each with a different dopant and hence a different functionality. So gradient doping of
lasing ions can be introduced along with end capping for thermal management, waveguides, and specialized applications such as
amplified spontaneous emission.150,151 A number of patents were also issued on this topic.152–154

4.18.3.3 Open shell oxides

In this section we specifically focus on transition metals with open shells containing valence d electrons, in contrast to materials
such as perovskites like BaTiO3, where the fully oxidized metal center acts mostly as a structural piece. There is a significant literature
in this field over many years, but it is clear that it is only the tip of the iceberg and that a huge chemistry is still there to be explored.
Given the array of oxidation states throughout the d-block metals and the wide range of coordination environments, the phase
space of transition metal oxides still has enormous undeveloped areas. While a significant body of work as accrued in the area
of hydrothermal synthesis of transition metal oxides, there has not really been a concerted and sustained effort to emulate the
use of direct thermal approaches to transition metal oxide synthesis.

4.18.3.3.1 First row transition metal oxides
The earliest work in this area was mostly driven by the study of magnetism and a thorough review until 1978 is provided.155 The
classical magnetic material magnetite, Fe3O4, can be easily synthesized as large high quality single crystals under a wide range of
modest hydrothermal conditions and in fact, this is probably the source of naturally occurring magnetite crystals.156 Several other
ferrites and spinels can also be prepared by similar methods.157,158 This work was extended to the hydrothermal growth of YIG,
Y3Fe5O12, which received intense examination for a period as a material for bubble memories in computers.159,160 This material
was ultimately rendered obsolete for that application, but it did serve as an inspiration for a more detailed examination of magnet-
ically active centers in hydrothermal conditions. One important aspect of this area is the ability to control the oxidation states of the
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metal ions by varying the redox potential of the aqueous phase. This led to some very interesting investigations of magnetic tran-
sition metal oxides. This include a range of iron orthoferrites, manganates and other phases Some recent work on the hydrothermal
growth of SmFeO3 at low hydrothermal temperatures finds intriguing suggestions of multiferroic behavior. This is a good example
of the ability to synthesize materials below critical or Curie temperatures.161,162

The readily availability of multiple oxidation states in transition metal ions can lead to a wide range of electronically and
magnetically interesting phases, but it can also complicate the physical property measurements with significant defects in the oxide
lattice. The high temperatures employed in classical synthesis for the oxides can often lead to mixed valence metal ions, creating
difficulties in reproducibility and explanation of physical behavior. The hydrothermal approach can alleviate many of these diffi-
culties because the reactions are performed at relatively low temperatures and are done in closed systems that prevent the escape of
O2. Both of these factors stabilize the metal oxidation states and allow the synthesis of much more stoichiometrically controlled
products. In the case of even mild oxidizing solutions, platinum liners are required to contain the fluids. Redox potential control
can be done by exploiting the permeability of the inert metal walls to H2.

163 It is also easy to control the redox potential of the
solution by the addition of simple chemical oxidants (e.g., ClO3

�) or reductants (e.g., N2H4). Several systems are given below to
highlight these aspects.

One fascinating older transition metal system is BaMnO3, which despite the simplicity of its formula, is not a classical perovskite
structure. Rather it forms a complex series of unusual structures, the most well studied of which is called 8H-BaMnO3 and contains
tetrameric chains of face shared MnO6 octahedra with corner shared kinks. This phase is only one of a series of related structures of
various combinations of face sharing octahedral chains and kinks.164,165 The product distribution is very sensitive to the reaction
conditions and in many cases, there are clearly nonstoichiometric oxygen sites, which also influence the product distribution and
physical properties. A straightforward hydrothermal reaction

Ba OHð Þ2 þMnO2/8H�BaMnO3 700�C=3 kbar

in gold tubing led to formation of stoichiometrically pure 8H-BaMnO3 as high-quality single crystals that enabled the definitive
structural study of the material (Fig. 6).166 This work was revisited theoretically more recently and identified as a possible source of
unusual bulk or thin film multiferroic materials.167 The access to stoichiometrically pure single crystals of these and related
materials may provide a route to their further experimental study to explore these theoretical studies.

4.18.3.3.2 Heavy transition metal oxides
Another example of the usefulness of hydrothermal synthesis of transition metal oxides focuses on the second and third row metal
oxides. These are generally less well studied than the first rowmetal oxides but have some intriguing properties that make them very
different from the first row d-block metals. Their hydrothermal chemistry in particular shows some exceptional promise. The metal
ions are of interest because their ligand field splitting and spin orbit coupling are fairly comparable, which can lead to unusual
nonclassical behavior. The heavier elements also can adopt a wide range of oxidation states, generally higher than the first row
ions. These factors combine to make this part of the periodic table a rich hunting ground for nonclassical quantum emergent
behavior.168 The tendency of these metals to adopt a wide range of oxidation states makes the stoichiometric control of oxidation
potential of the reaction conditions all the more important. One problem with traditional high temperature synthesis methods is

Fig. 6 Kinked chains of face-sharing MnO6 units in 8-layer BaMnO3.

640 High temperature hydrothermal synthesis of inorganic compounds



the tendency of the heavier d-block elements to extrude elemental oxides at reaction temperatures, leading to lattice oxide defects,
nonstoichiometry and oxidation state irregularities. A recent article highlighted some of these challenges and provides “smoking
gun” evidence of some of the advantages of performing hydrothermal synthesis and crystal growth in closed systems at relatively
lower temperatures.169 It compares the physical properties of a series of Ir and Ru pyrochlores prepared by classical thermal methods
versus single crystals synthesized in hydrothermal fluids and makes explicit note of the difference in properties of the stoichiomet-
rically pure hydrothermally prepared crystals.

The above article highlights work by an author (Sleight) who did some of the very earliest hydrothermal work with heavy d-block
oxides. Sleight reported some of the first work with heavy d-block element oxides more than 50 years ago and discovered some
beautiful examples of hydrothermal synthesis of new crystalline solids.170,171 Despite a long hiatus this work remains relevant
to this day. It is being rediscovered and it is important in the investigation of emergent quantum spin materials. Longo and Sleight
found that lanthanum oxide readily reacts with rhenium oxide to form large high quality single crystals of an interesting structure of
La4Re6O19, which has some very interesting physical properties.172,173 Subsequent work revealed a series of other interesting mate-
rials using hydrothermal conditions at 700 �C and 3 kbar.174 Interestingly Sleight et al. found that for the metal rhenates no miner-
alizer is required, and large single crystals grow readily in the presence of only water, rare earth oxides and ReO2. This suggests that
a soluble rhenate anion is itself a powerful mineralizer to engage the rare earth oxides. In our hands it appears that this property is
unique to rhenium as most of the other metals require a mineralizer.

We recently began using this earlier work of Sleight as a jumping off point and prepared a wide range of phases as high quality
single crystals of rare earth rhenates, suggesting that the original work was merely the tip of a very large iceberg.175,176 Extension of
this work to the rare earth ruthenates suggests that the other heavy d-block elements also represent a very attractive area of research
for new emergent nonclassical materials accessed by hydrothermal routes.177,178 It is also clear that the hydrothermal approach is
a very promising way to minimize the problems that lurk for these materials. After a very promising start to this field, followed by
a long period of relative dormancy it appears that the hydrothermal approach is well suited to make significant new contributions to
this area.

It should be noted that the early second and third row transition metal oxides also appear to have a robust descriptive chemistry
but in general they are not well explored. There is somewhat less of a driving force for these elements, because they tend to adopt
their fully oxidized states and as such, display fewmagnetic or optical properties of interest, although some of their structural chem-
istry is both complex and interesting. In this regard we isolated such unusual species as Ln2TaO5(OH), and Ln3Ta2O9(OH) (where
Ln ¼ rare earth ions) that have related structural motifs to the equally complex hydrothermal rare earth titanate
Ln5Ti4O15(OH).179–181 In many of these cases there is a hydroxide ion coordinated to the transition metal ion. This imparts
some hydrogen bonding capability responsible for some the structural complexity characteristic of these species.

4.18.4 Metal oxyanion building blocks

In this section we examine some of the progress made employing discrete oxyanion synthons (the so-called “ates”) as building
blocks for new materials. These are typically small anions of amphoteric oxides that can be either main group- or transition
metal-centered. Many are tetrahedral building blocks (SiO4

4�, PO4
3�, VO4

3�, MoO4
2�, etc.). In many cases of course it is not obvious

where to define the line between an oxyanion building block (i.e., a discrete tetrahedral silicate) versus an element intrinsic to an
oxide lattice (i.e., zircon ZrSiO4). This is obviously an arbitrary call in many cases, and we will do our best identify the more obvious
examples with the understanding that the gray line can shift with individual interpretation. Although the tetrahedra are the most
common structural type, other building block options are available, such as trigonal planar groups (BO3, CO3), trigonal bipyramids
(GeO5) and octahedra (SnO6). In the latter case of species such as stannates with very large nominal formal charges, it is probably
more accurate to view them as straightforward lattice elements as opposed to soluble discrete building blocks. The palette of struc-
tural options is also greatly increased by the capacity of many of these oxyanions to polymerize, forming an enormous selection of
rings, chains and clusters. When this ability is combined with the variable coordination environments of the transition metal, there
are an almost infinite variety of structural possibilities within this category. The silicates are obviously the most well-known poly-
meric anion building blocks, but other anions also form more complex structural varieties. For example, the vanadates also form
short polymers, infinite chains, and many types of rings under hydrothermal conditions, and this leads to many beautiful new struc-
tures (Fig. 7).

It is well known of course that metal oxyanion compounds can be prepared by many different methods. The hydrothermal
method is probably not as well explored as the flux method for example, but there is no question that it is an excellent approach
to the problem. The amphoteric nature of the parent metal oxides, the flexibility of the metal counterions and the ability to control
pH, stoichiometry, oxidation potential and temperature provide an enormous array of experimental variables. For common, earth-
available oxyanions such as silicates and phosphates, the huge selection of mineral structures provides a hint of the range of possible
materials that can form from these building blocks. These natural systems serve as an inspiration for the vast array of materials that
can be prepared in the synthetic lab.182 Some isoelectronic and isostructural building blocks can show similar behavior to minerals,
while other times the chemistry as very different. For example, PO4

3� and VO4
3� occasionally display isostructural chemistry but

more often the chemistry is quite different.
Many, if not most of the well-formed single crystal silicate and phosphate minerals are the product of exposure to superheated

aqueous fluids at some point in their genesis. It is well known that the phosphate and silicates form extremely viscous fluids in their

High temperature hydrothermal synthesis of inorganic compounds 641



melts with a tendency to form glasses rather than single crystals upon cooling. This has many technological advantages but limits the
detailed study of the physical property of the materials as well formed single crystals from melts or fluxes. The weak basicity of the
phosphates and silicates and their general stability in most aqueous conditions, however, makes them excellent candidates for
hydrothermal chemistry.

4.18.4.1 Silicates

Not surprisingly the hydrothermal chemistry of the silicates has a rich and robust history, due in part of course to it close ties to
mineral geochemistry and the almost endless array of structural combinations of the polysilicate building blocks.183 The silicates
were among the original systems studied systematically in hydrothermal conditions. Morey published what is probably the first
review on the area in 1913, and remained active in the field himself until the mid-1950s.36,37 Hydrothermal silicate research in
the middle of the 20th century was dominated by the wholesale commercialization effort of quartz growth by nearly all parties
interested in the area (see above). There are examples of more condensed silicon oxides where the arbitrarily defined role of silicon
is as a lattice element rather than a “building block.” Zircon (ZrSiO4) crystals can be grown at 700 �C in 3 M KF/LiF,112 continuing
the examples of fluorides as mineralizer for extremely refractory metal oxides. There was also enormous work on the growth of
zeolite crystals via hydrothermal methods.184–187 Most of the work in microporous materials is performed at relatively low temper-
atures (<300 �C) because above those temperatures the structures begin to condense and form dense phases. This upper thermal
limit to the microporous regime creates a distinct demarcation between that area and the denser packed oxides.188

After somewhat of a hiatus in the field after the extensive efforts in quartz growth, a number of researchers began to revisit the
metal silicate chemistry in the 1980s. Considerable work was reported on zirconium silicates in the Russian literature as potential
ionic conductors and many new phases were partially identified, providing an excellent indication of the structurally richness of the
area.189 An interesting extension of the field to the rare earth silicates was reported by Haile and Laudise in a series of papers in the

Fig. 7 Selected tetrahedral oxyanion building blocks recently observed from high temperature hydrothermal synthesis (T ¼ Mo6þ, V5þ, P5þ, Ge4þ,
Si4þ, B3þ, etc.).
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1990s describing a wide range of extremely complex alkali rare earth silicates as potential ionic conductors.190–194 Although only
a few other follow up works were reported beyond this extensive work, it is clear that many other phases remain to be discovered in
the broader system of rare earth silicates.195–200 As an example of the richness of this chemistry, making only modest changes in the
protocols typical employed by Haile et al., we uncovered a very unusual new structure type with a long eight membered repeat unit
in a chain creating a nearly incommensurate structure.201 These results beg the question of how many other exciting new materials
await discovery in this area using the hydrothermal method.

The analogous hydrothermal silicate chemistry with open-shell transition metal ions is not as well developed as might be ex-
pected for such important materials. This may possibly reflect the relatively high success rate of preparing metal silicates by flux
and melt methods. The amphoteric nature of the silicates, their stability in high temperature hydrothermal fluids, and their
tendency to form polymeric edge shared polysilicates makes them a likely target for hydrothermal reactions.202 The potential of
the field is indicated by a comparative study we did recently of a relatively simple pair of nearly identical reactions

2MnOþ 3SiO2/K2Mn2Si3O9; 6 M KOH at 580�C

2MnOþ 3GeO2/K11Mn21Ge32O86 OHð Þ9ðH2OÞ; 6 M KOH at 580�C

The reaction using germanium oxide leads to a product with only MnO6 octahedra and GeO4 tetrahedra forming a bizarrely
complex structure in surprisingly good yield and crystal quality. In contrast the identical reaction with silicon oxide leads to
a much simpler formula K2Mn2Si3O9, but with a very unusual structure containing MnO5 building blocks of both trigonal bipyr-
amids and square pyramids.203 Several other reports of transitionmetal silicates have been reported containing open shell transition
metals such as Rb4(NbO)2(Si8O21) and Rb2(VO)(Si4O10),

204,205 but a great deal more remains to investigated. Of course, the struc-
tural and chemical opportunities for all of these building blocks increase exponentially when mixed components are introduced
such as borosilicates.206,207 Under these circumstances the number of variants of possibilities is almost endless. The primary chal-
lenge confronting the investigator in these systems is the rational and/or systematic design of target materials.

Another interesting area of metal silicate work involves the exploration of U and Th silicates in high temperature aqueous
fluids.118,208–211 In these cases, the study of hexavalent uranyl can often be done in low temperature (�220 �C) hydrothermal solu-
tions because of the good solubility of uranyl in water. When tetravalent uranium or thorium are being investigated, then high
temperatures (�600 �C) are generally required due to the extremely refractory and insoluble nature of the tetravalent actinide
oxides. This work not only demonstrates the utility of the hydrothermal approach in inducing chemistry of the extremely refractory
and insoluble tetravalent actinide oxides, but it also highlights a diversity and complexity of this area that indicates it is clearly only
in infancy. Under appropriate circumstances the more radioactive elements like Pu4þ can probably form new silicates using the
conditions developed above.

4.18.4.2 Phosphates

The phosphates have an interesting historical development. Despite their ubiquity in the mineral kingdom, they are not always
treated with the same respect as the silicates. An amusing tongue-in-cheek account of these concerns was provided some time
ago, but of course the phosphates are too important to be ignored.212 The elucidation of geological examples of metal phosphate
serves as an inspiration for synthetic exploration exploiting hydrothermal methods, as some of the most remarkable structures in all
of chemistry reside in the mineral phosphates and related arsenates.213–216 Work in the 1980s and 1990s by Haushalter targeted
metal phosphates using hydrothermal methods.217,218 This research mostly employed relatively low (�220 �C) reaction tempera-
tures, but the array of beautiful new materials was remarkable, and in many ways this work can be viewed as one of the inspirations
for the current massive field of hydrothermal MOFs. The open nature of many of these materials is reminiscent of many of the open
framework metal phosphate minerals and highlights the importance of temperature in the preparation of the materials. As with the
silicates, growth temperatures below about 300 �C are probably necessary for the maintenance of open frameworks, especially if
organic templates are involved. Higher growth temperatures (�500 �C) almost always lead to condensed structures, and any
organic templates are unlikely to survive temperatures above 400–500 �C. There was a considerable degree of work done earlier
on transition metal phosphates employing high temperature hydrothermal conditions. Much of this work was very systematic
and thorough and led to a wide range of condensed metal phosphates.219–222 Phosphate work was also driven by the development
of several commercially important metal phosphates, particularly KTP (KTiO(PO4)) and berlinite AlPO4.

62,69 Although the
condensed phosphate and arsenate phases will probably never be as numerous as the organic templated MOFs, new phases
continue to emerge, and the field is still ripe for further exploration.223–225

4.18.4.3 Germanates

Among the elements beyond Si and P, even a modest perusal of the periodic table can identify some useful tendencies. It is well
known for example, that silicates can only adopt the tetrahedral environment at any but the most extreme pressures. The larger stan-
nates in contrast, are only known to adopt the octahedral environment. The intermediate sized germanate ion is much more struc-
turally flexible and can adopt a range of coordination environments from four to six, and there are examples known where the
germanate building block can adopt multiple coordination numbers within the same structure, as in Cs4UGe8O20 and Cs3U-
Ge7O18.

226,227 Since germanium is relatively rare within the earth’s crust there are very few germanate minerals. Nevertheless, its
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amphoteric nature, structural flexibility and aqueous stability make it an ideal oxyanion building block. Despite the dearth of natu-
rally occurring metal germanate minerals, first row transition metals readily form a wide range of solids with germanates from
hydrothermal solutions under even the simplest reaction conditions.20,228–231 Recently we and others have shown that it is an excel-
lent building block, capable of forming an enormous array of interesting materials in hydrothermal fluids (Fig. 8).232–234

Recently we found that even straightforward reactions of GeO2 with simple first row transition metal oxides can lead to some
spectacular results. As an illustration, the simple reaction of GeO2 with Fe2O3 in the presence of Ba2þ leads to the growth of the
interesting Y-type hexaferrite Ba2Fe11Ge2O22 as well-formed single crystals.235 The technologically important ferrites have been
known since the 1950s but very few single crystals have been prepared. Some recent unusual examples of first row transition metal
germanates prepared by hydrothermal chemistry are given below.

MnOþ 1:5 GeO2/K11Mn21Ge32O86 OHð Þ9ðH2OÞ; in 6 M KOH 580�C

BaOþ Fe2O3 þGeO2/Ba2Fe11Ge2O22; in 1 M KOH at 580�C

SrOþ Fe2O3 þ 3GeO2/Sr19Fe13Ge18O71 OHð Þ7; in 1 M KOH at 580�C

The complex structures formed as large high quality single crystals from such simple starting materials suggest that the phase
space is extremely rich, with many exciting new materials awaiting discovery. It is clear that the surface is only being scratched
in this area with enormous swaths of the periodic table essentially untouched. For example, there are few if any published reports
on reactions involving second or third row transition metals with germanate oxyanions. The germanates also readily form a wide
range of interesting complexes with rare earth ions, some of which are close analogs to silicates, but many of which are very
different.236–240 In addition to the interesting structural results, some unusual chemical quirks emerge as well. We were able isolate
for example, a stable Tb4þ complex in high yield, using germanate building blocks.241

The germanates seem to display a particular affinity for the hydrothermal medium. Although the subject has received some atten-
tion using classical melt based synthesis, the hydrothermal approach seems to be an ideal confluence of amphoteric solubility,
phase stability and crystal growth for the metal germanates.242 The early work in hydrothermal germanates suffered somewhat
from lack of ready access to high quality single crystal diffraction,20 but it left no question as to the wealth of new phases that await
further exploration of phase space of metal germanates. In addition, the interesting behavior of magnetic germanates argues strongly
for further exploratory development.243 A common characteristic that emerged from this chemistry is the sensitivity of the chemistry

Fig. 8 Complex metal-germanate chemistry resulting from hydrothermal synthesis. Germanate oxyanions are shown as solid yellow tetrahedra.
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to the reaction conditions, especially the identity and concentration of the mineralizer and the stoichiometry of the starting mate-
rials. It is clear that even small variations of the reaction conditions can lead to significant variations of the products. In most cases
these variations are highly reproducible and lead to good yields, which suggests that the chemistry is truly a function of reaction
conditions, rather than any fortuitous one-time selection of a “lucky” crystal. The implication of these observations is that the inter-
mediate fluid chemistry is exceptionally complex. Additionally, the extension from germanate to stannate under hydrothermal
conditions was essentially unknown until recently. We found that stannate is very refractory but can be mineralized to act as an
octahedral building block in basic mineralizers to form both alkaline earth stannate perovskites and a wide range of rare earth stan-
nate pyrochlores, as described above.

4.18.4.4 Vanadates and molybdates

Vanadates and molybdates show considerable promise as building blocks in hydrothermal fluids. They generally adopt tetrahedral
structural environments and hence can be compared to their phosphate and sulfate main group cousins. They are very flexible in
adopting other oxidation states but are generally quite stable in their highest (d0) oxidation states particularly in the high temper-
ature (>400 �C) hydrothermal environments. In this regard they are excellent building blocks for more complex structural motifs.
The ability to study comparative systems such as phosphates versus vanadates, or molybdates versus sulfates is also interesting in
regard to magnetic behavior. When the bridging element is a metal with empty d-orbitals, like V5þ or Mo6þ, versus the empty p-
orbitals in P or S, there can be a significant change in the magnetic coupling, which is the source of considerable theoretical and
practical interest.244,245

The original work on hydrothermal chemistry of the molybdates and tungstates was performed by the Russian groups led by
Lobachev and Demianets.246 The initial work was done on the growth of a number of scheelite analogs MMoO4 and MWO4, where
M is a wide range of divalent metal ions. Some but not all of the scheelite analogs can also be grown conveniently by CZ pulling
methods, but some of those are also plagued by twinning issues, so the hydrothermal methods can be a useful alternative for
specialty applications. Similarly, the growth of the ARE(MO4)2 (A ¼ alkali ion, RE ¼ rare earth ion, M ¼Mo, W) class of crystals
was also explored by these workers.247 These compounds have been examined as hosts for a number of solid state laser applications.
Many of these crystals can also be grown from melt and flux methods, but they can have complex structures and also suffer from
twinning and disorder issues, so the hydrothermal method may be useful in some instances. Some very thorough work by Demi-
anets and others led to a number of other more complex molybdate phases from hydrothermal fluids, although some of these were
not completely structurally characterized.15,20 After that work the field once again seemed to fall into obscurity and very few other
exploratory efforts were described until recently.

Compared to the extensive hydrothermal chemistry of the phosphates, the corresponding hydrothermal exploration of the vana-
dates is significantly less developed. The early historical work by Demianets et al. on molybdates and germanates is not really
mirrored for the vanadates. Vanadates do have an extensive mineralogical chemistry, though not nearly as broad as the phos-
phates,248,249 and much of that probably derives from natural hydrothermal fluids. These structural studies provide an excellent
comparative database for the laboratory synthesis of corresponding metal vanadates. There was also, like the phosphates, some
considerable early work done in low temperature hydrothermal fluids.250–252 Vanadates can adopt a wide range of coordination
environments beyond the tetrahedron, although tetrahedral generally appears to be the preferred environment in higher tempera-
ture hydrothermal fluids. They also appear to have a considerably greater tendency to form polymeric building block in hydro-
thermal conditions than the phosphates. These factors greatly increase the structural possibilities of vanadate building blocks.
The degree of condensation and branching of the polyvanadates can be controlled by the traditional factors such as temperature,
pH and nucleophilicity of the reaction medium. These factors are easy to control in the closed superheated aqueous phases, leading
to a very rich coordination chemistry. The stability of trivalent, tetravalent, and pentavalent vanadium (though not all as tetrahedral
building blocks) in hydrothermal systems is also a useful source of chemical variety.

Our initial efforts in this area were the result of trying to prepare YVO4 single crystals as hosts for lasing ions,253 following up
on earlier work by Byrappa.254 The material is well known as an excellent laser host but has some problems in its bulk growth
because of the tendency of the V5þ ion to destabilize at the growth temperatures (ca. 1250 �C) and become reduced, with
concomitant oxide defects in the lattice. The defects lead to the characteristic pale green-brown color of flux grown YVO4 and
diminish the effectiveness of the laser performance of the doped crystals. We found that high quality YVO4 single crystals can
be grown, including those doped with suitable lasing ions, via the hydrothermal method. Interestingly this approach also can
lead to good quality single crystals of YNbO4 and related materials.181,255 These phases are not isostructural with their vanadate
analogs but may still serve as hosts for detectors and lasers. Subsequently we found that the rare earth vanadates have an extensive
chemistry beyond the tetragonal YVO4 structure type, including the glaserite structure which has a trigonal 2-D Kagome net struc-
ture displaying frustrated magnetism.256–259 Encouraged by these results we extended our investigations to the open shell first row
transition metal ions with particular emphasis on magnetic properties of new phases. Performing reactions in aqueous fluids
between 500 �C and 700 �C in the presence of 1–5 M alkali or alkaline earth OH� ions leads to very good crystallization of
an extensive array of new phases. In many cases high quality single crystals of sufficient size can be obtained from simple spon-
taneous nucleation, suitable for single crystal neutron and magnetic studies.260–263 We also found that simple addition of various
halide ions in various concentrations also leads to new phases.264–268 In some cases the halide simply serves as a different miner-
alizer and induces formation of new phases. In other cases, the halide becomes incorporated into the lattice acting as a structural
component creating an entirely new series of different phases. Most of the new phases thus far have complex low dimensional
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structures, usually either 1-D or 2-D interactions, with many different vanadate building blocks, either single vanadates, dimers,
trimers, more complex rings, or infinite chains, often mixed within the same lattice (Fig. 9). The large number of chemical vari-
ables in these systems, (alkali ion, mineralizer type and concentration, halide, redox factors, stoichiometry and many others) and
the high sensitivity of the product distribution to these factors, makes this descriptive chemistry very extensive and still emerging
rapidly. The interesting structural and magnetic properties of many of these new compounds makes the continued development
of great interest.

Our group recently also started to revisit earlier work examining the transition metal molybdates, in particular open shell tran-
sition metal complexes, where previous work highlighted the use of the MoO4

2� tetrahedral building blocks to form magnetically
frustrated systems in analogy to metal sulfates.269–272 We found that, like the vanadates the molybdates are quite stable in hydro-
thermal fluids at 400–650 �C, and their descriptive chemistry appears to be very robust. The chemistry is not as well developed as
that of the vanadates yet, but product formation is highly sensitive to the reaction conditions, especially the mineralizer identity and
concentration.273 We found that the tetrahedral molybdates can serve as building blocks to form interesting low dimensional
species with unusual magnetic properties.274 Tetrahedral molybdate and vanadate building blocks provide useful templates for
Kagome layers of open shell transition metal species (Fig. 10).

4.18.4.5 Carbonates

One useful quality of the hydrothermal approach is in the examination of components that have limited thermal stability, like
CO3

2� and SO4
2�. Both important building blocks tend to decompose in open systems above about 400 �C with loss of CO2 and

SO2 respectively. This significantly limits their synthetic access from traditional high temperature solid state synthetic approaches.
Reactions in sealed hydrothermal conditions solves a number of these problems. The sealed reaction vessels inhibit the loss of the
volatile decomposition products, keeping them as part of the reaction equilibrium. At the same time the relatively low reaction
temperatures of the hydrothermal fluids will allow for suitable solubility and crystal growth to lead to new products.

Hydrothermal growth of the MCO3 class of compound was explored rather thoroughly by Ikornikova et al.275 and considerable
insight was obtained into the growth of the various carbonates but relatively few new carbonates were obtained. It can be speculated
however, that the employment of carbonate as a reagent in hydrothermal fluids can lead to new phases since the carbonate equi-
librium should be maintained in the pressurized sealed autoclave, preventing loss of CO2 and providing an ample source of CO3

2�

even at high temperatures.276 An excellent example of the potential of this area is K2Mn3(VO4)2(CO3) which has beautiful structure
first prepared at relatively low temperature hydrothermal conditions (280 �C),277 and then as much larger single crystals at higher
hydrothermal conditions (650 �C) for detailed neutron scattering experiments.278,279 The structure is very symmetrical and attrac-
tive but also displays an exceptionally complex magnetic behavior than only could be ascertained because of the growth of the large
single crystals.

Oddly enough, the corresponding high temperature hydrothermal exploration of sulfates is almost unknown. This is somewhat
surprising given the useful results obtained for magnetic systems at low temperature hydrothermal conditions, and the attractive
properties of the sulfate dianion tetrahedral building block. It would not be surprising to see more high temperature hydrothermal
work emerge from the SO4

2�/MoO4
2� building blocks in the near future.

Fig. 9 Transition metal vanadates having low dimensional features. Vanadates can act as terminal decorations on chains and sheets, or as bridging
groups between chains and sheets.
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4.18.4.6 Borates

Another interesting class of compounds that is very amenable to hydrothermal synthesis is the borates. Like the silicates, borate
melts tend to be very viscous and tend not to grow good crystals directly from the melt. Also like the silicates, they do form inter-
esting single crystals using the appropriate fluxes. Early work described in the Russian literature did describe the synthesis of several
borates from high temperature hydrothermal fluids, but the literature was not readily available to western workers.280 The work was
subsequently taken up by Byrappa and co-workers specifically looking at the synthesis of lithium borates such as polar acentric
Li2B4O7, which have potential ferroelectric, piezoelectric and nonlinear properties.281–284

We entered this field to address a specific need for wide bandgapmaterials, particularly in deep UV optical applications. There are
relatively few functional materials with bandgaps greater than 4 eV (300 nm) and even fewer with bandgaps of 6 eV (200 nm) or
more. In particular there is a strong need for acentric materials capable of frequency manipulation for nonlinear optical applications
in deep-UV solid state lasers. Borates are one of the only classes that fill this need admirably since they typically have very wide
bandgaps (4–7 eV) while still maintaining decent nonlinear optical coefficients. Thus, there has been a major development effort
to synthesize and grow new borate single crystals for advanced UV optics.285–287 Most of this work employs various fluxes as the
reaction medium but the early success of the Russian groups 288 and the amphoteric nature of borate suggested that hydrothermal
reaction media could lead to acentric wide bandgap borates. A wide range of borates are stable and crystallize well from aqueous
phase under relatively modest conditions. Borates typically can be mineralized using 0.1–1 M mineralizers, either OH� or F�, at
reasonable temperatures, usually between 400 �C and 550 �C. They are generally more soluble than the refractory metal oxides,
making them easier and cheaper to grow at commercial scale. A number of new borates were isolated from hydrothermal fluids,
usually with alkali or alkaline earth cations in the lattice,289–298 but we particularly focused on two materials ABBF (ABe2(BO3)
F2 where A ¼ K, Rb) and SBBO (Sr2Be2B2O7).

299–303 These were both originally synthesized in flux media but both suffered
from crystal quality issues. They do both show exceptional properties in deep UV optical applications, potentially enabling the
development of all solid state lasers emitting between 175 nm and 355 nm. We began to examine hydrothermal protocols for
the scale up growth of these promising materials as a possible route to commercial production of laser quality crystals. Other groups
also were able to grow high quality single crystals of these classes of materials using the hydrothermal approach as well.304–306 This
work shows considerable technological promise but is still in progress. We reported good commercial scale growth of the ABBF class
of material, but that class of materials is exceptionally soft and layered in its bulk form (Fig. 11). Because of this, the primary limi-
tation in the development of this important material is not the chemistry or crystal growth, but rather the post growth processing,
which is exceptionally difficult.

4.18.5 Halides

Halide systems offer a bit of both extremes in hydrothermal systems. Many halides have high solubilities in water under ambient
conditions, so high temperature hydrothermal approaches do not provide a particular advantage to their preparation or growth.
However, there are several examples of systems where simple halides can be grown hydrothermally, as well as some more complex
halide systems where hydrothermal conditions provide access to a variety of new phases having interesting structures and potential
applications. Ideally, there would be enough solubility to impart dissolution and reactivity, but not so much solubility to provide
a barrier to crystallization. Importantly, a given halide system must also sufficiently resist hydrolysis to promote crystallization of
the halide species instead of OH�-containing species. Even in high halide concentration aqueous solutions this is not guaranteed, as
oxide or hydroxide groups can provide competition for the halide anions. A few binary halides appear to fit these requirements in
acidic solutions, including CuI and PbI2.

307 The alkaline earth metal fluorides have also been shown to be amenable to high temper-
ature hydrothermal methods.308 We have actually found the formation of large SrF2 and BaF2 crystals can be somewhat of a barrier

Fig. 10 Molybdate- and vanadate-templated Kagome layers in KMn3(MoO4)2O(OH) (left) and K2Co3(VO4)2(CO3) (right).
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to synthesizing new compounds in the presence of high fluoride concentrations, as the stability of the binary fluorides can cause
a significant amount of the Sr2þ or Ba2þ ions to be partitioned into these phases making them unavailable for further reaction.

Of the halides, the fluorides appear to have the richest descriptive chemistry in hydrothermal systems. As with the perovskite
oxides, perovskite fluorides, ABF3, provide systems with potentially interesting optical and magnetic properties. Somiya and
coworkers found that fluoride ions from the KF mineralizer would out-compete chloride ions from the transition metal reagent
to form crystals of KMnF3, KFeF3, KCoF3, KNiF3, and KZnF3 at 600 �C.309,310 Other transition metal fluoride salts such as NH4MnF3,
NaFeF4, NH4Fe2F6, NH4CrF4, BaZnF4, BaVF5, Ba6Zn7F26 have been reported as relatively large crystals from acidic mineralizers of
high HF concentrations.311–313 Double perovskite fluorides, analogous to the mineral elpasolite, can also be grown hydrothermally,
and the lanthanide-based elpasolites such as Cs2NaLnF6 (Ln ¼ Sc, Y, lanthanides) have been studied for their potential spectro-
scopic and scintillation properties.314–318 These are typically synthesized by the hydrothermal reaction of alkali fluorides with
lanthanide oxide or fluoride precursors. A wide range of other alkali lanthanide fluorides have been grown hydrothermally,
including ALnF4, A2LnF5, AA’LnF5, and ALn2F7 (A ¼ alkali metal; Ln ¼ lanthanide) with complex relationships between their stoi-
chiometries and structures.189,319–323 In this vein, we recently identified some systematic limits relating the phase distribution and
polymorphism in ALn2F7 and ALn3F10 phases.324 Others have also used high temperature hydrothermal approaches to prepare
complex fluoride crystals for spectroscopic studies.325–329 Such fluorides are attractive optical materials due to their low phonon
energies, long lifetimes, and efficient luminescence due to reduced concentration quenching.

In addition to the lanthanide fluorides, a particularly stable class of fluoride compounds resulting from high temperature hydro-
thermal systems are those based on tetravalent metal ions such as Zr4þ, Hf4þ, Ce4þ, Th4þ, and U4þ. Much like the lanthanides, the
metal-fluorine bond resists hydrolysis to a reasonable extent to enable considerable descriptive chemistry. Hydrothermal reactions
of HfF4 with alkali fluorides, AF (A ¼ Li, Na, K, Rb, Cs, NH4) produced several fluoride phases, including A2HfF6, A5Hf2F13, and
A3HfF7, as well as oxyfluorides A2Hf3OF12 and A3HfOF5, indicating some degree of hydrolytic reaction.330 Especially rich fluoride
chemistry was observed from the reactions of ThF4 with aqueous alkali fluoride mineralizers which produced crystals of AThF5,
ATh3F13, ATh6F25, ATh2F9, and A7Th6F31 (A ¼ Na, K, NH4, Rb, Cs) phases.331–335 In similar reactions that also contained
Ba(OH)2, we obtained another series of thorium fluorides, A3Ba2Th3F19 (A ¼ Na, K, Rb).336 Thorium is often used as a surrogate
for approximating the chemical behavior of U4þ and the later actinides, and some recent studies suggest that mild and moderate
hydrothermal synthesis will play an important role in understanding the chemical speciation and properties of these systems.337–340

In many instances, a vast array of these actinide-containing fluorides are accessible using both fluoride and oxide precursors, further
opening this interesting area.341–344

4.18.6 Chalcogenides

Chalcogenides are of interest in a variety of fields due to their potential electronic, optical, magnetic, and catalytic properties, as well
as their propensity to form a variety of interesting structural features, including complex polyanions, clusters and open frame-
works.345–348 A wealth of chalcogenide species have been prepared using low temperature hydrothermal/solvothermal approaches,
and these are nicely reviewed elsewhere.349–353 Mild hydrothermal conditions are often quite suitable for the vast majority of
exploratory studies, as well as the formation of nanostructured materials. High temperature hydrothermal approaches begin to
gain traction when large single crystals are desired. The search for, and development of II/VI semiconductors led to a concerted chal-
cogenide synthesis effort involving high temperature hydrothermal approaches.354 Much of that work came as a direct extension of
the approach developed by the Bell Laboratories group to grow ZnO. Sphalerite-type ZnS has appreciable solubility in aqueous
hydroxide and chloride solutions, and was grown as large crystals at 350 �C in aqueous KOH.355 Shortly after this, the growth
of cubic ZnSe, cubic ZnTe, hexagonal CdSe, and cubic CdTe was demonstrated in aqueous hydroxide,356 with the growth conditions
of ZnSe optimized using NaOH and LiOH mineralizers.357 Concurrent with that work, Rau and Rabenau approached the

Fig. 11 Hydrothermally grown RbBe2(BO3)F2 (RBBF) crystals. Left: multiple crystals grown on a gold ladder from a single hydrothermal autoclave.
Right: As-grown RBBF crystals (1 cm divisions).
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chalcogenide systems using acidic hydrothermal conditions around 450 �C in quartz ampoules. A number of chalcogenide and
chalcogenide-halide phases, including some that were subject to hydrolysis under basic conditions, were obtained as relatively large
crystals using 2–12 M HCl, HBr, or HI including CuS, Cu9S5, CuSe, CdS, HgS, PbS, PbSe, MnS, Sb2S3, SbSI, Hg3S2Cl2, Pb5S2I6,
Pb7S2Br10, CuISe2, AuITe, and AuBrTe2.

307,358–361 Strong acids have also been used to obtain HgSe and HgTe from 200 �C to
350 �C.362 Chalcopyrite-type CuInSe2 was also prepared from HCl solutions around 375–425 �C.363 The utility of alkali chloride
solutions in synthesizing and transporting sulfides has also been demonstrated in several other studies. Of note, the synthesis of
FeS2 and CuFeS2 was demonstrated at 300–500 �C using aqueous brines having modest alkali chloride concentrations.364–366

The geochemical significance of many of these phases is a good example of the overlap between synthetic and natural systems,
where synthetic hydrothermal approaches can emulate the hot sulfur-rich fluids that occur where magma and water coincide. This
relationship has produced interesting studies aimed at understanding mineral formation and speciation of chalcogenides.367 For
example, synthesis in the CueFeeS system has produced a significant amount of synthetic data that informs on the stability fields
and formation of pyrite, chalcopyrite, bornite, marcasite, pyrrhotite, arsenopyrite, and nukundamite, among other phases.368–374 In
other studies, synthetic routes have been developed to other sulfosalt minerals such as Ag3AsS3, Ag3SbS3, Ag7SbS6, Cu12Sb4S13,
CuInS2, and FeIn2S4.

375 Although almost all exploratory hydrothermal chalcogenide synthesis occurs at low temperatures, or in
other solvents such as supercritical ammonia or ethylenediamine, we have found high temperature hydrothermal methods to be
occasionally useful. Some examples formed in aqueous solutions at 375 �C include the low-dimensional compound (NH4)
BaAsS4$2H2O using a (NH4)2S mineralizer,376 Pb6Sb6Se17 using NH4Cl,

377 and orthorhombic MnSb2S4 using NaCl.378

4.18.7 Hydrothermal synthesis of gems and minerals

One intriguing potential application of the hydrothermal technique, and a natural extension of its mineralogical prevalence, is in
the growth of man-made gems. Naturally the first question on this topic will always regard the hydrothermal synthesis of diamond.
This has been demonstrated in principle but will almost certainly never be more than a laboratory curiosity compared to the rapid
advances made in other methods of diamond synthesis.379–382 There is a bit more promise in oxide-based gems. This world is one
with a long history of feints and misinformation where actual growth methods are often, and understandably, closely held secrets.
Much of the beguiling history of man-made gems is painstakingly spelled out by Nassau and others in a series of fascinating publi-
cations that read like a detective story.40,383 In most cases the hydrothermal method is not competitive to other growth methods
such as flux growth, melt growth or melt pulling, but there are some interesting exceptions.

Obviously, any quartz based gems (i.e., citrine, amethyst) can be prepared via hydrothermal routes employing careful doping
with various transition metal ions to obtain the desired color centers.40,384,385 Tourmaline was grown by hydrothermal methods,
initially by a number of Russian groups, during the middle of the 20th century using boric acid and borate chlorides as a mineral-
izer.386,387 Despite considerable efforts however, it does not appear to be a commercially or scientifically viable approach to the
material in the lab. This is somewhat surprising given that large well-formed natural tourmaline crystals are almost certainly grown
in naturally occurring hydrothermal fluids.

One of the more intriguing hydrothermal related synthetic gem stories is that of emeralds (Cr3þ doped Be3Al2Si6O18).
388 It was

originally believed that Nacken grew synthetic emerald using a hydrothermal approach, but this is almost certainly not the case.
Rather he probably used an unidentified flux method to obtain small samples of intermediate quality. The first truly successfully
commercial method of outstanding synthetic emerald growth was perfected by Carroll Chatham of Chatham Emeralds, again using
a closely held flux method.389 The first hydrothermal “synthesis” of emeralds was probably done by Lichleitner, but these were actu-
ally formed by using colorless beryl crystals as substrates with a thin coating of green emerald hydrothermally deposited in the
surface to impart the characteristic color. The first well established hydrothermal growth of emeralds was performed by Flanagan
et al. at Union Carbide.390–392 This work led to single crystal emeralds, but they were too small to compete with the existing
fluxmethods. The primary problemwith hydrothermal emerald growth is the same as with all Cr3þ hydrothermal reactions, namely
the complete insolubility of trivalent chromium in aqueous base, necessitating the use of more experimentally challenging acid
mineralizers. This approach led to commercially viable products, but they still do not compete well with flux grown material.393

The hydrothermal growth of beryls not doped with Cr3þ is much easier, but the resulting products are generally less valuable
than emeralds.394–396 The one outstanding exception is the beautiful red beryl, where the red color can be achieved by doping
with various combinations of Fe2þ, Co2þ, and Mn2þ. This color is very rare in nature but can synthesized as outstanding gem quality
crystals in the hydrothermal lab.397

4.18.8 Nitrides in supercritical ammonia

Although the overwhelming majority of work in superheated solvents involves aqueous fluids, there is an interesting body of work
on the use of ammonia to grow metal nitrides as a direct analogy to growing oxides in water. The pioneering work in this area was
done by Jacobs and co-workers,398 and a review of this work provides considerable detail in handling super-pressurized ammonia
and growing metal nitrides.399 The work shows the similarity to water in the formation of a wide range of metal amides (e.g.,
Ca(NH2)2 analogous to metal hydroxides Ca(OH)2) from growth at relatively low temperatures.400 A series of nitrides (EuN,
Cu3N, Mn3N2) can be formed in supercritical ammonia at higher temperatures.401 This reaction chemistry and crystal growth of
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nitrides and amides in supercritical ammonia is still in its infancy.402–404 The chemistry is very complex and experimentally
demanding but it appears to be extremely exciting and worthy of further effort.405–408

Without a doubt themost intense effort involving supercritical ammonia involves the growth of single crystals of gallium nitride.
Despite the enormous technological demand for GaN wide bandgap devices there are no convenient routes to bulk single crystals of
the material for use as substrates. Once it was shown that single crystals of GaN could be grown in supercritical ammonia (again in
analogy to the single crystal growth of quartz in water),409–417 an enormous effort was put forth to scale up growth of single crystals
of GaN to commercial levels.418–420 This effort led to the successful commercial development of GaN single crystals for blue lasers
and bright LEDs.421,422 The growth of GaN and other nitrides has been successful using NH2

� as a mineralizer in supercritical
ammonia, again as a direct analog to OH� mineralizer for oxides in supercritical water. There is evidence, however, that some metal
nitride feedstocks may be more soluble and mobile in acidic supercritical ammonia using NH4X (X ¼ F, Cl) as mineralizer.423–428

4.18.9 Summary

The use of high temperature hydrothermal fluids as a synthetic medium for inorganic compounds has enjoyed considerable success
especially since the late 1940s. The commercial development of single crystal a-quartz inspired researchers around the world to
begin to examine the possibilities of the environment as a synthesis medium. In particular, Laudise in the United States, Somiya
in Japan, Rabenau in Europe, and Lobachev and Demianets in the USSR, worked hard to highlight the uses of the medium in inor-
ganic synthesis. Themethod can be used in two general ways, as a route to grow large single crystals of specifically targeted materials,
and as a medium for the exploratory synthesis of new compounds. A primary attribute of the method is the low temperature of the
reactions, typically less than 750 �C. This enables the growth of single crystals with relatively low phase transitions (such as
a-quartz) that can probably not be accessed by any other method. With the proper selection of mineralizers, the technique also
provides low temperature access to otherwise extremely refractory materials. Such materials can require such high reaction temper-
atures employing traditional melt based methods (often >2500 �C) that they lead to lattice defects and impurities. The hydro-
thermal method provides a convenient access to high-purity, high-quality single crystals of some otherwise extremely recalcitrant
materials. The technique is rarely competitive as a crystal growth method when materials are well behaved in traditional growth
techniques such as Czochralski or Bridgeman methods. It has applications as a complimentary niche method when subtle factors
need to be addressed regarding crystal quality or specialty doping for example.

In addition, the ability to vary and control experimental parameters such as redox potential, stoichiometry, counterion presence,
pH and similar factors makes the technique very attractive for synthesis of new materials. Control of such factors are very much in
the comfort zone of chemists, so the technique is very attractive for the exploration of new phase space. The technique also has the
advantage of yielding good quality single crystals in a relatively high percentage of reactions. These initial crystals are not usually
large enough for bulk physical property measurements, but they are often sufficient for single crystal X-ray diffraction which can
provide the structural identity critical for a new phase. In many cases they can be manually separated and oriented for subsequent
spectroscopic and magnetic studies for example. This relatively easy access to reliable structural data of some potentially complex
materials at an early stage of their discovery makes this technique a very promising one for exploration of phase space and synthesis
of new compounds.

The “high temperature” hydrothermal method (as opposed to the massive field involving aqueous reactions below 225 �C) has
been known in its present incarnation since the early 20th century. The work byMorey to explore the geochemical growth of silicates
was quickly followed by an extensive effort by many countries to exploit the method to grow single crystals of quartz, which is
a somewhat underappreciated contribution to the development of modern wireless technology. The widespread success of this
project led a number of workers to make the logical leap to exploit the technique as a synthetic medium to discover a wide range
of new phases. The simultaneous evolution of X-ray diffraction to a routine method to obtain single crystal structures provides
encouragement for the use of the method for exploratory synthesis. The fact that these refractory compounds can be grown as single
crystals at relatively low temperatures is emerging as an important feature of the process. It is especially important as an access route
to new quantummaterials and other complex multifunctional solids like magnetoelectrics and topological materials. As the interest
in new forms of matter and quantummaterials increases, the requirements of exceptional crystal quality withminimal lattice defects
or site disorder make this low temperature technique very attractive a route to new materials.

The technology to perform these reactions has not evolved very much over the last century. Variations of Morey vessels (from the
1920s) and Tuttle vessels (from the 1950s) are still the primary tools of the trade. There is no true commercial supplier of high
temperature autoclaves right now, although fittings valves and other ancillary pieces of equipment are readily available. This is
somewhat of an impediment to the development of the field. A possible field of significant advancement would be the ability
to do in situ or in operando measurements of the hydrothermal process in real time. Such an effort will require considerable exper-
imental ingenuity, and the initial developments are only in their infancy, but the potential payoff is very high.429–432

The choice of solvent is worthy of some discussion. Obviously, the term hydrothermal itself implies an aqueous fluid, and water
has been the predominant solvent in most high temperature superheated fluid reactions. The original hydrothermal reactions were
investigated as a model for geochemical fluid reactions with particular emphasis on metal silicates. Water has many advantages as
a high temperature fluid. It is stable, amenable to oxidizing and reducing conditions and capable of supporting a wide range of pH
values. Most importantly it is a good solvent for most of the useful mineralizers. It works particularly well for reactions involving
oxides and oxyanions but is also suitable for other types of products such as chalcogenides and some halides, particularly fluorides.
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In principle the choice of solvent can be extended to a wide range of other fluids but there are several limitations. The fluid must
be thermally stable to the high temperatures, which precludes most common organic solvents. With inorganic materials as the
target, the solvent generally must also possess some polarity and must itself be inert to the reactants and mineralizers. These
demands usually eliminate some otherwise interesting fluids such as CO2 and SO2. This still leaves a number of potentially
intriguing solvents such as HX, SOF2, and POCl3. Most of these are entirely unexplored (except for some work in HX). Perhaps
the most intriguing nonaqueous solvent is NH3, whose chemistry is similar to water under supercritical conditions. It has been
used for the targeted growth of the important GaN single crystals as well as a number of other metal nitrides. It is stable, polar,
relatively easy to use and amenable to both acidic and basic mineralizers. Ammonia is restricted to about 600 �C due to its thermal
decomposition to H2 and N2 at higher temperatures. Since most of the inert metal liners (Pt, Au, Ag) are permeable to H2, there can
be a gradual loss of ammonia and buildup of internal pressure of N2 during reactions at higher temperatures.433 There is no reason
that the solvent cannot continue to be explored for the development of new inorganic materials, however, especially metal nitrides
and imides, which are generally refractory and difficult to prepare otherwise. There is no indication that supercritical water will not
become obsolete any time soon, however. It continues to yield a steady stream of exciting results and shows no indication of slow-
ing down in this regard. The hydrothermal approach to new materials and high-quality single crystals is still rich with potential.

Acknowledgments

The authors acknowledge generous support from the various funding agencies throughout the years and these are listed in the cited papers. In
particular we acknowledge NSF DMR-1808371 and DoE DE-SC0020071, which provided support during the preparation of this review. The authors
also express gratitude to their many outstanding co-workers, whose hard labor bore the fruit of the publications cited herein. The authors also
gratefully acknowledge Dr. Art Ballato, who enthusiastically furnished much of the historical information regarding the synthesis of a-quartz. JWK
would also like to acknowledge the memory of Dr. Bob Laudise, who unstintingly provided generous amounts of time, mentorship and encour-
agement to the author in his early attempts at hydrothermal chemistry.

References

1. Yoshimura, M.; Byrappa, K. J. Mater. Sci. 2008, 2085–2103.
2. Sheldrick, W. S.; Wachhold, M. Angew. Chem. Int. Ed. Engl. 1997, 36, 206–224.
3. Walton, R. I. Chem. Soc. Rev. 2002, 31, 230–238.
4. Modeshia, D. R.; Walton, R. I. Chem. Soc. Rev. 2010, 39, 4303–4325.
5. Byrappa, K.; Adschiri, T. Progress in Crystal Growth and Characterization of Materials; vol. 53; Elsevier, 2007; pp 117–166.
6. Riman, R. E.; Suchanek, W. L.; Lencka, M. M. Annal. Chim. Sci. Mater. 2002, 27, 15–36.
7. Walton, R. I. Chem. A Eur. J. 2020, 26, 9041–9069.
8. Brunner, G. Supercrit Fluid Sci and Tech. 2014, 5, 559–589.
9. Clearfield, A. Progress in Crystal Growth and Characterization of Materials; Vol 21; Elsevier, 1980; pp 1–28.

10. Feng, S.; Ruren, X. Acc. Chem. Res. 2001, 34, 239–247.
11. Laudise, R. A. Prog. Inorg. Chem. (F.A. Cotton Ed.) 1962, 3, 1–47.
12. Laudise, R. A.; Nielson, J. W. Solid St. Phys. 1961, 12, 149–222.
13. Rabenau, A. Angew. Chem. Int. Ed. Engl. 1985, 24, 1026–1040.
14. Ballman, A. A.; Laudise, R. A. In The Art and Science of Growing Crystals; Gilman, J. J., Ed., John Wiley and Sons: New York, 1963; p 231.
15. Byrappa, K.; Yoshimura, M. Handbook of Hydrothermal Technology, Elsevier: Amsterdam, 2013.
16. Byrappa, K.; Keerthiraj, N.; Byrappa, S. M. Handbook of Crystal Growth, 2nd Ed.; Elsevier: Amsterdam, 2015; pp 535–575.
17. Laudise, R. A. Chem. Eng. News 1987, 65 (39), 30.
18. Somiya, S., Ed.; Hydrothermal Reactions for Materials Science and Engineering: An Overview of Research in Japan, Elsevier Applied Science: London, 1989.
19. Lobachev, A. N. Hydrothermal Synthesis of Crystals, Consultants Bureau: New York, 1971.
20. Demianets, L. N.; Lobachev, A. N. Curr. Top. Mat. Sci. 1981, 7, 483–586.
21. Demazeau, G.; Largeteau, A. Z. Anorg. Allg. Chem. 2015, 641, 159–163.
22. McMillen, C. D.; Kolis, J. W. Phil. Mag. 2012, 92, 2686–2711.
23. Kolis, J. W.; Korzenski, M. B. In Reactions in SCF. Synthesis of Inorganic Solids. Hydrothermal Chemistry in Chemical Synthesis Using Supercritical Fluids; Jessop, G.,

Leitner, W., Eds., Wiley-VCH: Weinheim, 1999; pp 226–234.
24. Demianets, L. N. Progress in Crystal Growth and Characterization of Materials; vol. 21; Elsevier, 1980; pp 299–355.
25. Rabenau, A. Phys. Chem. Earth 1981, 13–14, 361–374.
26. Ulmer, G. C.; Barnes, H. L. Hydrothermal Experimental Techniques, Wiley-Interscience: New York, 1987.
27. Ulmer, G. C. Research Techniques for High Pressure and High Tempertures, Springer Verlag US: New York, 1971.
28. Roy, R.; Tuttle, O. F. Phys. Chem. Earth 1956, 1, 138–180.
29. Ferretti, A.; Van Buskirk, O. R. US Patent # 5,533, 465, 1996.
30. Caporaso, A. J.; Kolb, E. D.; Laudise, R. A. US Patent # 4,579, 622, 1986.
31. Belt, R. F.; Ings, J. B. J. Cryst. Growth 1993, 128, 956–962.
32. Laudise, R. A.; Bridenbaugh, P. M.; Iradi, T. J. Cryst. Growth 1994, 140, 51–56.
33. Kennedy, G. C. Am. J. Sci. 1950, 248, 540–564.
34. de Senarmont, H. Ann. Chim. Phys. 1851, 32, 129.
35. Spezia, G. Accad. Sci. Torrino Atti. 1905, 40, 254.
36. Morey, G. W. J. Am. Ceram. Soc. 1953, 36, 279–285.
37. Morey, G. W.; Niggli, P. J. Am. Chem. Soc. 1913, 35, 1086–1130.
38. Nacken, R. Chem. Zietung 1950, 74, 745.

High temperature hydrothermal synthesis of inorganic compounds 651



39. Kerr, P. F.; Armstrong, E. Bull. Geological Soc. Am. 1943, 54 (suppl. 1), 1–31.
40. Nassau, K. Gems Made by Man Gemological Institute of America, Santa Monica CA. (1980).
41. Laudise, R. A.; Barns, R. L. IEEE Trans. Ultrason. Ferroelectr. Freq. Control 1988, 35, 277–287.
42. Iwasuki, F.; Iwasuki, H. J. Cryst. Growth 2002, 237–239, 820–827.
43. Brown, C. S.; Kell, R. C.; Thomas, L. A.; Wooster, N.; Wooster, W. A. Nature 1951, 167, 940.
44. Buehler, E.; Walker, A. C. Sci. Mon. 1949, 69, 148.
45. Brown, C. S. Inst. Elec. Engineers 1961. Paper 3620.
46. Walker, A. C. Ind. Eng. Chem. 1954, 46, 1670.
47. Armington, A. F. Progress in Crystal Growth and Characterization of Materials; Vol 21; Elsevier, 1991; pp 97–111.
48. McGahey, C. S. Georgia Institute of Technology, Ph.D. (2009).
49. Trossarelli, C. J. Gemmol. Proc. 1984, 19, 240–260.
50. Anon Proceedings of the Chicago Crystal Conference 1944.
51. Swinnerton, A. C. Interrogation of German Scientists Regarding Quartz Crystals and Other Piezoelectronic Materials. FIAT Final Report 641, 1945.
52. Hale, D. R. Science 1948, 107, 393.
53. Sawyer, C. B. 13th Frequency Control Symposium US Army Signal Laboratory (1959) Vol. 462.
54. Taki, S. Prog. Crystal Growth and Charact. 1991, 23, 313–339.
55. Corwin, J. F. J. Chem. Ed. 1960, 37, 11–14.
56. Bailey, D. K. Am. J. Sci. 1969, 267-A, 1–16.
57. Bierlein, J. D.; Vanherzeele, H. J. Opt. Soc. Am. B 1989, 6, 622–633.
58. Cheng, L. K.; Bierlein, J. D. Ferroelectrics 1993, 142, 209–228.
59. Roth, M.; Tseitlin, M. J. Cryst. Growth 2010, 312, 1059–1064.
60. Zumsteg, F. C.; Bierlein, J. D.; Gier, T. E J. Appl. Phys. 1976, 47, 4980.
61. Laudise, R. A.; Cava, R. J.; Caporaso, A. J. J. Cryst. Growth 1986, 74, 275–280.
62. Laudise, R. A.; Sunder, W. A.; Belt, R. F.; Gashurov, G. J. Cryst.Growth 1990, 102, 427–433.
63. Zhang, C. L.; Hu, Z. G.; Huang, L. X.; Zhou, W. N.; Zhang, G.; Liu, Y. C.; Zou, Y. B.; Lu, F. H.; Hou, H. D.; Qin, S. J.; Zhang, H. X. J. Cryst. Growth 2008, 310, 2010–2014.
64. Zhang, C. L.; Huang, L. X.; Zhou, W. N.; Zhang, G.; Ruan, Q. F.; Lei, W.; Qin, S. J.; Lu, F. H.; Zuo, Y. B.; Shen, H. Y.; Wang, G. F. J. Cryst. Growth 2006, 292, 364–367.
65. Belt, R. F.; Gashurov, G.; Liu, Y. S. Laser Focus/Electro-Optics 1985, 10, 110–124.
66. Beck, W. J. Am Ceram. Soc. 1949, 32, 147–151.
67. Morency, D. G.; Soluch, W.; Vetelino, J. F.; Mittleman, S. D.; Harmon, D.; Surek, S.; Field, J. C.; Lehamnn, G. Appl. Phys. Lett. 1978, 33, 117–119.
68. Gualitieri, J.; Ballato, A. DTIC US Army ERACDOM DELET-TR-81-15, 1981.
69. Stanley, J. M. Ind. Eng. Chem. 1954, 46, 1684–1689.
70. Cambon, O.; Haines, J. Crystals 2017, 7, 38.
71. Kolb, E. D.; Laudise, R. A. J. Cryst. Growth 1978, 43, 313–319.
72. Hasegawa, K.; Minigishi, K.; Somiya, S. In Hydrothermal Reactions for Materials Science and Engineering; Somiya, S., Ed., Springer: Dordrecht, 1989.
73. Laudise, R. A. In Crystal Growth of Electronic Materials; Kaldis, E., Ed., Elsevier, 1985; pp 159–174.
74. Kolb, E. D.; Barns, R. L.; Laudise, R. A.; Grenier, J. C. J. Cryst. Growth 1980, 50, 404–418.
75. Barz, R. U.; Grassl, M.; Gille, P. Cryst. Res. Technol. 1999, 34, 1121–1127.
76. Jumas, J. C.; Goiffon, A.; Capelle, B.; Zarka, A.; Doukhan, J. C.; Schwartzel, J.; Detaint, J.; Philippot, E. J. Cryst. Growth 1987, 80, 133–148.
77. Barsukova, M. L.; Kuznetsov, V. A.; Lobachev, A. N.; Shaldin, Y. V. J. Cryst. Growth 1972, 13, 530–534.
78. Skorikov, V. M.; Kargin, Y. F.; Egorysheva, A. V.; Volkov, V. V.; Gospodinov, M. Inorg. Mater. 2005, 41, S24–S46.
79. Harris, M.; Larkin, J.; Cormier, J. E.; Armington, A. F. J. Cryst. Growth 1994, 137, 128–131.
80. Larkin, J.; Harris, M.; Cormier, J. E.; Armington, A. J. Cryst. Growth 1993, 128, 871–875.
81. Müller-Buschbaum, H.-G. Angew. Chem. Int. Ed. Engl. 1981, 20, 22–33.
82. Dabkowska, H. A.; Dabkowski, A. B. In Springer Handbook of Crystal Growth; Dhanaraj, G., Byrappa, K., Prasad, V., Dudley, M., Eds., Springer: Berlin, Heidelberg, 2010.

Springer Handbooks.
83. Koohpayeh, S. M.; Fort, D.; Abell, J. S. Progress Crystal Growth and Characterization of Materials; Vol 54; Elsevier, 2008; pp 121–137.
84. Koohpayah, S. M.; Wen, J.-J.; Trump, B. A.; Broholm, C. L.; McQueen, T. M. J. Cryst. Growth 2014, 402, 291–298.
85. Trump, B. A.; Koohpayeh, K. J.; Livi, K. J. T.; Wen, J.-J.; Arpino, K. E.; Ramasse, Q. M.; Brydson, R.; Feygenson, M.; Takeda, H.; Takigawa, M.; Kimura, K.; Nakatsuji, S.;

Broholm, C. L.; McQueen, T. M. Nature Comm. 2018, 9, 2619.
86. Ross, K. A.; Dabkowska, P. T.; Quilliam, J. A.; Yaraskavitch, L. R.; Kycia, J. B.; Gaulin, B. D. Phys. Rev. B 2012, 86, 174424.
87. Mann, J. M. Ph.D. Thesis, Clemson University, (2009).
88. Ehrentraut, D.; Sato, H.; Kagamitani, Y.; Sato, H.; Yoshikawa, A.; Fukuda, T. Cryst. Growth Charact. Mat. 2006, 52, 280–335.
89. Demyanets, L. N.; Lyutin, V. I. J. Cryst. Growth 2008, 310, 993–999.
90. Lin, W.; Chen, D.; Zhang, J.; Lin, Z.; Huang, J.; Li, W.; Wang, Y.; Huang, F. Cryst. Growth Design 2009, 9, 4378–4383.
91. Avrutin, V.; Cantwell, G.; Zhang, J.; Song, J. J.; Silversmith, D. J.; Morkoç, H. Proc. IEEE 2010, 98, 1339–1350.
92. Hill, V. G.; Harker R. I. (1966) Air Force Technical Report AFML-TR-66-343.
93. Laudise, R. A.; Ballman, A. A. J. Am. Chem. Soc. 1958, 80, 2655–2657.
94. Shafer, M. W.; Roy, R. J. Am. Ceram. Soc. 1959, 42, 563–570.
95. Christensen, A. N. Acta Chem. Scand. 1965, 19, 1391.
96. Adachi, G.; Imanaka, N. Chem. Rev. 1998, 98, 1479–1514.
97. Peters, V.; Bolz, A.; Petermann, K.; Huber, G. J. Cryst. Growth 2002, 237–239, 879–883.
98. Mroczkowski, S.; Eckert, J. J. Cryst. Growth 1972, 13–14, 549–551.
99. Shafer, W.; Roy, R. Z. Anorg. Allg. Chem. 1954, 276, 275–288.

100. Yang, S.; Powell, M.; Kolis, J. W.; Navrotsky, A. J. Solid State Chem. 2020, 287, 121344.
101. McMillen, C. D.; Thompson, D.; Tritt, T.; Kolis, J. W. Cryst. Growth Design 2011, 11, 4386–4391.
102. McMillen, C. D.; Sanjeewa, L. D.; Moore, C. A.; Brown, D. C.; Kolis, J. W. J. Cryst. Growth 2016, 452, 146–150.
103. McMillen, C. D.; Kolis, J. W. J. Cryst. Growth 2008, 310, 1939–1942.
104. Moore, C. A.; Brown, D. C.; Sanjeewa, L. D.; McMillen, C. D.; Kolis, J. W. JOL 2016, 174, 29–35.
105. Wenckus, J. F.; Menashi, W. P.; Castonguay, R. A. USPTO #US4049384A, 1977.
106. Alexandrov, V. I.; Osiko, V. V.; Tatarintsev, V. M.; Udovenchik, V. T. USPTO #3984524A, 1976.
107. Kuznetzov, V. A. J. Cryst. Growth 1968, 3–4, 405–410.
108. S�omiya, S.; Akiba, T. J. Eur. Ceram. Soc. 1999, 19, 81–87.
109. Izumi, F.; Fujiki, Y. Bull. Chem. Soc. Japan 1976, 49, 709–712.

652 High temperature hydrothermal synthesis of inorganic compounds



110. Mann, J. M.; Kolis, J. W. J. Cryst. Growth 2010, 312, 461–465.
111. Dharmarajan, R.; Belt, R. F.; Puttbach, R. C. J. Cryst. Growth Des. 1972, 13 (14), 535–539.
112. Uhrin, R.; Belt, R. F.; Puttbach, R. C. J. Cryst. Growth 1974, 21, 65–68.
113. Wanklyn, B. M.; Garrard, B. J. J. Cryst. Growth 1984, 66, 346–350.
114. Mann, J. M.; Thompson, D.; Serivalsatit, K.; Tritt, T. M.; Ballato, J.; Kolis, J. W. Cryst. Growth Design 2010, 10, 2146–2151.
115. Castilow, J.; Zens, T. W.; Mann, J. M.; Kolis, J. W.; McMillen, C. D.; Petrosky, J. MRS Online Proc. 2013, 1576, 1–6.
116. Turner, D. B.; Kelly, T. D.; Peterson, G. R.; Reding, J. D.; Hengehold, R. L.; Mann, J. M.; Kolis, J. W.; Zhang, X.; Dowben, P. A.; Petrosky, J. C. Phys. Status Solidi B 2016,

253, 1970–1976.
117. Mann, J. M.; Hunter, E. M.; Kolis, J. W. USPTO # 9,903,041, 2018.
118. Mann, J. M.; McMillen, C. D.; Kolis, J. W. Cryst. Growth Design 2015, 15, 2643–2651.
119. Powell, M. P.; Powell, B.; Kolis, J.W. Unpublished Results (n.d.).
120. Galazka, Z.; Irmscher, K.; Pietsch, M.; Schulz, T.; Uecker, R.; Klimm, D.; Fornari, R. CrstEngComm 2013, 15, 2220–2226.
121. Fujiki, Y.; Suzuki, Y. J. Jap. Assoc. Min., Petrol. Econ. Geol. 1973, 68, 277–283.
122. Harvill, M. L., Ph.D. Thesis, The Pennsylvania State University (1966).
123. Hill, V. G.; Chang, L. L. Am. Mineral. 1968, 53, 1744–1748.
124. Marshall, D. J.; Laudise, R. A. Int. Conf. Cryst. Growth 1966, 557–561.
125. Mann, J. M.; Jackson, S.; Kolis, J. W. J. Solid State Chem. 2010, 183, 2675–2680.
126. Kuznetsov, V. A. In Crystallization Under Hydrothermal Conditions; Lobachev, A. N., Ed., Consultants Bureau: New York, 1973; pp 81–93.
127. Mann, J. M.; McMillen, C. D.; Kolis, J. W. Manuscript in preparation (n.d.).
128. Ismail-Beigi, S.; Walker, F. J.; Cheong, S.-W.; Rabe, K. M.; Ahn, C. H. APL Mater. 2015, 3, 062510.
129. Kim, H. J.; Kim, U.; Kim, T. H.; Kim, J.; Kim, H. M.; Jeon, B. G.; Lee, W. J.; Mun, H. S.; Hong, K. T.; Yu, J.; Char, K.; Kim, K. H. Phys Rev. B. 2012, 86, 165205.
130. Terry, R. J.; Combs, N.; McMillen, C. D.; Stemmer, S.; Kolis, J. W. J. Cryst. Growth 2020, 536, 125529.
131. Powell, M.; McMillen, C.D.; Kolis, J. W. Manuscript in preparation (n.d.).
132. Subramanian, M. A.; Aravamudan, G.; Subba Rao, G. V. Prog. Solid St. Chem. 1983, 15, 55–143.
133. Gardner, J. S.; Gingras, M. J. P.; Greedan, J. E. Rev. Mod. Phys. 2010, 82, 54–102.
134. Ross, K. A.; Savary, L.; Gaulin, B. D.; Balents, L. Phys. Rev. X. 2011, 1, 021002.
135. Zhou, H. G.; Cheng, J. G.; Hallas, A. M.; Wiebe, C. R.; Li, G.; Balicas, L.; Zhou, J. S.; Goodenough, J. B.; Gardner, J. S.; Choi, E. S. Phys. Rev. Lett. 2012, 108, 207206.
136. Wiebe, C. R.; Hallas, A. M. APL Mater. 2015, 3, 041519.
137. Wen, J. J.; Koohpayeh, S. M.; Ross, K. A.; Trump, B. A.; McQueen, T. M.; Kimura, K.; Nakatsuji, K. S.; Qiu, Y.; Pajerowski, D. M.; Copley, J. R. D.; Broholm, C. L. Phys. Rev.

Lett. 2017, 118, 107206.
138. Powell, M.; Sanjeewa, L. D.; McMillen, C. D.; Ross, K. A.; Sarkis, C.; Kolis, J. W. Cryst. Growth Design 2019, 19, 4920–4926.
139. Sarkis, C. L.; Rau, J. G.; Sanjeewa, L. D.; Powell, M.; Kolis, J. W.; Marbey, J.; Hill, S.; Rodriguez-Rivera, J. A.; Nair, H. A.; Gingras, M. J. P.; Ross, K. A. Phys Rev. B. 2020,

102, 134418.
140. Yahne, D. R.; Pereira, D.; Jaubert, L. D. C.; Sanjeewa, L. D.; Powell, M.; Kolis, J. W.; Xu, G.; Gingras, M. J. P.; Ross, K. A. Phys. Rev. Lett. 2021. In Revision.
141. Pajerowski, D. M.; Taddei, K. M.; Sanjeewa, L. D.; Savici, A. T.; Stone, M. B.; Kolis, J. W. Phys. Rev. B 2020, 101, 014420.
142. Taddei, K. M.; Sanjeewa, L. D.; Kolis, J. W.; Sefat, A. S.; de la Cruz, C.; Pajerowski, D. M. Phys. Rev. Mater. 2019, 3, 014405.
143. Dun, Z. L.; Lee, M.; Choi, E. S.; Hallas, A. M.; Wiebe, C. R.; Gardner, J. S.; Arrighi, E.; Freitas, R. S.; Arevalo-Lopez, A. M.; Attfield, J. P.; Zhou, H. D.; Cheng, J. G. Phys. Rev.

B 2014, 89, 064401.
144. Sanjeewa, L. D.; Ross, K. A.; Sarkis, C. L.; Nair, H. S.; McMillen, C. D.; Kolis, J. W. Inorg. Chem. 2018, 57, 12456–12460.
145. Puttbach, R. C.; Monchamp, R. R.; Nielsen, J. W. In Crystal Growth; Peiser, H. S., Ed., Pergamon: Oxford, 1967; pp 569–573.
146. Kolb, E. D.; Laudise, R. A. J. Cryst. Growth 1975, 29, 29–39.
147. McMillen, C. D.; Mann, J. M.; Fan, J.; Zhu, L.; Kolis, J. W. J. Cryst. Growth 2012, 356, 58–64.
148. Brown, D. C.; McMillen, C. D.; Moore, C. A.; Kolis, J. W.; Envid, V. JOL 2014, 148, 26–32.
149. Moore, C. A.; McMillen, C. D.; Kolis, J. W. Cryst. Growth Design 2013, 13, 2298–2306.
150. Kim, W.; Bayya, S.; Shaw, B.; Myers, J.; Qadri, S. N.; Thapa, R.; Gibson, D.; McLain, C.; Kolis, J. W.; Stadleman, B. J. Sanghera J. Optical Mater. 2019, 9, 2716–2728.
151. McMillen, C. D.; Moore, C. A.; Kolis, J. W. Advances in Optical Materials In: OSA Technical Digest, 2012. IW5D.2.
152. Kolis, J. W.; McMillen, C. D. USPTO #9,469,915 B2, 2016.
153. Kolis, J. W.; McMillen, C. D.; Mann, J. M. USPTO #9,506,166, 2016.
154. Kolis, J. W.; McMillen, C. D. USPTO #10,156,025 B2, 2018.
155. Demianets, L. N. In Crystals for Magnetic Applications; Rooijmans, C. J. M., Ed.; Crystals (Growth, Properties, and Applications)vol. 1; Springer: Berlin, Heidelberg, 1978.
156. Kolb, E. D.; Caporaso, A. J.; Laudise, R. A. J. Cryst. Growth 1973, 19, 242–246.
157. Rogers, D. B.; Gilson, J. L.; Gier, T. E. Solid St. Comm. 1967, 5, 263–265.
158. Okamoto, S.; Sekizawa, H.; Okamoto, S. I. J. Phys. Chem. Solid 1973, 36, 591.
159. Kolb, E. D.; Laudise, R. A. J. Appl. Phys. 1971, 42, 1552.
160. Kolb, E. D.; Wood, D. L.; Laudise, R. A. J. Appl. Phys. 1968, 39, 1362.
161. Zhang, C.; Shang, M.; Liu, M.; Zhang, T.; Ge, L.; Yuan, H.; Feng, S. J. Alloys Compd. 2016, 665, 152–157.
162. Yoshimura, S.; Yamasawa, K.; Somiya, S. Proceeding of the International Meeting on Chemical Sensors (Kodansha Japan) 1983, 198–202.
163. Gunter, W. D.; Myer, J.; Girsberger, S. In in Hydrothermal Experimental Technique; Ulmer, G. C., Barnes, H. L., Eds., Wiley and Sons: New York, 1987; pp 100–120.
164. Chamberland, B. L.; Sleight, A. W.; Weiher, J. F. J. Solid State Chem. 1970, 1, 506–511.
165. Cussen, E. J.; Battle, P. D. Chem. Mater. 2000, 12, 831–838.
166. Potoff, A. D.; Chamberland, B. L.; Katz, L. J. Solid State Chem. 1973, 8, 234–237.
167. Rondinelli, J. M.; Eidelson, A. S.; Spaldin Phys Rev. B 2009, 79, 2053119.
168. Khalifah, P.; Nelson, K. D.; Jin, R.; Mao, Z. Q.; Liu, Y.; Huang, Q.; Gao, X. P. A.; Ramirez, A. P.; Cava, R. J. Nature 2001, 411, 669–671.
169. Sleight, A. W.; Ramirez, A. W. Solid State Commun. 2018, 275, 12–15.
170. Longo, J. M.; Sleight, A. W. Inorg. Chem. 1968, 7, 108–111.
171. Sleight, A. W. Mater. Res. Bull. 1974, 9, 1177–1184.
172. Suzuki, H.; Ozawa, H.; Sato, H. J. Physical Soc. Japan 2007, 76, 044805.
173. Sasaki, A.; Wakeshima, M.; Hinatsu, Y. J. Phys. Condens. Matter 2006, 18, 9031.
174. Torardi, C.; Sleight, A. W. J. Less-Common Met. 1986, 116, 293–299.
175. Kolambage, M. T. K.; McGuire, K. A.; Sanjeewa, L. D.; Wen, E.; McMillen, C. D.; Kolis, J. W. J. Solid State Chem. 2019, 275, 149–158.
176. Kolambage, M. T. K.; McMillen, C. D.; Kolis, J. W. J. Solid State Chem. 2021. Submitted.
177. Sanjeewa, L. D.; Liu, Y.; Xing, J.; Fishman, R. S.; Kolambage, M. T. K.; McGuire, M.; McMillen, C. D.; Kolis, J. W.; Sefat, A. S. Phys. Status Solidi B 2021, 258, 2000197.
178. Kolambage, M. T. K.; McMillen, C. D.; Kolis, J. W. J. Alloys Compd. 2021. Submitted.

High temperature hydrothermal synthesis of inorganic compounds 653



179. Sanjeewa, L. D.; Fulle, K.; McMillen, C. D.; Kolis, J. W. Dalton Trans. 2019, 48, 7704–7713.
180. Fulle, K.; Sanjeewa, L. D.; McMillen, C. D.; Kolis, J. W. Dalton Trans. 2018, 47, 6754–6762.
181. Fulle, K.; McMillen, C. D.; Sanjeewa, L. D.; Kolis, J. W. Cryst. Growth Des. 2016, 16, 4910–4917.
182. McMillen, C. D.; Kolis, J. W. Dalton Trans. 2016, 45, 2772–2784.
183. Day, M. C.; Hawthorne, F. C. Mineral. Mag. 2020, 84, 165–244.
184. Barrer, R. M. Zoelites 1981, 1, 129–140.
185. Barrer, R. M. Hydrothermal Chemistry of Zeolites, Academic Press, 1982.
186. Flanigen, E. N.; Patton, R. L.; Wilson, S. T. Stud. Surf. Sci. Cat. 1988, 37, 13.
187. Cundy, C. S.; Cox, P. A. Micropor. Mesopor. Mat. 2005, 28, 1–78.
188. Weller, M. T. Dalton Trans. 2000, 4227–4240.
189. Demianets, L. N. Progress Crystal Growth and Characterization of Materials; Vol 21; Elsevier, 1991; pp 299–344.
190. Haile, S. M.; Wuensch, B. J.; Laudise, R. A. J. Cryst. Growth 1993, 131, 352–372.
191. Haile, S. M.; Wuensch, B. J.; Laudise, R. A. J. Cryst. Growth 1993, 131, 373–386.
192. Haile, S. M.; Wuensch, B. J. Am. Mineral. 1993, 82, 1141–1149.
193. Haile, S. M.; Wuensch, B. J.; Siegrist, T.; Laudise, R. A. Solid State Ion. 1992, 53, 1292–1301.
194. Haile, S. M.; Wuensch, B. J. Acta Crystallogr. B 2000, 2000 (56), 773–779.
195. Zhao, X.; Li, J.; Chen, P.; Li, Y.; Chu, Q.; Liu, X.; Yu, J.; Xu, R. Inorg. Chem. 2010, 49, 9833–9838.
196. Aksenov, S. M.; Mackley, S. A.; Deyneko, D. V.; Taroev, V. K.; Tauson, V. L.; Rastsvetaeva, R. K.; Burns, P. C. Micropor. Mesopor. Mat. 2019, 284, 25–35.
197. Fulle, K.; Sanjeewa, L. D.; McMillen, C. D.; Kolis, J. W. Acta Crystallogr. B 2017, B73, 907–915.
198. Sanjeewa, L. D.; Fulle, K.; McMillen, C. D.; Wang, F.; Liu, Y.; He, J.; Anker, J. N.; Kolis, J. W. Solid State Sci. 2015, 48, 256–262.
199. Huang, M. Y.; Chen, Y. H.; Chang, B. C.; Lii, K. H. Chem. Mater. 2005, 17, 5743–5747.
200. McMillen, C. D.; Emirdag-Eanes, M.; Stritzinger, J. T.; Kolis, J. W. J. Solid State Chem. 2012, 195, 155–160.
201. Terry, R.; Vinton, R. D.; McMillen, C. D.; Kolis, J. W. Angew. Chem. Int. Ed. Engl. 2018, 75, 2077–2080.
202. Johnson-McDaniel, D.; Comer, S.; Kolis, J. W.; Salguero, T. T. Chem. A Eur. J. 2015, 21, 17560–17564.
203. Smart, M.; McMillen, C. D.; Ivey, K.; Kolis, J. W. Inorg. Chem. 2020, 59, 16804–16808.
204. Kao, H. M.; Lii, K. H. Inorg. Chem. 2002, 41, 5644.
205. Li, C. Y.; Hsieh, C. Y.; Lin, H. M.; Kao, H. M.; Lii, K. H. Inorg. Chem. 2002, 41, 4208.
206. Heyward, C. C.; McMillen, C. D.; Kolis, J. W. Inorg. Chem. 2015, 54, 905–913.
207. Heyward, C. C.; Kimani, M. M.; Moore, C. A.; McMillen, C. D.; Kolis, J. W. J. Alloys Compd. 2016, 656, 206–212.
208. Chen, C.-S.; Lee, S.-F.; Lii, K.-H. J. Am. Chem. Soc. 2005, 127, 12208–12209.
209. Lee, C.-S.; Wang, S.-L.; Lii, K. W. J. Am. Chem. Soc. 2009, 131, 15116–15117.
210. Lee, C. S.; Lin, C. H.; Wang, S. L.; Lii, K. W. Angew. Chem. Int. Ed. Engl. 2010, 49, 4254–4256.
211. Chen, C.-L.; Nguyen, Q. B.; Chan, C.-S.; Lii, K.-W. Inorg. Chem. 2012, 51, 7463–7465.
212. Fisher, D. J. Am. Mineral. 1958, 43, 181–207.
213. Moore, P. B.; Shen, J. Nature 1983, 306, 356–358.
214. Moore, P. B. Am. Mineral. 1989, 74, 918–926.
215. Moore, P. B. Aust. J. Chem. 1992, 45, 1335–1354.
216. Moore, P. B. Science 1969, 164, 1063–1064.
217. Soghomonian, V.; Chen, Q.; Haushalter, R. C.; Zubieta, J.; O’Connor, C. J. Science 1993, 259, 1596.
218. Haushalter, R. C.; Mundi, L. Chem. Mater. 1992, 4, 31–48.
219. Moring, J.; Kostiner, E. J. Solid State Chem. 1986, 61, 379–383.
220. Shoemaker, G. L.; Anderson, J. B.; Kostiner, E. Acta Crystallogr. B 1977, B33, 2969–2972.
221. Byrappa, K.; Litvin, B. N. J. Mat. Sci. 1983, 18, 703–708.
222. Byrappa, K. Prog. Cryst. Growth Charact. Mater. 1986, 13, 163–196.
223. Boudin, S.; Lii, K. H. Inorg. Chem. 1998, 37, 799–803.
224. Korzenski, M. B.; Kolis, J. W.; Long, G. J. J. Solid State Chem. 1999, 147, 390–398.
225. Mann, M.; Kolis, J. W. J. Chem. Crystallogr. 2010, 40, 337–342.
226. Nguyen, Q. B.; Lii, K. H. Inorg. Chem. 2011, 50, 9936–9938.
227. Nguyen, Q. B.; Chen, C. L.; Chiang, Y. W.; Lii, K. H. Inorg. Chem. 2012, 51, 3879–3882.
228. Emirdag-Eanes, M.; Kolis, J. W. Mater. Res. Bull. 2004, 39, 557–1567.
229. Emirdag-Eanes, M.; Kolis, J. W. J. Alloys Compd 2004, 370, 90–93.
230. Kuzmina, I. P.; Melnikov, O. K.; Litvin, B. N. In Hydrothermal Synthesis of Crystals; Lobachev, A. N., Ed., Consultants Bureau: New York, 1971.
231. Kuzmina, I. P.; Litvin, B. N. In Kuraszkovskaya in Crystallization Processes Under Hydrothermal Conditions; Lobachev, A. N., Ed., Consultants Bureau: New York, 1973.
232. Lin, C. H.; Lii, K. H. Angew. Chem. Int. Ed. Engl. 2008, 47, 8711–8713.
233. Lin, C. H.; Chiang, R. K.; Lii, K. H. J. Am. Chem. Soc. 2009, 131, 2068–2069.
234. Sanjeewa, L. D.; McGuire, M. A.; McMillen, C. D.; Kolis, J. W. Chem. Mater. 2017, 29, 1404–1411.
235. Smart, M. M.; Smith Pellizzeri, T. M.; Morrison, G.; McMillen, C. D.; Zur Loye, H.-C.; Kolis, J. W. Chem. Mater. 2021, 33, 2258–2266.
236. Fulle, K.; Sanjeewa, L. D.; McMillen, C. D.; De Silva, C. R.; Ruehl, K.; Wen, Y.; Chumanov, G.; Kolis, J. W. J. Alloys Compd 2019, 786, 489–497.
237. Emirdag-Eanes, M.; Krawiec, M.; Kolis, J. W. J. Chem. Cryst 2001, 31, 281–285.
238. Emirdag-Eanes, M.; Pennington, W. T.; Kolis, J. W. J. Alloys Compd 2004, 366, 76–80.
239. Liu, W.; Yang, M.; Ji, Y.; Liu, F.; Wang, Y.; Wang, X.; Zhao, X.; Liu, X. RSC Adv. 2014, 2014 (4), 26951–26955.
240. Golavastikov, N. I.; Belov, N. V. Sov. Phys. Cryst. 1982, 27, 650.
241. Fulle, K.; Sanjeewa, L. D.; McMillen, C. D.; Wen, Y.; Chumanov, G.; Kolis, J. W. Inorg. Chem. 2017, 56, 6044–6047.
242. Demianets, L. N.; Lobachev, A. N.; Emelchencko, G. A. Progr. Cryst. Growth Charact. Mater. 1990, 21, 295–355.
243. Hase, M.; Terasaki, I.; Uchinokura, K. Phys. Rev. Lett. 1993, 70, 3651–3654.
244. Koo, H.-J.; Whangbo, M.-H.; Lee, K.-S. Inorg. Chem. 2003, 42, 5932–5937.
245. Whangbo, M.-H.; Koo, H.-J.; Dai, D. J. Solid State Chem. 2003, 176, 417–481.
246. Demianets, L. M. In Hydrothermal Synthesis of Crystals; Lobachev, A. N., Ed., Consultants Bureau: New York, 1971; pp 65–79.
247. Byrappa, K.; Jain, A. J. Mater. Res. 1996, 11, 2869–2875.
248. Schindler, M.; Hawthorne, F. C.; Baur, W. H. Can. Mineral. 2000, 38, 1443–1456.
249. Schindler, M.; Hawthorne, F. C.; Baur, W. H. Chem. Mater. 2000, 12, 1248–1259.
250. Whittingham, M. S.; Song, Y.; Luttta, S. L.; Zavalij, P. Y.; Chernova, N. J. Mater. Chem. 2005, 15, 3362–3379.
251. Chirayil, T.; Zavalij, P. Y.; Whittingham, M. S. Chem. Mater. 1998, 10, 2629–2640.

654 High temperature hydrothermal synthesis of inorganic compounds



252. Zavalij, P. Y.; Whittingham, M. S. Acta Crystallogr. B 1999, B55, 627–663.
253. Forbes, A. R.; McMillen, C. D.; Giesber, H. G.; Kolis, J. W. J. Cryst. Growth 2008, 310, 4472–4476.
254. Byrappa, K.; Chandrashekar, C. K.; Basavalingu, B.; LokanathaRai, K. M.; Ananda, S.; Yoshimura, M. J. Cryst. Growth 2007, 306, 94–101.
255. Yang, M.; Zhao, X.; Ji, Y.; Liu, F.; Liu, W.; Sun, J.; Liu, X. New J. Chem. 2014, 38, 4249–4257.
256. Kimani, M. M.; Thompson, L.; Snider, W.; McMillen, C. D.; Kolis, J. W. Inorg. Chem. 2012, 51, 13271–13280.
257. Kimani, M. M.; Kolis, J. W. JOL 2014, 145, 492–497.
258. Yahne, D. R.; Sanjeewa, L. D.; Sefat, A. S.; Stadleman, B.; Kolis, J. W.; Calder, S.; Ross, K. A. Phys Rev B 2020, 102, 104423.
259. Sanjeewa, L. D.; McGuire, M. A.; Garlea, V. O.; Hu, L.; Chumanov, G.; McMillen, C. D.; Kolis, J. W. Inorg. Chem. 2015, 54, 7014–7020.
260. Sanjeewa, L. D.; Garlea, O. V.; McGuire, M.; Frontzek, M.; McMillen, C. D.; Fulle, K.; Kolis, J. W. Inorg. Chem. 2017, 56, 14842–14849.
261. Sanjeewa, L. D.; McGuire, M. A.; McMillen, C. D.; Willett, D.; Chumanov, G.; Kolis, J. W. Inorg. Chem. 2016, 55, 9240–9249.
262. Sanjeewa, L. D.; Garlea, O. V.; McGuire, M. A.; McMillen, C. D.; Cao, H. B.; Kolis, J. W. Phys. Rev. B 2016, 93, 224407.
263. Sanjeewa, L. D.; McMillen, C. D.; Kolis, J. W. J. Solid State Chem. 2016, 236, 61–68.
264. Smith Pellizzeri, T. M.; McMillen, C. D.; Pellizzeri, S.; Wen, Y.; Getman, R. B.; Chumanov, G.; Kolis, J. W. J. Solid State Chem. 2017, 255, 225–233.
265. Smith Pellizzeri, T. M.; McMillen, C. D.; Kolis, J. W. Inorg. Chem. 2017, 56, 4206–4216.
266. Sanjeewa, L. D.; McMillen, C. D.; McGuire, M. A.; Kolis, J. W. Inorg. Chem. 2016, 55, 12512–12515.
267. Sanjeewa, L. D.; McGuire, M. A.; Smith Pellizzeri, T. M.; McMillen, C. D.; Garlea, V. O.; Willett, D.; Chumanov, G.; Kolis, J. W. J. Solid State Chem. 2016, 241, 30–37.
268. Sanjeewa, L. D.; McGuire, M. A.; McMillen, C. D.; Garlea, V. O.; Kolis, J. W. Chem. Mater. 2017, 29, 1404–1412.
269. Rapposch, M. H.; Anderson, J. B.; Kostiner, E. Inorg. Chem. 1980, 19, 3531–3539.
270. Svistov, L. E.; Smirnov, A. I.; Prozorova, L. A.; Petrenko, O. A.; Demianets, L. N.; Shapiro, A. Y. Phys. Rev. B 2003, 67, 094434.
271. Nocera, D. G.; Bartlett, B. M.; Grohol, D.; Papoutsakis, D.; Shores, M. P. Chem. A Eur. J. 2004, 10, 3850–3859.
272. Long, G. J.; Longworth, G.; Battle, P.; Cheetham, A. K.; Thundathil, R. V.; Berveridge, D. Inorg. Chem. 1979, 18, 624–632.
273. Pellizzeri, T. M.; McMillen, C. D.; Kolis, J. W. Chem. A Eur. J. 2020, 26, 597–600.
274. Liu, Y.; Sanjeewa, L. D.; Garlea, V. O.; Smith Pellizzeri, T. M.; Kolis, J. W.; Sefat, A. S. Phys Rev. B 2020, 101, 064423.
275. Ikornikova, N. Y. In Hydrothemal Synthesis of Crystals; Lobachev, A. N., Ed., Consultants Bureau: New York, 1971; pp 80–98.
276. Ruszala, F.; Kostiner, E. J. Cryst. Growth 1974, 26, 155–156.
277. Yakubovich, O. V.; Yakovleva, E. V.; Golovanov, A. N.; Volkov, A. S.; Volkova, O. S.; Zvereva, E. A.; Dimitrova, O. V.; Vasiliev, A. N. Inorg. Chem. 2013, 52, 538–1543.
278. Garlea, V. O.; Sanjeewa, L. D.; McGuire, M. A.; Batista, C. D.; Samarakoon, A. M.; Graf, D.; Winn, B.; Ye, F.; Hoffmann, C.; Kolis, J. W. Phys. Rev. X 2019, 9, 011038.
279. Smith Pellizzeri, T. M.; Sanjeewa, L. D.; Pellizzeri, S.; McMillen, C. D.; Garlea, V. O.; Ye, F.; Sefat, A. S.; Kolis, J. W. Dalton Trans. 2020, 49, 4323–4335.
280. Belov, N. V.; Ivaschenko, A. I.; Bondareva, O. S.; Lobachev, A. N.; Yu, A.; Malinovskii, Y. A.; Melnikov, O. K.; Simonov, K. A. In Hydrothermal Synthesis and Growth of Single

Crystals; Lobachev, A. N., Ed.; 158; Nauka: Moscow, 1982.
281. Byrappa, K.; Shekar, K. V. K.; Rodriguez-Clemente, R. J. Mater. Res. 1993, 8, 2319–2326.
282. Byrappa, K.; Shekar, K. V. K.; Rodriguez-Clemente, R. Mater. Res. Bull. 1993, 28, 709–718.
283. Byrappa, K.; Shekar, K. V. K. J. Mater. Res. 1993, 8, 864–870.
284. Byrappa, K.; Shekar, K. V. H. J. Mater. Chem. 1992, 2, 13–18.
285. Chen, C.; Lin, Z.; Wang, Z. S. Appl. Phys. B 2005, 80, 1–25.
286. Chen, C.; Sasaki, T.; Li, R.; Wu, Y.; Lin, Z.; Mori, Y.; Hu, Z.; Wang, J.; Aka, G.; Yoshimura, M.; Kaneda, Y. Nonlinear Optical Borate Crystals: Principals and Applications, John

Wiley & Sons, 2012.
287. Tran, T. T.; Hongwei, Y.; Rondinelli, J. M.; Poeppelmeier, K. R.; Halasyamani, P. S. Chem. Mater. 2016, 28, 5238–5258.
288. Leonyuk, N. I.; Leonyuk, L. I. Progr. Cryst. Growth Charact. 1995, 31, 179.
289. Jen, I. H.; Lee, Y. C.; Tsai, C. E.; Lii, K. H. Inorg. Chem. 2019, 58, 4085–4088.
290. Liao, C. J.; Wen, Y. S.; Lii, K. H. Inorg. Chem. 2018, 57, 11492–11497.
291. Kuo, Y. C.; Liu, H. K.; Wang, S. L.; Lii, K. H. Dalton Trans. 2020, 49, 6220–6226.
292. Heyward, C. C.; McMillen, C. D.; Kolis, J. W. Inorg. Chem. 2012, 51, 3956–3962.
293. McMillen, C. D.; Stritzinger, J.; Kolis, J. W. Inorg. Chem. 2012, 51, 3953–3955.
294. McMillen, C. D.; Kolis, J. W. Inorg. Chem. 2011, 50, 6809–6813.
295. McMillen, C. D.; Heyward, C. C.; Giesber, H. G.; Kolis, J. W. J. Solid State Chem. 2011, 184, 2966–2971.
296. McMillen, C. D.; Giesber, H. G.; Kolis, J. W. J. Cryst. Growth 2008, 310, 299–305.
297. Giesber, H. G.; Ballato, J.; Pennington, W. T.; Kolis, J. W.; Dejneka, M. Glass Technol. 2003, 44, 1.
298. Giesber, H. G.; Ballato, J.; Pennington, W. T.; Kolis, J. W. Inform. Sci. 2003, 149, 61.
299. Kolis, J. W.; Franco, T.; McMillen, C. D. Mater. Res. Soc. Proc. 2005, 848, 1–6.
300. McMillen, C. D.; Kolis, J. W. J. Cryst. Growth 2008, 310, 2033–2038.
301. McMillen, C. D.; Vanderveer, D.; Kolis, J. W. Acta Crystallogr. B 2009, B65, 445–449.
302. McMillen, C. D.; Kolis, J. W. Proc. OSA Front. Opt. 2009, 93, AWC1.
303. McMillen, C. D.; Kolis, J. W.; Ballato, J. M.; Kaminski, A.; Liu C. OSA Proceedings: Renewable Energy Optics and Photonics Congress (2010) NThC6.
304. Ye, N.; Tang, D. J. Cryst. Growth 2006, 293, 233–235.
305. Liu, L.; Zhou, H.; He, X.; Zhang, X.; Wang, X.; Lu, F.; Zhang, C.; Zhou, W.; Chen, C. J. Cryst. Growth 2012, 348, 60–64.
306. Sang, Y.; Yu, D.; Avdeev, M.; Piltz, R.; Sharma, N.; Ye, N.; Liu, H.; Wang, J. CrstEngComm 2012, 14, 6079–6084.
307. Rabenau, A.; Rau, H. Philips Tech. Rev. 1969, 30, 89–96.
308. Yoshimura, M.; Kim, K. J.; Somiya, S. J. Mater. Sci. Lett. 1984, 3, 1097–1098.
309. Somiya, S.; Hirano, S.-I.; Yoshimura, M.; Yanagisawa, K. J. Mater. Sci. 1981, 16, 813–816.
310. Yanagisawa, K.; Yoshimura, M.; Somiya, S. J. Mater. Sci. 1982, 17, 177–182.
311. Leblanc, M.; Ferey, G.; de Pape, R. Mater. Res. Bull. 1984, 19, 1581–1590.
312. Ferey, G.; Leblanc, M.; de Pape, R.; Passaret, M.; Bothorel-Razazi, M. P. J. Cryst. Growth 1975, 29, 209–211.
313. Renaudin, J.; Samouel, M.; Leblanc, M.; de Kozak, A.; Ferey, G. J. Solid State Chem. 1985, 59, 103–110.
314. Loiko, P. A.; Khaidukov, N. M.; Mendez-Ramos, J.; Vilejshikova, E. V.; Skoptsov, N. A.; Yumashev, K. V. JOL 2016, 175, 260–266.
315. Pytalev, D. S.; Jaffres, A.; Aschehoug, P.; Ryabochkina, P. A.; Malov, A. V.; Khaidukov, N. M.; Popova, M. N. JOL 2014, 153, 125–129.
316. Malkin, B. Z.; Pytalev, D. S.; Popova, M. N.; Baibekov, E. I.; Falin, M. L.; Gerasimov, K. I.; Khaidukov, N. M. Phys. Rev. B 2012, 86, 134110.
317. Tanner, P. A.; Duan, C.-K.; Makhov, V. N.; Kirm, M.; Khaidukov, N. M. Opt. Mater. 2009, 31, 1729–1734.
318. Tanner, P. A.; Yulong, L.; Edelstein, N. M.; Murdoch, K. M.; Khaidukov, N. M. J. Phys. Condens. Matter 1997, 9, 7817–7836.
319. Kaminskii, A. A.; Khaidukov, N. M. Phys. Stat. Sol. 1992, 129, K65.
320. Goryunov, A. V.; Popov, A. I.; Khajdukov, N. M.; Fedorov, P. P. Mater. Res. Bull. 1992, 27, 213–220.
321. Le Fur, Y.; Khaidukov, N. M.; Aleonard, S. Acta Crystallogr. 1992, C48, 2062–2064.
322. Comer, S.; McMillen, C. D.; Kolis, J. W. Solid State Sci. 2013, 17, 90–96.

High temperature hydrothermal synthesis of inorganic compounds 655



323. Bridenbaugh, P. M.; Eckert, J. O.; Nykolak, G.; Thomas, G.; Wilson, W.; Demianets, L. M.; Riman, R.; Laudise, R. A. J. Cryst. Growth 1994, 144, 243–252.
324. McMillen, C. D.; Comer, S.; Fulle, K.; Sanjeewa, L. D.; Kolis, J. W. Acta Crystallogr. Sect. B Struct. Sci. Cryst. Engin. Mater. 2015, 71, 768–776.
325. Faria, L. O.; Lo, D.; Kui, H. W.; Khaidukov, N. M.; Nogueira, M. S. Radiat. Prot. Dosimetry 2004, 112, 435–438.
326. Kaminskii, A. A.; Mironov, V. S.; Bagaev, S. N.; Khaidukov, N. M.; Joubert, M. F.; Jacquier, B.; Boulon, G. Phys. Stat. Solidi 1994, 145, 177–195.
327. Makhov, V. N.; Khaidukov, N. M.; Kirm, M.; Zimmerer, G.; Lam, S. K.; Lo, D.; Suetin, N. V. Surf. Rev. Lett. 2002, 9, 271–276.
328. Li, Y.; Yin, M.; Guo, H.; Makhov, V. N.; Khaidukov, N. M.; Krupa, J. C. J. Phys. Condens. Matter 2003, 15, 7117–7125.
329. de Barros, C. L. M.; Barthem, R. B.; Khaidukov, N. M. JOL 1999, 82, 307–314.
330. Underwood, C. C.; McMillen, C. D.; Chen, H.; Anker, J. N.; Kolis, J. W. Inorg. Chem. 2013, 52, 237–244.
331. Underwood, C. C.; Mann, M.; McMillen, C. D.; Musgraves, J. D.; Kolis, J. W. Solid State Sci. 2012, 14, 574–579.
332. Underwood, C. C.; Mann, M.; McMillen, C. D.; Kolis, J. W. Inorg. Chem. 2011, 50, 11825–11831.
333. Underwood, C. C.; McMillen, C. D.; Kolis, J. W. J. Chem. Crystallogr. 2012, 42, 606–610.
334. Underwood, C. C.; McMillen, C. D.; Kolis, J. W. J. Chem. Crystallogr. 2014, 44, 493–500.
335. Grzechnik, A.; Underwood, C. C.; Kolis, J. W.; Friese, K. J. Fluorine Chem. 2013, 150, 8–13.
336. Stritzinger, J.; McMillen, C. D.; Kolis, J. W. J. Chem. Crystallogr. 2012, 42, 366–371.
337. Felder, J.; Yeon, J.; Smith, M.; Zur Loye, H. C. Inorg. Chem. Front. 2017, 4, 368–377.
338. Klepov, V. V.; Felder, J. B.; Zur Loye, H.-C. Inorg. Chem. 2018, 57, 4497–5606.
339. Yeon, J.; Smith, M. D.; Tapp, J.; Moeller, A.; Zur Loye, H.-C. Inorg. Chem. 2014, 53, 6289–6298.
340. Klepov, V. V.; Morrison, G.; Zur Loye, H.-C. Cryst. Growth Des. 2019, 19, 1347–1355.
341. Chemey, A. T.; Sperling, J. M.; Windorff, C. J.; Hobart, D. E.; Albrecht-Schmitt, T. E. Cryst. Growth Des. 2020, 20, 2998–3006.
342. Pace, K. A.; Klepov, V. V.; Deason, T. K.; Smith, M. D.; Ayer, G. B.; Diprete, D. P.; Amoroso, J. W.; Zur Loye, H.-C. Chem. A Eur. J. 2020, 26, 12941–12944.
343. Chemey, A. T.; Celis-Barros, C.; Sperling, J. M.; Paez-Hernandez, D.; Albrecht-Schmitt, T. E. Inorg. Chem. 2019, 58, 14790–14799.
344. Windorff, C. J.; Chemey, A. T.; Sperling, J. M.; Klamm, B. E.; Albrecht-Schmitt, T. E. Inorg. Chem. 2020, 59, 4176–4180.
345. Kanatzidis, M. G. Encyclopedia of Inorganic Chemistry, John Wiley and Sons, 2006.
346. Kanatzidis, M. G. Inorg. Chem. 2017, 56, 3158–3173.
347. Brant, J. A.; Brunetta, C. D.; Aitken, J. A. Comprehensive Inorganic Chemistry II, Elsevier, 2013. ch. 10.
348. Xiong, W.-W.; Zhang, G.; Zhang, Q. Inorg. Chem. Front. 2014, 1, 292–301.
349. Sheldrick, W. S.; Wachold, M. Coord. Chem. Rev. 1998, 176, 211–322.
350. Dorhout, P. K.; Ford, N. B.; Raymond, C. C. Coord. Chem. Rev. 2017, 352, 537–550.
351. Sheldrick, W. S. Z. Anorg. Allg. Chem. 2012, 638, 2401–2424.
352. Zhou, J.; Dai, J.; Bian, G.-Q.; Li, C.-Y. Coord. Chem. Rev. 2009, 253, 1221–1247.
353. Kanatzidis, M. G.; Das, B. K. Comm. Inorg. Chem. 1999, 21, 29–51.
354. Pajaczkowska, A. Prog. Cryst. Growth Charact. 1978, 1, 289–326.
355. Laudise, R. A.; Kolb, E. D.; DeNeufville, J. P. Am. Mineral. 1965, 50, 382–391.
356. Kolb, E. D.; Caporaso, A. J.; Laudise, R. A. J. Cryst. Growth 1968, 3-4, 422–425.
357. Kolb, E. D.; Laudise, R. A. J. Cryst. Growth 1970, 7, 199–202.
358. Rau, H.; Rabenau, A. Mater. Res. Bull. 1967, 2, 609–614.
359. Rau, H.; Rabenau, A. Solid State Commun. 1967, 5, 331–332.
360. Pajaczkowska, A.; Rabenau, A. J. Solid State Chem. 1977, 21, 43–48.
361. Rabenau, A.; Rau, H.; Rosenstein, G. J. Less-Common Metals 1970, 21, 395–401.
362. Pajaczkowska, A. J. Cryst. Growth 1971, 8, 137–138.
363. Hurd, J. L.; Ciszek, T. F. J. Cryst. Growth 1984, 70, 415–419.
364. Barnard, W. M. Econ. Geol. 1967, 62, 138–147.
365. Barnard, W. M.; Christopher, P. A. Econ. Geol. 1966, 61, 897–902.
366. Barnard, W. M.; Christopher, P. A. Econ. Geol. 1966, 61, 1287–1290.
367. Putnis, A. Rev. Mineral. Geochem. 2009, 70, 87–124.
368. Sugaki, A.; Kitakaze, A.; Ueno, T. J. Jpn. Assoc. Mineral. Petrol. Econ. Geol. 1982, 77, 257–269.
369. Schoonen, M. A. A.; Barnes, H. L. Geochem. Cosmochim. Acta 1991, 55, 3491–3504.
370. Zhao, J.; Brugger, J.; Chen, G.; Ngothai, Y.; Pring, A. Am. Mineral. 2014, 99, 343–354.
371. Zhao, J.; Brugger, J.; Ngothai, Y.; Pring, A. Am. Mineral. 2014, 99, 2389–2397.
372. Qian, G.; Brugger, J.; Skinner, W. M.; Chen, G.; Pring, A. Geochim. Cosmochim. Acta 2010, 74, 5610–5630.
373. Hu, X.; Cai, Y.; Zhang, Y. Appl. Geochem. 2017, 77, 102–115.
374. Sugaki, A.; Shima, H.; Kitakaze, A.; Mizota, T. Am. Mineral. 1981, 66, 398–402.
375. Korzenski, M. B.; Kolis, J. W. Inorg. Synth. 2002, 33, 130–138.
376. Korzenski, M. B.; Schimek, G. L.; Kolis, J. W. Solid State Sci. 2000, 2, 379–383.
377. Emirdag-Eanes, M.; Kolis, J. W. Z. Anorg. Allg. Chem. 2002, 628, 10–11.
378. Kolis, J. W.; Korzenski, M. B. MRS Proc. 1996, 453, 35.
379. DeVries, R. C.; Roy, R.; Somiya, S.; Yamada, S. In Advanced Materials 1993; Somiya, S., Ed.; Transactions of the Materials Research Society of Japanvol. 19B; Elsevier:

Amsterdam, 1994; pp 641–663.
380. Gogotsi, Y. G.; Nickel, K. G.; Kofstad, P. J. Mater. Chem. 1995, 51, 2313–2314.
381. DeVries, R. C. Nature 1997, 385, 485.
382. Zhao, X.-J.; Roy, R.; Cherian, K. A.; Badzian, A. Nature 1997, 385, 513–515.
383. Sunagawa, I. Curr. Top. Mat. Sci 1982, 10, 353–497.
384. Nassau, K. Lap. J. 1964, 313–316.
385. Balitsky, V. S. J. Cryst. Growth 1977, 41, 100–102.
386. Setkova, T.; Shapovalov, Y.; Balitsky, V. J. Cryst. Growth 2011, 318, 904–907.
387. von Goerne, G.; Franz, G.; Wirth, R. Eur. J. Mineral. 1999, 11, 1061–1077.
388. Nassau, K. J. Cryst. Growth 1976, 35, 211–222.
389. Anon (n.d.) Private Conversations of JK with Thomas Chatham.
390. Flanagan, E. M.; Brack, D. W.; Mumbach, N. R.; Taylor, A. M. Am. Mineral. 1967, 52, 744–772.
391. Flanagan, E. M. US Patent 3,567,642, 1971.
392. Flanagan, E. M.; Mumbach, N. R. US Patent 3,567,643, 1971.
393. Schmetzer, K.; Kiefert, L.; Bernhardt, H.-J.; Beili, Z. Gems Gemol. 1997, 276–291.
394. Yancey, P. J. US Patent 3,723,337, 1973.

656 High temperature hydrothermal synthesis of inorganic compounds



395. Furusaki, T.; Bando, Y.; Kodaira, K.; Matsushita, T. Mater. Res. Bull. 1989, 24, 967–972.
396. Demianets, L. N.; Ivanov-Shitz, A. K.; Gainutdinov, R. V. Inorg. Mat. 2006, 42, 989–995.
397. Shigley, J. E.; McClure, S. F.; Cole, J.-C.; Koivula, J. I.; Lu, T.; Elen, S.; Demianets, L. M. Gems Gemol. 2001, 41–55.
398. Jacobs, H.; Niewa, R.; Sichla, T.; Tenten, A.; Zachwieja, U. J. Alloys Compd. 1997, 246, 91–100.
399. Jacobs, H.; Schmidt, D. Curr. Top. Mat. Sci. 1981, 8, 381.
400. Richter, T. M. M.; Niewa, R. Inorganics 2014, 2, 29–78.
401. Jacobs, H.; Stüve, C. J. Less Comm. Met. 1984, 96, 323–329.
402. Häusler, J.; Schnick, W. Chem.–Eur. J. 2018, 24, 11864–11879.
403. Griffiths, S.; Pimputkar, S.; Speck, J. S.; Nakamura, S. J. Cryst. Growth 2016, 456, 5–14.
404. Häusler, J.; Neudert, L.; Mallmann, M.; Niklaus, R.; Kimmel, A. C. L.; Alt, N. S.; Schlücker, E.; Oeckler, O.; Schnick, W. Chem.-Eur. J. 2017, 23, 2583–2590.
405. Cordes, N.; Nentwig, M.; Eisenburger, L.; Oeckler, O.; Schnick, W. Eur. J. Inorg. Chem. 2019, 2304–2311.
406. Wendl, S.; Mallmann, M.; Strobel, P.; Schmidt, P. J.; Schnick, W. Eur. J. Inorg. Chem. 2020, 841–846.
407. Cordes, N.; Niklaus, R.; Schnick, W. Cryst. Growth Design 2019, 19, 3484–3490.
408. Adekore, B. T.; Rakes, K.; Wang, B.; Callahan, M. J.; Pendurti, S.; Sitar, Z. J. Elec. Mat. 2006, 35, 1104–1111.
409. Ehrentraut, D.; Bockowski, M. Handbook of Crystal Growth, 2nd ed.; Elsevier, 2015; pp 577–619.
410. Dwilinski, R.; Baranowski, J. M.; Kaminska, M.; Doradzinski, R.; Garczynski, J.; Sierzputowski, L. Acta Phys. Pol. A 1996, 90, 763.
411. Kolis, J. W.; Wilcinski, S. W.; Laudise, R. A. Mat. Res. Soc. Sym. 1998, 495, 367.
412. Dwili�nski, R.; Wysmołek, A.; Baranowski, J.; Kami�nska, M.; Doradzi�nski, R.; Garczy�nski, J.; Sierzputowski, L.; Jacobs, H. Acta Phys. Pol. A 1995, 88, 833–836.
413. Ketchum, D. R.; Kolis, J. W. J. Cryst. Growth 2001, 222, 431.
414. Jiang, W.; Ehrentraut, D.; Downey, B. C.; Kamber, D. S.; Pakalapati, R. T.; Do Yoo, H.; D’Evelyn, M. P. J. Cryst. Growth 2014, 403, 18–21.
415. Zajac, M.; Kucharski, R.; Grabianska, K.; Gwardys-Bak, A.; Puchalski, A.; Wasik, D.; Litwin-Staszewska, E.; Piotrzkowski, R.; Domagala, J. Z.; Bockowski, M. Progress Crystal

Growth and Characterization of Materials; vol. 64; Elsevier, 2018; pp 63–74.
416. Wang, B.; Callahan, M. J. J. Cryst. Growth 2006, 291, 455–460.
417. Callahan, M. J.; Wang, B.; Bouthillette, L. O.; Wang, S. Q.; Kolis, J. W.; Bliss, D. F. MRS Online Proc. 2003, 798.
418. Ehrentraut, D.; Kagamitani, Y.; Fukuda, T.; Orito, F.; Kawabata, S.; Katano, K.; Terada, S. J. Cryst. Growth 2008, 310, 3902–3906.
419. Wang, B.; Callahan, M. J. Cryst. Growth Design 2006, 6, 1227–1246.
420. Wang, B.; Callahan, M. J.; Rakes, K. D.; Bouthillette, L. O.; Wang, S. Q.; Bliss, D. F.; Kolis, J. W. J. Cryst. Growth 2006, 287, 376–380.
421. Stevenson, R. IEEE Spectrum 2010, 40–45.
422. Ehrentraut, D.; Pakalapati, R. T.; Kamber, D. S.; Jiang, W.; Pocius, D. W.; Downey, B. C.; McLaurin, M.; D’Evelyn, M. P.; Jap. J. Appl. Phys. 2013, 52, 08JA01.
423. Zhang, S.; Hintze, F.; Schnick, W.; Niewa, R. Eur. J. Inorg. Chem. 2013, 5387–5399.
424. Tomida, D.; Kuroda, K.; Hoshino, N.; Suzuki, K.; Kagamitani, Y.; Ishiguro, T.; Fukuda, T.; Yokoyama, C. J. Cryst. Growth 2010, 312, 3161–3164.
425. Bao, Q.; Saito, M.; Hazu, K.; Furusawa, K.; Kagamitani, Y.; Kayano, R.; Tomida, D.; Qiao, K.; Ishiguro, T.; Yokoyama, C.; Chichibu, S. F. Cryst. Growth Design 2013, 13,

4158–4161.
426. Schimmel, S.; Lindner, M.; Steigerwald, T. G.; Hertweck, B.; Richter, T. M.; Künecke, U.; Alt, N. S.; Niewa, R.; Schlücker, E.; Wellmann, P. J. J. Cryst. Growth 2015, 418,

64–69.
427. Ehrentraut, D.; Kagamitani, Y.; Yokoyama, C.; Fukuda, T. J. Cryst. Growth 2008, 310, 891–895.
428. Ketchum, D. R.; Schimek, G. L.; Pennington, W. T.; Kolis, J. W. Inorg. Chim. Acta 1999, 294, 200.
429. Ok, K. M.; O’Hare, D.; Smith, R. I.; Chowdhury, M.; Fikremariam, H. Rev. Sci. Instrum. 2010, 81, 25107.
430. Walton, R. I.; Francis, R. J.; Halasyamani, P. S.; O’Hare, D.; Smith, R. I.; Done, R.; Humphreys, R. J. Rev. Sci. Instrum. 1999, 70, 3391–3396.
431. Brugger, J.; Etschmann, B. E.; Grundler, P. V.; Liu, W.; Testemale, D.; Pring, A. Am. Mineral. 2012, 97, 1519–1522.
432. Xia, F.; Brugger, J.; Qian, G.; Ngothai, Y.; O’Neill, B.; Zhao, J.; Pullen, S.; Olsen, S.; Pring, A. J. Appl. Cryst. 2012, 45, 166–173.
433. Seward, T. M.; Hishima, N. In in Hydrothermal Experimental Technique; Ulmer, G. C., Barnes, H. L., Eds., Wiley and Sons: New York, 1987; pp 141–156.

High temperature hydrothermal synthesis of inorganic compounds 657



4.19 Solid-state electrolytes for lithium-ion batteries
Sanoop Palakkathodi Kammampata, Mohammad Akbari Garakani, Zheyu Zhang, and Venkataraman Thangadurai,
Department of Chemistry, University of Calgary, Calgary, AB, Canada

© 2023 Elsevier Ltd. All rights reserved.

4.19.1 Introduction 658
4.19.2 Fundamentals of solid-state electrolytes 658
4.19.2.1 Desired functional properties of solid state (ceramic) electrolytes 658
4.19.2.2 Ion transport mechanism in solid-state electrolytes 659
4.19.3 Inorganic solid electrolytes for all-solid-state batteries 661
4.19.3.1 Oxide based solid Li ion electrolytes 661
4.19.3.1.1 Perovskite-type solid electrolytes 661
4.19.3.1.2 NASICON-type solid electrolytes 663
4.19.3.1.3 LISICON-type solid electrolytes 664
4.19.3.1.4 Garnet-type solid electrolytes 665
4.19.3.2 Sulfide based solid electrolytes 668
4.19.3.3 Halide based solid electrolytes 669
4.19.3.3.1 Halide solid electrolytes with metal element 669
4.19.3.3.2 Halide solid electrolytes with non-metallic element 670
4.19.4 All-solid-state Li batteries (ASSLBs) 672
4.19.5 Conclusions 676
Acknowledgments 676
References 676

Abstract

This chapter aims to provide a systematic overview of the current state of the research in the field of solid-state electrolytes for
all-solid-state Li batteries. The desired functional properties and ion transport mechanism of solid-state electrolytes are
explained, followed by a detailed survey on the existing understanding of the metal oxides, sulfides, and halides for fast Li ion
conduction. Emphasis is also given on the oxide-based Li ion solid electrolyte, covering the structures of perovskites, Na super
ionic conductors (NASICONs)-type, Li super ionic conductors (LISICONs) and Li-stuffed garnets with their chemical
composition-crystal structure-ionic conductivity relationships and electrochemical stability discussed. Examples of all-solid-
state Li batteries and the evaluation of their performance in terms of capacity and cycle numbers are reported.

4.19.1 Introduction

Solid-state batteries based on ceramic fast ion conductors are foreseen as the future state of energy storage technology due to their
higher energy and power density, safety and wide electrochemical stability window as compared to the present organic polymer
electrolyte batteries.1,2 Solid-state batteries also have other advantages, such as absence of electrolyte leakage and vaporization
of liquid electrolytes, ease of miniaturization and long cycle life. In an ideal solid-state (ceramic) electrolyte, only one-type of species
are mobile, unlike organic electrolytes, and thus, solid-state batteries anticipated to have a superior performance over liquid
electrolyte-based batteries.3 However, the present solid-state batteries exhibit moderate performances due to poor ionic conductivity
of electrolytes, about an order of magnitude lower conductivity to that of liquid electrolytes, and chemical stability of electrode and
electrolyte interfaces during the preparation and operation of batteries. Volume change of the electrodes and the formation of unde-
sired products lead to high interfacial resistance, which affect the electrochemical performance of the battery.4,5 Thus, a better under-
standing of functional properties of solid electrolytes and electrodes are critical to develop next generation robust solid-state Li
batteries for transportation and grid-scale applications.

4.19.2 Fundamentals of solid-state electrolytes

4.19.2.1 Desired functional properties of solid state (ceramic) electrolytes

A typical solid-state Li ion conductor should meet the following basic requirements for their use in all-solid-state Li batteries
(ASSLBs):
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• High total Li ion conductivity (bulk and grain boundary) in the order of 10�2 S cm�1 and negligible electrode and electrolyte
charge transfer interface impedance.

• Negligible electronic conductivity (with Li ion transference number (tLiþ) �1) at the entire range of Li activity between the
cathode and anode.

• High chemical stability against the applied electrode materials, especially elemental Li and Li-metal alloys.
• High electrochemical decomposition voltage to apply high voltage positive electrodes, and
• Environmentally safe, and easy to prepare large amounts by cost effective methods.

Although Li ion conduction has been reported for a wide range of solid electrolytes with different types of crystal structures, most of
them do not fulfill all the above requirements simultaneously. Table 1 lists the room temperature conductivity (s) of well-known
solid electrolytes and their disadvantages when being used as electrolytes in ASSLBs.6–9

4.19.2.2 Ion transport mechanism in solid-state electrolytes

Ions move in all directions in solid electrolytes even without applying an electric field due to thermal energy, and it is known as
Brownian motion, like in liquids.3 Due to the random ionmigrations, point defects are disordered in the structure. Under the appli-
cation of electric potential, the ions move towards their opposite charged electrode. For example, positively charged cations and
holes move towards negative electrode, and negatively charged ions and electrons move towards a positive electrode. The ionic
conduction in solids is based on diffusion and migration of ions via defects.3 For ionic conductivity to occur in the crystal, it is
important to have partial occupancy of energetically equivalent or near-equivalent sites in the structure which are randomly
distributed.

Schottky and Frenkel are the two types of defects that are most important for ion mobility in solids. A Schottky defect is a stoi-
chiometric defect, which occurs when paired cation and anion vacancies are present. In a material with a monovalent cation and
anion, e.g., NaCl, there will be an equal number of cation and anion vacancies in the structure. These vacancies are distributed
randomly in the lattice. Adjacent ions can jump to vacancy site leaving its own site vacant. This process leads to movement of
ions through the solid resulting in conductivity which is called vacancy migration. A Frenkel defect is also a stoichiometric defect,
which arises when an ion is displaced from its lattice site into an interstitial site. These intrinsic defects are rather small in concer-
tation, and hence, extrinsic chemical substitution is generally used to increase the defect concentration. This ion can jump into an
adjacent vacant interstitial site, resulting in a long-range conduction. Fig. 1 shows the schematic representation of vacancy and inter-
stitial mechanisms for ionic conduction in solids.10

Table 1 Common solid-state Li ion electrolytes, their room temperature (RT) conductivity (s) and their limitation to use them in ASSLBs.6–9

Solid electrolytes s (S cm�1) Strengths and issues to be solved for use in ASSLBs

Li3N 10�3 Chemically stable with elemental Li anode, poor
electrochemical stability window, decompose at about
0.445 V at room temperature

Li-b-alumina 10�4 Chemically stable with elemental Li anode, high
electrochemical stability, highly hygroscopic, not
suitable for battery production

Li14ZnGe4O16 (LISICON) 10�6 Highly reactive with Li metal anode, and atm CO2; poor
conductivity stability with time

Li1.3Ti1.7Al0.3(PO4)3 (NASICON) 10�3 Reactive with elemental Li anode, low operating voltage
due to facile Ti reduction, large grain-boundary
impedance

Li3xLa2/3-x,1/3-2xTiO3 10�3 Chemically not stable in contact with Li anode, low
operating voltage due to Ti reduction, excellent bulk ionic
conductivity, difficult to control the Li content due to
high temperature synthesis and exhibit large grain
boundary resistance

Li2.88PO3.86N0.14 (LiPON) 10�6 Stable to elemental Li anode, moderate Li ion conductivity,
very hard to control Li and N content using sputtering
condition (thin film application)

Sulfide glass (Ga2S3- La2S3) 10�3 Good bulk Li ion conductivity, highly hygroscopic, reactive
to moisture and CO2, lack of long-term stability with
elemental Li anode

Li7La3Zr2O12 10�4 Exhibit the highest electrochemical stability window of
6 V/Li, stable to elemental Li, found to be reactive with
CO2 in presence of moisture, and intrinsic doping with Al
may be required to stablish the high conducting cubic
phase
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Ionic conductivity (s) of species (e.g., i y Liþ) can be represented as:

si ¼ niqmi (1)

where ni is the number of charge carriers per unit volume, q is the elementary charge (1. 6 � 10-19C), and mi is the electrical mobility
of species (i). The concentration of mobile ion charge carries is typically in the order of about 1021–1022 ions cm�3 in the solid-state
structures.

The relation between temperature and mobility of ions (m) can be expressed as:

mi ¼ m0exp
��Ea

kT

�
(2)

where m0 is a proportionality constant known as pre-exponential factor. m0 depends on the jump frequency, y, which is the number
of times per second the ion attempts the move and k is Boltzmann’s constant. The relationship between the ionic conductivity of
a solid and the diffusion coefficient of ions (D) is expressed by Nernst-Einstein equation:11

si ¼ niq2Di

kT
(3)

If we combine all the information in Eq. (1), a temperature-dependent conductivity equation is obtained and that can be
expressed using the Arrhenius equation:

siT ¼ Aexp

�
�Ea

kT

�

(4)

where Ea is the activation energy and A is the pre-exponential factor. For typical fast ion conductors, the activation energy for ionic
conduction is about 0.1 eV. The fact that multiple species could carry charge in solid electrolytes drives the interest to understand the
relative conductivities of different species. The fraction of the electrical conductivity through the electrolyte by a particular species is
known as transference number (ti) of that species (i);

12

ti ¼ si

stotal
(5)

The sum of the transference numbers of all charge carrying species in an electrolyte is unity. i.e.,

ti þ te ¼ 1 (6)

Ionic transference number in fast solid ion electrolytes are estimated using experimental techniques such as Hittorf, Tubandt,
and Hebb-Wagner polarization methods.13–17

Fig. 1 Schematic representation of a (A) vacancy and (B) an interstitial ionic migration in solids.10 Redrawn by permission from Ref. Palakkathodi
Kammampata, S.; Thangadurai, V. Cruising in CeramicsdDiscovering New Structures for All-Solid-State BatteriesdFundamentals, Materials, and
Performances. Ionics (Kiel) 2018, 24 (3), 639–660. https://doi.org/10.1007/s11581-017-2372-7, Copyright (2018), Springer Nature.

660 Solid-state electrolytes for lithium-ion batteries

https://doi.org/10.1007/s11581-017-2372-7


4.19.3 Inorganic solid electrolytes for all-solid-state batteries

A large number of inorganic structures have been investigated as the solid Li ion electrolyte for all-solid-state batteries due to their
impressive room temperature ionic conductivity of 10�6

–10�2 S cm�1 and the Li ion transference number of unity.10,18 These
solids can be generally classified as either crystalline or amorphous glasses based on their structural properties. Among them, crys-
talline oxides, sulfides, and halide-based compounds have been widely investigated.8,19–21 While the amorphous materials show
interesting functional physical and chemical properties, research and development is dominated by studies of crystalline materials,
as it is rather easy to establish the crystal structure-chemical composition-ionic conductivity relationships. The physical and chem-
ical properties of typical oxide, sulfide and halide based solid electrolytes are compared in Fig. 2. In the following sections, some
examples of these three families of solid electrolytes are presented.

4.19.3.1 Oxide based solid Li ion electrolytes

Among the various oxide-based Li ion electrolytes, the perovskite-type, Na super ionic conductors (NASICONs)-type, Li super ionic
conductors (LISICONs)-type, and Li-stuffed garnet-type structured materials have been studied extensively.10,23,29–31

4.19.3.1.1 Perovskite-type solid electrolytes
Li ion conducting perovskite structure solid electrolytes were first reported by Latie et al.32 They investigated the ion conduction
mechanism of LixM1/3Nb1-xTixO3 (M ¼ La, Nd) using the NMR technique. Belous et al.33 reported the fast Li ion conducting
perovskite-type oxides Li3xLa2/3-x,(1/3)-2xTiO3 and investigated the change of crystal structure and ionic conductivity with Li content
in the structure. Since then, several groups have been studied these Li ion conductors and the highest room temperature Li ion
conductivity of �10�3 S cm�1 has been reported for Li3xLa2/3-x,(1/3)-2xTiO3 (x ¼ 0.1).34 Stramare et al. have reviewed the compo-
sition–structure–ionic conductivity property relationships of perovskite-type Li3xLa2/3-x,(1/3)-2xTiO3 ceramics.23 Table 2 shows the
ionic conductivity and activation energies of selected perovskite-type materials with and without La.23

Fig. 2 (A) Ionic conductivity of Li solid electrolytes and organic electrolyte as a function of temperature22–27 and (B) radar plots of the performance
properties of oxide, sulfide, and halide solid electrolytes (ASR ¼ area specific resistance).28 Redrawn by permission from Ref. Manthiram, A.; Yu, X.;
Wang, S. Lithium Battery Chemistries Enabled by Solid-State Electrolytes. Nat. Rev. Mater. 2017, 2 (4), 16103. https://doi.org/10.1038/natrevmats.
2016.103, Copyright (2017), Springer Nature.
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The general chemical formula for perovskite oxides is ABO3 (SrTiO3) and its structure is shown in Fig. 3A, in which, A consists of
alkaline, alkaline-earth, or rare-earth cations and B consists of transition metal ions.36 The ideal cubic perovskite structure has the
cubic space group of Pm3m in which A and B cations are 12-fold and 6-fold coordinated with O.38 Depend on the compositions and
synthesis methods, tetragonal, cubic, and or orthogonal perovskite structure can be obtained.38 Fig. 3B schematically shows the
bottleneck of the Li ion conduction in a perovskite-type Li3xLa2/3-x,(1/3)-2xTiO3.

37 Considering an ideal perovskite crystal, the
diameter of the bottleneck is estimated to be about 1.07 Å.37 It has been shown than the ionic conductivity of this structure changes
with Li concentration as demonstrated in Fig. 3C, with a maximum conductivity (s) at xz 0.1.23 Also, substitution of La with other
rare earth elements including Pr, Nd and Smwith different ionic radius affects the lattice parameter, activation energy (Ea) and ionic
conduction of the material. As shown in Fig. 3D, La3þ shows the highest Li conduction and lowest activation energy.23

It was found that the Li conductivity properties of the perovskite is mainly dictated by the A-site cations determining the size of Li
diffusion channels. La-based LLTO exhibits the highest bulk ionic conductivity compared to other rare-earth containing perovskites
(Fig. 3D). A-site vacancy concentration has a critical role in the conductivity of LLTO. Sr-doped LLTO with about 8% A-site vacancy
concentration exhibited the highest ionic conductivity of 2.54 � 10�3 S cm�1.35 Similarly, B-site substituted Li0.36La0.56-
Ti0.97Al0.03O3 also showed the highest conductivity of 2.95 � 10�3 S cm�1 with an optimized A-site vacancy concentration of
8%.35 One of the major concerns in Ti-based perovskite solid electrolytes, is the low grain boundary ionic conductivity (a large
grain-boundary resistance) in the range of 10�5 S cm�1 at room temperature which results in a low total ionic conductivity.39

Blending and optimizing the synthesis route have been investigated to overcome this concern by optimizing the chemical compo-
sition and grain boundary fraction in the structure.40

4.19.3.1.1.1 Chemical/electrochemical stability of perovskite-type Li ion electrolytes
It is found that this class of oxides are not suitable against elemental Li or intercalated electrodes due to the reduction of Ti4þ to Ti3þ

at voltages below 2 V vs. Li/Liþ leading to electronic conduction that will short circuit the cell.18,28,34,41,42 Zheng et al.43 investigated
the Ti4þ reduction in Li0.35La0.55TiO3 and identified two lithiation steps at 1.8–1.1 V and 0.6–0 V vs. Li/Liþ. They found that�0.75–
0.9 Li could be inserted into this compound during the 1st lithiation step, but only 0.48 Li was reversibly inserted/extracted. They
also proposed the formation of a monoclinic phase with 0.24 Li insertion. Elemental substitutions/interfacial modifications have

Table 2 Bulk Li ion conductivities (sbulk) at room temperature and
activation energies (Ea) of selected perovskite-type structure
materials.23,35

Compound sbulk (S cm
�1) Ea (eV)

Li0.34La0.51TiO2.94 1.0 � 10�3 0.40
Li0.27La0.59TiO3 6.8 � 10�4 0.36
Li0.34La0.56TiO3 1.53 � 10�3 0.33
Li0.10La0.63TiO3
Li0.36La0.53Sr0.03TiO3
Li0.36La0.56Ti0.97Al0.03O3

7.9 � 10�5

2.54 � 10�3

2.95 � 10�3

0.36
0.39
0.38

(Li0.1La0.63)(Mg0.5W0.5)O3 �10�6 0.39
Li0.5(La0.4Nd0.1)TiO3 �10�3 0.33
La0.58Li0.36Ti0.95Mg0.05O3 2.1 � 10�4 0.29
La0.55Li0.36Ti0.95Mn0.05O3 1.9 � 10�4 0.29
La0.55Li0.36Ti0.95Ge0.05O3 3.6 � 10�4 0.29
La0.55Li0.36Ti0.95Ru0.05O3 5.2 � 10�5 0.28
La0.51Li0.36Ti0.95W0.05O3 7.3 � 10�4 0.27
La0.55Li0.36Ti0.995Al0.005O3 1.1 � 10�3 0.28
La0.29Li0.12NbO3 4.25 � 10�5 0.37
Li0.34Pr0.56TiO3 10�6 0.47
Sm0.52Li0.34TiO3 <10�7 0.64
Nd0.55Li0.34TiO3 <10�7 0.53
Nd0.25Li0.25TaO3 <10�9 0.60
Y0.25Li0.25TaO3 <10�10 0.85
Li0.5Sr0.56Fe0.25Ta0.75O3 1.0 � 10�4 0.36
Li0.33Sr0.56Co0.225Ta0.775O3 5.1 � 10�6 0.41
LiCaTiNbO6 <10�7 0.68
LiSrTiNbO6 �10�6 0.42
LiSrTiTaO6 5.5 � 10�4 0.33
LiSr2Ti2NbO9 <10�6 0.37
LiBa2Ti2NbO9 <10�7 0.74

Reprinted (adapted) with permission from Ref. Stramare, S.; Thangadurai, V.; Weppner, W.
Lithium Lanthanum Titanates: A Review. Chem. Mater. 2003, 15 (21), 3974–3990. doi:
10.1021/cm0300516, Copyright (2003) American Chemical Society.
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been proposed to solve this problem.34 For example, it is shown that by substituting Ti4þ with Mn4þ and Ge4þ, ionic conductivity
can be improved but full substitution is not possible due to the formation of a second phase.44 So further effort is necessary to find
cost-effective substitutions for Ti while maintaining a high ionic conductivity.

4.19.3.1.2 NASICON-type solid electrolytes
The first study on the crystal structure of a NASICON-type oxide was published in 1968 investigating the NaM2(PO4)3 (M ¼ Ge, Ti,
Zr) compound.45 In 1976, Goodenough et al. reported the first Naþ ion conducting Na1 þ xZr2SixP3-xO12.

46 The x ¼ 2 member of
NASICON exhibits relatively high sodium ion conductivity of 10�3 S cm�1 at room temperature.47 This family phase is popularly
called as Na superionic conductors, NASICONs. Attempts have beenmade to prepare corresponding Li analogue of NASICON struc-
ture. Unlike the Na-phase, LiM2(PO4)3 shows a higher conductivity than that of Li-stuffed NASICON phases. A room temperature
ionic conductivity of 7.9 � 10�8 S cm�1 was reported for LiTi2(PO4)3 (LTP).48 Doping Ti with trivalent elements was found to
improve the ionic conductivity and values as high as �10�3 S cm�1 have been reported.49 For example, elemental substitution

Fig. 3 (A) Schematic illustration of ideal cubic perovskite crystal structure;36 (B) schematic illustration of Li ion conduction bottleneck in Li3xLa2/3-
x,(1/3)-2xTiO3 structure;37(C) ionic conductivity vs. Li concentration at room temperature for Li3xLa2/3-x,(1/3)-2xTiO3;23 and (D) change of ionic
conductivity and activation energy versus lattice parameter in Li0.34La0.51TiO2.94, Li0.34Pr0.51TiO3.01, Li0.34Nd0.55TiO3 and Li0.38Sm0.52TiO2.97 at
27 �C.23 (A) Reproduced with permission from Ref. Sun, C.; Alonso, J. A.; Bian, J. Recent Advances in Perovskite-Type Oxides for Energy Conversion
and Storage Applications. Adv. Energy Mater. 2021, 11 (2): 1–21. doi: 10.1002/aenm.202000459, Copyright (2021), John Wiley and Sons; (B)
Reproduced with permission from Ref. Inaguma, Y.; Yu, J.; Shan, Y.; Itoh, M.; Nakamuraa, T. The Effect of the Hydrostatic Pressure on the Ionic
Conductivity in a Perovskite Lanthanum Lithium Titanate. J. Electrochem. Soc. 1995, 142 (1), L8–L11. doi: 10.1149/1.2043988, Copyright (1995), IOP
Publishing Ltd.; (D) Reprinted with permission from Ref. Stramare, S.; Thangadurai, V.; Weppner, W. Lithium Lanthanum Titanates: A Review. Chem.
Mater. 2003, 15 (21): 3974–3990. https://doi.org/10.1021/cm0300516, Copyright (2003) American Chemical Society.
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involved partial or complete replacement of Ti with cations of Al (e.g., Li1 þ xAlxTi2x(PO4)3 (LATP)) or AleGe (e.g.,
Li1 þ xAlxGe2 � x(PO4)3 (LAGP)).34 Thangadurai et al. investigated Li ion conductivity of NASICON-type structure materials and
Table 3 shows some of the examples of Li ion conducting NASICON ceramics.50

Fig. 4A shows a schematic illustration of the NASICON crystal structure.51 NASICON type oxides have the general formula of
AM2(BO4)3 with a space group of R�3c where A is a monovalent alkali atom (e.g., Liþ, Naþ, Kþ), M consists of multivalent cations
(e.g., Ge4þ, Ti4þ, Zr4þ) and B sites are occupied by P making PO4 tetrahedra.38 A 3D framework is made by corner-sharing PO4

tetrahedra and MO6 octahedra, generating the diffusion channels for A cations. Ion transfer is conducted by jumping between
two types of A sites including A(_) octahedral vacancies and A(__) tetrahedral vacancies.38,56

Fig. 4B shows the bulk ionic conductivity versus temperature for different NASICON compositions52–55 and Fig. 4C shows the
effect of unit cell size on activation energy.7 To improve the ionic conduction, tuning the size of the channel by elemental substi-
tution and improving the synthesis process have been proposed.38,57 Addition of Li compounds such as Li2O has been reported to
effectively improve the density and ionic conductivity of the ceramic as shown in Fig. 4D.10,58 NASICON type materials generally
show large grain-boundary impedance. Li volatilization during synthesis and density of ceramics are crucial for conductivity.

4.19.3.1.2.1 Chemical/electrochemical stability of NASICON-type Li ion electrolytes
NASICON-type solid electrolytes are stable in air and water, however, their stability towards Li metal has been controversial.49

Similar to perovskites, Ti-containing compounds show poor stability against metallic Li due to the reduction of Ti4þ.18,56 However,
Li-Ge-P-based compositions have shown a high electrochemical stability window of 6 V vs. Li/Liþ.24,59,60 Recent studies based on
first-principles calculations showed that the electrochemical stability window of LATP and LAGP crystals are 2.17–4.21 V and 2.7–
4.21 V, respectively.61,62 Other studies showed that the reaction between LAGP and Li metal is a conversion reaction with a high
barrier energy while in case of LATP, the reaction is a single-electron transfer with lower energy barrier (according to Eqs. 7 and
8).49,57

2LiGe2ðPO4Þ3þ 4Li/3GeO2 þ 6LiPO3 þGe (7)

LiTi2ðPO4Þ3þ Li/Li2Ti2ðPO4Þ3 (8)

In general, to improve the stability of the NASICON against Li metal anode, using an intermediate layer between Li and NASI-
CON has been proposed.49,57

4.19.3.1.3 LISICON-type solid electrolytes
LISICON-type oxide solid electrolytes were firstly introduced in 1972 by the West group,63 investigating the ionic conductivity of
LieSieO system, and reported ionic conductivity of �2�10�9 S cm�1 at room temperature.48,64 Later in 1978, new compositions
of Li14Zn(GeO4)4 and Li16-2xMx(XO4)4 (M ¼ Mg, Zn, X ¼ Si, Ge) were reported with a high ionic conductivity of 8 S cm�1 for the
former compound at 300 �C.65 Other important LISICON-type compounds include Li3 þ xGexV1-xO4

66 and Li3 þ x(P1 � xSix)O4.
18

Doping has been used to improve the ionic conductivity of LISICON compound and the highest room temperature conductivity of
5.1 �10�5 S cm�1 has been achieved in Li3.53(Ge0.75P0.25)0.7V0.3O4 composition using a co-doping strategy.67 Due to the lower Li
conductivity of LISICON-type materials at room temperature, there are few reports on the application of these compounds in solid-
state batteries.

The crystal structure of LISICON-type oxides is like g-Li3PO4 structure and is schematically shown in Fig. 5 for a Li3Zn0.5GeO4

which crystalize in an orthorhombic lattice with a space group of Pnma.65 The crystal comprises of a close-packed distorted hexag-
onal arrangement of O anions while cations occupy tetrahedral interstices. Li ions in LiO4 tetrahedra diffuse between these tetra-
hedra and interstitial sites located in the PO4 network.18,68 Generating excess Li using elemental doping, improves the Li
conduction by decreasing diffusion distance since the excess Li will occupy the interstitial sites.18 It is reported that doping of

Table 3 Chemical composition, cell volume, total ionic conductivity (s),
and activation energy (Ea) for NASICON-type phosphates LiMV-
MIII(PO4)3 (MV ¼ Nb, Ta; MIII ¼ Al, Cr, Fe).

Composition V/Å3 s30�C (S cm
�1) Ea (eV)

LiNbFe(PO4)3 1388 <10�8 0.85 (210–600 �C)
LiTaAl(PO4)3 1315 6.5 � 10�7 0.47 (30–250 �C)
LiTaCr(PO4)3 1360 <10�7 0.49 (80–300 �C)
LiTaFe(PO4)3 1395 <10�7 0.86 (150–350 �C)
Li1.2Ta0.9Al1.1(PO4)3 1332 6.5 � 10�7 0.51 (30–250 �C)
LiTi2(PO4)3 1310 2.0 � 10�6 0.30 (30–200 �C)
LiZr2(PO4)3 1508 3.2 � 10�10 0.43 (300–400 �C)

Reproduced from Ref Thangadurai, V.; K.A Shukla; Gopalakrishnan, J. New Lithium-Ion
Conductors Based on the NASICON Structure. J. Mater. Chem. 1999, 9 (3), 739–741. doi:
10.1039/A807007E with permission from the Royal Society of Chemistry.
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Li4SiO4 with Li3PO4 can effectively improve the ionic conductivity as shown in Fig. 5B.10,69 In this case, SiO4 tetrahedra are replaced
with PO4 tetrahedra changing the size of the unit cell and concentration of Li ions.69

4.19.3.1.3.1 Chemical/electrochemical stability of LISICONs
Different LISICON compositions have shown different degrees of stability in air or against Li metal. For example, Li3 þ xY1-xXxO4

compositions in which (X¼ Si, Ge, Ti and Y¼ P, As, V, Cr) show good stability in atmospheric condition, however, long exposure in
air can lead to degradation in compositions containing Ge or Ti.70 The chemical stability of Li3.4Si0.4V0.6O4 composition has also
been evaluated showing a good stability with Li/molten Li.71 Computational methods have also been used as a strong tool to
predict the phase stability window of different solid electrolytes. Recent computational studies showed good stability of Li3.42Z-
n0.29GeO4 compound with an oxidation potential of 3.39 V and reduction potential of 1.44 V.62,72

4.19.3.1.4 Garnet-type solid electrolytes
The ideal garnet-type structures containing Li were first reported in 1969 by Kasper73 with the chemical composition of
Li3Ln3M2O12(M ¼ W, Te). However, the potential application of garnet as a solid electrolyte in Li rechargeable batteries was not

Fig. 4 Schematic illustration of (A) general NASICON structure;51 (B) bulk conductivity versus temperature for different NASICON compounds;52–55

(C) activation energy versus unit cell volume;10 and (D) effect of addition of Li2O on densification and ionic conductivity.10 Figures C & D reprinted by
permission from Ref. Palakkathodi Kammampata, S.; Thangadurai, V. Cruising in CeramicsdDiscovering New Structures for All-Solid-State
BatteriesdFundamentals, Materials, and Performances. Ionics (Kiel). 2018, 24 (3), 639–660. https://doi.org/10.1007/s11581-017-2372-7, Copyright
(2018), Springer Nature.
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been introduced until 2003 when the Li ion conduction of Li5La3M2O12, where M¼ Ta, Nb, was reported showing a Li conductivity
of �10�6 S cm�1 at 25 �C.31 In attempts to improve the ionic conductivity, garnets with higher Li content per formula unit have
been introduced. Examples include Li6BaLa2Ta2O12 and Li7La3Zr2O12 (LLZO) with improved Li conductivities of 4 � 10�5 S cm�1

and 3�10�4 S cm�1 at ambient temperature.74,75 Several chemical compositions of garnets have been introduced based on LLZO
type structure. Many research works focused on improving the physical, chemical, and/or electrochemical properties of this class of
ceramics have been performed to achieve a high performance and highly safe all-solid-state Li battery.8

Ideal garnets are a group of orthosilicates having the general chemical formula of A3B2Si3O12 with a general cubic structure of
Ia�3d space group in which A and B occupy the 8 and 6 coordination sites.8 Li-containing garnets have been derived from the struc-
tural prototype of Ca3Al2Si3O12 in which Li occupies the Si sites to form Li3La3Te2O12.

8 Fig. 6A show more details on the crystal
structure of the cubic garnet (LLZO) in which the garnet framework consists of dodecahedral LaO8 and octahedral ZrO6. Li cations
occupy two different sites as Li1 in the tetrahedral (24 d) sites and Li2 in octahedral (48 g and 96 h) sites. The arrangement of Li ions
in these sites is a key factor to determine the Li ion conduction.76 It has been shown that LLZO has two polymorphs; one is a room
temperature stable tetragonal phase in which Li ions form an ordered sub-lattice and the second phase is a cubic structure which is
not stable at low temperatures and shows a disordered Li cation distribution. It is shown that partial occupancy of Li atoms in Li2
sites in the cubic phase leads to an ionic conductivity two orders of magnitude higher than the tetragonal phase.76,77 In a garnet
crystal, three-dimensional (3D) Li ion migration occurs via a hopping mechanism.78 In recent years, several works have been carried
out to dope different elements at different sites of the cubic LLZO to further enhance the Li ion conduction and stability of this
ceramic.8

To achieve a high Li ion conductive LLZO garnet, initially it was necessary to stabilize the cubic phase at RT. Studies showed that
by doping supervalent cations such as Al3þ and Ga3þ, Li vacancies will be generated, leading to disorder of the Li sublattice and
stabilization of the cubic LLZO.79,80 Moreover, there are Coulombic interactions between the ions in the migration pathway due
to their small separation distance and it was revealed that the Coulombic repulsion between dopants, such as Al3þ, Zn2þ and
Ga3þ, and Liþ is stronger than that between pairs of Li ions. So Li ions can be activated by proper doping, which affects the concen-
tration and mobility of charge carriers.80 Extensive experimental and computational studies confirmed that the maximum ionic
conductivity in a cubic LLZO can be achieved when the Li content is �6.4 Li per formula.81 Other dopants such as Ta5þ, Nb5þ,
Te6þ, and W6þ cations occupying the Zr4þ site, or Sr2þ, Ba2þ, Ca2þ, Rbþ on the La3þ sites have also been investigated.8,80

Fig. 6B–D show the effect of elemental substitution in different sites on the ionic conductivity and lattice parameter of LLZO.21

The ionic conductivity of garnet-type electrolytes can be further improved by increasing the concentration and mobility of Li
ions, which can be achieved by choosing a suitable combination of dopants with optimum amount.

4.19.3.1.4.1 Chemical/electrochemical stability of garnet
The chemical stability of garnet in the presence of water, CO2 and against Li metal has been widely studied. In water, Liþ/Hþ

exchange can occur depending on the temperature, duration of exposure, and pH of the solution. Experimental studies have
revealed that garnet can maintain its crystal structure even at a high Liþ/Hþ exchange rate of 63.6%.82 However, a phase transition

Fig. 5 (A) Crystal structure of a LISICON-type Li3Zn0.5GeO4 composition;65 (B) variation of ionic conductivity with temperature for Li4SiO4-Li3PO4
system. (1) Li3PO4; (2) 50-mol% Li3PO4; (3) Li4SiO4; (4) Li4SiO4; (5) 9.1-mol% Li3PO4; (6) 20-mol% Li3PO4; (7) 30-mol% Li3PO4; and (8) 40-mol%
Li3PO4.10 Reprinted by permission from Ref. Palakkathodi Kammampata, S.; Thangadurai, V. Cruising in CeramicsdDiscovering New Structures for
All-Solid-State BatteriesdFundamentals, Materials, and Performances. Ionics (Kiel) 2018, 24 (3), 639–660. https://doi.org/10.1007/s11581-017-2372-
7, Copyright (2018), Springer Nature.
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had occurred in the garnet crystal structure when the Liþ/Hþ exchange was 75%.83. Garnet also reacts with atmospheric CO2 which
can be accelerated by humidity and forms a Li2CO3 layer on the surface of the garnet structures. The formation of Li2CO3 impurity
layer decreases the ionic conductivity of garnet electrolyte and increases charge transfer resistance between garnet electrolyte and
elemental Li electrode.84 Therefore, processing and storage of garnet in atmospheric environment is challenging. Garnet electrolytes
have a very good chemical stability when in contact with molten Li. Also, the electrochemical stability studies of garnets shows
a wide electrochemical stability up to 6 V vs. Li/Liþ making it a promising candidate to use in Li-metal batteries.8,74 Fig. 7 compares
the properties of the four different solid oxide electrolytes discussed in this chapter. Although ionic conductivity and chemical/elec-
trochemical stability are critically important to develop a high-performance solid oxide electrolyte, other parameters such as the cost
and processability of the material play very important roles on the supply chain and should be considered.

Fig. 6 (A) Crystal structure of a cubic LLZO. Effect of elemental doping in (B) Li; (C) La; and (D) Zr sites on the ionic conductivity and lattice
parameter of LLZO.21 Reproduced from Ref Samson, A. J.; Hofstetter, K.; Bag, S.; Thangadurai, V. A Bird’s-Eye View of Li-Stuffed Garnet-Type
Li7La3Zr2O12 Ceramic Electrolytes for Advanced all-Solid-State Li Batteries. Energ. Environ. Sci. 2019, 12 (10): 2957–2975. https://doi.org/10.1039/
C9EE01548E with permission from the Royal Society of Chemistry.

Fig. 7 Comparison of the properties of different solid oxide electrolytes.8,34,48,49,85
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4.19.3.2 Sulfide based solid electrolytes

Sulfide inorganic solid electrolytes are attracting much consideration, owing to their highest room temperature ionic conductivity
among the inorganic solid electrolytes (10�3

–10�2 S cm�1), which is comparable to that of liquid electrolytes, and a remarkable
electrochemical stability up to 5 V vs. Li/Liþ.24,86 Sulfide solid electrolytes originate by the replacement of oxygen ions with sulfur
ion in oxides. Sulfide solid electrolytes have lower electronegativity and bonding strength to Li ions compared with oxides. Addi-
tionally, the higher ionic radius of S2� compared with O2� greatly increase the size of Liþ transport bottlenecks and allows for more
facile Li ion conduction.87 Thio-LISICON-type solid electrolytes are derived from LISICON-type g-Li3PO4 structure by replacing
oxygen with sulfur. The thio-LISICON electrolytes, with chemical composition Li3.25Ge0.25P0.75S4, exhibits a room temperature
Liþ conductivity of 2.2 � 10�3 S cm�1, which is about four orders of magnitude higher than that of its oxide counterpart
(10�7 S cm�1). The high ionic conductivity has been attributed due to the lower electronegativity and better polarization capability
of sulfur compared to oxygen. Fig. 8 shows the typical doping method employed in LISICONs and thio-LISICONs.88

In 2001, Kanno et al. prepared thio-LISICON type Li3.25Ge0.25P0.75S4, which exhibited a room temperature ionic conductivity of
2.2 � 10�3 S cm�1.88 Thio-LISICONwith a nominal composition Li10GeP2S12 (LGPS) showed the highest Liþ ionic conductivity of
1.2 � 10�2 S cm�1 at 27 �C with an activation energy of 0.25 eV.24 Fig. 9 shows the structure of Li10.35Ge1.35P1.65S12 (d ¼ 0.35) as
determined by the Kanno group.89 The crystal structure of LGPS consist of (Ge/P)S4 tetrahedra and Li2S6 octahedra connected to
one another by edge sharing.89 The Li1S4 and Li3S4 tetrahedra, which are centered at the 16 h and 8f sites, form a one-dimensional
tunnel along the c-axis. In this study, Kanno group is introducing a Li4 site which is located at the 4c site with a fractional coordinate
(z � 0.2585). The existence of Li4 site was confirmed by detailed analysis of neutron diffraction data. Kuhn et al. reported the first
single-crystal structure analysis of the tetragonal LGPS by X-ray diffraction and their study also revealed a fourth Li site.90 The Li4 is
connected to six sulfide ions and forms Li4S6 octahedra which is connected to PS4 tetrahedra by edge sharing along the c direction.
The Li4S6 octahedra is also connected to four Li2S6 octahedra and two Ge1S4 tetrahedra by corner sharing.89

Sulfide glasses have several advantages over the crystalline materials, including isotropic ionic conduction, negligible grain-
boundary resistance, and ease of fabrication into thin films.91,92 The sulfide glasses show about one to two orders of magnitude
higher conductivity compared to the crystalline phases.88 The conductivity of glassy electrolytes can be further improved by the
addition of LiCl, LiI, Li4SiO4 and Li3PO4.

93,94 Sulfide glass-ceramics are prepared by the partial crystallization of glassy sulfides
to reduce the grain-boundary resistance, and may exhibit ionic conductivities on the order of 10�3 S cm�1, which is attributed
to a simple room-temperature cold-press densification process.95,96 Table 4 lists the room temperature ionic conductivities and acti-
vation energies of different sulfide solid electrolytes.97

Most of the work on glass-ceramic sulfide electrolytes has been carried out with Li2S–P2S5 compositions. Li7P3S11 exhibits an
ionic conductivity of 2.2 � 10�3 S cm�1 at room temperature.95,98 The boosted conductivity compared with that of glassy sulfides
is attributed to the arrangements of the pyro-thiophosphate anion P2S7

4�, which plays an important role in the fast Liþ diffusion
through a network of neighboring Liþ cations composed of LieLi chains. The conductivity can be further increased up to
1.7 � 10�2 S cm�1 at room temperature by heat treatment. Fig. 10 shows the dependence of room-temperature ionic conductivity
on Li concentration for sulfide glass and glass-ceramic solid electrolytes.99

Fig. 8 The conduction mechanism and conductivity values of LISICONs and their S counter part thio-LISICONs.88 Reproduced (adapted) with
permission from Ref. Kanno, R.; Murayama, M. Lithium Ionic Conductor Thio-LISICON: The Li2S-GeS2-P2S5 System. J. Electrochem. Soc. 2001, 148
(7), A742–A746. https://doi.org/10.1149/1.1379028, Copyright (2001), IOP Publishing Ltd.
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4.19.3.3 Halide based solid electrolytes

4.19.3.3.1 Halide solid electrolytes with metal element
The chemical formula of Li halide solid electrolytes can be roughly categorized as LiaAbXc, where X is a halogen and A is an elec-
tropositive element, which could be either a metal or a non-metal. Several recent review articles have provided in-depth and

Fig. 9 (A) Crystal structure of Li10 þ dGe1 þ dP2 � dS12. Li2S6 octahedra and (Ge/P)S4 tetrahedra are connected by a common edge and form a one-
dimensional framework with PS4 tetrahedra situated between the Li2S6 octahedra by corner sharing to connect the one-dimensional chains, thus
forming a three-dimensional framework structure. (B) Coordination of Li4S6 octahedra within the structure. Each Li4S6 octahedron shares its four
edges with Li1S4 tetrahedral sites.89 Reproduced from Ref. Kwon, O.; Hirayama, M.; Suzuki, K.; Kato, Y.; Saito, T.; Yonemura, M.; Kamiyama, T.;
Kanno, R. Synthesis, Structure, and Conduction Mechanism of the Lithium Superionic Conductor Li10þdGe1þdP2-dS12. J. Mater. Chem. A 2015, 3 (1),
438–446. https://doi.org/10.1039/C4TA05231E with permission from the Royal Society of Chemistry.

Table 4 Comparison of the room-temperature ionic conductivities (s) and
activation energies (Ea) of sulfide solid electrolytes.97

Sulfides s (S cm�1) Ea (eV)

50Li2S–50GeS2 4 � 10�5 0.51
60Li2S–40SiS2 5.3 � 10�4 0.33
67Li2S–33P2S5 10�4 0.36
Li7P3S11 1.7 � 10�2 0.18
Li3PS4 2.8 � 10�4 0.356
78Li2S–22P2S5 1.78 � 10�3 0.31
Li3.25Ge0.25P0.75S4 2.2 � 10�3 0.207
Li9.54Si1.74P1.44S11.7Cl0.3 2.5 � 10�2 0.238
Li10GeP2S12 1.2 � 10�2 0.21
Li10SnP2S12 4 � 10�3 0.87
Li10SiP2S12 2.3 � 10�3 0.20
Li11AlP2S12 8 � 10�4 0.263
Li6PS5Cl 1.3 � 10�3 0.33
Li6PS5Br 10�2 0.20

Reproduced (adapted) from Ref. Lian, P.-J.; Zhao, B.-S.; Zhang, L.-Q.; Xu, N.; Wu, M.-T.; Gao,
X.-P. Inorganic Sulfide Solid Electrolytes for all-Solid-State Lithium Secondary Batteries. J. Mater.
Chem. A 2019, 7 (36), 20540–20557. https://doi.org/10.1039/C9TA04555D with permission
from the Royal Society of Chemistry.
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comprehensive insights into the historical development and near-term advances of the field.18,20,28,100–102 It is considered that,
compared to solid electrolytes containing a non-metallic element, the presence of a metallic element, such as Y, offers the benefit
of a wider electrochemical window and a potentially higher operating voltage, but renders instability against metallic Li.20 Some
early-stage investigations of halide Li-conductors involve elements such as Al.103,104 The ionic conductivity of LiAlCl4 was found
to be 1.2 � 10�6 S cm�1 at room temperature, with an activation enthalpy of 0.47 eV.103 Predominant ionic conduction was
confirmed by dc polarization experiment.104

Spinel-type Li2AX4 halides, with divalent metal elements, including Mg, Zn and Cd, were studied, and it was postulated that its
cubic close-packed anion framework helps to facilitate the transportation of Li ions.105–108 Furthermore, depending on the type of
the divalent element and its subsequent occupation of the lattice site, the structure can be classified as either a normal spinel or an
inverse spinel. In an inverse spinel structure, Li takes the position of the metal ion in the tetrahedral site while partially keeping its
original octahedral site. The face-shared polyhedral arrangement in the structure lowers the diffusion barrier and improves the ionic
conductivity. Li-deficient spinel compounds, such as Li1.9Cd1.05Cl4 and Li1.52Mn1.24Cl4, were reported to have the extra advantage
of possessing an increased concentration of Li vacancies, which as long as it stays within the balanced range at one side of the “lattice
vacancydLi charger carrier” trade-off, is expected to exhibit a higher ionic conductivity.109,110 Li3InBr6 was investigated by Yasu-
masa et al. in 1998.111 It was found that the superionic phase of Li3InBr6 (above 41 �C) possesses a distorted rock salt structure
(monoclinic, C2/m),112 and this phase exhibits a significantly higher conductivity (�10�3 S cm�1) than its low-temperature
phase.111 However, the fast cation diffusion in the high temperature phase is intrinsic and can be suppressed by the distortion
of the original lattice. For e.g., in the case of Mg-doped Li3-2xMgxInBr6, a decreasing trend in ionic conductivity was observed
with increasing Mg content.113

Asano et al. prepared Li3YCl6 and Li3YBr6 via a mechano-chemical route, with �10�4 S cm�1 conductivity at room temper-
aure.27 While the crystal structure and ionic motion of the same compositions have previously been studied in the past, the
high conductivities found in this study were seen as an important breakthrough.11420,27,115,116 Li et al. reported Li3InCl6 with
a conductivity of 8.4 � 10�4 S cm�1, which was further improved to 1.49 � 10�3 S cm�1 by an annealing process.116 Recently,
a water-mediated synthesis method was developed which has the advantages of being facile and scalable, rendering comparable
room-temperature conductivity of 2.04 � 10�3 S cm�1.117 Schlem et al. successfully synthesized the iodine-based Li3ErI6 with ionic
conductivity in the order of 10�4 S cm�1.118 Fig. 11 summaries some of the representative room-temperature Li halide ionic
conductivities.20

4.19.3.3.2 Halide solid electrolytes with non-metallic element
Recently, a great amount of interest has been paid to the anti-perovskite system such as Li oxyhalides (Li3OX), since the discovery of
superionic conductivity in Li3OCl and Li3OCl0.5Br0.5 by Zhao et al. in 2012.119,120 Fig. 12 shows the cubic anti-perovskite crystal
structure of Li3OCl. It was found that Li3OCl demonstrated an impressive ionic conductivity of 8.5 � 10�4 S cm�1 at room-

Fig. 10 Dependence of room-temperature ionic conductivity on lithium concentration for sulfide glass and glass-ceramic solid electrolytes.99

Reprinted from Ref. Tatsumisago, M.; Hayashi, A. Superionic Glasses and Glass–Ceramics in the Li2S–P2S5 System for All-Solid-State Lithium
Secondary Batteries. Solid State Ion. 2012 225, 342–345. https://doi.org/10.1016/j.ssi.2012.03.013, Copyright (2012), with permission from Elsevier.
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temperature.119 The mixed-halogen compound Li3OCl0.5Br0.5 exhibited a further increased conductivity of 1.94 � 10�3 S cm�1 at
room temperature.119 The comparably higher conductivity of the mixed-halogen phase was reasoned to be a balanced lattice distor-
tion level at the dodecahedral halogen site.119 Deng et al. performed a theoretical study on the optimization of Cl/Br ratio and
proposed that chemical compositions of 0.235 � x � 0.395 in Li3OCl1-xBrx would yield an even higher ionic conductivity if the
materials were synthesized successfully.121

Glassy electrolytes of chemical formula Li3-2xMxOCl (M ¼ Mg, Ca, Ba) was investigated by Braga et al.122 The materials were
claimed to have benefits such as being chemically stable to metallic Li with the specific composition of Li2.99Ba0.005OCl achieving
a high conductivity of 2.5 � 10�2 S cm�1 at 25 �C.122 Defect chemistry and charge carrier concentrations of Li3OCl were studied
computationally.123,124 Emly et al. investigated the ionic transport mechanisms and phase stability of Li3OCl and Li3OBr.125 It
is argued that extra carefulness must be paid in the synthesis procedures of these Li oxyhalides, given their strong nature of hygro-
scopicity.126 A detailed research implementing a variety of characterization techniques was carried out by Hanghofer et al. on the
structural difference between Li3OCl and Li2OHCl.127 It was concluded that distinguishing the two phases merely by powder X-ray
diffraction would be challenging due to the technique’s weak response to Li and H.127 In addition, immediate degradation of
Li3OCl to Li2CO3 and LiCl$xH2O in air was confirmed.127 The authors suggested that practically only Li4(OH)3Cl and Li3-
x(OHx)Cl (x > 0) could be stable among the currently studied Li-rich anti-perovskites.127

Fig. 11 Representative ionic conductivities of lithium halide solid electrolytes containing different types (divalent, group Al, Ga, In and group Sc, Y,
LaeLu) of metal elements (Li3InBr6*dhigh temperature phase; Li3InBr6**das prepared).20

Fig. 12 Schematic crystal structure of the cubic anti-perovskite Li3OCl.
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Halide hydroxide Li2OHCl is known to undergo a phase transition between 30 �C and 50 �C, where its conductivity changes
drasticallydaround two orders of magnitude.128–131 Hood et al. demonstrated that a stable solid electrolyte interphase can be
formed between Li2OHCl electrolyte and the metallic Li anode, making them compatible at elevated temperatures.129 Compared
to Li oxyhalide, the cubic phase of Li2OHCl retains the structure of anti-perovskite but leaves two of the six Li-octahedral vertices
unoccupied due to the presence of proton.132 The effect of proton was updated by Song et al. through a combination of experi-
mental and computational studies (Li3-x(OHx)Cl, 0.7 < x � 1 and Li2OHBr).132 It was revealed that the motion of fast-rotating
OH� group in the cubic phase lattice can facilitate the formation of nearby Frenkel defect and which contributes to the enhanced
mobility of Li ions.132 The same group reported a further investigation on the temperature-dependent proton dynamics in Li2OHCl
in a more recent study.133 Optimization of different ratios of halogens in Li2OHX (X ¼ Cl, Br) was also explored by other
researchers.134 Unlike the high-temperature cubic phase, protonated orthorhombic Li2OHCl tends to block Li transport pathway
and hence the substitution of OH� group with F� was attempted to improve the ionic conductivity.120,135,136 Li et al. prepared
the composition of Li2(OH)0.9F0.1Cl, whose ionic conductivity was measured to be 3.5 � 10�5 S cm�1 at 25 �C and
1.9 � 10�3 S cm�1 at 100 �C, with reported good electrochemical stability against metallic Li.136 Effat et al. suggested a partial
replacement of Cl, instead of OH� group, by F to form the composition of Li2OHF0.1Cl0.9 could further enhance the ionic conduc-
tivity.135 Conductivities of selected Li halide solid- state electrolytes at room temperature are shown in Table 5.20,119,137

4.19.4 All-solid-state Li batteries (ASSLBs)

Solid-state electrolytes are broadly classified as bulk solid-state electrolytes and thin film solid electrolytes, based on the degree of
thickness of the electrolyte. Bulk solid-state electrolytes have thickness usually in the range of several hundred micrometers, whereas
for thin film solid electrolytes it is in the range of hundreds of nanometers to several microns. Usually, bulk solid-state electrolytes
are fabricated by processes, such as sintering and compaction, annealing and heat treatment, andmechanical milling,137,138 whereas

Table 5 Room-temperature conductivities (s) of selected lithium halides
containing non-metal elements (Li3SBF4 *dcalculated).20,119,137

Lithium halide s (S cm�1) Ref.

Li3OCl 0.85 � 10�3 119
Li3OCl0.5Br0.5 1.94 � 10�3 119
Li2(OH)0.9F0.1Cl 3.5 � 10�5 136
Li1.16(OH1.84)Cl 10�6 20
Li1.8N0.6Cl0.8 10�6 20
Li3SBF4* 10�2 20

Fig. 13 Charge/discharge curves of Li/PEO/Li1 þ x þ yAlxTi2 � xSiyP3 � yO12/LiCoO2 at 50 �C as a function of annealing temperature of
Li1 þ x þ yAlxTi2 � xSiyP3 � yO12/LiCoO2: (A) as-deposited, (B) 300 �C, (C) 400 �C, and (D) 500 �C.141 Reprinted from Ref. Xie, J.; Imanishi, N.; Zhang,
T.; Hirano, A.; Takeda, Y.; Yamamoto, O. Li-Ion Transport in all-Solid-State Lithium Batteries with LiCoO2 Using NASICON-Type Glass Ceramic
Electrolytes. J. Power Sources 2009, 189 (1), 365–370. https://doi.org/10.1016/j.jpowsour.2008.08.015, Copyright (2009), with permission from
Elsevier.
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methods like radio frequency magnetron sputtering, pulsed laser deposition, etc. are used to fabricate thin film solid-state
electrolytes.139,140

Solid-state batteries with Li metal anodes and non-flammable solid electrolytes are considered as the next generation rechargeable
batteries due to their potential improvement in energy density and safety. Fig. 13 shows the charge and discharge curves of a Li/PEO/
Li1 þ x þ yAlxTi2 � xSiyP3 � yO12/LiCoO2 at 50 �C as a function of the annealing temperature of Li1 þ x þ yAlxTi2 � xSiyP3 � yO12/
LiCoO2.

141 The cell fabricated with as-deposited LiCoO2 showed a capacity of 180 mAh g�1, which is a little higher than that of LiCoO2

with liquid electrolytes.
It has been demonstrated that garnet electrolytes are chemically stable towards Li metal anodes and this distinctive characteristic

of garnet electrolytes is promising for the development of ASSLBs. Abouli et al. recently reviewed a detailed summary of garnet-
based ASSLBs.142 ASSLB composed of Li6.6La3Zr1.6Ta0.4O12 electrolyte, Li anode and composite cathode (garnet þ LiCoO2)
exhibited 81% utilization of theoretical capacity upon discharging at 100 �C (0.1 �C).143 Solid-state cell with LiCoO2 cathode
was fabricated and the comparison of charge/discharge curves are given in Fig. 14A. The cell composed of composite cathode
showed a fast degradation and lost half of its capacity within the first 50 cycles (Fig. 14B). Huo et al.144 applied a rapid acid treat-
ment (RAT) to remove Li2CO3 on the surface of LLZTO to decrease the interfacial resistance of Li and LLZTO. The Li/LLZTO-RAT/
LCO cell tested at 30 �C could deliver a discharge capacity of 101.2 mAh g�1after 100 cycles at 0.1 �Cwith a Coloumbic efficiency of
over 99% (Fig. 15A). Also the charge-discharge profiles of the 1st, 50th and 100th cycles of the same cell (Fig. 15B) indicate a stable
electrochemical behavior.144

Fig. 14 (A) Charge/discharge curves of first cycle of a cell with Li6.6La3Zr1.6Ta0.4O12 electrolyte and pure LiCoO2 cathode and the first and second
cycle of a cell with electrolyte mixed cathode, (B) capacity versus cycle number plot for 75 cycles of the cell with electrolyte mixed cathode.143

Reprinted with permission from Ref. Finsterbusch, M.; Danner, T.; Tsai, C.-L.; Uhlenbruck, S.; Latz, A.; Guillon, O. High Capacity Garnet-Based all-
Solid-State Lithium Batteries: Fabrication and 3D-Microstructure Resolved Modeling. ACS Appl. Mater. Interfaces 2018, 10 (26), 22329–22339. https://
doi.org/10.1021/acsami.8b06705, Copyright (2018) American Chemical Society.

Fig. 15 (A) Cyclic performance and (B) charge/discharge profiles of Li/LLZTO-RAT/LCO cell at 0.1 �C.144 Reprinted from Ref. Huo, H.; Chen, Y.;
Zhao, N.; Lin, X.; Luo, J.; Yang, X.; Liu, Y.; Guo, X.; Sun, X. In-Situ Formed Li2CO3 -Free Garnet/Li Interface by Rapid Acid Treatment for Dendrite-
Free Solid-State Batteries. Nano Energy 2019, 61, 119–125. https://doi.org/10.1016/j.nanoen.2019.04.058, Copyright (2019), with permission from
Elsevier.

Solid-state electrolytes for lithium-ion batteries 673



NASICON-type solid electrolytes have also been used for ASSLBs. All-solid-state Li/Li1.2Mg0.1Zr1.9(PO4)3 (LMZP) /LiFePO4 cell
showed specific capacities of 155 and 140 mAh g�1 at 0.05 and 0.1 mA cm�2 areal current rates, respectively, with a Coulombic
efficiency as high as 99.5%. A capacity retention of 90% has been shown after 50 cycles in Fig. 16.145 Fig. 17 illustrates electrochem-
ical perofmarnces of the cells consisting LGPS as solid electrolyte together with conventional LiNi0.8Co0.15Al0.05O2 (NCA) and
modified NCA cathodes (NCAeTi), as the solid solution surface layer with 2 at.% Ti can improve the cycle stability of NCA at
high cutoff voltages.146 Both cells (NCA (Ti2)/Li10GeP2S12/Li-In) show similar initial discharge specific capacities of 114 and

Fig. 16 Performance of a Li/Li1.2Mg0.1Zr1.9(PO4)3/LiFePO4 ASSLB at 60 �C.145 Reproduced with permission from Ref. Zhou, Q.; Xu, B.; Chien, P.-
H.; Li, Y.; Huang, B.; Wu, N.; Xu, H.; Grundish, N. S.; Hu, Y.-Y.; Goodenough, J. B. NASICON Li1.2MgX0.1Zr1.9(PO4)3 Solid Electrolyte for an all-Solid-
State Li-Metal Battery. Small Methods 2020, 4 (12), 2000764. https://doi.org/10.1002/smtd.202000764, Copyright (2018), John Wiley and Sons.

Fig. 17 (A) Charge/discharge profiles and (B) cyclic performances of NCA and NCA-T2 in cathode/Li10GeP2S12/Li-In ASSLB at 25 �C.146

Reproduced with permission from Ref Yang, J.; Huang, B.; Yin, J.; Yao, X.; Peng, G.; Zhou, J.; Xu, X. Structure Integrity Endowed by a Ti-Containing
Surface Layer towards Ultrastable LiNi0.8Co0.15Al0.05O2 for all-Solid-State Lithium Batteries. J. Electrochem. Soc. 2016, 163 (8), A1530–A1534. https://
doi.org/10.1149/2.0331608jes, Copyright (2016), IOP Publishing Ltd.
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122 mAh g�1, respectively. However, the modified NCA shows more stability than the un tretaed NCA, delivering a reversible
capacity of 115 mAh g�1 with a capacity retention of 94% after 100 cycles.146 Fig. 18 shows charge-discharge curves of an all-
solid-state battery consisting of an indium metal anode, a Li10GeP2S12 electrolyte, and a LiCoO2 cathode.24 The cell exhibited
discharge capacity of over 120 mAh/g with an excellent discharge efficiency of 100% as shown in Fig. 18.

Fig. 18 Charge-discharge curves of an In/Li10GeP2S12/LiCoO2 ASSLB. Cyclic performance is given in the inset figure.24 Reprinted by permission
from Ref. Kamaya, N.; Homma, K.; Yamakawa, Y.; Hirayama, M.; Kanno, R.; Yonemura, M.; Kamiyama, T.; Kato, Y.; Hama, S.; Kawamoto, K.; Mitsui,
A. A Lithium Superionic Conductor. Nat. Mater. 2011, 10 (9), 682–686. http://www.nature.com/nmat/journal/v10/n9/abs/
nmat3066.html#supplementary-information.

Fig. 19 Galvanostatic discharge/charge profiles of all-solid-state LieS battery (A) under 0.05 �C at 60 �C and (B) under different C rate at 60 �C.147

Reproduced (adapted) with permission from Ref Yao, X.; Huang, N.; Han, F.; Zhang, Q.; Wan, H.; Mwizerwa, J. P.; Wang, C.; Xu, X. High-
Performance All-Solid-State Lithium–Sulfur Batteries Enabled by Amorphous Sulfur-Coated Reduced Graphene Oxide Cathodes. Adv. Energy Mater.
2017, 7 (17): 1602923. https://doi.org/10.1002/aenm.201602923, Copyright 2017, John Wiley and Sons.
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Lithium-sulfur (LieS) batteries are being considered as potential candidates for the next generation high energy density Li
batteries because of the high theoretical specific capacity of S (1673 mAh/g). Most of the solid-state batteries with S cathode re-
ported in literature have demonstrated a promising energy density larger than 300 Wh/kg. Yao et al. fabricated a LieS solid-state
battery with sulfide electrolyte (Li10GeP2S12) in which S cathode is prepared by deposition of nanoamorphous sulfur on reduced
graphene oxide.147 The cell demonstrated a similar electrochemical performance as with a liquid organic electrolyte (60 �C) and it
can maintain a high reversible capacity of 830 mAh/g at 1.0 �C for 750 cycles. Fig. 19A and B shows the charge/discharge profile of
solid-state LieS battery at different currents from 0.05 �C to 5 �C at 60 �C.147

Wang et al. demonstrated an interfacial-assisted, in-situ synthesis of a highly Li ion conductive halide electrolyte (Li3InCl6) on
LiCoO2 cathode material.148 A solid-state battery containing a Li3InCl6 electrolyte showed a high initial capacity of 131.7 mAh/g at
0.1 �C and can be operated up to 4 �C at room temperature. Fig. 20 shows the charge/discharge profiles and electrochemical perfor-
mance for the same battery. The discharge capacity retains 90.3 mAh/g after 200 cycles.148

4.19.5 Conclusions

All-solid-state Li batteries (ASSLBs) are considered as one of the most promising next-generation energy solutions with high level
of safety and prominent energy storage features. To overcome the current limitations of the technology requires extensive research
such as improving ionic conductivity and looking for materials of better chemical stability with elemental Li anode and cathodes.
Garnet-type Li6.75La3Zr1.75Ta0.25O12 electrolytes have demonstrated a Liþ ionic conductivity of 1 � 10�3 S cm�1 at room temper-
ature. The sulfide-based solid electrolytes, Li10GeP2S12 exhibited a Liþ ionic conductivity of 1.2 � 10�2 S cm�1 at room temper-
ature, and halide-based Li3ScCl6 showed a room temperature conductivity of 3.02 � 10�3 S cm�1. Generally, the oxide-based
perovskite structure Li solid electrolytes have better chemical stability in air than the garnet, LISICON, and NASICON structures,
while garnets usually have a wider electrochemical stability window (up to 6 V vs. Li/Liþ) and are more compatible with metallic
lithium.
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Abstract

Transition metal oxides exhibit a wide variety of functionsdsuch as metallic conductivity, superconductivity, magnetism,
magnetoresistance, ferroelectricity, piezoelectricity and even catalytic activityddepending on the composition and structure.
High pressure stabilizes dense structures with large coordination numbers such as perovskites, and also stabilizes cations
with unusually high valences, such as Fe4þ and Ni3þ. Because of these clear trends, high-pressure syntheses of functional
transition metal oxides are intensively performed. Transition metal oxides prepared by high-pressure synthesis and inves-
tigations of structural and property changes under pressure will be reviewed.

4.20.1 Introduction

The Earth is a huge high pressure (HP) and high temperature (HT) vessel.1 Geophysicists have long been driven to develop HP tech-
nology as a means to look into the interior. A silicate perovskite, Mg1� xFexSiO3 (x � 0.8), is likely to be the most abundant single
phase of the Earth.2 The perovskite phase of MgSiO3 does not form at atmospheric pressure because both Mg2þ and Si4þ ions are far
too small to meet the qualifications for the perfect perovskite ABX3: rA:rB:rX ¼ 1:0.41:1, where rA, rB and rX respectively stand for the
ionic radii of the A and B cations and the X anion.3
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The tolerance factor t given by

t ¼ rA þ rXffiffiffi
2

p ðrB þ rXÞ
measures the stability and distortion of perovskite structure. Polar tetragonal PbTiO3-type structure with a space group P4mm is

obtained for t > 1. Ideal cubic perovskite forms for 0.9 < t � 1. GdFeO3-type orthorhombic distortion takes place for t < 0.9. The
tilting of the BO6 octahedron reducing the space at the A-site cation results in O2ap � 2ap � O2ap superstructure (ap is the parameter
of the cubic perovskite subcell) and space group Pnma (O2ap � O2ap � 2ap for Pbnm). When t is smaller than 0.7–0.8, perovskite
structure is no longer stable and transforms to ilmenite structure.

Pyroxene structure of MgSiO3 where SiO4 tetrahedra form corner-sharing chains transforms to ilmenite structure with octahe-
drally coordinated Mg and Si at 21 GPa and then to perovskite structure at 25 GPa.2 MgSiO3 quenched to ambient pressure
(AP) and temperature exhibits a GdFeO3-type distorted perovskite structure in which the Mg ion is only 8-fold coordinated, not
12-fold coordinated as in the ideal perovskite structure. It is an accelerated contraction of the oxide ions that makes the Mg-Si-O
combination tolerated under high pressure. In 2004 the “post-perovskite phase transition” that occurs at the conditions of the deep-
est part of the lower mantle was discovered by in-situ synchrotron X-ray diffraction study using diamond anvil cell and laser heating
techniques.4,5 The post-perovskite phase has CaIrO3 structure and is expected to explain the nature of the D00 layer that lies right
above the core-mantle boundary.

HP techniques are utilized to develop new functional materials such as transition metal oxides. Kafalas and Longo determined
the pressure necessary to obtain Ruddlesden-Popper (RP) phase Srnþ1IrnO3nþ1.

6 Only the n ¼ 1 phase, Sr2IrO4 (n ¼ 1, Fig. 1(b)),
forms at AP. Sr3Ir2O7 (n ¼ 2, Fig. 1(c)) is obtained above 1 GPa. Sr4Ir3O10, (n ¼ 3, Fig. 1(d)) forms above 3.5 GPa and, finally,
perovskite SrIrO3 with n ¼ N (Fig. 1(a)) is stabilized above 4.5 GPa. Although the coordination number of Ir is constant at 6,
that for Sr increases from 9 in Sr2IrO4 to 12 in SrIrO3.

Another remarkable tendency results from the electrostatic repulsion of cations of small sizes. Transition metal–oxygen octa-
hedra are linked by face sharing in the 2H phase of BaMnO3, by corner sharing in the 3C phase of CaMnO3, and in a mixed
way in 9R phases of BaRuO3 and 4H phases of SrMnO3.

7–9 As illustrated in Fig. 2, the sequential densification
2H / 9R/ 4H / 6H / 3C (perovskite) results from a successive increase in the proportion of corner sharing. Because the
distance between cations in a pair of corner-sharing octahedra is greater than the distance between those in face-sharing octahedra,

(C)

A

BO6

(A)

(B)

(D)

(F)

(E)

Fig. 1 Structures of Ruddlesden-Popper phases: (a) ABO3 (n ¼N), (b) A2BO4 (n ¼ 1), (c) A3B2O7 (n ¼ 2) and (d) A4B3O10 (n ¼ 3). (e) GdFeO3-
type distorted perovskite and (f) Post perovskite structures.
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the above transitions have been thought to imply that small cations are redistributed under pressure in order to reduce the electro-
static repulsion. No doubt this tendency is enhanced if the cations have high oxidation numbers.

The face-sharing octahedral dimer pair is found in ilmenite and LiNbO3 structures as well. These are both derivatives of
corundum structure, but the difference in the arrangement of two cations results in non-polar (ilmenite) and polar (LiNbO3) struc-
tures. Pressure-induced transformation of ilmenite (Fig. 3a) to LiNbO3 (Fig. 3b) structure is observed typically for ZnSnO3.

10

LiNbO3 phase is recovered at AP as a result of the transformation from a perovskite phase stabilized at a high pressure as
well.11 The ordering of two cations in LiNbO3 structure results in A2BB0O6 Ni3TeO6 phase shown in Fig. 3c, which attracts
keen interest as a polar magnet.12 Cation orderings in the perovskite structure are also intensively investigated. Ferromagnetism
or ferrimagnetism are observed in many B-site ordered double perovskite oxides A2BB0O6 with NaCl-type ordering of magnetic
cations. Most of these have either a O2ap � O2ap � 2ap unit cell with P21/n space group as shown in Fig. 3d or
a 2ap � 2ap � 2ap unit cell with Fm-3m space group, but other structures are also present.13 Layered ordering of B-site cations
has been observed only for Cu2þ/Sn4þ, Cu2þ/Zr4þ and Cu2þ/(Cu2þ0.5Mo6þ0.5).

14–16 The cation orderings in the A-site of perov-
skite structure result in A-site-ordered quadruple perovskite and A-site columnar ordered perovskite as discussed in Section 4.20.4.

Transition metal oxides exhibit a wide variety of functionsdsuch as metallic conductivity, superconductivity, magnetism,
magnetoresistance, ferroelectricity, piezoelectricity, and even catalytic activityddepending on their composition and structure.
High pressure stabilizes dense structures with large coordination numbers, such as perovskites, as described above. In addition,
unusually high valence cations, such as Fe4þ and Ni3þ, are also stabilized. Because of these clear trends, HP syntheses of functional
transition metal oxides are intensively performed. Belt- and cubic anvil-type HP apparatuses are generally used for the syntheses at
several gigapascals. A Kawai-type double-stage multi-anvil device is used for the syntheses at pressures higher than 10 GPa. Starting
precursors are charged in capsules made of metals typically gold or platinum. Oxidizing agents such as KClO3, KClO4, NaClO3 and
Ag2O which release O2 at elevated temperatures are added when high-oxygen pressure is needed. The capsules are first compressed
and then heated for several tens of minutes. This is followed by quenching to room temperature and releasing the pressure.

Diamond anvil cells (DACs) are used for measuring various physical properties (resistivity, dielectric constant, specific heat and
so on) and for spectroscopies. The combination of DACs and synchrotron X-rays is a powerful tool for the observation of structural
transitions at HP. Precise structural determination at HP is performed by neutron diffraction using a Paris-Edinburgh cell. The
details of HP devices are found elsewhere.17

(B)

(E)
A

BO6

(A)

(C)

(D)

Fig. 2 Structures of hexagonal perovskites ABO3: (a) 2H, (b) 9R, (c) 4H, (d) 6H and (e) 3C phases.

(A) (B) (C) (D)

BO6

AO6

B’O6

Fig. 3 Structures of (a) Ilmenite, (b) LiNbO3, (c) Ni3TeO6 and (d) ordered double perovskite A2BB0O6.
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In this review we survey transition metal oxides prepared by HP syntheses and investigations of structural and property changes
under pressure. These are categorized by the transition elements (Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu and 4d and 5d elements). A-site-
ordered quadruple perovskites, A-site columnar ordered perovskites and mixed-anion compounds which attract keen interest
because of their various functions are also summarized. Some compounds appear in multiple subsections.

4.20.2 HPHT synthesis of 3d-transition metal oxides and investigations at HT conditions

4.20.2.1 Sc oxides

Sc-containing compounds are summarized in Table 1. The Sc3þ cation (rVI ¼ 0.745 Å)3 is one of the largest of the 3d–5d transition-
metal trivalent cations but is small enough for the majority of RScO3 perovskites (with the GdFeO3-type Pnma structure) to form at
AP for R ¼ La-Ho.19 Its size becomes too large for smaller R3þ cations (R ¼ Er-Lu), resulting in too small tolerance factors, which
destabilize the perovskite structure at AP. The synthesis of RScO3 with R ¼ Er-Lu appeared to be challenging even at HP. For
example, the synthesis of RScO3 with R ¼ Er, Tm and Y was reported at 2 GPa and 1270 K (and no perovskites formed at 3 GPa
for R ¼ Yb and Lu).18 On the other hand, no perovskite phases were formed in another work at 6 GPa and 1470 K for R ¼ Tm,
Yb and Lu, and only about 50% of perovskite phases were found for R ¼ Er and Y.19 It was possible to synthesize YbScO3 at
6.5 GPa and 1870 K, but LuScO3 synthesized at these conditions still contained about 10% of monoclinic b-Lu2O3-type impurity
(unpublished results). BiScO3 can be prepared only at HP (6 GPa).20 It crystallizes in C2/c space group with a ¼ ap þ 2bp þ cp,
b ¼ �ap þ cp, c ¼ ap � 2bp þ cp unit cell, where ap, bp and cp are the lattice constants of a simple perovskite structure (isostructural
with BiMnO3).

21,22 Antiparallel displacement of Bi3þ ions in the b direction owing to the ordering of stereochemical 6s2 lone pairs
suggests antiferroelectric nature, but it has not been experimentally confirmed. At about 3.5 GPa structural phase transition to
a GdFeO3-type modification was observed at room temperature (RT).23 A new modification of BiScO3 can be obtained by heating
the HP phase at AP above 750 K.21,24

The Sc3þ cation (rVIII ¼ 0.870 Å)3 is the smallest of the R3þ cations, and tolerance factors of ScBO3 are too small. Therefore, all
ScBO3 perovskites can be prepared only at HP. As the difference in sizes of Sc3þ and Bnþ cations is small, ScBO3 perovskites are
prone to anti-site disorder and shifts in their stoichiometry to (Sc1� xBx)BO3.

35,38 Sc2NiMnO6 can be prepared with the ideal
rock-salt B-site ordering37 or with significant disordering, (Sc0.94Mn2þ0.06)(Mn4þ0.41Mn3þ0.09)(Mn3þ0.15Ni2þ0.35)O3.

38 The perov-
skite modification of ScFeO3 is stable only at HPHT conditions33; at AP and RT it recovers in the LiNbO3-type modification. ScTiO3

and ScNiO3 have not been prepared yet.

4.20.2.2 Ti oxides

Ti-containing compounds are summarized in Table 2. B-site Ti perovskite oxides, BaTiO3 and PbTiO3, are of great use as constit-
uents of ferroelectric and piezoelectric materials. The former was found by single crystal X-ray diffraction with a DAC to exhibit
a transition from a polar tetragonal structure with space group P4mm to the cubic one with Pm-3m at 2.1 GPa.55 Synchrotron X-

Table 1 Sc oxides obtained by HPHT synthesis.

Compounds Structure type P(GPa) References

RScO3, R ¼ Er-Lu Pv (GdFeO3) 2–6.5 18,19
BiScO3

ScAlO3
ScVO3
ScCrO3

ScMnO3
ScFeO3
(Sc1� xCox)CoO3
ScRhO3

Sc2NiMnO6
(Sc0.94Mn0.06)Mn0.65Ni0.35O6
(Tl1� xScx)ScO3

Pv (C2/c; PbZrO3 above 750 K)
Pv (GdFeO3)
Pv (GdFeO3, P-1a below 90 K)
Pv (GdFeO3)
Pv (P21/n)
LN
Pv (GdFeO3)
Pv (P21/n, Z ¼ 8)
Pv (P21/n)
Pv (P-1b)
LN

6
3.5�12
8
4.5–6
12.5
15
6
6
6
6–7
6

20–24
25,26
27
28–30
31,32
33,34
35
36
37
38
39

Pv: perovskite. Symmetries are given for the perovskite-type modifications. Pnma (GdFeO3) and P-1
a symmetries

have O2ap � 2ap � O2ap superstructure (ap is the parameter of the cubic perovskite subcell); C2/c has
ap þ 2bp þ cp, �ap þ cp, ap � 2bp þ cp superstructure; P21/n and P-1

b have O2ap � O2ap � 2ap
superstructure; P21/n (Z ¼ 8) has 2ap � 2ap � 2ap superstructure. LN: lithium niobate.

684 High pressure studies of transition metal oxides



ray powder diffraction study revealed the presence of polar monoclinic phases between the AP tetragonal P4mm and HP non-polar
R-3c phases of PbTiO3.

56

Eu1� xBaxTiO3 (0.6 � x 0.8), Eu1� xKxTiO3 (x ¼ 0.2 and 0.32), La0.7Na0.3TiO3 and La0.7K0.3TiO3 were stabilized by HP synthesis
at 4.0 GPa and 1173 K. Mössbauer spectroscopy revealed that the fraction of Eu2þ/Eu3þ changed depending on the amount of Ba
and K substitution to preserve Ti4þ. On the other hand, EPR measurements suggested the presence of Ti3þ as well as A-site cation
vacancies in La0.7Na0.3TiO3 and La0.7Na0.3TiO3. LaTi0.75Mg0.25O3 and LaTi0.5Mg0.5O3 were also prepared at 4 GPa and 1273 K and
the presence of Ti3þ was confirmed by EPR.41

Bi0.5Ag0.5TiO3 and Ca2NdAgTi4O12 with random distributions of Bi3þ/Agþ and Ca2þ/Nd3þ/Agþ were obtained by HP synthesis
at 14 GPa and 1273 K. On the other hand, partial layered ordering of Nd3þ and Agþ was observe in Nd0.5Ag0.5TiO3 synthesized
under those conditions.42,43 Bi2ZnTiO6 has a PbTiO3-type polar tetragonal structure with a pronounced distortion of c/
a ¼ 1.21.47,48

Partial layered ordering of Kþ and Th4þ has also been observed in K2/3Th1/3TiO3, while the ordering pattern of Ca2þ/Fe2þ is
columnar in CaFeTi2O6 as discussed in Section 4.20.4.2.44,45 1:3 ordering of A-site cations leads to the formation of a quadruple
perovskite CaFe3Ti4O12.

49

Ilmenite-type MnTiO3 and ZnTiO3 were found to transform into LiNbO3 type after HPHT treatments at 7 GPa and 973 K and
7.5 GPa and 1273 K, respectively.51,52 Coexistence of ferroelectricity and weak ferromagnetism was observed in LiNbO3-type
FeTiO3 stabilized at 18 GPa.53 HgTiO3 was reported to adopt BiFeO3-type polar rhombohedral structure.54 A second-order transi-
tion to cubic structure was observed around 2 GPa57.

4.20.2.3 V oxides

V-containing compounds are summarized in Table 3. Vanadium perovskite oxides RVO3 (R: rare-earth elements) with trivalent
vanadium ions attract much attention because of the orbital ordering (OO) and orbital-flipping transitions. Stabilization of C-
type OO over G-type under pressure was observed for YVO3 and TbVO3 by synchrotron X-ray single crystal diffraction and the
pressure-temperature phase diagrams were constructed.78 On the other hand, G-type OO was found to be robust in DyVO3.

79

ScVO3 is stabilized by HP synthesis.27

SrVO3 and CaVO3 with V4þ are also extensively studied. HP synthesis expands the variety of A2þV4þO3 perovskites to BaVO3

(cubic), PbVO3 (tetragonal P4mm, isotypic with PbTiO3) and CdVO3 (GeFeO3-type).
58–61 Cd0.8Na0.2VO3 as well as CdVO3 was

found to be metallic.61

PbVO3 has a large tetragonal distortion (c/a ¼ 1.23) compared with PbTiO3 (1.064) owing to the dxy orbital ordering. At 3 GPa
it exhibits a transition to a paraelectric cubic structure accompanied by an insulator-to-metal transition and by 10.6% volume reduc-
tion.80 Bi3þ substitution for Pb2þ introduces an additional electron in dyz and dzx orbitals (electron doping) leading to shrinkage of
the c-axis and enables the transition to the cubic phase on heating at AP.81 The transition is of first order and the low-temperature

Table 2 Ti oxides obtained by HPHT synthesis (>1 GPa).

Compounds Structure type P(GPa) References

Eu0.2Ba0.8TiO3 Pv (PbTiO3) 4 40
Eu1� xBaxTiO3 (x � 0.3)
Eu1� xKxTiO3

Pv (cubic)
Pv (cubic)

4
4

40
40

La0.7Na0.3TiO3 Pv (cubic) 4 40
La0.7K0.3TiO3 Pv (cubic) 4 40
LaTi0.75Mg0.25O3 Pv 4 41
LaTi0.5Mg0.5O3 Pv 4 41
Bi0.5Ag0.5TiO3 Pv (Ibam) 14 42
Ca2NdAgTi4O12 Pv (GdFeO3) 14 43
Nd0.5Ag0.5TiO3 Pv (A-site order) 14 43
K2/3Th1/3TiO3
CaFeTi2O6

Ca2TiSiO6
Bi2ZnTiO6
CaFe3Ti4O12
MgTiSi2O7

MnTiO3

LN
Pv
Pv
Pv (PbTiO3)
A-QPv
weberite
LN

7
12–15
14
6
15
15
7

44
45
46
47,48
49
50
51

ZnTiO3
FeTiO3

HgTiO3

LN
LN
LN

7.5
18
6.5

52
53
54

Pv: perovskite. Symmetries are given for the perovskite-type modifications. Ibam symmetry has O2ap � O2ap � 2ap
superstructure; Pnma (GdFeO3) has O2ap � 2ap � O2ap superstructure. A-QPv: A-site-ordered quadruple
perovskite. LN: lithium niobate.
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large-volume phase and the high-temperature small-volume phase coexist with the increase in the latter fraction on heating.
Pb0.8Bi0.2VO3 shows a negative thermal expansion (NTE) with a crystallographic volume contraction of 7.9%, the largest value
reported so far for NTE materials. The electron doping can be achieved by F� substitution for O2� and an NTE is observed in
PbVO3� xFx as well.82 A half replacement of Pb2þ with Naþ (Kþ) reduces the c/a ratio of PbVO3 to 1.085 (1.054) which is
comparable to PbTiO3. Bi2ZnVO6 also adopts PbTiO3-type structure with a pronounced c/a ratio of 1.26.68

Co2þV4þO3, Ni2þV4þO3 and Cu2þV4þO3 adopt distorted ilmenite structures.65,66 Mn2þV4þO3 prepared below 4.5 GPa also has
the distorted ilmenite structure, while the sample prepared above 4.5 GPa has been found to be a GdFeO3-type perovskite.67

Fe3þ and V5þ are randomly arranged in PbFe1/2V1/2O3 (Pb2FeVO6), while V
3þ and Sb5þ in Mn2VSbO6 are ordered in a rock-salt

manner.64,71 The most stable ambient-pressure form of CrVO4 consists of octahedrally coordinated Cr3þ and tetrahedrally
coordinated V5þ. The crystal structure transforms to wolframite-type above 5 GPa, but the sample recovered to AP has been reported
to have rutile-type structure.73,83 Wolframite-type FeVO4 is obtained by HP synthesis.73 HP syntheses of Mn2þV5þ

2O6 (M ¼ Ni, Mg,
Co, Zn, Mn and Cd) with columbite-type structure are reported.74 Pyrochlore-type Mn2V2O7, Cd2V2O7 and Hg2V2O7 are also
reported75–77.

4.20.2.4 Cr oxides

Cr-containing compounds are summarized in Table 4. Perovskite phases of SrCrO3, CaCrO3 and BiCrO3 with M3þCr3þO3 charge
distribution were reported to be obtained by HP synthesis in the 1960s.84,85,90 SrCrO3 has a cubic perovskite structure, while
CaCrO3 has a GeFeO3-type distortion. These are rare examples of antiferromagnetic (AFM) metal. BaCrO3 synthesized at 3, 5, 9
and 22 GPa were respectively reported to be 5H, 4H, 6H and 3C perovskites.86 BiCrO3 has an antiferroelectric ordering of 6s2

lone pair electrons of Bi3þ analogs to BiScO3.
91 PbCrO3 was also reported in 1967, but it was recently found to be

Pb2þ0.5Pb
4þ

0.5Cr
3þO3 with shortrange ordering of Pb2þ and Pb4þ.88,89 A pressure-induced intermetallic charge transfer between

Pb4þ and Cr3þ accompanied by a volume collapse of 9.8%101 leads to a metallic Pb2þCr4þO3 HP phase. The solid solution of these
two compounds, Bi0.5Pb0.5CrO3, has also been reported.98

Sr2CrO4, Sr3Cr2O7 and Sr4Cr3O10 corresponding to n ¼ 1, 2 and 3 of the RP phases, Srnþ1CrnO3nþ1, as well as Ca2CrO4 have
also been obtained by HP synthesis6,99,100.

Table 3 V oxides obtained by HPHT synthesis (>1 GPa).

Compounds Structure type P(GPa) References

ScVO3

BaVO3
PbVO3
CdVO3
Cd0.8Na0.2VO3

InVO3
Na1/2Bi1/2VO3
K1/2Bi1/2VO3

Pv (GdFeO3)
Pv (cubic)
Pv (PbTiO3)
Pv (GdFeO3)
Pv (GdFeO3)
LN
Pv (PbTiO3)
Pv (PbTiO3)

8
12
6
6
6
9
6
6

27
58
59,60
61
61
62
63
63

PbFe1/2V1/2O3
CoVO3
NiVO3
CuVO3

MnVO3

Bi2ZnVO6
BiVO3

La2LivO6
Mn2VSbO6
ACu3V4O12 (A ¼ Na, Ca, Y)
CrVO4

FeVO4
MV2O6 (M ¼ Ni, Mg, Co, Zn, Cd)
Mn2V2O7

Cd2V2O7
Hg2V2O7

Pv (PbTiO3)
Ilmenite
Ilmenite
Ilmenite
Ilmenite
Pv (GdFeO3)
Pv (PbTiO3)
Pv (cubic)
B-DPv (Fm-3m)
B-DPv (P21/n)
A-QPv
Rutile
Wolframite
Columbite
Pyrochlore
Pyrochlore
Pyrochlore

7
6.5
6.5
6–6.5
�4.5
4.5–
8
25
6
6
9
6
6
5–8
7
8
3–6.5

64
65
66
65
67
67
68
69
70
71
72
73
73
74
75
76
77

Pv: perovskite. Symmetries are given for the perovskite-type modifications. Pnma (GdFeO3) symmetry has
O2ap � 2ap � O2ap superstructure. B-DPv: B-site-ordered double perovskite. Fm-3m has 2ap � 2ap � 2ap
superstructure; P21/n has O2ap � O2ap � 2ap superstructure. A-QPv: A-site-ordered quadruple perovskite.
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4.20.2.5 Mn oxides

Mn-containing compounds are summarized in Table 5. B-site Mn3þ perovskite oxides have attracted much attention as multiferroic
materials where electric polarization is induced by magnetic ordering and as parent compounds of colossal-magnetoresistance
materials. The spin structure of RMnO3 (R ¼ rare earth) depends on the size of the R ion. TbMnO3 and DyMnO3 have a cycloidal
magnetic ordering with a spin-induced electric polarization �0.1 mC cm�2 along the c-direction of GdFeO3-type structure with
space group Pbnm, while HoMnO3 and YMnO3 have E-type AFM ordering with an electric polarization along the a-direction.
Change in the polar direction from c- to a-directions and enhancement of spin-induced electric polarization of TbMnO3 owing
to the spin structure change has been observed at 5.2 GPa.131 The spin structure change was confirmed by neutron diffraction study
at HP on powder and single-crystalline samples.132,133 RMnO3 with R ¼ Ho-Lu and Y prepared at AP have a polar hexagonal
structure, while a HPHT treatment changes the structure to an orthorhombic perovskite one.102 Bi0.5Pb0.5MnO3 prepared at
6 GPa preserves the Mn3þ þ Mn4þ charge order and dz2 orbital order of Mn3þ up to 500 K as typically observed in colossal magne-
toresistance materials La0.5Ca0.5MnO3 and Nd0.5Sr0.5MnO3 below 150 K.108

Perovskite BiMnO3 is a rare example of ferromagnetic (FM) insulator with Tc ¼ 110 K owing to the ordering of the eg orbital of
Mn3þ ion.103,104 This compound attracted interest as a candidate FM ferroelectric, but convergent-beam electron diffraction (CBED)
analysis revealed the presence of an inversion center indicating that the actual space group was non-polar C2/c.104 The above-
discussed ordering of the dz

2 orbital was preserved in the C2/c structure refined based on the neutron powder diffraction.
Bi2NiMnO6 also is a ferromagnet (with Tc ¼ 140 K) owing to the NaCl-type ordering of Ni2þ with t2g

6eg
2 electronic configuration

and Mn4þ without the eg electron (t2g
3) as found in La2NiMnO6.

109 HP behavior of Lu2NiMnO6 was investigated by DC and AC
magnetization and neutron diffraction measurements.134 Disappearance of FM ordering owing to the change in superexchange
magnetic interactions was observed. On the other hand, In2NiMnO6 and Sc2NiMnO are antiferromagnets.37,110 6H hexagonal
PbMnO3 synthesized at 8 GPa was converted to 3C perovskite phase by treatment at 15 GPa.112 The charge distribution of this
compound is still unclear.

Mn2þ is incorporated in the A-site of perovskite structures as found in the HP-synthesized MnVO3 and (In1� yMny)MnO3.
67,113

This leads to the large number of B-site-ordered double perovskites such as Mn2FeReO6, which has a high ferrimagnetic ordering
temperature of 520 K.95,96 Mn2CrSbO6 prepared at 8 GPa transforms to LiNbO3 phase where Cr and Sb are randomly distributed
after the heat treatment at AP. MgMnO3 and ZnMnO3 crystalize in ilmenite structure.123 HgMnO3 synthesized at 18 GPa also has
a disordered ilmenite structure, but its synthesis at 20 GPa results in the formation of a perovskite-like structure.124 Ordering of Mn,
Sc and Sb in the corundom structure results in Ni3TeO6-type structure and the materials attract much attention as polar magnets. A-
site-ordered quadruple perovskites such as MnCu3V4O12 will be discussed in Section 4.20.4.1.118,119,129 A large magnetoresistance
effect has been observed in a pyrochlore Tl2Mn2O7 and has attracted much attention.130

Table 4 Cr oxides obtained by HPHT synthesis (>1 GPa).

Compounds Structure type P(GPa) References

SrCrO3

CaCrO3
BaCrO3

PbCrO3
BiCrO3

TlCrO3
Bi2FeCrO6
Ba2CrNbO6
Ba2CrTaO6

Mn2CrSbO6
Sr2CrRuO6

Pv (cubic)
Pv (GdFeO3)
5H
4H
6H
3C
Pv
Pv (C2/c)
Pv (GdFeO3)
Pv (R3c)
B-DPv (Fm-3m)
B-DPv (Fm-3m)
B-DPv (P21/n)
Pv (cubic)

12
6.5
3
5
9
22
9
6
6
6
3.5–5
8
8
8

84
85
86,87

88,89
90,91
92
93
94
95
96
97

Bi0.5Pb0.5CrO3

Sr2CrO4
Sr3Cr2O7
Sr4Cr3O10

Ca2CrO4

Pv (GdFeO3)
K2NiF4 (RP, n ¼ 1)
RP, n ¼ 2
RP, n ¼ 3
K2NiF4 (RP, n ¼ 1)

7
6.5
6.5
4–6
5.5

98
6
6
99
100

Pv: perovskite. Symmetries are given for the perovskite-type modifications. Pnma (GdFeO3)
symmetry has O2ap � 2ap � O2ap superstructure (ap is the parameter of the cubic perovskite
subcell); C2/c has ap þ 2bp þ cp, �ap þ cp, ap � 2bp þ cp superstructure; R3c has
O2ap � O2ap � 2O3ap superstructure (hexagonal setting). 5H, 4H, 6H, 3C: Hexagonal
perovskites. B-DPv: B-site-ordered double perovskite. Fm-3m has 2ap � 2ap � 2ap
superstructure; P21/n has O2ap � O2ap � 2ap superstructure.
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4.20.2.6 Fe oxides

Fe-containing compounds are summarized in Table 6. Fe ions usually have divalent (e.g., FeO), trivalent (e.g., Fe2O3) and
mixed-valence states (e.g., Fe3O4) in oxides. Fe2þ ions are found in LiNbO3-type oxides such as FeTiO3.

53 FeTiO3 crystallizes in
ilmenite structure because of smaller sizes of constituent ions. Extremely high pressures above 16 GPa stabilize the GdFeO3-type
perovskite structure for Fe oxides with small tolerance factors. However, the perovskite phase generated under HP cannot be
quenched to AP, thus transforms to LiNbO3-type phase upon decompression.162 The same phase relation is predominant in the
Fe3þ-based LiNbO3-type oxides, ScFeO3 and InFeO3.

33,155 The Fe4þ-oxides are stabilized under highly oxidative conditions which
can be generated by oxidizing agent (e.g., KClO4) at a pressure of several gigapascals. CaFeO3 and SrFeO3 are typical Fe

4þ-containing
perovskites synthesized from the brownmillerite Ca2Fe2O5 and oxygen-deficient perovskite SrFeO3�d by using HPHT oxidation
conditions.135,136 A double perovskite La2LiFeO6 contains Fe5þ species, where Liþ and Fe5þ are ordered at B sites in rock-salt
manner.156 Extremely HP conditions provide a rich variety of unconventional stoichiometry in Fe oxides (FeO2, Fe4O5, Fe5O6,
etc.).157–159,163 Fe5O6 undergoes a Verway-type transition at 275 K, in which charge ordering and metal-insulator transitions simul-
taneously occur.158

CaFeO3 undergoes AFM and metal-insulator transitions associated with a charge disproportionation (2Fe4þ / Fe3þ þ Fe5þ)
below 290 K,164 together with rock-salt-type charge-ordering of Fe3þ and Fe5þ.165 The crystal structure changes from orthorhombic

Table 5 Mn oxides obtained by HPHT synthesis (>1 GPa).

Compounds Structure type P(GPa) References

RMnO3 (R ¼ Ho-Lu, Y)
BiMnO3
TlMnO3
SeMnO3
TeMnO3

Bi0.5Pb0.5MnO3
Bi2NiMnO6
In2NiMnO6

Sc2NiMnO6
PbMnO3
PbMnO3
MnVO3

(In1� xMnx)MnO3 (1/9 � x � 1/3)
Mn2ScSbO6
Mn2VSbO6
Mn2CrSbO6

Pv (GdFeO3)
Pv (C2/c)
Pv (GdFeO3)
Pv (GdFeO3)
Pv
B-DPv (P21/m)
B-DPv
B-DPv
B-DPv (P21/n)
6H
Pv
Pv (GdFeO3)
Pv (P21/n)
B-DPv (P21/n)
B-DPv (P21/n)
B-DPv (P21/n)

5
6
6
3.5
5.8
6
4
6
6
8
12
4.5–6
6
12
6
8

102
103,104
105
106
107
108
109
110
37
111
112
67
113
114
71
96

Mn2MnReO6
Mn2MnTeO6
Mn2FeReO6

Mn2FeSbO6

Mn2CoReO6
Mn2NiReO6
MgMnO3

ZnMnO3
HgMnO3
HgMnO3
Mn2FeNbO6

Mn2FeTaO6
Mn2ScSbO6
Mn2ScNbO6
Mn2ScTaO6

Mn2MnWO6
Mn2FeWO6
Mn2FeMoO6

MnCu3V4O12
Tl2Mn2O7

B-DPv (P21/n)
B-DPv (P21/n)
B-DPv (P21/n)
B-DPv (P21/n)
B-DPv (P21/n)
B-DPv (P21/n)
Ilmenite
Ilmenite
Ilmenite
Pv
LN
LN
Ni3TeO6
Ni3TeO6
Ni3TeO6

Ni3TeO6
Ni3TeO6
Ni3TeO6

A-QPv
Pyrochlore

5, 8
8
5, 8
6
8
8
6.5
6.5
18
20
7
7
5.5
6
6
12
8
8
12
2.5

115,116
117
118,119
120
121
122
123
123
124
124
125
125
114
126
126
127
12
128
129
130

Pv: perovskite. Symmetries are given for the perovskite-type modifications. Pnma (GdFeO3)
symmetry has O2ap � 2ap � O2ap superstructure (ap is the parameter of the cubic perovskite
subcell); C2/c has ap þ 2bp þ cp, �ap þ cp, ap � 2bp þ cp superstructure. 6H: Hexagonal
perovskites. B-DPv: B-site-ordered double perovskite. P2/m symmetry has
2O2ap � 2ap � O2ap superstructure; P21/n symmetries has O2ap � O2ap � 2ap
superstructure. A-QPv: A-site-ordered quadruple perovskite. LN: lithium niobate.
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(Pnma space group) to monoclinic (P21/n) in the charge disproportionation transition. The instability of the degenerate eg orbitals
for Fe4þ (t2g

3eg
1) is removed by the charge disproportionation into Fe3þ (t2g

3eg
2) and Fe5þ (t2g

3eg
0), which is in stark contrast to the

Jahn-Teller instability in nominally isoelectronic Mn3þ perovskites (e.g., LaMnO3). This is attributed to the ligand hole (L) feature of
Fe4þ (d5L1 electron configuration rather than t2g

3eg
1),166 in which an electron in an oxygen 2p orbital is transferred to an Fe 3d orbital

because of the negative charge transfer energy D. A different type of charge ordering with Fe3þ:Fe5þ ¼ 2:1 is realized in the
low-temperature phase of Sr2/3La1/3FeO3.

140

SrFeO3 retains a metallic conductivity with Fe4þ state at low temperatures down to several kelvins and has a helical magnetic
structure, whose origin is explained by the double-exchange model with the strong Fe 3d and O 2p hybridization.167 In addition
to versatile magnetic structures in the H–T diagram of the pure SrFeO3,

168,169 A- or B-site substitutions in Fe4þ-perovskites induce
various magnetoelectronic properties. Partial substitution of Fe4þ with M4þ (M ¼ Co, Ru, Rh) induces FM properties. As discussed
in Section 4.20.4.1, ordered perovskite oxides containing nearly tetravalent Fe ions are achieved by 3/4-substitution at A-site with
Cu ions, forming a quadruple perovskite series of ACu3Fe4O12 (A ¼ Ca, Sr, Cd, rare-earth metals).

BiFeO3 is the most extensively investigated multiferroic compound with high ferroelectric (1103 K) and AFM (643 K) transition
temperatures. HP synthesis enables the formation of BiFe1� xCoxO3 in the entire composition range.144 Change in the spin structure
from a cycloidal one without the spontaneous magnetization to a collinear one with a spontaneous magnetization perpendicular to
the electric polarization is observed for x � 0.2.145,170 Reorientation of the magnetic easy plane in connection with 71� ferroelectric
switching was observed by applying an electric field to a single crystal grown at 3 GPa.171 The crystal structure changes to tetragonal
PbTiO3-type for x > 0.4. Monoclinic phase with O2ap � O2ap � ap unit cell and Cm space group which enables the polarization
rotation essentially the same as that of the morphotropic phase boundary phase of PbZrxTi1� xO3 (PZT) is observed at the vicinity
of x ¼ 0.23.146 A review of BiFe1� xCoxO3 is available.

172

Table 6 Fe oxides obtained by HPHT synthesis (>1 GPa).

Compounds Structure type P(GPa) References

CaFeO3 Pv (GdFeO3) 2 135
SrFeO3 Pv (cubic) 0.034 136
BaFeO3 Pv (cubic) 5 137,138
Ca1� xSrxFeO3 Pv (GdFeO3, cubic) 2 139
La1/3Sr2/3FeO3 Pv (R-3c) 6 140,141
Ca0.5Bi0.5FeO3 Pv (GdFeO3) 5.3 142
CaFe1� xCoxO3
BiFe1� xCoxO3 (x � 0.2)
BiFe1� xCoxO3 (x � 0.3)
BiFe1� xCoxO3 (x � 0.4)
Bi2FeAlO6
Sr2FeBiO6

Ba2FeBiO6
Ca2FeOsO6
Sr2FeOsO6

Pv (GdFeO3)
Pv (R3c)
Pv (Cm)
Pv (PbTiO3)
B-DPv (R3)
B-DPv (Fm-3m)
B-DPv (Fm-3m)
B-DPv (P21/n)
B-DPv (P21/n)

6
4–6
4–6
4–6
6
7.5
4
6
6

143
144,145
144,146
144
147
148
148,149
150
151

PbFeO3

TlFeO3
FeTiO3

Pv
Pv (GdFeO3)
LN

7
7
18

152
153,154
53

ScFeO3 LN 15 33
InFeO3 LN 15 155
La2LiFeO6 B-DPv (R-3) 6 156
Fe4O5 CaFe3O5 10 157
Fe5O6 14–16 158
Fe5O7 �70 159
Fe7O9 24–26 160
Fe9O11 12 161
Fe25O32 �70 159

Pv: Perovskite. Symmetries are given for the perovskite-type modifications. Pnma (GdFeO3)
symmetry has O2ap � 2ap � O2ap superstructure (ap is the parameter of the cubic perovskite
subcell); R-3c and R3c have O2ap � O2ap � 2O3ap superstructure (hexagonal setting); Cm
has O2ap � O2ap � ap superstructure. B-DPv: B-site-ordered double perovskite. R3 and R-3
have O2ap � O2ap � 2O3ap superstructure (hexagonal setting); Fm-3m has
2ap � 2ap � 2ap superstructure; P21/n has O2ap � O2ap � 2ap superstructure. LN: lithium
niobate.
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Unusual ordering of isovalent cations, Fe3þ and Al3þ, has been observed in polar Bi2FeAlO6.
147 Perovskite PbFeO3 prepared at

6–7 GPa was reported to be Pb2þ0.5Pb
4þ

0.5Fe
3þO3 based on the XPS results152 and the ordering of layer of Pb2þ ions and two layers

made up of a mixture of Pb2þ and Pb4þ ions in a 1:3 ratio was determined.154

Pressure-induced structure, spin-state, magnetic, and insulator-metal transitions are reported to occur in various Fe oxides.
Perovskite AFeO3 (A ¼ Sr, Ca) with unusually high valence Fe4þ shows a rich phase diagram under high pressure:
pressure-induced spin state and paramagnetic-to-AFM transitions were observed in both SrFeO3 and CaFeO3.

173,174 Furthermore,
pressure-induced structural transition accompanied with suppression of charge disproportionation occurs in CaFeO3.

174 Charge
disproportionation in Sr2/3La1/3FeO3 is also suppressed under high pressure.175 Intermetallic charge transfer is observed in FeTiO3

ilmenite under high pressure.176,177 An electron transfer at 2 GPa (Fe2þ þ Ti4þ / Fe3þ þ Ti3þ) is indicated by 57Fe Mössbauer and
X-ray absorption spectroscopies. Coexistence of weak ferromagnetism and ferroelectricity was observed in LiNbO3-type FeTiO3 ob-
tained by HPHT treatment at 18 GPa and 1200 �C.53 A pressure-induced spin state transition is often observed in an octahedrally
coordinated 3d transition metal center due to crossover between the crystal splitting energy and the Coulomb repulsion between the
electrons, as commonly found in iron-containing minerals in earth crust.178 In contrast, a spin transition in square planar and
tetrahedrally coordinated metal center is quite rare: Square planar iron oxides SrFeO2 and Sr3Fe2O5 exhibit a pressure-induced
spin transition from S ¼ 2 to 1 accompanies with insulator-to-metal and antiferro-to-FM transitions.179,180 This transition can
be explained by enhancement of a Fe-Fe interaction between adjacent face-to-face FeO4 square-planar units

165.

4.20.2.7 Co oxides

4.20.2.7.1 Co4þ perovskites
Co-containing compounds are summarized in Table 7. High-valence Co4þ ions as well as high-valence Fe4þ ions can be stabilized
by using strong oxidizing atmospheres under HP. CaCoO3 and SrCoO3 crystallize in cubic or orthorhombic perovskite
structures,181–183 which are reported to be in an intermediate spin state (t2g

4eg
1). SrCoO3 exhibits ferromagnetism at room temper-

ature but CaCoO3 is an antiferromagnet with Néel temperature (TN) ¼ 95 K. Both oxides retain metallic conductivity to a low
temperature of several kelvins because of strong d-p hybridization with a partially filled p* band.

The stoichiometric and lightly reduced BaCoO3�d (d ¼ 0–0.26) crystallize in the structures consisting of face-sharing octahedra
of 2H, 5H and 12H types due to the large tolerance factor (t > 1), although the heavily reduced BaCoO2.22 has a cubic perovskite
structure.198 Single crystals of cubic perovskite Sr1� xBaxCoO3 (x & 0.5) are obtained by annealing the oxygen-deficient
Sr1� xBaxCoO3�d (d � 0.5) crystals grown by the traveling solvent floating zone method with strong oxidizing conditions
(7.5 GPa, 480 �C) generated by decomposition of NaClO3.

185 The Ba substitution expands the lattice in simple cubic perovskite

Table 7 Co oxides obtained by HPHT synthesis (>1 GPa).

Compounds Structure type P(GPa) References

Perovskites
CaCoO3 Pv (GdFeO3, cubic) 8 181,182
SrCoO3 Pv (cubic) 6 183
Sr1� xCaxCoO3 (0 � x � 0.8) Pv (cubic) 6 184
Sr1� xBaxCoO3 (0 � x � 0.5) Pv (cubic) 6 185
SrCo1� xFexO3
BiCoO3
PbCoO3
InCoO3

SeCoO3
TeCoO3

Pv (cubic)
Pv (PbTiO3)
A-QPv
Pv (GdFeO3)
Pv
Pv

6
6
12
15
3.5
5.8

183
186
187
188
189
107

RP phase
Sr2CoO4 K2NiF4 (RP, n ¼ 1) 6 190
Sr2CoO3F K2NiF4 (RP, n ¼ 1) 6 191
Sr1.7Ca0.3CoO3F K2NiF4 (RP, n ¼ 1) NA 192
Magnetoplumbite-related phase
CaCo6O11 BaTi2Fe4O11 8 193
SrCo6O11 BaTi2Fe4O11 2 194
BaCo6O11 BaTi2Fe4O11 8 193
LaCo6O11 BaTi2Fe4O11 8 195
CaCo12O19 BaFe12O19 7 196
SrCo12O19 BaFe12O19 3 197
BaCo12O19 BaFe12O19 7 196

Pv: Perovskite. Symmetries are given for the perovskite-type modifications. Pnma (GdFeO3)
symmetry has O2ap � 2ap � O2ap superstructure (ap is the parameter of the cubic perovskite
subcell). A-QPv: A-site-ordered quadruple perovskite.
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form, decreasing the Curie temperature down to 176 K (x ¼ 0.35). The ferromagnetism disappears at x ¼ 0.4 and helimagnetism
emerges. The magnetic evolution is interpreted as the decrease in d-p hybridization by extension of CoeO bonds.

CaCoO3 and SrCoO3 also demonstrate highly active and stable electrocatalysis on oxygen evolution reaction (OER).199 The
origin of catalysis is proposed to be attributed to the unconventional reaction mechanisms including participation of surface lattice
oxygen of the perovskites. The catalytic activity of high-valence transition metal ions on OER is investigated by systematic
comparison on ABO3 compounds (A ¼ Ca, Sr, Y, La; B ¼ Ti, V, Cr, Mn, Fe, Co, Ni, Cu), proposing that the charge-transfer energy,
the difference between unoccupied 3d band center of B ions and occupied 2p band center of O, is the useful descriptor in perovskite
OER catalysts.200,201

4.20.2.7.2 Co3þ perovskites
Spin state transitions among low-, intermediate-, mixed- and high-spin configurations are a central topic in Co3þ oxides. The Co3þ

ions in octahedral coordination like those at the B-site of perovskites undergo spin-state transition with external pressure and
elevated temperature. LaCoO3 demonstrates thermally induced spin transition from low-spin (LS) to mixed or intermediate state,
whereas external pressures above 4 GPa drive the transition to LS.202,203 In contrast, the ground state of BiCoO3 obtained at 6 GPa is
high-spin (HS).186 It has a largely distorted tetragonal PbTiO3-type structure with the c/a ratio of 1.26 and a calculated PS of 120 mC/
cm2. It has a C-type AFM ordering below the TN of 460 K with the ordered moment of 3.24 mB, indicating that Co3þ is in the HS
t2g
4eg

2 state. A transition to the non-polar GdFeO3 phase accompanied with a spin state transition and 13% volume contraction was
observed at 3 GPa.204 PbCoO3 has an A-site-ordered quadruple perovskite structure (see Section 4.20.4.1) with the
Pb2þPb4þ3Co

2þ
2Co

3þ
2O12 valence distribution, a 2ap � 2ap � 2ap superlattice, and the Pn-3 space group.187 PbCoO3 shows

sequential HS-LS transition of Co2þ and charge transfer between Co2þ and Co3þ under pressure.205

4.20.2.7.3 RP phases
Sr2CoO4 crystallizes in K2NiF4 structure with Co4þ.190 This compound undergoes FM transition at TC ¼ 255 K. Electron doping into
Co ions by substitution of Y for Sr decreases TC down to 150 K (x ¼ 0.5), and the FM property eventually vanishes (x > 0.67). The
intermediate spin states are suggested, at least above the magnetic transition temperature.

Anion-substituted K2NiF4-type Co
3þ oxyfluorides Sr2CoO3F and Sr1.7Ca0.3CoO3F consist of Co5F octahedra in which O and F

anions are perfectly ordered.92,192 The octahedra can be regarded as CoO5 square pyramids because of the CoeF bond much longer
than five CoeO bonds. Magnetization and X-ray spectroscopic studies demonstrated that the Co3þ ions of these oxyfluorides were
in the high-spin state as well as those in BiCoO3 and that a spin crossover from high- to low-spin can be driven by high pressure.206

At 12 GPa the high-spin Co3þ ions in square pyramidal coordination are fully converted to low-spin ones in octahedral
coordination.

4.20.2.7.4 Magnetoplumbite-related phases
SrCo6O11 single crystal is synthesized at 2 GPa and 700 �C by ion-exchange reaction: 6NaxCoO2 þ 6x/2SrCl2
/ SrCo6O11 þ 6xNaCl þ byproducts.194 Single crystal structure analysis demonstrates that SrCo6O11 has a magnetoplumbite-
derived layered structure in which three distinct crystallographic sites are occupied by Co ions. Two Co sites predominate electronic
conductivity, whereas the other Co ions in bipyramidal coordination contribute to the frustrated Ising-like spin magnetism.
SrCo6O11 exhibits field-induced magnetic-state transitions from intermediate 1/3-plateau to FM spin alignment. The spin-valve-
like magnetoresistance in the interlayer direction is observed, which is attributed to the magnetic structure transition by magnetic
field.207 The resonant soft X-ray scattering study illustrates a magnetic Devil’s Staircase in theH–T phase diagram, where many types
of magnetic ordering emerge depending on the temperature and applied field.208

CaCo6O11 and BaCo6O11 polycrystalline samples are synthesized from mixtures of metal oxides at higher pressure up to
8 GPa.193 The magnetic state changes from the 1/3-plateau of SrCo6O11 to simple AFM-like (CaCo6O11) and FM-like ones. The
magnetic evolution is interpreted as the structural change in CoO5 trigonal bipyramids induced by A-site ions with different sizes.

4.20.2.8 Ni oxides

Ni-containing compounds are summarized in Table 8. Ruddlesden-Popper phases of Ni oxides and RNiO2 (R ¼ La, Nd) with the
infinite-layer structure were intensively studied because of the structural and electronic configuration similarities to the copper oxide
superconductors. Ni1.33þ ion in La4Ni3O8 obtained by the reduction of La4Ni3O10, n ¼ 3 phase of RP phase, has d8.67 electronic
configuration which is the same as that of Cu2.33þ. However, metallic conductivity was not observed even at HP. Structural tran-
sition associated with the shift of oxygen position was observed at 21 GPa.219

Perovskite RNiO3 (R ¼ La-Lu and Y) was first synthesized at the high oxygen pressure of 6.5 GPa.209 Those with R ¼ La-Eu can be
obtained at the high oxygen pressure of 0.02 GPa as well. Ni3þ has seven 3d electrons, but because of the deep d level energetically
lower than the O 2p band, the electronic configuration is t2g

6 L (L: ligand hole) rather than t2g
6eg

1. RNiO3 except for LaNiO3 shows
a charge disproportionation expressed as 2Ni3þ / Ni2þ þ Ni4þ (2t2g

6 L/ t2g
6 þ t2g

6 L2) accompanied by a metal-to-insulator
transition like that observed in CaFeO3.

220,221 The crystal structure changes from orthorhombic GeFeO3-type to one with the
same unit cell and P21/n space group where Ni2þ and Ni4þ are arranged in the rock-salt manner. The transition temperature
(TMI) increases with decreasing radius of the R ion and those with R ¼ Sm-Lu and Y are insulating at room temperature. The TMI

was found to decrease under pressure.222 Similarly, TlNi3þO3 prepared at 7.5 GPa is an AFM insulator.
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Charge disproportionation of Bi ion is found in the A-site of BiNiO3 which crystalizes in a triclinically distorted structure (space
group P-1) illustrated in the bottom left inset of Fig. 4(b).211 Bi3þ and Bi5þ occupy distinct crystallographic sites in BiNiO3, whose
valence distribution is the unusual Bi3þ0.5Bi

5þ
0.5Ni2þO3. Results of neutron powder diffraction223 and X-ray absorption spectros-

copy studies224 revealed a pressure-induced melting of the Bi charge disproportionation at 3–4 GPa and a simultaneous Ni-to-Bi
charge transfer accompanied by an insulator-to-metal transition and a structural change to the orthorhombic GdFeO3-type
perovskite superstructure with valence distribution Bi3þNi3þO3. The structural transition is accompanied by a discrete shrinkage
of lattice parameters and a 2.5% unit cell volume drop (Fig. 4(b)).223 This large volume change results from the dominant
contraction of the Ni-O perovskite framework as Ni2þ is oxidized to the smaller Ni3þ at the transition, which outweighs the
lattice-expanding effects of reducing Bi5þ to Bi3þ and increases the Ni-O-Ni angles. Partial substitution of La3þ, Pb4þ, or Sb3þ

for Bi or Fe3þ substitution for Ni2þ enables this charge transfer transition to occur on heating at AP, leading to technologically useful
negative thermal expansion (NTE).225–230

SeNiO3, TeNiO3 and PbNiO3 have been reported to be unusual A4þB2þO3 perovskites with GeFeO3-type distortion.
212–214 Later

it turned out that the actual structure of PbNiO3 was a polar one with space group Pbn21.
227 Perovskite-type PbNiO3 transforms to

LiNbO3-type structure after heat treatment at AP.214

Table 8 Ni oxides obtained by HPHT synthesis (>1 GPa).

Compounds Structure type P(GPa) Reference

RNiO3 (R ¼ Nd-Lu, Y) Pv (GeFeO3) 6 209
LaNiO3 Pv (R-3c) 6 209
TlNiO3 Pv 7.5 210
BiNiO3
SeNiO3

Pv (P-1)
Pv (GeFeO3)

6
3.5

211
212

TeNiO3
PbNiO3

Pv (GeFeO3)
Pv (GeFeO3)

3.5
3

213
214

BiCr0.5Ni0.5O3 Pv (GeFeO3) 5.3 215
Mn2NiReO6 B-DPv (P21/n) 8 122
Pb2NiReO6 B-DPv (I2/m) 6 216
Lu2NiIrO6 B-DPv (P21/n) 6 217
Sc2NiMnO6 B-DPv (P21/n) 6 37
In2NiMnO6 B-DPv (P21/n) 6 110
Bi2NiMnO6 B-DPv (C2) 6 109
NiReO4 Rutile 5.8 218

Pv: Perovskite. Symmetries are given for the perovskite-type modifications. Pnma (GdFeO3)
symmetry has O2ap � 2ap � O2ap superstructure (ap is the parameter of the cubic perovskite
subcell); R-3c has O2ap � O2ap � 2O3ap superstructure (hexagonal setting); P-1 has
O2ap � O2ap � 2ap superstructure. B-DPv: B-site-ordered double perovskite. P21/n and I2/
m have O2ap � O2ap � 2ap superstructure. C2 has ap þ 2bp þ cp, �ap þ cp,
ap � 2bp þ cp superstructure.
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Fig. 4 Negative thermal expansion in BiNi1� xFexO3. Pressure dependence of lattice parameters (a) and unit cell volume (b) of BiNiO3. (c) shows the
temperature variation of average unit cell volume in BiNi1� xFexO3 revealing negative thermal expansion. Adapted with permission from Azuma, M.;
Chen, W. T.; Seki, H.; et al. Nat. Commun. 2011, 2, 347; Nabetani, K.; Muramatsu, Y.; Oka, K.; et al. Appl. Phys. Lett. 2015, 106 (6), 061912.
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PbMO3 shows systematic charge distribution changes depending on the depth of the 3d level of the transition metal. PbVO3 is
Pb2þV4þO3 as in Pb2þTi4þO3, as discussed in Section 4.20.2.3, but PbCrO3 and PbFeO3 have been found to be
Pb2þ0.5Pb

4þ
0.5Cr

3þO3 with charge disproportionated Pb2þ and Pb4þ.89,154 PbCoO3 was found to be
Pb2þPb4þ3Co

2þ
2Co

3þ
2O12.

187 PbNiO3 has a valence distribution of Pb4þNi2þO3.
214 That is, PbMO3 changes from Pb2þM4þO3

to Pb2þ0.5Pb
4þ

0.5Cr
3þO3 (average valence state of Pb

3þM3þO3) to Pb2þ0.25Pb
4þ

0.75Co
2þ

0.5Co
3þ

0.5O3 (Pb
3.5þCo2.5þO3) and finally

to Pb4þM2þO3 according to the order of M in the periodic table and the depth of the d level of M.

4.20.2.9 Cu oxides

Cu-containing compounds are summarized in Table 9. The quest for new Cu-oxide superconductors activated the HP research in
1990s. Most of the Cu-oxide superconductors comprise a common structural unit: the two-dimensional CuO2 sheet (see Fig. 5(b)).
La2� xBaxCuO4 (xz 0.15), the first Cu-oxide superconductor, crystallizes in the K2NiF4 structure. It is known that high-Tc
superconductivity occurs if the CuO2 sheets are properly oxidized or reduced, as first recognized from La2� xBaxCuO4 (xz 0.15)
and Nd2� xCexCuO4 (x z 0.15), respectively. It is clear that the Ba2þ-for-La3þ substitution and the Ce4þ-for-Nd3þ substitution
work differently on the CuO2 sheets, and from the sign of the carriers created in the CuO2 sheets of these superconductors are
classified into p-type and n-type, respectively. R2CuO4 crystallizes in the Nd2CuO4-type structure only for R ¼ Pr, Nd, Sm, Eu
and Gd when prepared at AP. HP synthesis expands the composition range to the smaller R ion side, R ¼ Y, Dy, Ho, Er and Tm.231

The hole doping to the parent compound of La2� xBaxCuO4, La2CuO4, was achieved by injection of excess oxygen to the
interstitial sites by high-oxygen pressure treatment as well.247 High-oxygen pressure was utilized to stabilize YBa2Cu4O8 which

Table 9 Cu oxides obtained by HPHT synthesis (>1 GPa).

Compounds P(GPa) References

R2CuO4 (R ¼ Y, Dy-Tm)
(Cu,C)Ba2Can�1CunO2nþ3 (n ¼ 3, 4)

6
5

231
232

(Cu,C)Sr2Can�1CunO2nþ3 (n ¼ 2, 5) 6 232
(Cu,C)2Ba3Can�1CunO2nþ5 (n ¼ 3, 4, 5) 5 232
(Cu,S)Sr2Can�1CunO2nþ3 (n ¼ 3–7) 6 232
(Cu,P)Sr2(Ca,Y)n�1CunO2nþ3 (n ¼ 3–6) 5–6 232
(Cu,Ge)Sr2(Ca,Y)n�1CunO2nþ3 (n ¼ 3, 4, 6) 6 232
(Cu,Cr)Sr2Can�1CunO2nþ3þd (n ¼ 1–9) 6 232
(B,C)Sr2Can�1CunO2nþ3 (n ¼ 1, 2, 3) 5 232
(B,C)Ba2Can�1CunO2nþ3 (n ¼ 3) 5 232
BaSr2Can�1CunO2nþ3 (n ¼ 3, 4, 5, 6) 6 232
AlSr2Can�1CunO2nþ3 (n ¼ 3, 4, 5, 6) 5–6 232
GaSr2Can�1CunO2nþ3 (n ¼ 2,3,4) 6 232
CCa2CaCu2O7þd (n ¼ 2) 6 232
PbSr2Can�1CunO2nþ3 (n ¼ 2,3,4) 6 232
HgBa2Can�1CunO2nþ2þd (n ¼ 1–16) 1–4 232,233
Hg2Ba2YCu2O8� y (n ¼ 2) 1.8 232
(Hg,Tl)2Ba2Can�1CunO2nþ2þd (n ¼ 2–5) 5 232
Ba2Can�1CunO2n(O, F) (n ¼ 2–9)
Sr2Can�1CunO2nþ2 (n ¼ 1–4)

3.5
5

234,235
232

Sr2Can�1CunO2nF2þd(n ¼ 1–5) 5.5 232
Sr2Can�1CunO2nþ yCl2� y (n ¼ 2,3)
R2CuSnO6 (R ¼ Nd, Pr, Sm)
La2CuZrO6
La4Cu3MoO12
Ba2CuTeO6
Ba2CuOsO6

ACuO2 (A ¼ Ca-Sr2/3Ba1/3)
Sr1� xRxCuO2 (R ¼ La to Gd, xz 0.1)
Ca2� xNaxCuO2Cl2
SrCu2O3

Sr2Cu3O5
LaCuO2.5
Se1� xTexCuO3 (0 � x � 1)
PrCuO3
CuNbO3

6
6–8
8
6
5
6
6
2.5
2–8
6
6
6
5.8
7.5
6.5

232
15
15
16
236
237
238,239
240
241
242
242
243
107,244
245
246

CuTaO3 6.5 246
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has excess CuO chain compared with well-known YBa2Cu3O7.
248 Sintering in a HP atmosphere is adopted as a production method

for commercially available (Bi,Pb)2Sr2Ca2Cu3O10� x (Bi-2223) superconducting wire since 2004.249

La2� xBaxCuO4, YBa2Cu3O7 and (Bi,Pb)2Sr2Ca2Cu3O10� x respectively have one, two and three CuO2 sheets separated by small
Y3þ or Ca2þ ions. These are sandwiched by so-called “charge reservoir layers.” Bi-based cupric superconductors are generally
expressed as Bi2Sr2Can�1CunO2nþ4 (n ¼ 1, 2 and 3). Partial substitution of Pb for Bi stabilizes the n ¼ 3 phase. A Hg-based
superconductor with three CuO2 layers, HgBa2Ca2Cu3O10� x, has the highest TC ¼ 133 K among the cupric oxide superconduc-
tors. The TC increased up to 164 K under pressure250 and this value was the highest superconducting transition temperature for
20 years before the superconductivity at 203 K was discovered under a pressure of 155 GPa in H3S generated by the pressure-
induced decomposition of H2S.

251,252 Bi-based and Hg-based systems are so-called “homologous series.”HP synthesis has a signif-
icant effect on the stabilization of homologous series and more than 20 series were discovered as summarized in Table 10. Good
review papers of homologous series are available.232,329 Many of the homologous series stabilized by HP synthesis have more than
three CuO2 layers. Among them, HgBa2Can�1CunO2nþ2þd and Ba2Can�1CunO2n(O, F) were intensively studied by NMR and
carrier distributions in each CuO2 plane were determined.330

La2CuSnO6 with alternating CuO2 and SnO2 planes is the only B-site layered ordered double perovskite obtained at AP. The
composition can be expanded by HP synthesis to R2CuSnO6 (R ¼ Pr, Nd and Sm), La2CuZrO6 and La4Cu3MoO12 (La2Cu(-
Cu,Mo)O12).

15 On the other hand, the arrangement of Cu and Te (Os) is NaCl-type in La2CuTeO6 and La2CuOsO6.
236,250

SrCuO2 compressed at 6 GPa and 1200 K crystallizes in so-called “infinite layer” structure (Fig. 5(b)). This is the simplest struc-
ture containing the two-dimensional CuO2 sheet. If the alkaline earth–copper–oxygen system is studied at atmospheric pressure,
this structure is stabilized only for a narrow composition range of Ca1� xSrxCuO2 with x z 0.1 and only in a narrow temperature
range near the melting point.331 However, at 6 GPa and 1200 K the composition range can be extended from CaCuO2 to Sr2/3Ba1/
3CuO2, passing SrCuO2.

238,239 Because of the replacement of Ca0.9Sr0.1 with larger Sr, the CuO2 plane in SrCuO2 is subjected to
a tensile stress. One way to relax the stress caused by the substitution of large alkaline-earth ions is to inject excess electrons into
the CuO2 sheets. The injection can be done by substituting trivalent rare-earth ions at the counter cation site so that A1� xRxCuO2

(R ¼ rare-earth elements, La to Gd) may form. Sr1� xRxCuO2 (R ¼ La to Gd, x z 0.1) is an n-type superconductor with a Tc of
43 K.240

In this context, Ca2CuO2Cl2 was successfully doped with holes. A2CuO2Cl2 (A ¼ Sr, Ca) has the K2NiF4 structure but the apical
oxygen is replaced with chlorine. While the CueO bond length of Sr2CuO2Cl2, 1.99 Å, is too long for hole doping, even longer than
that of SrCuO2, Ca2CuO2Cl2 has the CueO bond length of 1.93 Å, close to that of YBa2Cu3O7. Ca2� xNaxCuO2Cl2 prepared at
6 GPa shows superconductivity with the highest TC of 28 K at xz 0.2.332 Millimeter-sized single crystals with well-defined cleavage
planes are grown as well.241 The growth condition was determined through the observation of chemical reaction under pressure by
synchrotron X-ray diffraction. Na content x is controlled by changing the Na-solubility limit through the applied pressure, without
introducing appreciable compositional inhomogeneity.

SrCu2O3 and Sr2Cu3O5 with layered structures similar to SrCuO2 are also stabilized by HP synthesis.242 As illustrated in
Fig. 5(c), the Cu2O3 plane and the Cu3O5 plane can be regarded as typical realizations of 2- and 3- leg spin ladders. The 2-leg ladder
attracted much attention because of the presence of a large spin gap between the nonmagnetic singlet ground state and the triplet
excited state and the theoretical prediction of high-Tc superconductivity. The spin gap of 420 K was confirmed for SrCu2O3.

333

Pressure-induced buckling of the Cu2O3 ladder plane was observed by synchrotron X-ray diffraction.334 The superconductivity
with the highest TC of 12 K was found under high-pressures of 3–4.5 GPa for Sr0.4Ca13.6Cu24O41.84 with essentially the same

(a)

(b)

(c)

Fig. 5 Crystal structures of (a) AP phase and (b) HP-infinite-layer phase of SrCuO2 and (c) Cu2O3 plane of SrCu2O3. Blue, red and right blue
spheres represent Sr, Cu and O, respectively.
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Cu2O3 ladder plane prepared under high-oxygen pressure.335 Another 2-leg ladder cupric oxide, LaCuO2.5, was also obtained by HP
synthesis.243

Perovskites Se4þCu2þO3 and Te4þCu2þO3 have been obtained by HP synthesis.246 The change in CueOeCu bond angle
depending on the A-site ionic size in the solid solution Se1� xTexCuO3 results in FM to AFM crossover.244 LaCuO3 with Cu3þ

was stabilized by high-oxygen pressure, while Cu ion in PrCuO3 was found to be closed to divalent.245,336 Formation of a one-di-
mensional chain of corner-sharing CuO4 plaquettes was observed. Compared to Cu2þ (rVI ¼ 0.73 Å) and Cu3þ (rVI ¼ 0.54 Å), the
ionic radius of Cuþ (rVI ¼ 0.77 Å) is large enough to occupy the A site. Two A-site Cuþ polar perovskite compounds, CuþNb5þO3

and CuþTa5þO3, have been synthesized at HP.246,253 1:3 ordering of alkali, alkaline earth or rare earth elements and Cu2þ in the
A-site of perovskite structure is observed in a large number of A-site-ordered quadruple perovskite as discussed in Section 4.20.4.1.

4.20.3 HPHT synthesis of 4d, 5d transition metal oxides

In this section, we introduce 4d and 5d oxides that were synthesized at high temperature and high pressure. Compounds containing
4d10 elements (e.g., Agþ, Cd2þ) or 5d10 elements (e.g., Hg2þ) were not considered because of space limitations.

During this survey, a common background of recent studies over the past two decades for 4d and 5d oxides emerges regardless of
the synthesis method. In many studies, it has been stated that the 4d and 5d electronic states are significantly different from the 3d
electronic state. This is because 4d and 5d electrons occupy a much more spatially extended orbital than the 3d orbital, and the
spin–orbit coupling should be much stronger in nature. The 4d and 5d electronic states may be in a different competing situation,
which cannot happen in the 3d system. Besides, the relativistic effect is often significant because findings such as Weyl semimetal
and Rashba splitting were reported or predicted in this materials category.421–423 Therefore, it is often argued that the prospect for
achieving new and potentially useful properties, which are hard to expect for the 3d system, is high. Characteristic properties such as
extremely large coercive magnetic fields,424 bulk exchange bias,425 Slater transition and Lifshitz transition,426–429 Anderson and
Blount-type transition,382 and enhanced spin-phonon-electronic coupling430 have been reported in this category.

To illustrate how the electronic state changes over 3d to 5d, the electronic states of BaFeO3,
137 BaRuO3,

288 and BaOsO3,
397 which

share the cubic perovskite lattice (space group: Pm-3m), were theoretically calculated as shown in Fig. 6. Because the transition
metals Fe, Ru and Os are of group 8 and tetravalent, the d electron count is fixed at d4 from 3d to 5d. Therefore, the calculation
provides a better comparison of the d electronic states over 3d to 5d. The 3d oxide BaFeO3 shows a relatively narrow d bandwidth
with a larger density of states at the Fermi energy, whereas the bandwidth and density of states gradually become much broader and
smaller, respectively, for the 4d and 5d oxides. Note that the contribution of spin–orbit coupling was considered in the non-

Fig. 6 The electronic state of the cubic perovskite (Pm-3m) of BaFeO3, BaRuO3 and BaOsO3 calculated by the density functional theory with
generalized gradient approximation (GGA). The WIEN2K software package, which is based on the highly precise full-potential linearized augmented-
plane-wave method, was used for the calculations.431 The Spin-Orbit coupling (SOC) was considered in the non-magnetic calculations.
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magnetic calculation but U (on-site repulsion) and t (hopping integral) were not.431 Further consideration would be necessary to
understand the observed correlated electron properties of those compounds.

An indispensable topic in the research field of this materials category is the post-perovskite structural transition (Fig. 7). Since
a post-perovskite mineral, which is generally known as the CaIrO3-type, is believed to transform from the perovskite mineral of the
upper mantle at a much deeper level,4 the isostructural oxide has been explored to assist in understanding the dynamics of the
Earth’s lower mantle. To date, a series of CaIrO3-type oxides have been synthesized mostly by the HP and HTmethod (see Tables 10
and 11). Meanwhile, the 4d and 5d properties of the CaIrO3-type oxides were studied and unusual characteristics were
found,292,306,399 Note that 3d post-perovskite oxides are very few in number.432

Here we introduce a few selected 5d oxides that show remarkable properties; NaOsO3 crystallizes in an GdFeO3-type
structure.384 In the ternary system Na-Os-O, the perovskite can be synthesized only by a HT and HP method, while Na5OsO6

433

and Na3OsO5
434 have been reported instead when high pressure was not applied. The perovskite compounds may be difficult

to be prepared without the compressed condition. The Os of the perovskite is pentavalent and thus the 5d3 configuration is respon-
sible for the bulk electronic nature. A major feature of the HP-synthesized NaOsO3 is the metal-to-insulator transition (MIT), which
occurs at 410 K. It is very clear that the MIT is coupled with the AFM ordering, which is established at the same temperature.429,435 In
general, magnetically driven MITs are quite rare in real materials; only a few 5d oxides such as A2Ir2O7 (A ¼ Y or trivalent
lanthanide; TMIT < 155 K)436,437 and Cd2Os2O7 (TMIT ¼ 227 K)438 show qualitatively similar MIT. The HP-synthesized perovskite
NaOsO3 has contributed substantially to the progress of research on the nature of the magnetically driven MIT, although the exact
mechanism is still under debate. It should be noted that the perovskite NaOsO3 transforms into a post-perovskite structure (Cmcm)
when heated at 16 GPa.

A half-century has passed since Anderson and Blount proposed the concept of polar metal.439 A model substance of the polar
metal LiOsO3 was prepared under HP and HT conditions.382 It has contributed to the progress on the research of polar metals.440

LiOsO3 is isostructural to the ferroelectric oxide LiNbO3 and undergoes a structurally equivalent transition at 140 K (Fig. 8),
although LiOsO3 is natively metallic. The transition is accompanied by the loss of the centrosymmetry. Because the polar metal
is an electrical conductor, we have little expectation of using it as a replacement for practical ferroelectric oxides. However, when
it is used as an internal electrode of a capacitor, it may overcome the critical-size problem, which is the technical bottleneck of
ultra-thinning of the ferroelectric layer.441 Although there is a leakage current problem due to ultra-thinning, it may be possible
to develop a variety of nano-scaled capacitors (ferroelectric layer <1 nm), which contribute to the development of size-reduced
devices. Other technical possibilities have also been proposed for polar metals.440

Other major progress in this materials category can be seen in the development of perovskite-related oxides with an atom order
such as A-site-ordered perovskite and double perovskite. As shown in Tables 10 and 11, more than half of the HP-synthesized
oxides are of this category. Ordered 3d and 5d elements in a perovskite lattice often result in unusual correlated properties; for

Fig. 7 General image of the structures of perovskite and post-perovskite oxides. The post-perovskite structure is usually 1–2% denser than the
perovskite when the composition is not altered. The red and gray balls represent oxygen and A atoms, respectively. B atoms are at the centers of the
octahedra.
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Table 10 4d-transition metal oxides obtained by HPHT synthesis (>1 GPa).

Compounds Structure type P(GPa) References

4d0 (Zr4D, Nb5D, Mo6D)
La2CuZrO6 Layered B-DPv 6 15
CuNbO3
Mn2ScNbO6

Pv
Ni3TeO6

6.5–12
6

246,253
126

Mn2FeNbO6 LN 7 125
RbNbO3 Pv 6.5 254,255
Ba2CrNbO6 Partial B-DPv 8 94
Pb2RNbO6 (R ¼ Y,Ho) B-DPv 6 256
CaCu3Fe2Nb2O12 A-QPv 9–9.5 257
CaCu3Ga2Nb2O12 A-QPv 12.5 258
Sr2CuMoO6 B-DPv 4 259
Pb2CoMoO6 B-DPv 3.2 260
Mn2FeMoO6
R4Cu3MoO12 (R ¼ La,Pr,Nd,Sm)
AxMoO3 (A ¼ Na, K, Rb)
A4Nb2O9 (A ¼ Mn, Zn)
AMoO4 (A ¼ Mg, Mn, Fe, Co, Ni, Zn, Pd)
CuMoO4
AMoO4 (A ¼ Ca, Sr, Ba)
AMoO4 (A ¼ Cd, Eu)
CeZrO4
LaNbO4
InNbO4

NaNb3O8
AgNb3O8

Ni3TeO
Layered B-DPv
Tungsten bronze
Ordered LN
Wolframite
CuWO4
Fergusonite
Fergusonite
La2Ti2O7
BaZnF4
Wolframite-like
NaNb3O8-II
NaNb3O8-II

8
6
6.5
9
6–8
6
10, 12, 6
12, 9
12
8–10
11
2.5
3.5

128
16
261
262,263
264,265
266
267–269
270,271
272
273
274
275
276

4d0–1 (Mo5D, Mo6D)
NaxMoO3 Tungsten bronze 4 277
4d1–2 (Mo4D, Mo5D)
Sr2FeMoO6 B-DPv 2 278
Mn2(Fe0.73Mo0.27)MoO6 B-DPv 8 279
4d2–3 (Mo4D, Ru5D, Ru6D)
PbMoO3 Pv 7 280
Ba3NaRu2O9 Ordered Pv 9 281
4d3 (Mo3D, Ru5D)
Sr5Ru4þdO15 10H 4 282
Ba2ScRuO6 B-DPv 6 283
Ba3CaRu2O9
Hg2Ru2O7

Ordered Pv
Pyrochlore

8
4

284
285

4d3–4 (Mo2D, Mo3D)
KMo4O6 Rutile-like 3 286
4d4 (Ru4D)
BaRuO3 Pv, 6H, 4H 2,5,18 287–291
CaRuO3 Post-Pv 23.5 292,293
PbRuO3 Pv 9 294,295
Ba2RuO4 K2NiF4 (RP, n ¼ 1) 6.5 6
CaCu3Ga2Ru2O12
Tl2Ru2O7�d

A-QPv
Pyrochlore

12.5
1–5

296
297

4d5 (Ru3D, Rh4D)
PrRuO3 Pv 2 298,299
RRuO3 (R ¼ Nd,Sm,Eu-Ho,Y) Pv 10,11 298
BaRhO3 4H, “18R” 6 300,301
SrRhO3 Pv, “6H” 6 302–304
CaRhO3 Pv, Intermediate phase, Post-Pv 6,17 305–308
Sr3Rh2O7 RP phase (n ¼ 2) 6 309
Sr4Rh3O10 RP phase (n ¼ 3) 6 309
Ba2RhO4

A2Rh2O7 (A ¼ Lu, Tl)
K2NiF4 (RP, n ¼ 1)
Pyrochlore

8
6

310
311,312

4d5–6 (Rh3D, Rh4D)

(Continued)
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example, Ba2NiOsO6 synthesized at a HP condition of 6 GPa and 1500 �C can be characterized as a FMDirac-Mott insulator, which
is a rare material.377 It crystallizes in a cubic lattice (Fm-3m) with fully ordered Ni and Os atoms, and its crystal density is 2.75%
greater than that of hexagonal Ba2NiOsO6 (P-3m1) synthesized without high pressure.442 Ca2FeOsO6 synthesized at 6 GPa shows
magnetic ordering at a temperature higher than room temperature, whereas an isoelectronic Sr2FeOsO6 shows an entirely different
magnetic order at temperatures below 140 K. The HP synthesis method seems to often be effective in enhancing the material prop-
erties of 4d and 5d perovskite oxides, which may be a clue to developing advanced technologies for quantum material devices.

4.20.4 Perovskite oxides with A-site ordering

4.20.4.1 A-site-ordered quadruple perovskite

4.20.4.1.1 Syntheses and crystal structures
A-site-ordered quadruple perovskite compounds are summarized in Table 12. The A-site-ordered quadruple perovskite structure
(AA0

3B4O12) is a representative example of transition metal oxides which can be stabilized under high pressure. Fig. 9 illustrates
the crystal structure of the cubic A-site-ordered quadruple perovskite AA0

3B4O12, whose unit cell can be derived from the
2a0 � 2a0 � 2a0 multiple unit cells of simple cubic perovskite structure (a0: lattice constant of ABO3 perovskite, typically
�3.9 Å). The AA0

3B4O12 family crystallizes with a 1:3-type cation ordering at A-sites (¼ A- and A0-sites), where three quarters of
original A-site are typically occupied by Jahn-Teller active ions (e.g., Cu2þ, Mn3þ) in pseudosquare planar coordination with 4
second nearest neighbor O ions (CN ¼ 4 þ 4), and the remaining quarter is occupied by conventional cations such as alkaline
(Naþ), alkaline-earth (Ca2þ, Sr2þ), rare-earth metals (Y3þ, La3þ, etc.), Cd2þ, Pb2þ, Bi3þ, Th4þ and Ce4þ in icosahedral coordination
(CN ¼ 12). The corner-sharing BO6 octahedra are involved as well as the simple ABO3 perovskites, but the small unit cell (a0 ¼ a/
2 ¼ �3.7 Å) caused by much smaller A0-site cations heavily bend the BeOeB bond angle down to �140�. In most AA0

3B4O12

oxides, the cubic symmetry (Im-3 space group) is retained by the aþaþaþ octahedral tilting, while several quadruple perovskite
manganese oxides undergo symmetry lowering to rhombohedral (R-3), monoclinic (I2/m, Im) and triclinic (I1) structures due
to the charge- and orbital-orderings.454,456,459,478–480 Another cubic symmetry (Pn-3) is realized by 1:1 cationic- or charge-
ordering at the B-site in a rock-salt manner (AA0

3B2B02O12, see Fig. 9), as reported in CaCu3Fe
3þ

2Fe
5þ

2O12 and
CaCu3Ga2Sb2O12.

258,447

Except for limited compounds (ACu3Ti4O12, ACu3Ru4O12 and CaMn7O12), the syntheses of quadruple perovskites need high
pressures of gigapascal order. Early on, the compounds were synthesized in high pressures up to 8 GPa, then recent syntheses of
new compounds were achieved at higher pressures up to 20 GPa using Kawai-type multi-anvil HP apparatus. Higher pressures
above 10 GPa even enabled the incorporation of unusually smaller cations (Mn2þ, Cu2þ, Agþ) into icosahedral A-sites129,328,460

and also non Jahn-Teller ions (Fe2þ, Co2þ, Pd2þ, Pb4þ) into A0-sites.49,187,326,452 MnMn3Mn4O12 is a striking example of pure
Mn oxides with quadruple perovskite structure, emerging as z-Mn2O3 in the P-T phase diagram of manganese oxide.459 On the other

Table 10 4d-transition metal oxides obtained by HPHT synthesis (>1 GPa).dcont'd

Compounds Structure type P(GPa) References

CaCu3Rh4O12

Ba2� xRh4O8
ARh2O4 (A ¼ Na, Ca, Cu, Cd)

A-QPv
Hollandite
CaFe2O4

15
6–6.5
6

313
300
314–316

4d6 (Rh3D)
LaMn3Rh4O12 A-QPv 8 317
ARhO3 (A ¼ In,Sc)
Zn2PdO4
A2Pd2O7 (A ¼ Sc, Y, In, Gd, Dy, Er, Yb)
A4PdO6 (A ¼ Ca, Sr)

Pv
Spinel
Pyrochlore
K4CdCl6

6
7
6.5
10

36,318
319
320
321

4d6, 8 (Pd2D, Pd4D)
BiPd2O4
RPd2O4 (R ¼ Y, La, Pr, Nd, Gd)

PbPt2O4
UPd2S4

6
2

322
323,324

4d7 (Pd3D)
LaPdO3 Pv 5 325
4d8 (Pd2D, Ag3D)
LaAgO3

CaPd3M4O12 (M ¼ Ti,V)
Pv
A-QPv

6.5
15 326

Lu2PdO4
PbPd2O4

Nd2CuO4
UPd2S4

6
6

327
322

4d8, 10 (AgD Ag3D)
AgCu3V4O12 A-QPv 15 328

Pv: Perovskite. B-DPv: B-site NaCl ordered double perovskite. A-QPv: A-site-ordered quadruple perovskites. 4H, 6H, 10H, 18R: Hexagonal perovskites. “ ”: distorted polytypes. LN:
lithium niobate.
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Table 11 5d-transition metal oxides obtained by HPHT synthesis (>1 GPa).

Compounds Structure type P(GPa) References

5d0 (Ta5D, W6D, Re7D)
CuTaO3 LN 6.5 246
LiTaO3
RbTaO3

Pv
Pv (GdFeO3)

30
9

337
254,255

Mn2ScTaO6

Mn2FeTaO6

Ni3TeO6

LN
6
7

126
125

Zn2FeTaO6 LN 9 338
CaCu3Ga2Ta2O12 A-QPv 1212.5 258
Pb2MWO6 (M ¼ Mn,Fe,Zn) Pv 2–3.5 260
Pb3M2WO9 (M ¼ Cr,Mn) Pv 3 260
NaRCoWO6 (R ¼ Sm-Ho) A-site-layer-ordered D-Pv 5 339
NaRCoWO6 (R ¼ Er,Yb,Y) A-site-layer-ordered D-Pv 5 339
NaRNiWO6 (R ¼ Dy,Ho,Yb,Y) A-site-layer-ordered D-Pv 4.5 340
Sr8CaRe3Cu4O24
K3NaRe2O9
Mn4Ta2O9

MnTa2O6
LuCrWO6
Sr3W2O9

Y3ReO8

AWO4 (A ¼ Ca, Sr, Eu)
AWO4 (A ¼ Mn, Cd)
AWO4 (A ¼ Mg, Zn)
CuWO4
NdTaO4
R2WO6 (R ¼ Dy, Ho)
NiTa2O6

Mn3WO6
Na2W2O7
Ba3W2O9
A2W2O7 (A ¼ K, Rb)

B-site-ordered Pv
B-site ordered Pv
Ordered LN-like
Ordered a-PbO2, post-a-PbO2
Ordered Aeschynite-like
Ba3Re2O9

La3ReO8

Fergusonite
p-Wolframite
FeMoO4-II
Wolframite
LaTaO4
Y2WO6
Ordered Flu
Corundum
Sr2Nb2O7
Ba2RbFe2F9
K2W2O7

6
2
9
8, 9
6
6
4
10, 8.5
20, 22
17
10
8
6.5
7
8
3.2
6
4

341
342
262
262,343
344
345,346
347
268,348,349
350,351
352
353
354
355
356
127
357
358
359

5d0–1 (W5D, W6D)
KxWO3
RxWO3 (R ¼ La, Nd)

Tungsten bronze
Tungsten bronze

6.5
3

261
360

5d1 (W5D, Re6D)
AReO4 (A ¼ Mg, Mn, Zn)
AReO4 (A ¼ Ni, Co)
LixWO3

Wolframite
Ordered Rutile
LN

5.5–5.8
5.8
8

218,361
218
362

AWO3 (A ¼ Na, K) Pv 5–8 363,364
CaMn2ReO6 A-site-column-ordered D-Pv 10 365
Mn3ReO6 B-DPv 5, 8 115,116
Mn2NiReO6 B-DPv 8 122
A2CoReO6 (A ¼ Mn,Pb)
In6ReO12

B-DPv
Pr7O12

8
5

121,366
367

5d1–2 (Re5D, Re6D)
K0.3ReO3 Tungsten bronze 6.5 368
5d2 (Re5D, Os6D)
AReO4 (A ¼ Al, Ga, Fe)
CrReO4, Cr2ReO6

TlReO4
Pb2CrReO6

Ordered Rutile
Ordered Rutile
Wolframite
Pv

5.8
6
2
8

218
218,369
370
366

Pb2NiReO6 B-DPv 6 216
Mn2FeReO6 B-DPv 11 118
CaMn2ReO6 A-site columnar-ordered D-Pv 10 365
CaMnFeReO6 A-site columnar-ordered D-Pv 10 365
CaMn1/2Cu1/2FeReO6 A-site columnar-ordered D-Pv 10 365
Sr2FeReO6 B-DPv 3.5 151
CaCu3Fe2Re2O12 A-QPv 10 371
Na2OsO4 Ca2IrO4 6 372,373
A2MgOsO6 (A ¼ Ca,Sr) B-DPv 6 374

(Continued)
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hand, low-pressure and ambient-pressure syntheses are attempted by using wet-chemistry. RCu3Mn4O12 are synthesized at rela-
tively low pressure (�2 GPa) from mixtures prepared by the citric acid polymerization method.481 And, furthermore, CaCu3-
Fe2Sb2O12 is synthesized at AP by using a wet-chemistry route.482

4.20.4.1.2 Valence states
Since most AA0

3B4O12 oxides include multiple valence-variable metals, the valence states are not unique. Typical valence states of
quadruple perovskites are Ca2þCu2þ3M

4þ
4O12 and La3þMn3þ3M

3þ
4O12 as the Cu

2þ andMn3þ valences are usually stable in mixed

Table 11 5d-transition metal oxides obtained by HPHT synthesis (>1 GPa).dcont'd

Compounds Structure type P(GPa) References

A3OsO6 (A ¼ Ca,Sr) B-DPv 6 375,376
Ba2MOsO6 (M ¼ Cu,Ni)
A2Re2O7 (A ¼ Ca, Cd, Pb)

B-DPv
Pyrochlore

6
4

237,377
378

5d2–3 (Os4D, Os5D)
NaCu3Fe2Os2O12

K0.84OsO3
Bi2.93Os3O11
KOs2O6

A-QPv
KSbO3
KSbO3
Pyrochlore

8–10
6
6
3

379
380
380
381

5d3 (Os5D, Ir6D)
LiOsO3 LN 6 382
NaOsO3 Pv, Post-Pv 6,16 383,384
Ca2MOsO6 (M ¼ Fe,In) B-DPv 6 237,385
Pb2FeOsO6 B-DPv 8 386
Sr2YOsO6 B-DPv 6 387
Ba3CuOs2O9 Ordered 6H Pv 6 388
CaCu3Fe2Os2O12 A-QPv 8–10 389
Sr2CuIrO6 B-DPv 4 390
Ba2ZnIrO6 Pv 7 391–393
BaLaLiIrO6 Pv 7.5 391–393
Sr2AIrO6 (A ¼ Ca, Mg)
CaCu5Ir2O12

B-DPv
A-Q Pv

6
8

394
395

5d3–4 (Os4D, Os5D)
CaCu3Mn2Os2O12 A-QPv 5 396
5d4 (Os4D, Ir5D)
AOsO3 (A ¼ Ca,Sr,Ba) Pv 6,17 397
Sr2FeOsO6 B-DPv 6 398
NaIrO3 Post-Pv 4.5 399
Ba3CaIr2O9 Ordered 6H Pv 5 400
IrSr2TbCu2O8 1212-type 9.2 401
5d4–5 (Ir4D, Ir5D)
Ba3YIr2O9 D-Pv 8 402
5d5 (Ir4D)
BaIrO3 “6H,” “5H,” Pv 6,10,25 403–405
SrIrO3 Pv 5 406–409
Sr3Ir2O7 RP phase (n ¼ 2) 1 6
Sr4Ir3O10 RP phase (n ¼ 3) 3.5 6
Ba2IrO4 K2NiF4 (RP, n ¼ 1) 6 410
Lu2NiIrO6 B-DPv 6 217
CaCu3Ir4O12 A-QPv 9 411
5d5–6 (Ir3D, Ir4D)
LaCu3Ir4O12 A-QPv 9 412
5d6 (Pt4D)
CaPtO3 Post-Pv 4 413,414
CaCu3Pt4O12 A-QPv 12 415
LaCu3Pt3.75O12
A2Pt2O7 (A ¼ Sc, Y, In, Pr, Nd, Sm-Lu, Tl)

A-QPv
Pyrochlore

15
4

416
320,417,418

5d8 (Au3D)
CaAu2O4
R4Au2O9 (R ¼ Nd, Gd)

UPd2S4
La4Au2O9

12
4

419
420

Pv: Perovskite. B-DPv: B-site NaCl ordered double perovskite. A-QPv: A-site-ordered quadruple perovskites. 5H, 6H: Hexagonal perovskites. “ ”: distorted polytypes. LN: lithium
niobate.
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metal oxides. However, competing 3d band levels at A0- and B-site metals achieve unusual valence states including Cu�3þ and
Mn�2þ as reported in Ca2þCu3þ3Co

3.25þ
4O12 and La3þMn2þ3V

3.75þ
4O12.

448,471 Temperature-induced intersite charge transfers
are observed in ACu3Fe4O12 and ACu3Cr4O12 series (see the following section),461,462,472 where electrons are transferred between
A0- and B-sites at electronic phase transitions. The electrons doped by A-site-cation substitutions (e.g., Naþ / Ca2þ / La3þ) are
injected into either A0- or B-site metals, depending on their relative energy levels. Fig. 10 illustrates the electron doping sequences
reported in the quadruple perovskites: (a) only B-site, (b) A0-site followed by B-site, and (c) B-site followed by A0-site (Fig. 10).

4.20.4.1.3 Physical properties and functions
Early AA0

3B4O12 oxides such as CaCu3Ti4O12 and CaCu3Mn4O12 were reported about five decades ago.443,446,450,454,483,484 Later,
intriguing electronic properties were extensively investigated since 1990s. CaCu3Ti4O12 and related compounds are widely inves-
tigated because of their large dielectric constants: �104–105,485,486 which are attributed to extrinsic effects such as spatial inhomo-
geneity and local contact.487,488 CaCu3Mn4O12 is a ferrimagnetic semiconductor involving a low-field magnetoresistance with
tunneling-type extrinsic origin at room temperature.489 LaCu3Mn4O12 also exhibits a similar magnetoresistance,474 whereas
a half-metallic electronic character is obtained by first-principle calculation for LaCu3Mn4O12 as well as Sr2FeMoO6 and
Tl2Mn2O7.

130,490,491 A heavy-fermion-like behavior with a large electronic specific heat coefficient is reported in CaCu3Ru4O12,
492

in which hybridization between localized Cu 3d and itinerant Ru 4d electrons is predominant.
Magnetic properties of Cu2þ and Mn3þ ions at pseudosquare-coordinated A0-sites are investigated in nonmagnetic B-site series.

AFM ordering of Cu2þ spins is observed in CaCu3Ti4O12 at TN ¼ 24 K,493 while FM ordering of Cu2þ spins is observed in CaCu3-
Ge4O12 (TC ¼ 13 K) and CaCu3Sn4O12 (TC ¼ 10 K).451 The first-principle calculation for CaCu3Ti4O12 indicates that the AFM
superexchange interactions between Cu2þ ions are derived from the orbital overlapping between Ti 3d and O 2p orbitals, but it
is not the case for CaCu3Ge4O12 and CaCu3Sn4O12. Similar interpretation is appropriate for CaCu3Pt4O12 (TN ¼ 40 K) and
LaCu3Pt3.75O12 (Tg ¼ 3.7 K).415,416 Theoretical study of the AFM ordering of Mn3þ ions at RMn3Al4O12 (R ¼ Y, Yb, Dy;
TN ¼ 29–40 K)494,495 has demonstrated that the AFM Mn-O-Mn superexchange interaction is predominant.496

ACu3Fe4O12 quadruple perovskites exhibit versatile structural, magnetic, and electric properties which are associated each other
and depend on the valences and sizes of A-site ions. CaCu3Fe4O12 was synthesized at very high pressures up to 15 GPa.447 The
room-temperature valence state was firstly estimated to be Ca2þCu2þ3Fe

4þ
4O12 at an early stage, but precise analysis using X-ray

absorption spectroscopy revealed the mixed-valence state of Ca2þCu2.4þ3Fe
3.65þ

4O12.
497 The Fe ions undergo charge dispropor-

tionation transition (2Fe4þ / Fe3þ þ Fe5þ in the simplified form) below 210 K simultaneously with metal-semiconductor and
ferrimagnetic transitions. The Fe3þ and Fe5þ ions in the charge-disproportionated phase are ordered in the rock-salt manner,
lowering the space group symmetry (Im–3 / Pn–3). The sudden drop of volume at the transition is derived from the Fe-to-Cu elec-
tron charge transfer (3Cu2.4þ þ 4Fe3.65þ / 3Cu2.2þ þ 4Fe3.8þ), which differs from the Cu-to-Fe one in SrCu3Fe4O12, as shown
below (Fig. 11).

SrCu3Fe4O12 demonstrates a negative thermal expansion (NTE) with a linear coefficient of thermal expansion,
aL ¼ �2.26 � 10�5 K�1, below room temperature (Fig. 11).465 The NTE in SrCu3Fe4O12 is driven by the intersite charge transfer
between Cu and Fe on heating from �200 K to �270 K (3Cu2.8þ þ 4Fe3.4þ / 3Cu2.4þ þ 4Fe3.7þ),498 resulting in shrinkage of
FeeO bonds. The lattice constant a is associated with the FeeO bond length (dFe-O) and :FeeOeFe bond angle (j); a ¼ 2dFe–
O � sin(j/2). In the NTE temperature range, the contraction of the FeeO bonds overcomes the opening of :Fe–O–Fe angle.
The chemical-substitution-free and second-order feature in NTE of SrCu3Fe4O12 are in contrast to the first-order NTE observed
in the Pb1� xBixVO3 and BiNiO3 derivatives (see Sections 4.20.2.3 and 4.20.2.8). The NTE in CaMn7O12

Fig. 8 Schematic views of the centrosymmetric (top, >140 K) and non-centrosymmetric (bottom, <140 K) structures of LiOsO3. With permission
from Yamaura, K. J. Solid State Chem. 2016, 236, 45–54.
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Table 12 A-site-ordered quadruple perovskites obtained by HPHT
synthesis (>1 GPa).

Compounds Symmetry P(GPa) References

CaCu3M4O12
CaCu3Ti4O12 I m-3 AP 443
CaCu3V4O12 I m-3 8 444
CaCu3Cr4O12 I m-3 6 445
CaCu3Mn4O12 I m-3 5 446
CaCu3Fe4O12 I m-3, P n-3 15 447
CaCu3Co4O12 I m-3 9 448
CaCu3Ge4O12 I m-3 5–7 449
CaCu3Ru4O12 I m-3 AP 450
CaCu3Rh4O12 I m-3 15 313
CaCu3Ir4O12 I m-3 9 411
CaCu3Pt4O12 I m-3 12 415
CaCu3Sn4O12 I m-3 6 451
CaM0

3(Ti/V)4O12
CaFe3Ti4O12 I m-3 15 49
CaCo3V4O12 I m-3 15–16 452
CaPd3Ti4O12 I m-3 15 326
CaPd3V4O12 I m-3 15 326
AMn7O12
NaMn7O12 I2/m, Im-3 8 453
CaMn7O12 R-3, Im-3 AP 454,455
LaMn7O12 I2/m, Im-3 4 456
BiMn7O12 I1, Im, I2/m 5 457
HgMn7O12 Pnn2, R-3, Im-3, 8 457,458
z-Mn2O3 (MnMn3Mn4O12) F-1 18–20 459
M0Cu3V4O12
MnCu3V4O12 Im-3 12 129
CuCu3V4O12 Im-3 15 460
AgCu3V4O12 Im-3 15 328
ACu3Fe4O12
LaCu3Fe4O12 Im-3 9 461
R3þCu3Fe4O12 Im-3, Pn-3 15 462,463
Ce4þCu3Fe4O12 Im-3 15 464
SrCu3Fe4O12 Im-3 15 465
CdCu3Fe4O12 Im-3 20 466
CaCu3M2M

0
2O12

CaCu3Ga2Sb2O12 Pn-3 12–12.5 258
CaCu3Ga2Ta2O12 Pn-3 12–12.5 258
CaCu3Cr2Sb2O12 Pn-3 10 467
CaCu3Fe2Re2O12 Pn-3 10 371
CaCu3Fe2Sb2O12 Pn-3 10 468
CaCu3Fe2Nb2O12 Im-3, Pn-3 9–9.5 257
Others
BiMn3(Fe0.25Ti0.75)4O12 Im-3 6 469
LaMn3Ti4O12 Im-3 8–10 470
NaMn3V4O12 Im-3 7 471
CaMn3V4O12 Im-3 9 471
LaMn3V4O12 Im-3 9 471
YCu3Cr4O12 Im-3 9 472
LaCu3Cr4O12 Im-3 9 472
BiCu3Cr4O12 Im-3 7.7 473
LaCu3Mn4O12 Im-3 2 474
BiCu3Mn4O12 Im-3 6 475
PbCoO3 (Pb2þPb4þ3Co2þ2Co3þ2O12) Pn-3 12 187
PbHg3Ti4O12 Im-3, Imm2 6 476

M, M0: transition metal.
Symmetry: Im-3 is the parent structure of the A-site-ordered quadruple perovskites. Pn-3, I2/
m, and Pnn2 are with an additional rock-salt B-site ordering. R-3 is with an additional 1:3-type
B-site ordering. I1 and Im are with distortions due to structural and orbital modulations. F-1 is
with complex distortion. Imm2 is with a polar distortion.
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(aL ¼ �2.864 � 10�5 K�1),455 as well as that in Bi,Pb-based perovskites, is induced by the coexistence of high-temperature small-
volume and low-temperature large-volume phases.

The RCu3Fe4O12 series (R ¼ trivalent rare-earth metal) displays an intriguing structure-property relation associated with charge
transfer and charge disproportionation. LaCu3Fe4O12 possesses the valence state of La3þCu2þ3Fe

3.75þ
4O12 at high temperature

above �400 K and undergoes an intersite-charge-transfer transition (3Cu2þ þ 4Fe3.75þ / 3Cu3þ þ 4Fe3þ) below �400 K.461

This phase transition involves a large volume expansion of DV � 1% (Fig. 11), AFM ordering of Fe3þ spins, and metal-insulator
transition, although the Im–3 space group is retained. The intersite charge transfer is suppressed in YCu3Fe4O12, although the
valence state of the HT phase (Y3þCu2þ3Fe

3.75þ
4O12) is formally isoelectronic to that of LaCu3Fe4O12.

463 A charge-
disproportionation transition (8Fe3.75þ / 5Fe3þ þ 3Fe5þ) occurs below 250 K, simultaneously with the metal-semiconductor,
ferrimagnetic and charge-ordering transitions. The A-site size effect on structure and electronic properties is systematically investi-
gated on R3þCu3Fe4O12 (R ¼ Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb and Lu).462 The crystal structure of a HT phase is evaluated
by the bond valence method. The bond discrepancy factor (dM), which can be calculated from the difference between the bond

Fig. 9 Schematic crystal structures of cubic quadruple perovskites drawn using VESTA-3 software477: AA03B4O12 (left) and AA03B2B02O12 (right).

Fig. 10 Three different electron-doping sequences in quadruple perovskites. Adapted with permission from Yamada, I.; Odake, T.; Tanaka, A.; et al.
Inorg. Chem. 2020, 59 (13), 8699–8706.
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valence sum (BVS) and nominal valence (VM), i.e., dM ¼ BVS�VM,
499 demonstrates monotonic increase for R ions (overbonding in

ReO bond) and decrease for Fe ions (underbonding in FeeO bond). The most stable structure is realized in DyCu3Fe4O12 because
the global instability index (GII), which is an index of structure instability calculated from the root-mean square of dM in the
formula unit,499 becomes the minimum (GII ¼ 0.04 valence unit (vu)), although both larger and smaller R ions tend to increase
GII (0.19 vu for LaCu3Fe4O12 and 0.10 vu for LuCu3Fe4O12). The intersite charge-transfer occurs to remove the bond strain of the
compressed FeeO bond for RCu3Fe4O12 with larger R ions (R ¼ La-Tb) and the phase transition temperature monotonically
decreases from 367 K (R ¼ La) to 233 K (R ¼ Tb) with GII decreases. In contrast, another type of phase transition, charge dispro-
portionation and ferrimagnetism as YCu3Fe4O12, occurs at almost the same temperature (�250 K) for RCu3Fe4O12 with smaller R
ions (R ¼ Dy-Lu).

The intersite charge-transfer transition in RCu3Fe4O12 can be utilized as robust thermal-energy storage with controllable operation
temperature.500 The latent heat in the phase transition of LaCu3Fe4O12 is evaluated by differential scanning calorimetry to be 25 J g�1

(154 J cm�3), which is much larger than typical values in perovskite related compounds (�40 J cm�3) and approaches that of the
thermal-storage material VO2 (234 J cm�3).501 The transition temperature decreases with R ion size decreases, whereas the transition
entropy remains almost constant. The robustness of the latent-heat property in RCu3Fe4O12 is in contrast to the significant depression
in transition entropy in VO2-related materials with partial chemical substitutions.

The charge-transfer and charge-disproportionation transitions are also observed in the Cu-Cr system ACu3Cr4O12 (A ¼ Y, La,
Bi).472,473 YCu3Cr4O12 and LaCu3Cr4O12 undergo charge transfer between Cu and Cr ions
(3Cu(2 þ d)þ þ4Cr(3.75 � d0)þ/ 3Cu(2 þ d þ 3)þ þ 4Cr(3.75 þ d0 � 0.75 3)þ) at 220–250 K on cooling, exhibiting a positive volume
change. In contrast, BiCu3Cr4O12 demonstrates ferrimagnetic transition at 190 K associated with charge disproportionation of
Cr3.75þ into Cr3þ and Cr4þ.

A multiferroic property is reported in cubic quadruple perovskite LaMn3Cr4O12.
502 Two distinct AFM sublattices of A0-site Mn3þ

and B-site Cr3þ spins realize a noncentrosymmetric magnetic structure, leading to the spin-driven magnetoelectric property, although
the cubic crystal symmetry is maintained. BiMn3Cr4O12 demonstrates different types of multiferroic phases, which derives from
stereochemical 6s2 lone pairs of Bi3þ ions.503 Spin-induced ferroelectricity was also observed in the AMn7O12 series (A ¼ Mn,504

Cd, Ca, Sr, Pb,505 and Hg458) and was due to complex spin structures coupled to structural and orbital modulations.506

Proper polar distortions were observed in HgMn7O12 (Im–3 > R–3 > Pnn2 at 470 and 260 K, respectively458), Bi0.95Mn7O12 (R3
at RT507), and BiCu0.1Mn6.9O12 (Im–3 > I2/m > R–1(abg)0 > R3(00g)t at 546, 403, and 323 K, respectively508). The crystal struc-
tures of BiCu0.1Mn6.9O12 are heavily modulated with the realization of an intermediate dipole density wave R–1(abg)0 structure
and a helicoidal texture of electric dipoles in the ground-state R3(00g)t structure.

PbHg3Ti4O12 possesses a middle tolerance factor (t j 0.88) rather than smaller ones (t < 0.8) of any other quadruple perov-
skites because of larger ionic radius of Hg2þ at A0-site.476 PbHg3Ti4O12 transforms from HT centrosymmetric phase (Im-3) to
low-temperature noncentrosymmetric phase with ferroelectricity (Imm2) at 250 K.

4.20.4.1.4 Electrocatalytic properties
Quadruple perovskite oxides demonstrate catalytic activity for electrochemical oxygen reactions.509–511 The unusual high valence
ions (e.g., Fe4þ and Co4þ) stabilized using the HP method are intrinsically active for electrochemical oxygen evolution reaction
(OER).200 The OER activity of simple perovskite (e.g., CaFeO3 and SrFeO3) is further enhanced in the quadruple perovskite structure.
CaCu3Fe4O12 demonstrates highly active OER catalysis exceeding state-of-the-art catalyst materials such as Ba0.5Sr0.5Co0.8Fe0.2O3�d

(BSCF) and RuO2 (Fig. 12(a)). Similar enhancement in OER activity is commonly observed in CaCu3M4O12 (M ¼ Ti, V, Cr, Mn, Fe,

Fig. 11 Temperature dependence of unit cell volume for ACu3Fe4O12. Adapted with permission from Yamada, I. J. Cerma. Soc. Jpn. 2014, 122
(1430), 846–851.
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Co) compared to the simple perovskite counterparts.511 Themonotonically increased OER catalytic activity for quadruple perovskites
is driven by a structural feature of quadruple perovskite. DFT calculation reveals that the surface of a quadruple perovskite structure
involves cationic arrangement to enable an unconventional OERmechanism in which A0-site transition metal ions play a role in OER
as the secondary adsorption/reaction site together with the primary active site of B-site ions (Fig. 12(b) and (c)).512 This mechanism is
in contrast to the conventional one in simple perovskite structure, where coordinatively unsaturated B-site ions solely contribute to
OER as adsorption/reaction sites. Based on this mechanism, bifunctional oxygen reaction catalysis which serves to both oxidation
and reduction of oxygen species is realized in Mn-based quadruple perovskites LaMn7O12 and CaMn7O12.

510

4.20.4.2 A-site columnar-ordered quadruple perovskites

When the ratio of A cations with quite different sizes is 1:1, a different tilt system can be realized under the right conditions, namely
aþaþc�. It produces P42/nmc symmetry and three types of cavities for the A cations: 10-fold-coordinated (A), square-planar-coordi-
nated (A0), and tetrahedrally coordinated (A00) cavities.541 To form such A0 and A00 sites, the BO6 tilts should be quite large with B-O-B
angles reaching 130–150�. A0-O and A00-O bond distances are similar (1.9–2.1 Å), but the coordination environments are fundamen-
tally different. Therefore, the A0 and A00 sites can, in principle, be occupied by different cations, and the general formula of such perov-
skites is better presented as A2A0A00B4O12. They have intrinsic triple A-type ordering.541 The AO10 polyhedra are connected through
edges and form -AO10-AO10- columns along the c axis (Fig. 13). The A0O4 square units and A00O4 tetrahedra are separated from
each other but they are connected through edges if four longer A0-O bonds are considered, and the -A0O4þ4-A00O4- columns also

Fig. 12 (a) Linear sweep voltammograms for CaCu3Fe4O12 and reference catalysts. (b) Conventional OER mechanism for simple perovskite
structure. The coordinatively unsaturated B-site metal (orange on the (001) surface) serve as active site. (c) Proposed OER mechanism for quadruple
perovskite oxides based on DFT calculation. A0-site metal (blue) in pseudosquare plane plays a role in secondary active site and the adsorbate brides
over B-site (orange) and A0-site metals. Adapted with permission from Yagi, S.; Yamada, I.; Tsukasaki, H.; et al. Nat. Commun. 2015, 6, 8249;
Takamatsu, A.; Yamada, I.; Yagi, S.; Ikeno, H. The Journal of Physical Chemistry C 2017, 121 (51), 28403–28411.
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run along the c axis (Fig. 13). Considering these structural features and generic chemical formula A2A0A00B4O12, such perovskites are
called A-site columnar-ordered quadruple perovskites.541

Table 13 lists the majority of known examples. All but Ca2� xMnxTi2O6 (0.3 � x � 0.6)542 require HPHT conditions for the
synthesis. The A0 and A00 cations are the same in many reported cases (Mn2þ and Fe2þ), and the formula can be further shortened
to AA0B2O6. However, there are examples with different A0 and A00 cations: R2MnGa(Mn4� xGax)O12 (R ¼ Ho and Y, x ¼ 0, 1, 2,
3),519,520 Ca(Mn0.5Cu0.5)FeReO6,

365 R2CuMnMn4O12 (R ¼ Dy-Lu),519,537 and R2MnZn(Mn4� xTix)O12 (R ¼ Sm and Dy) and
Y2CuGaMn4O12 (unpublished results). There are examples when A0 ¼Mn3þ and A00 ¼ Mn2þ: RMn3O6 (R ¼ Gd-Tm, Y)534–536

Fig. 13 A fragment of the parent structure of A-site columnar-ordered A2A0A00B4O12 quadruple perovskites. Only the oxygen coordination of the A-,
A0-, and A00-site ions are presented and the B-site ion is omitted. The AO10 polyhedra (gray) are connected through O1-O1 edges with each other
along the c axis. The A0O4 square-planar units are shown in green, and the A00O4 tetrahedra are shown in orange. The A0-O2 white bonds show
connections between A0O4þ4 and A00O4 through longer distances along the c axis. The right-hand A0O4-A00O4 column shows atomic arrangements in
the paraelectric (PE) phase typically observed in CaFeTi2O6. The left-hand A0O4-A00O4 column shows atomic arrangements in this column in the
ferroelectric (FE) phase of CaMnTi2O6.

Table 13 A-site columnar-ordered quadruple perovskites obtained by HPHT synthesis (>1 GPa).

Compound Symmetry P(GPa) References

CaFeTi2O6
RMnGaTiO6 (R ¼ Sm, Gd)
R2MnGa(Mn4� xGax)O12, R ¼ Ho and Y, x ¼ 0, 1, 2, 3
Sm2MnMn(Mn4� xTix)O12, x ¼ 1, 2, 3
NaRMn2Ti4O12, R ¼ Sm-Ho, Y
R2MnMn(MnTi3)O12, R ¼ Nd, Eu, Gd
CaMnTi2O6
CaMn(Ti2� xVx)O6, 0 � x � 1.2
MnRMnSbO6, R ¼ La-Sm
CaMnFeReO6
CaMnMnReO6
Ca(Mn0.5Cu0.5)FeReO6
CaMnCoReO6

CaMnNiReO6
RMn3O6, R ¼ Gd-Tm, Y
R2CuMnMn4O12, R ¼ Dy-Lu, Y
CaMnMnWO6

SmMnMnTaO6
CaMnFeTaO6
CaMnCrSbO6

CaMnFeSbO6

P42/nmc
P42/nmc
P42/nmc
P42/nmc
P42/nmc
P42/nmc
P42mc
P42mc
P42/n
P42/n
P42/n
P42/n
P42/n
P42/n
Pmmn

Pmmn

P42/n
P42/n
P42/n
P42/n
P42/n

12–15
6
6
6
6
6
7
6
10
10
10
10
10
10
6
6
10
10
10
10
10

45,49,513–517
518
519,520
521,522
523
524
517,525–529
530
531,532
365
365
365
533
533
521,534–536
519,537
538
538
539
540
540

Symmetry: P42/nmc is the parent structure of the A-site columnar-ordered quadruple perovskites. P42mc is with a polar distortion. P42/n is with an additional rock-salt B-site
ordering. Pmmn is with an additional layered B-site ordering.
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and R2MnMn(Mn3Ti)O12 (R ¼ Nd and Sm).521,522 So far, Mn2þ, Mn3þ, Fe2þ and Cu2þ cations were found at the A0 site; and Mn2þ,
Fe2þ, Ga3þ and Zn2þ cations were found at the A00 site (ignoring anti-site disorder with the A and B sites).

The parent structure of A2A0A00B4O12 has P42/nmc symmetry. Additional B-site orderings can reduce symmetry to P42/n
(producing rock-salt B-site ordering) and Pmmn (producing layered B-site ordering). There are examples with a polar distortion
(P42mc symmetry).

A2A0A00B4O12 perovskites have the following structural features. First, there are significant restraints on the bonding of the A
site originating from the large aþaþc� tilts needed to form the A0 and A00 sites. The A-O bonds are nearly constrained to 2.3–2.4 Å
(�4), 2.4–2.5 Å (�2), and 2.7–2.9 Å (�4). Therefore, only Ca2þ, Naþ, Y3þ, and all rare-earth (except Ce and Pm) cations have
been found so far at the A site. Second, there are quite limited stability ranges when considering rare-earth seriesdthis limitation
is caused by the first feature. For example, MnRMnSbO6 is stable for R ¼ La-Sm,531,532 RMn3O6 for R ¼ Gd-Tm and Y,534

R2CuMnMn4O12 for R ¼ Dy-Lu and Y,519 and R2MnMn(MnTi3)O12 for R ¼ Nd-Gd.524 Rare-earth stability ranges (at certain
synthesis conditions) strongly depend on the content of A0, A00, and B sites. Third, cations at the A0 square-planar site are often
statistically disordered above and below the square-planar units. Fourth, there is a tendency in many cases for anti-site disorder
among the A, A0, and A00 sites. Anti-site disorder is the general feature of all A-site and/or B-site ordered perovskites. As the sizes of
cations located at the A0, A00, and B sites are similar to each other, anti-site disorder among A0, A00, and B is also possible.365 Fif-
thdand this feature is related to the fourth onedthere is a tendency for compositional shifts due to “unequal anti-site disorder.”
For example, the following real chemical compositions were found: CaMn0.7Co1.3ReO6,

533 CaMn1.2Ni0.8ReO6,
533

Gd1.065Mn2.935O6,
536 Er0.89Mn3.11O6,

536 Dy2.22Cu0.88Mn4.9O12,
537 and Y2.26Cu0.79Mn4.95O12

537 in comparison with the ideal
compositions reported in Table 13.

Due to large BO6 tilts, the strengths of B-B magnetic exchange should be significantly suppressed in A2A0A00B4O12, as they are
in AA0

3B4O12 quadruple perovskites and ScBO3. Therefore, (A, A0, A00)-B exchange interactions should play the dominant role,
and they can be selectively controlled by choice of A, A0, and A00 cations. Due to fundamentally different bonding geometries
of A2A0A00B4O12, they offer a new playground to study magnetism.537 In the majority of A2A0A00B4O12 cases, ferrimagnetic
(FiM) structures are observed with simultaneous ordering of magnetic cations at the A0, A00, and B sites.521,522,531–533,535,537

But in CaMnFeReO6-based compounds,365 the B-sublattice orders first at a much higher temperature TB ¼ 500–560 K due to
retained strong AFM interactions between Fe3þ and Re5þ; the A0/A00-sublattice orders at TA ¼ 70–160 K. Global FiM structures
may be realized from different combinations of AFM and/or FM arrangements at the B site and at the A0-A00 sites depending
on chemical compositions. In some cases, there exist spin-reorientation transitions at lower temperatures driven by rare-earth
single-ion anisotropies and f-d exchange (and, therefore, magnetic ordering at the A site)531,532,535 or instability toward AFM
spin canting.537 For example, from two to four magnetic transitions are realized in R2CuMnMn4O12 (R ¼ Dy-Lu, Y) (e.g., at
6, 18, 110, and 171 K for R ¼ Er).519,537 CaMnTi2O6-based compounds,525–530,542 including NaRMn2Ti4O12 (R ¼ Sm-Ho,
Y),523 show pure C-type AFM transitions below TN z 12 K, but with noticeably reduced ordered moments on Mn2þ cations
and some effects of rare-earth magnetism. A purely FM transition was found in CaMnNiReO6 below TC ¼ 152 K.533 No long-
range magnetic ordering was found in R2MnGa(Mn4� xGax)O12 (R ¼ Ho and Y, x ¼ 0, 1, 2, 3)519,520 despite large concentrations
of Mn3þ cations at the B sites, in RMnGaTiO6 (R ¼ Sm, Gd)518 probably due to noticeable A00-B anti-site disorder, and in
CaFeTi2O6.

514,516

CaMnTi2O6 is a ferroelectric (FE) material at RT with switchable ferroelectric polarization and a high FE Curie temper-
ature of 630 K.525 Cooperative shifts of Mn2þ cations at the A0 sites in one direction from the square-planar units (Fig. 13)
and the off-center displacements of Ti4þ in TiO6 octahedra are responsible for the polar structure. In the paraelectric centro-
symmetric phase, Mn2þ cations at the A0 sites are statistically disordered above and below the square-planar units.525 The
polar structure is maintained in solid solutions CaMn(Ti2� xVx)O6 (0 � x � 1.2) with the enhanced polarization for
x � 0.8, but the FE Curie temperature decreases with increasing x.530 The synthesis of NaRMn2Ti4O12 (R ¼ Sm-Ho, Y) at
6 GPa and 1750 K stabilizes the centrosymmetric P42/nmc structure,523 but we showed that at 6 GPa and 1550 K the polar
P42mc structure can be obtained (unpublished results). Relaxor ferroelectric properties were observed in R2MnMn(MnTi3)
O12 (R ¼ Nd-Gd) at 250–295 K.521,524.

4.20.5 Mixed-anion oxides

4.20.5.1 Overview

Mixed-anion oxides are summarized in Table 14. Mixed-anion (or heteroanionic) compounds, solid-state materials containing
multiple anionic species in a single phase, have recently attracted increasing attention due to their potential for having prop-
erties superior to those of a single-anion analog.561,562 For example, anion engineering in oxide-based compounds is a prom-
ising way to tune chemical and physical properties by incorporating additional anions of different size, electronegativity, and
charge. However, it was not easy to synthesize a desired composition of a material by using conventional solid-state reaction
since anionic species, such as nitrogen and fluorine, easily dissociate or evaporate under ambient conditions. A HP method is
an effective approach to control an anionic composition since the HP reaction in sealed vessels prevent loss of volatile
elements. One can expect that the compounds obtained by a HP method has a composition equal to its nominal one unless
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secondary phases form. HP synthesis and properties of transition metal oxide based mixed-anion compounds are described in
the following parts of this section.

4.20.5.2 Oxyhalides

Transition metal oxyhalides, such as oxyfluorides (oxide-fluoride) and oxychlorides (oxide-chloride), have been intensively
studied in relevance to the high-Tc cuprates, such as Sr2CuO2F2þd

563 and Ca2� xNaxCuO2Cl2 (see Section 4.20.2.9) with
K2NiF4-type structure. Oxyfluorides are prepared by several synthetic approaches such as a conventional solid-state reaction
between oxide and fluoride, a low-temperature reaction using fluorinating agents (F2 gas, XeF2, ZnF2, PTFE, etc.), and hydro-
thermal reaction.564 A HP method is effective for obtaining the desired composition of an oxyfluoride.561 K2NiF4-type Sr2MO3F

Table 14 Mixed-anion oxides obtained by HPHT synthesis (>1 GPa).

Materials Structure type P(GPa) References

Oxyfluorides

BaTiO3� xFx Pv 3 543
PbVO3� xFx Pv 8 82
AgTiO2F Pv 4 544
AgFeOF2 Pv 7 545
Sr2MO3F (M ¼ Mn, Co, Ni) K2NiF4-type 6 191,546,547
MOF (M ¼ Ti, V, Fe) Rutile 6–6.5 548
Oxychlorides

Sr2NiO3Cl K2NiF4-type 3 547
Sr2ZnO2Cl2 K2NiF4-type 6 549
Oxyhydrides

BaScO2H Pv 7 550
Ba2ScO3H K2NiF4-type 3 551
Sr1� xNaxVO3� yHy Pv 8 552
BaVO3� xHx Pv, 6H 7, 3 553
Sr2VO4� xHx K2NiF4-type 5 554
SrCrO2H Pv 7 555
LaSrMnO3.3H0.7 K2NiF4-type 5 556
Oxynitrides

RZrO2N (R ¼ Pr, Nd, Sm) Pv 2–3 557
MnTaO2N LN 6 558
Mn(Mn1/6Ta5/6)O2.5N0.5 LN 7.5 559
ZnTaO2N LN 6 560

Pv: Perovskite. 6H: Perovskite-polytypes. LN: lithium niobate.

)B()A( (C)

Fig. 14 Crystal structure of Sr2MO3X. (a) Sr2MO3F (M ¼ Sc, Mn), (b) Sr2MO3F (M ¼ Co, Ni), (c) Sr2MO3Cl (M ¼ Mn, Co, Ni). White, blue, red, and
green spheres respectively denote Sr, M, O, and X atoms.
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(M ¼ Mn, Co, Ni) are synthesized at 6 GPa and 1500–1800 �C.191,546,547 In these compounds, the fluoride ions favor the apical
anion site with disordered manner. The transition metal cation is located at the center position of an octahedron for M ¼Mn,
while it is disordered from the center to form a square-pyramidal MO5 that is loosely linked by a fluoride ion for M ¼ Co, Ni
(Fig. 14(a) and (b)). While Sr2NiO3F shows spin glass behavior at low temperature,547 Sr2MO3F (M ¼Mn, Co) shows AFM tran-
sition at TN ¼ 133 K and 323 K for M ¼ Mn and Co, respectively.546,565 Sr2CoO3F exhibits a pressure-induced transition from
a high-spin state (S ¼ 2) to a low-spin state (S ¼ 0) between 0 GPa and 12 GPa.566 K2NiF4-type Sr2NiO3Cl is also prepared by
HP synthesis at 3 GPa and 1300 �C,547 while Sr2MO3Cl (M ¼ Mn, Co) can be prepared at AP.567,568 Chloride ions in Sr2MO3Cl
also favor the apical anion site as in the case with the oxyfluorides, while O/Cl anions are fully ordered due to different ionic sizes
between O and Cl (Fig. 14(c)). Sr2NiO3Cl shows AFM transition at TN ¼ 33 K in contrast to the spin-glass behavior seen in
Sr2NiO3F.

547 Perovskite-type oxyfluorides AB(O,F)3 were also prepared by HP synthesis. Sr2ZnO2Cl2 with square planar coordi-
nation, isostructural to A2CuO2Cl2 (A ¼ Sr, Ca, see Section 4.20.2.9), can be also prepared at 6 GPa and 1500 �C.549 Fluoride
substitution of ferroelectric BaTiO3 and PbVO3 suppresses the tetragonal distortion leading to cubic structure (see Section
4.20.2.3).82,543 Silver-containing perovskites AgTiO2F and AgFeOF2 are prepared at 1000 �C under 4 GPa and 7 GPa, respec-
tively.544,545 The O/F anions in these compounds are fully disordered.

4.20.5.3 Oxyhydrides

Oxyhydrides, where a transition metal center is coordinated to both oxide (O2�) and hydride (H�) ligands, have recently been
developed as a new class of mixed-anion system, with a series of unprecedented chemical and physical properties that are not
accessible in simple oxides.569 Examples are the lability of a hydride ion allowing topochemical anion exchange reactions
and p blocking nature due to the lack of p orbitals in H�.561,569 However, the reports of transition oxyhydrides had been quite
limited until a decade ago, since hydride itself is a strong reducing agent to reduce the transition metal to element. Thanks to
recent development of synthesis methods, such as a topochemical hydride reduction method and a HP method, a growing
number of transition metal oxyhydrides have been reported over the past decade.

HP synthesis of a transition metal (layered) perovskite oxyhydride was first reported by Bang et al.: Sr2VO4� xHx

(0 � x � 1.01) was synthesized from a mixture of SrO, VO, and SrH2 with a hydrogen source (NaBH4 þ Ca(OH)2) at 5 GPa
and 1200 �C.554 The composition x can be adjusted by changing the composition of the starting mixture. Sr2VO3H (x ¼ 1) is
the n ¼ 1 phase of layered perovskite oxyhydride Srnþ1VnO2nþ1Hn (n ¼ 1, 2,N) with trans-VO4H2 octahedra (Fig. 15).

570 Cubic
perovskite Sr1� xNaxVO3� yHy (x � 0.2) can be also synthesized at 8 GPa and 1000 �C.552 The unique feature of this series is that
the compounds are magnetically quasi-low-dimensional materials since V3þ has two electrons in t2g orbitals and the t2g orbitals
are orthogonal to the H-1s orbital.554 HP experiments revealed that quasi-2D SrVO2H (n ¼N) exhibits an unusual insulator-to-
metal transition at �50 GPa, with the quasi-2D nature persisting under high pressure.571 In contrast to SrVO2H, quasi-1D
Sr2VO3H (x ¼ 1) and Sr3V2O5H2 (x ¼ 2) do not exhibit pressure-induced transition at pressures up to �60 GPa.572 Another
unique feature of hydride ion is high compressibility. HP experiments for Srnþ1VnO2nþ1Hn (n ¼ 1, 2, N) revealed that the
compressibility of a hydride ion is twice than that of an oxide ion.571,572 This high compressibility induces unusual structural
transitions in LnHO.573,574

Cubic perovskite BaScO2H and K2NiF4-type Ba2ScO3H are synthesized at 7 GPa and 1000 �C and at 3 GPa and 800 �C, respec-
tively.550,551 Hydride ions are fully disordered in BaScO2H, while in Ba2ScO3H they are located at apical sites and show hydride
conduction (5.2 � 10�6 S cm�1 at 300 �C). In BaVO3� xHx, hexagonal perovskite structure (6H-type) is obtained at 3 GPa, while
cubic perovskite is obtained at 7 GPa,553 which can be also seen in oxide perovskites (see Section 4.20.1). In hexagonal
BaVO2.7H0.3, hydride ions are located selectively at face-sharing sites, resulting in a quasi-two-dimensional metal with strong
AFM fluctuations. Anion-disordered perovskite SrCrO2H, synthesized at 7 GPa and 1000 �C, has the highest TN (�380 K) among

)B()A(

(C)

Fig. 15 Crystal structure of Srnþ1VnO2nþ1Hn (n ¼ 1, 2, N). (a) SrVO2H (n ¼N), (b) Sr2VO3H (n ¼ 1), (c) Sr3V2O5H2 (n ¼ 2). White, yellow, red,
and sky blue spheres respectively denote Sr, V, O, and H atoms.
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Cr3þ-containing perovskites due to its ideal tolerance factor.555 Layered perovskite LaSrMnO3.3H0.7, prepared at 5 GPa and
1000 �C, shows spin-glass behavior at low temperatures due to competition of FM and AFM interactions.556 K2NiF4-type LaSr-
CoO3H0.7 and LaSr3NiRuO4H4 were also reported but they are prepared by using topochemical hydride reduction575,576 rather
than a HP method. So far there is still no perovskite oxyhydride containing Fe and Cu.

4.20.5.4 Oxynitrides

Oxynitrides (oxide-nitrides) exhibit attractive properties, including visible-light responsive photocatalysis, but the highly
reducing atmosphere of HT reaction with ammonia (ammonolysis) often makes it difficult to obtain the desired structures.
Direct HP solid-state reactions should be suitable for obtaining desired oxynitrides because pressure suppresses decomposition
to oxides and nitrogen. However, there are not many reports of direct solid-state syntheses of oxynitrides at high pressures. A
novel ternary spinel Ga3O3N was synthesized from Ga2O3 and GaN at 5 GPa and 1500–1700 �C.577 Perovskite RZrO2N
(R ¼ Pr, Nd, Sm) is synthesized at 2–3 GPa and 1200–1500 �C.557 Significant progress of HP synthesis of oxynitrides is synthesis
of MnTaO2N (obtained at 6 GPa and 1400 �C) containing magnetic Mn2þ. This compound shows a nontrivial helical spin order
at 25 K.558 Furthermore, the polar structure (LiNbO3-type structure) indicates a candidate of new multiferroic material. Isostruc-
tural Mn(Mn1/6Ta5/6)O2.5N0.5 is also obtained at 7.5 GPa and 1300 �C.559 ZnTaO2N, synthesized at 6 GPa and 1600 �C, crystal-
lizes in a centrosymmetric HT LiNbO3-type structure, revealing possible origin of ferroelectrics in the LiNbO3-type structure.

560
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