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Abstract

The majority of Medium Voltage (MV) and Low Voltage (LV) power systems are 
based on and operate using Alternating Current (AC) infrastructures. Yet, modern 
energy market needs, which promote more decentralized concepts with a high 
Renewable Energy Sources (RES) penetration rate and storage integration, bring 
Direct Current (DC) to the forefront. In this sense, AC/DC hybrid smart microgrids 
constitute a newly-introduced research field with a variety of potential applications 
that combine the benefits of both AC and DC systems. The purpose of this chapter 
is to review the advantages and disadvantages of AC/DC hybrid grids and analyze 
potential applications that would benefit from such infrastructures. Also, the most 
significant efforts and requirements for the constitution of a solid regulatory frame-
work for AC/DC hybrid grids are presented, to pave the way towards their wider 
adoption by the market.

Keywords: AC/DC hybrid microgrid, microgrid applications, medium voltage, 
low voltage, framework

1. Introduction

Electrical grids, from the early stages of their implementation up until the past
few decades, have been traditionally based on the energy generated from fossil fuels, 
such as coal, oil and natural gas [1]. As a result, and taking into account the techno-
logical expertise and the available technology at the time they were developed, most 
architectures were designed to be centralized. Moreover, the overall energy system 
architecture had a unidirectional approach, from centralized units of production to 
dispersed customers based on Alternating Current (AC) transmission and distribu-
tion networks, a process that has not been friendly to the environment [2].

Yet, the modern socioeconomic requirements and the need to take effective 
actions for the protection of the environment are challenging the traditional approach 
of electrical grid architectures [3]. The need for sustainability in the energy sector, 
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underpinned by the recent technological developments, has led to the development 
of distributed, environmental-friendly and predominantly DC-based power sup-
ply system’s [4]. Such systems typically include photovoltaic (PV) panels, Battery 
Energy Storage Systems (BESS), fuel cells, etc. [5]. This type of Distributed Energy 
Resources (DER) is most efficiently incorporated in smart microgrids [6]. Smart 
microgrids constitute advanced architectures, the key elements of which are smart 
sensors, advanced metering infrastructures, information technologies, Internet of 
Things (IoT), Cloud of Things and real-time communication systems. In this way, 
they enable the digitalization and decentralization of the grid, thus allowing for the 
efficient and seamless Renewable Energy Sources (RES) integration, the management 
of multiple distributed power supply units, the bidirectional power flow and a variety 
of grid-flexible services, such as black-start, island-mode operation and congestion 
management [7]. Furthermore, since many of the DER and some loads utilize DC 
power, research is oriented towards the design and development of AC/DC hybrid 
smart microgrids [8]. The structural differences between the traditional AC electrical 
grid and the AC/DC hybrid smart microgrid are presented in Figure 1.

This chapter aims to review the motives and applications of AC/DC hybrid smart 
microgrids. For this purpose, it is structured as follows: the driving forces for the 
development of AC/DC hybrid smart microgrids are analyzed in Section 2, their pos-
sible applications are analyzed in Section 3, the challenges regarding the regulatory 
framework for their wider adoption by the market are presented in Section 4, and 
finally conclusions are summarized in Section 5.

Figure 1. 
Main differences between past AC and modern AC/DC hybrid smart microgrid architectures.
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Figure 2. 
Efficient integration of DC power supply and DC loads in AC/DC hybrid smart microgrids.

2. Driving forces and challenges for the development of AC/DC hybrid 
smart microgrids

  The integration of DC systems in AC-based infrastructures provides a new frame-
work of grid capabilities [9]. As it is foreseen, DC solutions need to “harmoniously
co-exist” with the already available AC infrastructures, developing hybrid architec-
tures in which the best result of both approaches can be achieved [10].
  In this manner, AC/DC hybrid smart microgrids bring a new perspective into a 
variety of applications [11]. As opposed to the traditional AC infrastructures, some of
their main advantages include:

• Efficient integration of DER and reduction of primary energy consumption
[12, 13]: A majority of RES and storage systems utilized produce DC power, which
would be more efficiently deployed in a DC grid instead of an AC grid, rather
than having to undergo DC/AC and AC/DC conversions reducing efficiency.
Typical examples are considered to be PVs, BESS, fuel cells or even EVs which
may be used as additional storage, in vehicle-to-grid (V2G) mode [14]. More spe-
cifically, in a DC grid, these sources’ supply is not required to be converted from 
DC to AC. Contrariwise, instead of DC/AC inverters, DC/DC converters need
to be installed [15], as presented in  Figure 2, which have better efficiency and a 
smaller size and volume. Furthermore, wherever it is necessary, bidirectional DC/
DC converters can be employed, for example in the case of BESS. As a result of
the above, the RES generation is exploited to the maximum, the primary energy 
consumption is reduced and potentially required space is reduced [16].

• Efficient integration of DC loads  [17]: The distribution of DC power (instead of 
AC) to DC loads may result in energy savings from the point of view of the end-
users. By eliminating the conversion from AC power to DC power with the use of
the respective AC/DC inverter, as presented in  Figure 2, the associated losses are 
reduced, resulting in lower electricity bills. This modification has the potential to 
lead to substantial cost savings especially in the case of DC loads such as computer 
data centers (which predominantly use DC power for their electronic equipment),
EVs and EV charging stations, Light Emitting Diode (LED) equipment, etc. [18].

• Power transmission over long distances  [19]: Considering the effectiveness
of high and medium-voltage DC lines, more power may be transferred over
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long distances, compared to their AC counterparts, owing to less severe stabil-
ity issues. This feature makes DC integration into already existing AC grids 
extremely valuable for the future expansion of the grid and the connection of 
remote loads (such as in islands or isolated locations) or remote RES installations 
[20]. Major technological developments have enabled the increase of DC operat-
ing voltage levels in the order of kV, allowing efficient and reliable power transfer 
even for distances in the order of several thousands of kilometers.

•	 Power quality enhancement [21]: DC connections can enhance the power qual-
ity of weak grids, as they provide a type of isolation “firewall” that prevents the 
propagation of disturbances, as depicted in Figure 3. In particular, the conver-
sion from AC to DC power decouples the AC part of the grid, so that the remain-
ing infrastructure can cope with undesirable resonances which would otherwise 
impose a threat in its stability and robustness. A typical example of such cases 
is AC harmonic oscillations, frequency instability and low inertia, which AC 
grids may face, due to the existence of inductive and capacitive elements, etc. In 
this sense, AC/DC hybrid smart microgrids present a clear advantage, especially 
when it comes to the connection between two AC grids with the use of DC sub-
systems. Furthermore, the DC connection enables the effective integration of AC 
systems operating with different voltage/frequency levels.

Figure 3. 
DC connections prohibit the propagation of disturbances.
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	•  Reduction of visual impact  [22]:  Since DC lines carry only active power and
  have no skin effect, less current capacity is required and the necessary distance
  between the conductors can be reduced. This, in combination with the fact that
  fewer lines are required than in the respective AC systems, results in a smaller size
  of DC towers. The smaller size of DC towers, compared to the size of AC equiva-
  lent structures, is considered to be an advantage of DC grids. This attribute,
  however minor it may seem, is quite beneficial considering overpopulated areas
  such as cities or places where the visual impact of the grids should be minimized,
  such as in tourist attractions, monument areas, preserved ecosystems, etc.

  On the other hand, AC/DC hybrid smart microgrids have certain drawbacks. DC 
technologies and the connection between AC and DC technologies have not been 
thoroughly studied as the common AC grids. This is attributed to the fact that the 
entire concept of electrical energy production, transmission and distribution has
been built on AC technology, which has provided the means to progress and develop 
simple and cost-effective AC equipment over the years.
  In this context, the implementation of DC solutions has certain disadvantages
such as the lack of specific standards [23]. For a newly-introduced system, such as the 
AC/DC hybrid grid to establish its case against the traditional AC “status quo”, the 
definition of certain parameters needs to be specified. Since AC/DC applications are 
not as well-known and commonly used as AC applications, there is a general lack of 
standardized practices regarding their design and operation. This issue needs to be 
addressed, for the AC/DC hybrid grids to effectively enter the worldwide market.
  Also, there is difficulty regarding the integration of DC systems into existing AC grids,
to form AC/DC hybrid grids. More specifically, AC technologies have a simple design that 
has been studied and developed for many decades and is well known to grid developers 
and system operators. On the other hand, fewer specialists have studied DC technologies 
to that extent [24]. As a result, the incorporation of DC solutions to the existing grid
bears difficulties in comparison with the application of AC solutions. In simple words, AC 
and DC systems have different starting points: the AC technology is proven and mature,
whereas DC technology is in a developing process to be established, considering that 
power electronics converters started being utilized in the last quarter of the past century.
  This is also reflected in protection and safety apparatus [25]. Once a new system
is proposed, protection issues including switches, grounding and fault management 
systems need to be studied and established. In the case of AC/DC hybrid grids, there 
are protection issues that are not only related to the lack of standards but also the very 
nature of DC current. To be more specific, breaking a DC circuit is considered to be 
more difficult than the respective AC circuit because there is no natural zero crossing 
of the current to minimize the arc effect. For this purpose, major research efforts
are carried out for the development of switchgear that can accommodate the secure 
disruption of DC voltages in the order of kVs, to enable the safe and reliable develop-
ment of AC/DC grid infrastructures.
  Furthermore, the point of common coupling between the AC and DC parts of the AC/
DC hybrid smart microgrid introduces complexity to the overall architecture. Since a com-
mon AC distribution transformer is not capable of providing DC links, the AC/DC hybrid 
grid requires a different type of interface. Following the latest technological developments,
this interface is the Solid State Transformer (SST) [26] which is an advanced power 
converter that can provide multiple ports, regardless of the voltage level or type. In this 
sense, it can be connected to the MV side of the AC distribution line and provide AC and 
DC connections at both MV and LV levels. This active power converter is modular, scalable
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and capable of providing grid-flexible services. Yet, to function properly, it requires 
advanced control systems [27], which take into account both AC and DC components, 
have high maintenance requirements and their advantages are reflected in their cost.

Nevertheless, all of these disadvantages can be overcome if particular attention 
is given to aspects where DC technology may have significant potential, to be firmly 
established, starting to build from that point forward. The increasing use and devel-
opment of modern power electronic converters can significantly help for the diffu-
sion of DC technology providing the necessary framework, backed up by the wider 
application of RES technologies.

Overall, the development of AC/DC hybrid smart microgrids appears to have 
many advantages, rendering them a key driver in paving the way towards energy 
efficiency, sustainability and mitigation of anthropogenic climate change. For them to 
be established in the wider market, the main applications that would highlight their 
potential need to be taken into consideration.

3. Main applications of AC/DC hybrid smart microgrids

This section aims to showcase modern examples of applications of AC/DC hybrid 
smart microgrids, which mostly concern buildings, public installations, remote instal-
lations, DC-based applications and transportation:

•	 Buildings: One of the most promising applications that would benefit from 
the AC/DC hybrid smart microgrid architecture is the building sector. Due to 
environmental as well as economic concerns, PV panels are commonly installed 
in buildings [28]. Surplus PV generation is usually stored in BESS, which can 
smooth the mismatch between the PV generation profile and the load profile. 
Since the PVs and the storage are both installed within the building, they allow 
the minimization of transmission losses (and thus, the minimization of primary 
energy consumption and associated CO2 emissions). Both of these power supply 
units originally produce DC power. Also, a proportion of the overall load of the 
building, such as electronic appliances, DC motors, power electronics, batteries, 
etc., originally consumes DC power [29]. Therefore, it is evident that it would be 
more beneficial if at least part of the building’s power supply was based on DC 
power distribution, as presented in Figure 4 [30].

Yet, it should be noted that while this approach could be easily implemented on 
the side of the DC power supply, it would be more difficult to implement on the 
DC consumption side, as most DC devices are designed to include (internally) 
an AC/DC converter to operate with AC grids [31]. This is a barrier that needs 
to be overcome by the manufacturers of these devices through the proper and 
widely publicized dissemination of DC capabilities. However, it should be noted 
that even without the proposed modification of DC loads, it would be beneficial 
to have a DC sub-grid (in the overall AC grid of the building) for the connec-
tions between the PVs, BESS and other DC-based power supply units.

•	 District/Distribution level: The suitability of AC/DC hybrid smart microgrids 
can be expanded from a single building application to a district-level application, 
as presented in Figure 5 [32–34]. As in buildings, so in distribution grids, the pen-
etration of DC-based RES and storage renders the AC/DC hybrid configuration 
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Figure 5. 
District with AC/DC hybrid smart microgrid architecture.

Figure 4. 
Building with AC/DC hybrid smart microgrid architecture.

more effective than the conventional AC one. This topic has gained much attention
over the past few years at both Medium Voltage (MV) and Low Voltage (LV) levels.

•  Public installations:  A beneficiary of AC/DC hybrid grids could be various public
  installations. More specifically, as part of public works and services, older lighting
  equipment is often replaced by LED technology in most public spaces, roads and
  highways. Such initiatives help reduce the effect on the environment, as LEDs are
  more efficient than conventional lighting equipment. Since LED lights constitute
  DC-based technologies, they would naturally be more efficiently powered by DC
  lines (incorporated in the overall AC design, thus forming AC/DC hybrid grids)
  producing a significant economic impact, as public lighting costs are a major part of
  public expenditure [35, 36].
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•	 Connection of remote/weak installations: As one of the main advantages of 
DC lines over their AC counterparts is the capability of power transmission over 
long distances and the enhancement of power quality and stability, one of the 
key-applications of AC/DC hybrid grids is the connection to remote installations 
[37]. These could be small islands or any other case of distant and remote areas, 
which may be connected to each other or with the robust grid of the mainland 
through underground or underwater DC cables. Other types of locations could 
also be remote wind generation parks, built either on islands or offshore [38].

•	 DC-based applications: There is several DC-based applications that could 
benefit from a direct DC distribution. The two most modern and important are 
a) data centers and b) EV charging stations.

Data centers are extremely significant facilities, whose importance is gradually 
increased over time, leading to the increase of required capacity for information 
storage. Future data centers could entail power levels up to a few MWs in order to 
properly function. The majority of loads in data centers are of digital nature and 
operate on DC power. This means that AC connections would not facilitate their 
development as there would be significant losses and reliability issues due to the 
required conversion stages. The aforementioned facts favor the adoption of AC/
DC hybrid architectures in data centers [39].

Also, as mentioned above, there is a recent, increasing need for efficient EV 
charging stations. In particular, when it comes to vehicles, the need to a) protect 
the environment from the emissions of fossil fuels, b) reduce the noise level in 
the urban field and c) reduce the cost of transportation, has led the car manufac-
turers to focus on developing and producing EVs. The sales of EVs are gradually 
increasing around the world and it is estimated that in the near future they shall 
completely replace fossil-fuel-powered vehicles [40]. EVs need charging at regu-
lar intervals and their batteries are inherently DC-power sources [41]. Therefore, 
charging EVs in DC-based charging stations is more effective than the respective 
AC alternative, which encourages the research and development towards AC/DC 
hybrid smart microgrids including EV charging stations [42].

In addition to the arguments described above, it is noted that research is also 
oriented towards data centers and EV charging stations with PV and/or BESS 
installations for the purpose of reduction of a) cost, b) energy footprint and c) 
dependence on the main grid. These amendments furtherly favor the deploy-
ment of AC/DC hybrid grids for these applications [43].

•	 Transportation: There is a variety of applications in transport at both MV and 
LV levels that either already uses DC power or are prompted to do so. Typical 
examples include ships, urban transport and railways.

Ships constitute a special, isolated from the main grid, application that needs 
large amounts of power to operate properly. Also, their design has certain limita-
tions, due to constraints imposed by the ship’s needs, including constant power 
availability, space and weight concerns and the presence of pulsed electric loads. 
DC systems, which have less volume and weight and are more appropriate for 
handling electronic loads (compared to their AC counterparts) are proposed to 
be a viable solution for ships, thus forming AC/DC architectures [44].
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Application Reason for 
development of 
AC/DC hybrid 
architectures

Voltage level Special 
comments

Building Increase of 
building- 
integrated RES, 
BESS storage, 
and DC load

LV ( ≤  400 V) The use of 
the building 
(residence or 
office) may affect 
the grid’s design 
(BESS capacity, 
etc.)

District/Distribution level Increase of 
distributed RES 
and storage units

LV and MV (up to several kV) A highly 
DC-based 
district may also 
effectively be 
designed as a DC 
microgrid

Public installations Increase of DC 
load

LV (24 V for LED lighting 
systems)

LED lighting is a 
significant part 
of DC public 
installations

Connection of remote/
weak installations

Robustness 
provided by 
DC links and 
efficiency 
of power 
transmission

MV or HV (depending on the 
application)

Underwater DC 
cables connect 
geographical 
islands

DC-based applications Increase of 
DC load (but 
also possibility 
for PV-BESS 
installation)

LV (400 V, etc.) Data centers, EV 
charging stations, 
etc.

Transportation Reliability, size 
limitations for 
the installed 
components, DC 
load

LV and MV (usually 750 V, 1 kV, 
3 kV, etc.)

Ships, railways, 
public transport, 
etc.

Table 1. 
Applications of AC/DC hybrid smart microgrids [21, 46, 47].

Urban transport vehicles and railways are one of the early adopters of DC archi-
tectures. In many cases, motors and auxiliary circuits inside urban transport vehi-
cles use DC power. As a result, they form DC power systems, drawing power from
the main AC grid of the city, through the appropriate AC/DC converters [45].

  Overall, there is a variety of applications that could benefit from AC/DC hybrid 
smart microgrids.  Table 1  summarizes the aforementioned categories of applications,
along with some of their main features, i.e., a justification for which type of archi-
tecture is suitable for each category, their voltage level and comments. It is noted that 
the main factors for each application are related either to the increase of RES and DC 
loads or to the reliability and robustness of DC connections.
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4. Challenges regarding AC/DC hybrid smart microgrids

Several developments regarding AC/DC hybrid smart microgrids have taken place 
over the past few years, with fruitful results presented in the worldwide literature. 
Although, their effectiveness in certain applications is evident and generally accepted 
by the research community, there is several factors that inhibit their wide deploy-
ment, as presented in Figure 6 [47].

First of all, these developments have been conducted separately, taking into 
account and focusing on the specific needs of each application, hence lacking a more 
general and common framework of the application. To establish their place in the 
market and challenge the dominance of conventional AC grids, a common legislative 
background for AC/DC hybrid smart microgrid solutions is considered to be a neces-
sity [48]: it is important to establish standards upon which the architecture of AC/DC 
hybrid smart microgrids can be designed and implemented.

In this sense, DC compatible equipment needs to be developed by the manufac-
turers [21]. More specifically, one of the main reasons why such advanced grids are 
researched is the ascending amalgamation of DC devices in the overall load of the 
system. As mentioned previously, such devices include EVs, computers and other 
electronic devices, power electronics, DC motors, LED lights, etc. Nevertheless, 
currently, most of these devices are designed to be powered by AC sources. To be 
efficiently incorporated in AC/DC hybrid smart microgrids, they need to be designed 
to be powered by DC sources by incorporating a DC/DC converter [49]. For this 
purpose, it is imperative to establish mechanisms that promote and provide financial 
support to the cooperation between public and private entities, researchers and 
industry, allowing the development of DC-compatible equipment that is not yet 
available as well as suitable disconnecting and protection devices [50].

Furthermore, there is a generalized requirement for the standardization of 
the voltage level on hybrid grid applications, new safety regulations and suitable 
protection mechanisms [51–54]. More specifically, a major challenge for voltage 
standardization on the DC part of hybrid grids is the use of different voltage levels in 
distributed generation, residential, commercial and industrial demand sides. So far, 

Figure 6. 
Challenges for AC/DC hybrid smart microgrids.
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the research community has not agreed to use a specific DC voltage level or even set 
clear limits between what is considered to be “low”, “medium” and “high” voltage, in 
terms of standardization. Without voltage levels standardization it is impossible to 
develop appliances, equipment and devices that are directly connected to DC bus-
ses. It is inconvenient for manufacturers to design DC products capable of operating 
with different voltage levels. To speed up the incorporation of DC technologies in the 
distribution grid, voltage standardization is by far the highest priority. In this way,
stakeholders, equipment manufacturers, consumers and users can be attracted to 
hybrid grids, increasing their readiness level.

5. Conclusions

This chapter reviewed the motives and applications of AC/DC hybrid smart
microgrids. This type of grid constitutes a milestone in the evolution of electrical 
transmission and distribution systems, as it facilitates the efficient incorporation of 
the majority of RES, storage as well as DC-based loads, while also having AC connec-
tions for the service of AC generation and consumption. Indicative applications that 
would benefit from such architectures include buildings, data centers, EV charg-
ing stations, etc. However, the wider adoption of AC/DC hybrid smart microgrids 
requires a more coordinated effort in terms of the regulatory framework, so that their 
DC part can be as highly standardized as the AC one.
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Chapter 2

Hierarchical Control of an Islanded
AC Micro Grid Using FS-MPC and
an EMS
Andreas Pedersen, Ibrahim Ahmed and Lucian Mihet-Popa

Abstract

Microgrids and distributed energy resources (DERs) are gaining popularity owing 
to their efficient operation, autonomy, and dependability. Microgrids provide several 
new opportunities, one of which is the ability to deliver electricity continuously, even 
in the event of a grid failure. This chapter will first describe the modeling of DER 
components in a microgrid, with each component using Finite Set-Model Predictive 
Control (FS-MPC) for controlling the inverters to be robust, to have a fast response, to 
account for multiple objectives, and to eliminate manual tuning. In addition, droop 
control will be used to provide a voltage reference for the FS-MPC. The PV-inverter 
will operate as a grid- forming inverter, while the other inverters will serve as grid-
feeding inverters. The proposed inverter models are validated using simulations. The 
microgrid has been modeled using MATLAB-Simulink software package. A supervi-
sory controller for energy management system of the microgrid to operate in different 
power flows through the proposed control algorithm has also been designed. The 
simulation results show the effectiveness and robustness of the proposed controller 
during dynamic performance and transients, and the developed energy management 
system algorithm successfully controlled the power flow to ensure continuous power 
delivery to the load under all circumstances.

Keywords: AC microgrid (MG), droop control, finite-set model predictive control 
(FS-MPC), hierarchical control, islanded operation, energy management system
(EMS), energy storage systems (ESSs)

1. Introduction

Today’s society needs a dependable supply of electricity to consumers and
prosumers, with high power quality. As a result of the continual adoption of novel
technologies, the structure of the power grid in many countries is continuously devel-
oping, posing difficulties with energy flow changes, capacity limits, and high invest-
ment expenditures to update the power grid. For many years, power grids have been
digitalized to allow centralized monitoring and administration of the power network,
which is a result of the emergence of new technologies [1–6]. This “smart” digitalized
grid has been a reality for the high-voltage section of the power system for a



considerable amount of time, and the modernization of the low-voltage distribution
sector is also in progress [7–9]. In the next years, utility grids will depend more and
more on renewable energy, and users will reap the benefits of smart technologies such
as electric car chargers and smart meters [10–13].

This gives an opportunity to further digitize the distribution (low-voltage) sector
of the grid. One method to do this is by establishing a microgrid. In the event of
maintenance or grid failure, microgrids should be able to function independently of
the utility grid [14].

Hierarchical control structures consist of a primary control layer that has a quick
response in milliseconds, a secondary control layer that is used to reduce steady-state
errors and acts in a couple of seconds, and finally, a tertiary control layer that controls
the active and reactive energy flow within the microgrid by sending power references
either manually by the grid operator or automatically by an Energy Management
System (EMS) that balances the net power within the microgrid [1–3].

Due to the intermittent nature of RES, it is required to incorporate a backup power
source such as a battery storage system, and perhaps an additional fuel-based power
source, so that the microgrid may continue to run even if the battery is depleted or the
maximum discharge current is reached [15–17].

The authors in [18] proposed a MPC strategy developed in Python to optimize
energy production and load management for interactive buildings integrated PV &
BESS (battery energy storage system). The forecasting method used in the study
involves Weighted Moving Average (WMA) combined with Trigg’s tracking signal
and adjustment formulas. This method includes sensitivity parameters and thresholds
that allow a stricter or looser approach to be taken in forecasting time series. The
proposed method adjusts the forecasted values for the rest of the planning horizon
based on the deviation detected between forecasted and real-time series. The adjust-
ment formula of a building’s PV production is different from the adjustment formula
of its load since the production of PV is more predictable than the load of a building,
especially when it comes to residential loads.

In these research papers [19–22] the performance of the MPC design procedure for
DC-DC and DC-AC converters applied to a PV system was analyzed. The authors in
[19] presented a continuous control set MPC designed for a DC-DC buck converter
used in a MPPT of a PV module, while in [20] an adaptive MPC for current sensorless
MPPT in PV systems was evaluated. The papers [21, 22] address the optimal control
problems of a grid-connected PV inverter system MPC-based MPPT method. The
steady-state and dynamic performance of the MPC-based system are verified and
compared with traditional controllers.

Furthermore, authors in [23] presented an examination of a predictive control
method designed to prevent imbalances between the load demand and the generation
capacity in an islanded microgrid. The Nonlinear Model Predictive Control (NMPC)
is utilized to calculate load shedding and manage energy from batteries within an
optimization framework. This results in the establishment of an optimal control
problem that integrates all the microgrid’s operating conditions, including load
priorities for disconnection, and charging and discharging cycles of batteries.
Simulation results of the microgrid’s performance with and without the Microgrid
Central Controller (MGCC) were compared. The results demonstrate that the
control strategy can improve the reliability of the microgrid when operating in
islanded mode, as the control strategy can maintain the voltage and frequency of the
microgrid within safe limits and achieve a correct balance between generated power
and load demand.
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  The  motivation  to  carry  out  this  study  is  the  growing  interest  of  RES  based  DG 
units  &  ESSs.  This  chapter  is  focused  on  modeling  and  simulation  of  an  AC  microgrid,
developed  in  MATLAB-Simulink  environment,  which  consists  of  a  hydrogen  fuel  cell,
a  solar  farm,  a  wind  turbine,  and  a  utility  grid  [24–32].  Verification  by  simulations 
with  a  hierarchical  control  structure  to  operate  the  AC  microgrid  in  islanded  mode  has
been  performed.  The  primary  control  mainly  consists  of  FS-MPC,  where  the  solar 
farm  inverter  is  modeled  as  a  grid-forming  inverter  [29,  30,  33],  and  FS-MPC,  which 
was  modeled  as  described  in  [34–38],  is  shown  to  be  highly  robust  in  a  variety  of 
different  scenarios.  The  EMS  is  created  to  protect  the  battery’  SOC,  and  the  maximum
charging/discharging  current  from  being  reached  while  keeping  the  power  balance 
stable  in  the  microgrid.  The  constraints  of  operating  the  AC  microgrid  in  islanded 
operation  are  the  maximum  discharging  off  the  battery  and  fuel  cell,  and  the  stochas-
tic  RES.  The  novelty  of  this  research  chapter  is  the  use  of  FS-MPC  in  the  primary 
control  with  a  new  EMS  algorithm  that  is  highly  robust  during  islanded  operation.

The  main  contributions  of  this  chapter  can  be  summarized  as  follows:

1.  Modeling  and  simulation  of  DER  components  in  an  AC  Microgrid,  including  the
  primary  and  secondary  controllers.

2.  The  primary  controllers  are  designed  to  be  robust  and  resilient  based  on  finite-set
  model  predictive  control,  which  is  capable  of  handling  sudden  changes  in  the
  load  demand.

3.  An  algorithm  for  EMS  is  developed  for  managing  the  energy  flow  if  the
  microgrid  is  completely  detached  from  the  grid  and  operating  in  islanded  mode.

4.  Various  scenarios  are  developed  to  test  and  prove  the  robustness  of  the
  controllers.

  The  chapter  is  organized  as  follows.  Section  2  describes  the  modeling  of  DER 
components  in  the  AC  microgrid,  including  the  design  of  the  LCL  grid  inverter  filter,
while  in  Section  3  the  proposed  EMS  strategy  is  described  and  validated  by  simula-
tions,  using  many  different  scenarios.  The  conclusion  section  summarizes  the  main 
outcomes  of  the  paper.

2. Modeling  of  DER  components

  This  section  describes  how  we  created  and  developed  detailed  models  for  many 
microgrid  components  that  make  up  the  proposed  microgrid.  In  the  following  sec-
tions,  each  component,  including  equations,  parameters,  and  other  design  factors,  will
be  thoroughly  examined.  The  MATLAB-Simulink  software  program  is  used  to  imple-
ment  all  simulation  models.  The  various  component  models  are  well-known  and 
available  in  the  literature,  however  the  parameters,  filter  designs,  and  converter 
designs  have  been  adjusted  and  chosen  to  match  the  requirements  of  the  proposed 
microgrid  model.

  The  general  structure  of  the  proposed  microgrid  is  displayed  in  Figure  1.  A  solar 
farm,  a  wind  turbine,  a  lithium-ion  battery,  a  hydrogen  fuel  cell,  and  a  utility  grid  are
all  part  of  the  proposed  AC  microgrid.  The  AC  microgrid  (MG)  architecture  has  been
chosen  instead  of  a  DC  architecture  owing  to  its  compatibility  with  existing
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infrastructure and greater flexibility in power distribution network. AC MGs are
emerging and becoming more attractive structures with integration of RES based DG
units and ESSs in order to manage our future energy demands based flexibility,
digitalization and energy transition, but also as a viable and reliable solution to the
population without access to energy or with poor energy supply to effectively reduce
the greenhouse gas emissions. The microgrid requires a battery to handle electrical
loads during periods of low renewable energy generation because renewable energy
supply is highly variable and depends on the environmental conditions. The microgrid
may be confronted with extended periods of low irradiance and low wind speed,
potentially resulting in a fully discharged battery. In this instance, if the utility grid is
unavailable, a hydrogen-fueled fuel cell can be employed to meet the load demand.

2.1 PV system

Multiple photovoltaic arrays with a combined capacity of 60 kWmake up the solar
farm. A boost converter is used to boost the DC output of the photovoltaic arrays and
keep the PVmodules’ generation at its highest level. A three-phase full-bridge inverter
is employed because the microgrid’s PCC is a three-phase AC system, and the three-
phase square waves from the inverter are subsequently filtered using an LCL filter.
Figure 2 illustrates the model [39].

2.1.1 Photovoltaic array

The MATLAB-Simulink special power system library provides the photovoltaic
array model/block/subsystem, which we have utilized in the microgrid simulation.

Figure 1.
General structure of the proposed microgrid.
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It is a five- parameter single-diode model that uses a light-generated current source
(Iph) and a diode current (Id) to simulate an ideal PV cell with a series resistance (Rs)
and a parallel-coupled shunt resistance (Rsh) to simulate a more practical solar cell and
more accurately describes the solar cells’ power losses. The one-diode model is one of
the most popular models because of the good compromise between simplicity and
precision [7, 24, 33, 37–39].

The I-V characteristic of the solar cell can then be derived by using the single-
exponential Shockley equation for the diode, and the resistances to get Eq. (1) [33].

I ¼ Iph � I0 e
VþRsI
nVt � 1

� �
� V þ RsI

Rsh

� �
(1)

where I0 is the reverse saturation current, n is the ideality factor of the diode, and
Vt is the thermal voltage. Eq. (2) describes the light-generated current Iph which is
based on the value of irradiance (G), the cell temperature (Tc), the STC (Standard
Test Condition) of the irradiance (Gref), and cell temperature (Tref), the temperature
coefficient ki (A/°C), and the short-circuit current at STC (Isc) [29].

The reverse saturation current is given by Eq. (2), where the Isc is the short-circuit
current, Voc is the open-circuit voltage, Vto is the STC thermal voltage, Eg is the energy
bandgap of the semiconductor, and the energy bandgap at T = 0 K (Ego) [29].

I0 ¼ ISCe
Ego
Vto

�Eg
Vt

� �
e

VOC
nNSVto

� �
� 1

� TC

Tref

 !3

(2)

Next, the semiconductors energy bandgap value at any cell temperature (Tc) is
described by Eq. (3), where the αgap, and βgap are the characteristic parameters of the
semiconductor [33, 35].

Eg ¼ Ego �
agap T2

C

bgap þ TC
(3)

However, several solar cells are connected in series in a photovoltaic module, and
some modules may have multiple parallel branches of the series connections. The solar
cell equations can be scaled up by representing the number of solar cells connected in
series as (Ns) and the number of parallel branches (Np). The scaling is performed on

Figure 2.
Model of the PV system [39].
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the module current (Im = NpI), module voltage (Vm= NsV), module series resistance

Rsm ¼ Ns
Np

Rs

� �
and module shunt resistance Rshm ¼ Ns

Np
Rsh

� �
[29, 32].

Furthermore, by denoting the number of PV modules connected in series by (Nsm)
and the number of series strings connected in parallel by (Npm), the PV modules can
be scaled up to create a PV array.

TheMPP (Maximum Power Point) of the PV array current (Img) and PV array voltage
(Vmg) can therefore be characterized using the Eqs. (4) and (5), respectively [33].

Img ¼ Npm
ImmR

1000
Gþ dIscm

dT

� �
Tc � Tref
� �� �

(4)

Vmg ¼ Nsm NsVtln 1þ Iscm� Img

Iscm
e
Vocm
NsVt � 1

� �� �
� ImgRsm

� �
(5)

Where Immg is the rated MPP current of the module at STC, Iscm is the short-circuit
current of the module at STC, Vocm is the open-circuit voltage of the module at STC.
The PV- module operating temperature (Tc), can then be found for any irradiance
condition, and ambient air temperature (Tair), as shown in Eq. (6). NOCT is the
normal operating cell temperature at an irradiance of 800 W/m2, and an ambient air
temperature of 20°C [33].

Tc ¼ Tair þNOCT � 20
800

G (6)

It is worth noting that the single-diode model has poor accuracy for extremely low
irradiances, but the two-diode model can be utilized to improve accuracy in these
cases. The two-diode model, on the other hand, is substantially slower to simulate
because it has seven parameters and two exponential components, and the accuracy at
low irradiances has no effect on the overall output power.

2.1.2 Boost converter and MPPT

The boost converter is a DC/DC converter that increases the output voltage through
active switching. The boost converter contains an input capacitor, an inductor, an IGBT,
a diode, and an output capacitor and is built using blocks from the MATLAB-Simulink
special power system library. Figure 3 shows the MATLAB-Simulink model.

When the gate of the IGBT receives a square wave of sufficient magnitude, it
conducts (ON state), creating a short circuit between the inductor and the negative
input. The inductor on the input side stores energy in the magnetic field, and the
current will only pass through the IGBT because the diode, capacitor, and load all have
much greater impedances.

There is no path through the IGBT when it is turned off, and the abrupt drop in
current causes the inductor to generate a back EMF with the polarity of the voltage
across it during the ON period. As a result, two voltages are generated, one from the
supply and the other from the inductor. The current going through the diode is now
charging the capacitor and powering the load at the same time. Even if no current
passes from the input to the output during the ensuing on-period, the output capacitor
will retain charge and continue to power the load [7].

Because the output voltage remains constant in a steady state, the integral of the
inductor voltage over one period is zero. Eq. (7) can therefore be used to explain the
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dynamics in CCM (Continuous Conduction Mode). After that, divide both sides of
Eq. (7) with.

Ts and rearrange to get Eq. (8) [7].

Viton þ Vi � Voð Þtoff ¼ 0 (7)

Vo

Vi
¼ Ts

toff
¼ 1

1�D
(8)

Where Vi is the input voltage, Vo is the average output voltage, ton, and toff are the
time the IGBT is switched on, and off during one period respectively,Ts is the
switching period, and D is the duty cycle.

We can define the minimal amount of inductance required to function at CCM
when choosing the inductor. Eq. (10) may be used to compute the critical inductance
value, whereas Eq. (9) can be used to calculate the duty cycle [7].

D ¼ 1� Vmpp

Vo�nom
(9)

Lc ¼
VmppD
ΔILf sw

(10)

Where Vmpp is the PV-maximum array’s rated voltage at maximum irradiance and
lowest ambient temperature. The nominal output voltage is VoNom, the inductor ripple
current is ΔIL, and the switching frequency is fsw. Eqs. (11) and (12) may then be used
to compute the capacitance required at the input and output [7].

Cin ¼ ΔIL
8ΔVpvf sw

(11)

Cout ≥
VoD

f swΔVoR
(12)

Figure 3.
MATLAB-Simulink model of the boost converter modeled with blocks from Simscape/SPS library and the MPPPT
controller based on a MATLAB function.
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2.1.3 MPPT algorithm

To always generate the maximum possible power with the PV array, an MPPT
(Maximum Power Point Tracking) algorithm is used [37]. The algorithm that is used
in this simulation is called P&O (Perturb & Observe) and its flowchart is visualized in
Figure 4. The MPPT generates a voltage reference in the model. The duty cycle for the
PWM generation is then produced by feeding the difference between the observed
voltage and the voltage reference into a PI controller.

2.1.4 Three-phase square-wave inverter

The three-phase full-bridge inverter is a switching transistor-based DC/AC con-
verter. A large-value capacitor is utilized in the DC-link to smooth out the input
voltage to the inverter since VSIs (Voltage Source Inverters) depend on a consistent
DC source. The square-formed sine wave that the inverter outputs as AC voltage must
first be filtered before reaching the PCC [38, 40, 41].

The six IGBTs that make up the three-phase, two-level inverter are split into three
at the top that are connected to one of the phase outputs from the positive DC input
and three more that are connected to the same output from the negative DC input. To

Figure 4.
MATLAB-Simulink MPPT algorithm used for controlling the duty cycle of the boost converter.
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Figure 5.
Basic configuration of the three-phase square wave inverter.

Figure 6.
Three-phase voltages of the three-phase square wave inverter.
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prevent  a  short  circuit,  it  is  crucial  that  never  both  of  an  IGBT’s  top  and  bottom  levels
conduct  at  once.  Figures  5  and  6  show  the  three-phase  square  wave  inverter’s  basic
setup  and  the  voltage  for  each  phase,  respectively.

2.1.5  LCL  filter

  For  applications  that  employ  a  VSI,  a  filter  is  necessary  to  improve  the  perfor-
mance  of  the  feedback  control  and  reduce  harmonics.  There  are  many  different  filters
that  can  be  utilized,  but  in  this  instance  an  LCL  filter  is  used  [27,  28,  37,  38].  The  LCL
filter  offers  greater  attenuation  than  using  a  single  high-value  inductor.  Even  at  power
levels  of  hundreds  of  kW,  the  capacitor  and  inductor  values  might  be  minimal.  The 
current  ripple,  filter  size,  and  switching  ripple  attenuation  must  all  be  considered 
while  creating  an  LCL  filter  for  a  VSI.  Additionally,  both  the  inductor  and  the  capac-
itor  may  contribute  if  the  controller  is  used  to  regulate  reactive  power,  necessitating



damping to prevent resonance The maximum ripple current Imax can be calculated
with Eq. (15). In this equation, it is assumed that the maximum peak-to-peak current
happens at the inverter modulation factor (m = 0.5). Using Eq. (16), the maximum
ripple is set to be 10% of the maximum current [40, 41].

Imax ¼ Pn
ffiffiffi
2

p

3Vph
(13)

ΔILmax ¼ 0:1Imax (14)

With this information, the inverter side inductance L1, the grid side inductance L2,
and the capacitance Cf can be calculated by using Eqs. (17), (18), and (19). The
capacitors can be connected either in Δ or Y configuration. The equations below are
for Y connection, while for Δ connection the resulting value from Eq. (19) is divided
by 3 and the same goes for the damping resistor gf [37].

L1 ¼ Vdc

6f swΔILmax
(15)

L2 ¼
ffiffiffiffi
1
k2a

q
þ 1

Cf f
2
sw

(16)

Cf ¼ x � Cb (17)

where ka is the attenuation factor, and x is the maximum power factor variation as
seen by the grid. Next, the resonant frequency and damping resistor can be calculated
by using Eqs. (20), (21) [40, 41].

ωres ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L1 þ L2

L1L2Cf

s
(18)

Rf ¼ 1
3ωresCf

(19)

It is important that the resonant frequency is kept between the limits in Eq. (22)
[40, 41].

10f g < f res <0:5f sw (20)

All the parameters that have been used for the model can be seen in Table 1.

2.2 Wind farm

The wind farm consists of a synchronous machine, which is driven by a wind
turbine coupled with a diode rectifier and a boost converter that is used to increase the
DC-link voltage. A full-bridge inverter is then used to convert the DC power back to
three-phase AC. After that, an LCL filter is employed to remove harmonics and
smooth out the square waves coming from the inverter. The model is drawn from the
MATLAB-Simulink Simscape/special power systems package, where the parameters
are designed to satisfy the microgrid requirements [42].
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2.2.1 Wind turbine

The wind turbine is modeled using the wind speed Vw, the pitch angle β, and the
rotor speed ωt as input parameters. The equations used for modeling the wind turbine
are shown below in Eqs. (23), and the Simulink block model is shown in Figure 7. The
mechanical system is based on the equation of motion that is displayed in Eq. (24) [43].

Pm ¼ 1
2
ρAv3wCp λ, βð Þ (21)

Tmech � Telec ¼ I
dω
dt

(22)

2.2.2 Synchronous machine

The synchronous machine model has been taken from the specialized power sys-
tem library and represents the dynamics of the stator, field, and damper windings. It
is modeled in the dq-reference frame and is based on Eqs. (25)–(33) [6, 44].

Vd ¼ �idRs � ωψq þ
dψd

dt
(23)

Vq ¼ �iqRs � ωψd þ
dψq

dt
(24)

fg 50 HzGrid Frequency

fsw 10 kHzSwitching Frequency

Pn 60 kWNominal Power

Vg 230 VPhase Grid Voltage

Vdc 700 VDC-Link Voltage

x 20%Maximum Power Variation

kα 20%Attenuation Factor

L1 1.4 mHInverter Side Inductor

L2 0.374 mHGrid Side Inductor

Cf 160Capacitor Filter μF

Rf 0.4528Damping Resistor

Table 1.
Parameter for the LCL filter.

Figure 7.
The MATLAB-Simulink block model of a wind turbine.
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V0 ¼ �i0R0 þ dψ0

dt
(25)

Vfd ¼ Vfd ¼
dψ fd

dt
þ rfdifd (26)

dψkd

dt
þ Rkdikd ¼ 0 (27)

dψkq1

dt
þ Rkq1ikq1 ¼ 0 (28)

dψkq2

dt
þ Rkq2ikq2 ¼ 0 (29)

ψd

ψkd

ψ fd

2
64

3
75 ¼

Lmd þ Lf Lmd Lmd

Lmd Llkd þ Lf1d þ Lmd Lf1d þ Lmd

Lmd Lf1d þ Lmd Lfd þ Lf1d þ Lmd

2
64

3
75

�id
ikq1
ikq2

2
64

3
75 (30)

ψq

ψkq1

ψkq2

2
64

3
75 ¼

Lmq þ Lf Lmq Lmq

Lmq Lmq þ Lkq1 Lmq

Lmq Lmq Lmq þ Lkq2

2
64

3
75

�id
ikd
ifd

2
64

3
75 (31)

All the nomenclatures of the parameters in the equations can be found in [44].

2.2.3 Back-to-Back boost converter

A library from MathWorks’ current collection was also used to select the back-to-
back boost converter. It is a part of the library’s specialized power systems block for
wind turbine subsystems. Figure 8 depicts the model. Three-phase AC from the
synchronous machine is fed into the back-to-back boost converters, which are then
transformed into DC by a diode bridge (rectifier). The voltage is subsequently
increased by the boost converter; for further information on the boost converter, see
Section 2.1.1. The three-phase square wave inverter, which is discussed in Section
2.1.3, is then given the stepped-up DC voltage.

Figure 8.
The MATLAB-Simulink model of the back-to-back converter with DC-DC boost converter in DC-link.
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Figure 9.
Circuit diagram of the bidirectional grid converter.

Figure 10.
The MATLAB-Simulink model of the battery storage system.
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2.3  Energy  storage  system

  It  is  crucial  to  have  the  ability  to  store  energy  during  periods  of  high-power 
generation  and  use  it  during  periods  of  low  generation  since  the  renewable  energy 
sources  in  the  microgrid  are  very  intermittent  and  dependent  on  the  environment.
Additionally,  the  ESS  (Energy  Storage  System)  can  be  utilized  to  peak-shave,  trade 
with  the  grid,  and  enhance  the  microgrid’s  dependability  and  power  quality.  It  is  made
up  of  an  L-filter,  a  three-phase  square  wave  inverter,  and  a  lithium-ion  battery  bank
as  illustrated  in  Figure  9.  The  Simulink  model  of  the  ESS  is  displayed  in  Figure  10.

2.4  Lithium-ion  battery

  Eq.  (34)  describes  the  discharging  process  of  the  lithium-ion  battery,  while
Eq.  (35)  describes  the  charging  process  of  the  battery  [28].



f 1 it, i ∗ , ið Þ ¼ E0 � K
Q

Q � it
i ∗ � K

Q
Q � it

itþ Ae�B:it (32)

f 2 it, i ∗ , ið Þ ¼ E0 � K
Q

itþ 0:1Q
i ∗ � K

Q
Q � it

itþ Ae�B:it (33)

Where E0 is the constant voltage, K is the polarization constant (V/Ah), i∗ is the
low- frequency current dynamics, i is the battery current, it is the extracted capacity
in Ah, Q is the maximum battery capacity, A is the exponential voltage, and B is the
exponential capacity (Figure 11).

2.5 Hydrogen fuel cell

The backup power source is present so that the microgrid can continue to operate
in islanded mode even when the energy storage system’s state of charge (SOC) is low.
The backup power source in this microgrid is a hydrogen fuel cell. The fuel cell is
modeled as a dependent voltage source with a series internal resistance and internal
diode as displayed in the equivalent electric circuit as depicted in Figure 12. The
inverter used with the fuel cell is the same as the one used with the battery illustrated
in Figure 9 and it also uses the same control architecture.

Figure 11.
Discharge characteristics of the battery storage model at different currents.
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3. Development and testing of an energy management system (EMS)
algorithm

3.1 The proposed EMS algorithm

The suggested approach for controlling the energy flow is depicted in a flowchart
in Figure 13. The suggested EMS additionally considers the battery limitations, which
state that the battery should never be charged below or above the limits (SOC), nor
should the maximum charging or discharging current, denoted by Pbat,max, be
exceeded. The algorithm was created using a MATLAB function. Following the vali-
dation of the SOC restrictions, the algorithm checks to see if the microgrid is generat-
ing more energy than the load is using; if so, the battery is charged in accordance with
the restrictions. If the generation is lower than the load, the battery must discharge, or
if the SOC is low, the fuel cell must be engaged.

3.2 Testing scenarios and results

A number of scenarios were developed to test the effectiveness and dependability
of the suggested EMS in the islanded mode. The results are presented in Figures 14
and 15, and a summary of these situations is provided in the Table 2. Intially, the load
reference were set to 10 kW, and the wind and PV reference were increased to
generate the full power. This creates an unbalance as the generation is much larger
than the load and since the battery can only absorb 50 kW, the generated power had to
be limited to by disabling the MPPT and reducing the PV power reference. That is
exactly what the EMS did as it can be seen that the MPPT was disabled shortly after 0
and the PV power was limited while making sure that the battery is charging with a
maximum power of 50 kW and the load is kept stable at 10 kW. Next, a step in the
load active power reference was applied from 10 to 50 kW and at the same instant, a
step in the reactive power was also applied from 0 to 44 kVAR, making the load power
factor 0.75 lagging. The controller responds appropiately by increasing the PV power
reference to meet the load demand while keeping the battery charging at 50 kW. The
reactive power demand is also met by the battery controller. After that, a step in the
load reactive power was applied from 44 to �44 kVAR which changes the power
factor from lagging to leading and the battery also was able to absorb the reactive

Figure 12.
Equivalent circuit diagram of the fuel cell.
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Figure 13.
Flow-chart block diagram of the EMS algorithm.
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power without any issues. At 4 seconds, the reactive power was reset to 0 and another
step in the active power was applied from 50 to 100 kW to test the system at full load.
Since the load is now much higher, the EMS enabled the MPPT to ensure taking the
maximum power of 60 kW available from the PV. The remaining power came from
the wind and any excess power was used to charge the battery. Finally, at 6 seconds,
the generation was reduced evem further to test the scenario where the load is higher
than the generation. A step in the irradiance from 1000 to 100 W/m2 was applied to
the PV and a similar step in the wind speed was applied from 15 to 8 m/s. As the wind
power generation was gradually reducing, the EMS sent control commands to the
battery to supply the remaining power and the battery started discharging up to

Figure 14.
Active and reactive power of different components in the microgrid under loads steps.
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Figure 15.
Three-phase voltage, power, frequency, and RMS value of the load under different scenarios. (a) 10 to 50 kW load
step at 2 seconds. (b) 44 to �44 kVAR step at 3 seconds. (c) 50 to 100 kW step at 4 seconds. (d) 1000 to 100 W/
m2 at 6 seconds.
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�50 kW, once the battery reached its maximum discharging power, the fuel cell had
to be enabled to supply the remaining load power and that is what happened at around
7 seconds. From there on, all the microgrid sources were working in tandem to keep
the load power at 100 kW while the EMS adjusted the fuel cell reference based on the
power generated by the wind and PV system. These scenarios clearly illustrate that the
proposed energy management system is robust and can succesfully control the
microgrid under various conditions.

The wind and solar references were initially maximized to produce the maximum
electricity with the load reference set at 10 kW. Due to the imbalance caused by the
generation being significantly greater than the load and the battery’s ability to store only
50 kW of power, the generated power has to be constrained by turning off theMPPT and
lowering the PV power reference. The MPPT was disabled shortly after zero, and the PV
power was limited to ensure that the battery was charging with a maximum power of
50 kW and the load was maintained at 10 kW. This is exactly what the EMS performed.

The load’s active power reference was then increased from 10 to 50 kW, and at the
same time, the load’s reactive power was increased from 0 to 44 kVAR, resulting in a
load power factor of 0.75 lagging. In order to fulfill the load requirement, the control-
ler increases the PV power reference as necessary, keeping the battery charging at
50 kW. The battery controller also satisfies the demand for reactive power. The power
factor was then changed from lagging to leading by applying a step in the reactive
power of the load from 44 to �44 kVAR, and the battery was able to absorb the
reactive power without any problems.

To test the system at maximum load, the reactive power was reset to 0 at 4 seconds
and another step in the active power was applied from 50 to 100 kW. Due to the
increased load, theMPPTwas enabled to use the full 60 kW of available PV power thanks
to the EMS. Wind provided the remaining energy, and any extra was used to recharge
the batteries. To test the condition where the demand is more than the generation, the
generation was further decreased at 6 seconds. The PV received a step-down in irradiance
from 1000 to 100W/m2 and a comparable step-down in wind speed from 15 to 8 m/s.

The fuel cell had to be enabled in order to supply the remaining load power, which
occurred at roughly 7 seconds as the wind power generation rapidly decreased. The
EMS had issued control commands to the battery to deliver the remaining power, and
the battery began depleting up to �50 kW. The EMS controlled the fuel cell reference
depending on the electricity produced by the wind and PV systems, all the microgrid
sources continued to cooperate to maintain the load power at 100 kW. These exam-
ples unmistakably show how reliable the energy management system is and how
successfully it can operate the microgrid under diverse circumstances.

Following that, the battery’s SOC constraints were evaluated using the scenarios
depicted in Figure 16. Figure 17(a) shows a zoomed-in plot of the voltage, frequency,

DescriptionScenario Time

Step change in the active power reference from 10 to 50 kW and in the reactive powerAt 2 seconds
from 0 to 44 kVAR

Step change in the reactive power reference from 44 toAt 3 seconds – 44 kVAR

Step change in the active power reference from 50 to 100 kW and inAt 4 seconds

Step change in the irradiance from 1000 to 100 W/m2 and in theAt 6 seconds

Table 2.
Summary of the scenarios tested with energy management system in islanded.
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and load consumption at 3 seconds when the controller determined the SOC to be
above the limits at 3 s, the battery immediately stopped charging, and the PV could no
longer operate at the maximum power point and was given a corresponding reference
so the power balance in the microgrid was met. The load is increased to 100 kW at
5 seconds, and the PV irradiance is decreased to 500 W/m2. To accommodate the
significant increase in load demand, this should cause the battery to begin discharging.

After 8 seconds, the battery starts to deplete until it hits 10%, at which point the
EMS sends a command to stop discharging the battery. When this occurs, the
EMS responds by igniting the fuel cell to start supplying power right away. In

Figure 16.
Active and reactive power of different components in the microgrid to test SOC limiting to protect the battery.

20

Smart Grids Technology and Applications



Figure 17(c) the voltage, frequency, and load consumption charts are zoomed in.
This demonstrates how the EMS can safeguard the battery from overcharging and
over-discharging, demonstrating how it accomplishes some of the goals of a BMS
(Battery Management System).

4. Conclusion

In summary, this chapter explored the modeling and simulation of microgrid
components, including PV system, wind turbine system, battery storage and fuel cell
system. The control architecture, developed for the primary control of these compo-
nents, was based on model predictive control. An energy management system algo-
rithm was successfully designed and developed to control the power flow and to
ensure continuous power delivery to the load under all circumstances. The algorithm
was tested on a variety of scenarios and proved its robustness and flexibility. When
the generation exceeds the load demand and the battery cannot absorb all the excess
power, the EMS would disable the MPPT to limit the generation from the solar cell to
protect the battery. If the load demand exceeds the generation, the EMS uses the
battery to make up for the difference and if the battery power is not sufficient, the
fuel cell is activated to provide the rest of the power. Moreover, SOC- based protec-
tion scheme was also implemented to ensure that the battery state of charge remains
within acceptable limits which increase the lifetime of the battery.

5. Future work

The simulation of the EMS algorithm presented in this paper provides a promising
proof- of-concept for its effectiveness in managing electrical energy in a microgrid.
However, there are several avenues for further exploration and improvement. One

Figure 17.
Three-phase voltage, power, frequency, and RMS value of the load under different scenarios. (a) SOC saturation
at 90%. (b) 50 to 100 kW step at seconds. (c) SOC saturation at 10%.
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important step for the validation of the EMS algorithm would be to test it on real
hardware, such as a Hardware-in-the-Loop (HIL) platform. This would enable us to
evaluate the algorithm’s performance in a realistic setting, which includes the various
noise and uncertainties that can arise in the physical world. Moreover, we could
measure the real-time performance of the algorithm and compare it with the
simulation results.

Another potential area for future work is to add new equipment to the microgrid
and reconfigure the algorithm accordingly. The EMS algorithm was designed to work
with a specific set of components, and its performance may be affected by the addi-
tion or removal of equipment. Hence, future expansion of the microgrid may require a
readjustment of the algorithm to ensure its optimal operation.

Finally, the implementation of the EMS algorithm presented in this paper was
focused on a single microgrid. However, in practice, multiple microgrids can be
interconnected to form a larger network, and the EMS algorithm must be adapted to
this scenario. Future work could explore the development of a hierarchical control
scheme that manages multiple microgrids simultaneously.
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Chapter 3

Network Reconfiguration and
Reactive Power Compensation
Dispatch in Smart Distribution
Systems
Ulises Tovar Ramírez, José Horacio Tovar Hernández
and Guillermo Gutiérrez Alcaraz

Abstract

A significant challenge is to design strategies to minimize electrical losses in smart 
distribution systems while observing voltage and feeder loading constraints. Unfortu-
nately, few studies have solved the problem of simultaneously coordinating already 
installed capacitors banks with network reconfiguration problems. This book chapter 
presents two methodologies for solving the reconfiguration and reactive power com-
pensation dispatch. Both methodologies are formulated as two-stage solve 
reconfiguration and reactive power compensation problems with the characteristic of 
having acceptable computational efficiency and loss reduction close to the optimal 
solution. In the first stage, network reconfiguration is carried out to discriminate 
radial configurations that do not satisfy voltage and overload restrictions. In the 
second stage, a reactive power compensation dispatch is applied to each feasible 
network configuration by connecting capacitor blocks successively until all available 
reactive capacity has been used or until a specified loss tolerance has been reached. 
Finally, switching each capacitor block is carried out using voltage linear sensitivities 
related to shunt reactive compensation to make a relatively low computational work 
during the process.

Keywords: distribution systems, capacitor switching, network reconfiguration, 
reactive power compensation, volt/VAr control

1. Introduction

During the last decades, the great growth in technologies of computers, micropro-
cessors, telecommunications, incorporation of distributed generation (DG) and elec-
tronic equipment as ac/dc converters and flexible ac transmission systems (FACTS) at
the distribution level has led to opportunities for an advanced supervising and control
of electric energy delivery systems (distribution systems), particularly in distribution
network automatization, but at the same time, it presents new challenges for



accomplishing with the main objective of improving the automatization, control, and
efficiency of real-life distribution systems, converging into the infrastructure named
smart distribution center. Therefore, almost all the efforts have comprehensively
investigated the optimal distribution reconfiguration problem [1].

Distribution systems mainly consist of transformers, several feeders composed of
line sections, switches, diverse DG systems, and consumer loads.

In existing distribution systems, global loss minimization is a common objective
function because of its high impact on their economic efficiency, and it may be
basically carried out in two stages, which are as follows—(i) through feeder
reconfiguration by opening or closing switching devices and (ii) reactive power com-
pensation by capacitor bank commutations.

1.1 Distribution system reconfiguration

Distribution system reconfiguration is useful for either planning or real-time con-
trol to change the electrical conditions of primary supply feeders to reach, in some
sense, an optimal operation point [2]. Reconfiguration is a process for modifying the
topological structure of distribution feeders by changing the open/close status of
sectional switches and feeder sections to find the minimum loss topology, maintaining
voltages between their low and high limits simultaneously, and its radial structure,
that is, there is only one path between two points in the same feeder [3]. Sectional
switches and feeder sections will be named as switches throughout this chapter.

Many feeders are interconnected to the distribution system keeping a radial struc-
ture, which is maintained by properly controlling the status of the associated switches,
which are classified as normally open or closed. These switches operate under a feeder
fault condition to change their statuses to isolate the faulted feeder section and enable
load transferences between adjacent feeders to redistribute current flows without any
restriction violation [4]. A smart distribution center supports this process mainly with
supervisory and control infrastructure, which helps raise the reliability and efficiency
of electricity supplied to the final consumer [5].

Almost all feeders have a mix of industrial, commercial, and residential loads,
which, through 24 h, show diverse load variations so that their peak load values occur
at different moments. In this sense, reconfiguration permits to transfer of loads to a
relatively lesser loaded feeder with the benefit of better voltage regulation and lower
electrical losses; also, at the same, it increments security margins and quality of energy
supplied [2]. Furthermore, under emergency conditions due to a short circuit in some
distribution system points, an important goal is to minimize the close/open switching
operations to reduce the load-restoration period. In both situations, the distribution
system topology should remain radial [6].

From the above discussion, it is obvious that loss minimization implicitly includes
operative cost reductions in the distribution system [7]. Hence, almost of
reconfiguration methods have electric loss reduction as the main goal. Furthermore,
distribution system reconfiguration is a combinatorial problem involving many open/
close switch operations for real-life distribution systems [8]. In fact, a small 33-bus
distribution system, and considering that each feeder section has a switch in its
extremes, the open/close commutations are 435,897. Then, the development of
reconfiguration methods must contain the next features [2]:

• Capacity for estimating loss changes resulting from the reconfiguration process,
involving minimal computational work.

2

Smart Grids Technology and Applications



Network  Reconfiguration  and  Reactive  Power  Compensation  Dispatch  in  Smart  Distribution…
DOI:  http://dx.doi.org/10.5772/102820

• There  must  be  a  useful  criterion  to  avoid  irrelevant  switching  actions  to  reduce 
the  searching  space  and  increment  the  problem  solution  efficiency.

  Researchers  have  studied  the  distribution  system  reconfiguration  problem  during 
the  last  five  decades,  developing  and  using  different  solution  methods.  Some  of  the 
most  reported  are  the  next  kind  of  approaches  [9]:

• Heuristic  methods

• Metaheuristic  algorithms

• Conventional  mathematical  optimization  algorithms

• Hybrid  methods  involving  any  of  the  three  above

  Heuristic  methods  (HM)  are  the  most  attractive  because  of  their  relative  simplicity
and  suitability  for  operating  in  real-time  environments;  however,  they  do  not  always 
obtain  the  optimal  global  reconfiguration.  This  drawback  is  overridden  by 
metaheuristic  methods  (MM),  but  they  are  more  complicated  in  formulation  with 
larger  execution  time  requirements  than  HM.  Therefore,  many  MM  have  been  devel-
oped  using  ideas  of  nature  behavior  [9],  which  could  be  based  on  genetic  algorithms
[2],  particle  swarm  optimization  [3,  10,  11],  tabu  search  [12,  13],  simulated  annealing
[13–15],  variable  scaling  hybrid  differential  algorithm  [16],  ant  colony  [17,  18],  plant 
growth  simulation  [19,  20],  bacterial  foraging  [21],  gray  wolf  [22],  salp  swarm  [23],
symbiotic  organism  search,  hybrid  cuckoo  search  [24],  harmony  search  [25],  and 
binary  gravitational  search  [26],  among  others.  On  the  other  hand,  mathematical 
optimization  algorithms  solve  the  reconfiguration  problem  by  using  conventional 
optimization  techniques,  for  example,  OPF  by  Bender  Decomposition  [8],  mixed-
integer  convex  programming  [27,  28],  convex  models  [29],  mixed-integer  linear  pro-
gramming  [30],  and  mixed-integer  second-order  cone  programming  [31].

  Nowadays,  with  the  proliferation  of  photovoltaic  systems,  many  distribution  sys-
tems  could  integrate  distributed  generation  (DG),  storage  systems,  and  power  elec-
tronics  (STATCOM),  so  they  have  to  be  included  in  the  reconfiguration  formulation 
problem  as  in  Refs.  [11,  20,  24,  32–35].

  Furthermore,  in  some  papers,  multi-objective  formulation  problems  are  consid-
ered.  In  this  sense,  formulations  include  loss  minimization  and  some  other  function,
such  as  voltage  profile  enhancement  [20,  36–40],  load  balancing  [19,  38,  41,  42],
branch  current  overloads  [38],  operation  cost  reduction  [43],  reliability  [32,  44,  45],
and  outage  costs  [46].

1.2  Reactive  power  compensation  dispatch

  As  pointed  out  before,  reactive  power  compensation  (RPC)  dispatch  is  the 
second  way  of  reducing  distribution  system  electrical  losses,  so  a  common  objective
function  is  electrical  loss  minimization  either  at  the  planning  or  operation  stage.
Furthermore,  this  objective  function  is  nonlinear  and  convex,  permitting  its  reduc-
tion  by  sequential  commutation  of  capacitor  banks  to  find  one  point  where  its  value
is  minimal  until  the  next  capacitor  bank  commutation  causes  an  electrical  loss 
increment  again  [47].
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It is important to note that the joint application of reconfiguration and RPC strat-
egies allows for obtaining lower losses than either separated so that methods that have
been developed involve both strategies [17, 48].

From the planning perspective, loss minimization may be reached by solving an
optimal reconfiguration and allocation capacitor problem [33, 34, 49–53], which is
combinatorial and nonlinear, so its solution has been proposed by using heuristic
methods, metaheuristic methods, and mathematical optimization methods [54].

On the other hand, in an operation environment, loss minimization may be achieved
by solving a loss minimization problem by joint reconfiguration and RPC dispatch,
which is carried out with capacitor banks already installed with the capacity to be
managed from the distribution control center [55]. However, due to the emerging
concept of distribution control centers, solutions methods involving reconfiguration
and RPC dispatch in real-time are few [54] and are based on ordinal optimization theory
[56], parallel metaheuristic [57], multiagent system [55], analytical partitioning method
[58], modified binary gray wolf [35], and robust optimization model [59].

This chapter presents two methodologies for solving the reconfiguration and RPC
dispatch. Both methodologies are formulated as two-stage reconfiguration and RPC
dispatch problems. In the first stage, network reconfiguration is carried out to find a
set of feasible radial configurations with the lowest losses, satisfying voltage, and
overload restrictions. In the second stage, an RPC dispatch is applied to each feasible
network configuration by connecting capacitor blocks successively until all available
reactive capacity has been used or a specified loss tolerance has been reached. Finally,
analysis of switching each capacitor block is carried out using voltage/shunt reactive
compensation linear sensitivities to make a relatively low computational work during
the process.

2. Network reconfiguration and reactive power compensation
formulation problems

This section describes the methodology proposals for reconfiguration and RPC
dispatch. Firstly, considerations for modeling and problem formulation are defined,
bearing in mind the electrical loss minimization as the objective function, subject to
various restrictions observed during the overall solution process.

To develop the problem formulation, it is necessary to make the next consider-
ations, which are as follows—(i) a three-phase distribution system is operating under
phase balance so that the network model is defined by the positive sequence circuit of
its components; (ii) the distribution system may be supplied by one or more sub-
stations; (iii) RPC dispatch is realized by already installed capacitor banks and they
can be commutated remotely from the distribution control center; (iv) capacitor
banks only have either a commercial capacity of 300, 600, or 900 kVAr.

2.1 Problem formulation

The problem of electrical loss minimization in distribution systems considering
reconfiguration and RPC dispatch can be formulated as follows:

Min Ploss ¼
X
k∈FB

rk
r2k þ x2k

V2
i þ V2

m � 2ViVm cos θi � θmð Þ�
(1)
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S:to PGi � PDi � Vi

X
m∈ i

VmYim cos θi � θm � γimð Þ ¼ 0, ∀i∈N (2)

QGi �QDi � Vi

X
m∈ i

VmYim sin θi � θm � γimð Þ ¼ 0, ∀i∈N (3)

VMin
i ≤Vi ≤VMax

i , ∀i∈N (4)

Sk ≤ SMax
k , ∀k∈FB (5)

Sout,t ≤ SMax
out,t , ∀t∈TS (6)

0≤ bc ≤ bMax
c , ∀c∈NC (7)

FBj j ¼ Nj j � (8)1

i1,m1ð Þ∪ i2,m2ð Þ⋯∪ i∣FB∣,m∣FB∣
� �� � ¼ N (9)

where bc represents a capacitor bank susceptance, FB is the feeder section set, rk
and xk are the series resistance and reactance of the kth feeder section, respectively. Sk
is the apparent power flowing on the kth feeder section and SMax

k is the rating of the
kth feeder section, TS is the set of supply transformers in the distribution system. Vi

and θi are the voltage magnitude and angle of complex voltage Vi at bus i, and VMax
i ,

VMin
i are the maximum and minimum voltage magnitudes at bus i, respectively. Yim

and γim are the magnitude and angle of the complex nodal admittance associating
busses i and m.

The objective function (1) accounts for the distribution system losses. The decision
variables are the voltage magnitudes and angles of complex nodal voltages because
their values define the losses at each feeder section. These decision variables are to be
modified using reconfiguration and RPC dispatch.

Constraints (2) and (3) are the active (P) and reactive power (Q) balances at each
bus i∈N . Constraint (4) considers that all nodal voltage magnitudes should remain
within limits. Constraint (5) takes care of apparent power flow that does not reach a
value above its maximum limit through each feeder section. Because load transfers are
possible when the distribution system is being reconfigured, constraint (6) is neces-
sary for imposing a maximum limit, SMax

out,t , to the apparent power flow, Sout,t, from the
supply substation transformer t to distribution feeders. Constraint (7) refers to every
capacitor bank c of the set NC, denoted in terms of its susceptance; it may have a zero
value when disconnected and connected by one or more steps (blocks) until it reaches
its maximum value bmax

c . Finally, constraints (8) and (9) refer to guarantee radiality
and maximum spanning tree of the network, which are based on the concept of set
cardinality, Constraint (8) indicates that cardinality of FB, FBj j, should be equal to the
cardinality of N, Nj j, minus 1, while Constraint (9) guarantees that the radial network
is a spanning tree, due that the left-hand set should be equal to N.

This general formulation is cast as a nonlinear and combinatorial problem. It can be
solved by heuristic, metaheuristic, mathematic optimization, and combinations of those
mentioned above. In general, a power flow should be realized at each solution step.
Then, it is important that solution methods can find the optimal configuration rapidly to
reduce the number of power flow simulations and computing time. Also, computational
efficiency can be improved if the power flow algorithm is efficient, like those developed
for solving radial distribution power flows [54]. However, these algorithms are not
useful for the proposal presented in this chapter due to sensitivity calculations.
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2.2 Power flow and sensitivity calculations

Because sensitivity calculations are straightforward from the linearized power flow
model solved in each iteration of the Newton–Raphson (NR) method, this is the
algorithm used for the methodologies developed for solving the reconfiguration and
RPC dispatch to minimize electrical distribution losses.

Equation sets (2) and (3) represent the power flow problem, which is solved
iteratively applying the NR method by formulating and solving the next linear equa-
tion set expressed in the compact form [60]:

ΔP

ΔQ

2
64

3
75

lð Þ

¼
∂P
∂θ

∂P
∂V

V

∂Q
∂θ

∂Q
∂V

V

2
64

3
75

lð Þ Δθ

ΔV
V

2
64

3
75

lð Þ

(10)

Once solved (10), nodal voltage angles and magnitudes are updated as follows:

θ lþ1ð Þ
i ¼ θ lð Þ

i þ Δθ lð Þ
i , ∀i∈N (11)

V lþ1ð Þ
i ¼ V lð Þ

i þ ΔVi=Vi½ � lð ÞV lð Þ
i ∀i∈N (12)

where l is the iteration number, this process continues until a convergence
tolerance is accomplished. In Eq. (10), the partial-derivative matrix is the

Jacobian matrix and should be calculated at iteration l. Let θ baseð Þ V baseð Þ� �T
, the

power flow problem solution once that iterative process has been finished,
where T indicates transposed. This vector solution represents the electrical
system base case state, that is, the operating point defined by load, supply,
electric network power flows, and losses. For sensitivity calculations, it is known
as the base case. Suppose that this equilibrium point is perturbed with the
commutation of a capacitor bank c installed at bus j, denoted by Δbcj. Therefore,
changes in the state vector can be calculated by constructing the next linear
equation set [61]:

∂P
∂θ

∂P
∂V

∂Q
∂θ

∂Q
∂V

2
66664

3
77775

Δθ
Δbc

ΔV
Δbc

2
66664

3
77775 ¼ �

0

⋮

0

�V2
j

0

⋮

0

2
66666666666664

3
77777777777775

(13)

The only nonzero entry in the right-hand vector indicates that capacitor bank c is
connected at bus j. Vector Δθ=Δbcj ΔV=Δbcj

� �T is known as the relative sensitivity

vector between the state base case vector θ baseð Þ V baseð Þ� �T
and the perturbation scalar

value Δbcj. The Jacobian matrix in Eq. (13) may be taken from Eq. (10) formed,
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θ newð Þ
i ¼ θ baseð Þ

i þ Δθi=Δbcj
� �

Δbcj, ∀i∈N (14)

V newð Þ
i ¼ V baseð Þ

i þ ΔVi=Δbcj
� �

Δbcj, ∀i∈N (15)

With these new values, power flows and distribution losses are recalculated to
know if the capacitor block Δbcj connection causes a decrease or increase in the
objective function, that is, total distribution system losses. If the distribution system
has installed a set of capacitor banks, denoted as {bc1, … , bcNc}, Eq. (13) should be
solved each time one capacitor bank or block is connected, which seems to be a high
computational work; however, the Jacobian matrix in this equation remains constant
and factored, so that, each solution of Eq. (13) requires only a forward and a backward
substitution process, which represent much lower computational effort than the one
related with a complete power flow calculation.

A flow chart of the power flow algorithm based on the NR method is shown in
Figure 1, while sensitivity calculation is shown in Figure 2.

Notes about the Figure 1:

a. ΔPmax and ΔQmax are defined by selecting the greatest values of ΔP lð Þ
i and ΔQ lð Þ

i ,
∀i∈N.

b. Expression i 6¼ s signifies a node designated as slack, which contributes with all
active and reactive powers plus electrical distribution losses for always keeping
the balance power of restrictions (2) and (3). This node represents the supply
point for all the system feeders in distribution systems. Furthermore, the slack
node maintains constant values of Vs and θs during the power flow solution
process. Vspec is a value around 1.0 per unit value.

c. lmax is the maximum number of iterations for the NR method, and currently,
NR converges to the solution in a few iterations because of its quadratic
convergence characteristic.

d. Convergence tolerances tolP and tolQ are defined as 0.001 or 0.0001.

e. Post-iterative calculations refer to the determination of power flows through
each feeder section and electrical losses in the distribution system as follows:

Pim ¼ Vi Vi gim � Vm yim cos θi � θm � φimð Þ� �
(16)

Pmi ¼ Vm Vm gim � Vi yim cos θm � θi � φimð Þ� �
(17)

where complex series admittance of feeder section connecting nodes i and m is
calculated in rectangular and polar coordinates by Eqs. (18) and (19), respectively.

yim ¼ gim þ jbim ¼ rim
r2im þ x2im

þ j
xim

r2im þ x2im
(18)
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ordered,  and  factorized  in  the  last  NR  iteration,  but  noting  that  submatrices
½ð∂P=∂VÞV�  and  ½ð∂Q=∂VÞV�  in  Eq.  (10)  are  divided  by  their  corresponding  V.  After
the  sensitivity  calculations,  a  new  state  vector  can  be  obtained,  by  using  the  next 
equations,  once  that  Δbcj  has  been  defined  in  terms  of  kVAr:



yim ¼ yim∠φim; yim

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2im þ b2im

q
; φim ¼ tan �1 bim=gim

� �
(19)

Active power losses through the feeder section connecting nodes i and m are calcu-
lated by Eqs. (16) and (17), which, after some algebraic operations, are expressed as:

Ploss,i�m ¼ gim V2
i þ V2

m � 2ViVm cos θi � θmð Þ� �
(20)

Figure 1.
Flow chart for solving power flow problems by Newton Raphson method.
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Figure 2.
Flow chart for sensitivity evaluations of capacitor bank connections.
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Eq. (20) is the same as Eq. (1) but gim written in terms of rim and xim.

f. In addition, among other post-iterative calculations, sensitivity evaluations
when connected to capacitor banks may be included in the next
explanation.

2.2.1 Sensitivity Evaluation to Find the Maximum Loss Reduction

By using the power flow solution obtained by the NR algorithm, sensitivities for
capacitor bank connections may be calculated straightforwardly. RPC dispatch
assumes that the already installed capacitor banks have initially disconnected one,
two, three, or more blocks. A power flow is performed to determine the initial
distribution losses. After, capacitor blocks will be connected successively. The process
calculates sensitivities for each block connection evaluating the new state distribution
system, power flows, and distribution losses. Once the first block pertaining to every
one of the capacitors installed were connected, their corresponding distribution losses
were ranked from the lowest to the highest. The capacitor block associated with the
first position is added to a connected set of capacitor blocks. Then, a new power flow
is carried out to refresh the Jacobian matrix to continue the sensitivities calculation to
evaluate the connection of the next capacitor block remaining as disconnected in each
node where capacitors exist in the distribution system. This procedure is carried out
until no more capacitor blocks are disconnected or optimal distribution losses are
found. The flow chart of Figure 2 resumes this procedure, where nc = NCj j, that is, the
number of capacitor banks.

To observe the behavior of distribution losses with capacitor bank connections,
Figure 3 shows a distribution feeder whose section parameters are all equal on a per
unit basis: r = 0.1 and x = 0.07 over a base of 10 MVA and 13.8 kV. Node 0 is the
supply point with no load, while all the other nodes have a uniform load of 120 kW
and 60 kVAr.

The analysis was realized by simulating the connection of a capacitor bank in nodes
1 through 12 to find the optimum capacitor bank and its location. For the sake of
clarity, Figure 4 shows the results only for nodes 7, 8, and 9, which showed lower
losses. Note that distribution losses were plotted from 300 kVAr to 750 kVAr, with a
linear distribution loss reduction up to 480 kVAr capacitor bank connection in the
three nodes, where node 9 presents the lowest distribution losses. After this point,
distribution losses become more nonlinear until reaching a minimum value of around
116.5 kW with 620 kVAr in node 9, 116.0 kW with 660 kVAr in node 8, and 116.4 kW
with 680 kVAr in node 7. From this analysis, important concluding remarks are as
follows—(i) the node with the initial lowest distribution losses could not be the same
when the minimum is found after capacitor connections are performed; (ii) minimum
loss values reached with capacitor connections are very close to each other, and the
same occurs with their kVAr capacities, which are very similar; (iii) the block capac-
itor connection effect is steadily decreasing over distribution losses until it arrives at a

Figure 3.
Distribution system with equal section parameters and uniform load.
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practically zero value, and after this point, the effect tends to be negative; (iv) lately,
it can be considered that the optimal distribution losses can be found with an error
below of 1 kW, so that, this tolerance is used as stopping criterium for both method-
ologies explained next.

3. Methodologies

Formulations proposed in Refs. [5, 47] solve the network reconfiguration problem
in distribution systems following a similar strategy. First, the initial radial distribution
system is converted to a meshed network by closing all the system switches; then one
switch is opened according to the lowest apparent power flow criterion. Once this
action is finished, the next switch with the lowest apparent flow is opened, and so on.
This process continues until the resulting configuration is completely radial, and its
graph is a spanning tree. This algorithm can find the optimal or suboptimal
reconfiguration, that is., with the lowest or almost lowest distribution of electrical
losses. An alternative strategy consists in looking for the two or more reconfigurations
whose switches cause the lower distribution losses instead of searching for only one
reconfiguration at each step. This will lead to a feasible reconfiguration set. Further-
more, as explained before, the resultant distribution losses may be further reduced
with the application of RPC dispatch to those reconfigurations obtained before, which
have minor losses and are very close to each other, as in the example described above.
Thus, once the reconfiguration process has finished (Stage 1), the result is a feasible
reconfiguration set containing a reduced reconfiguration alternative number, which
passes through the RPC dispatch procedure for obtaining the optimal loss
reconfiguration (Stage 2).

3.1 Feasible reconfiguration search algorithm

The basic algorithm developed in Ref. [5] looks for only one reconfiguration,
which, almost in all cases, yields the one with the lowest distribution losses. In this

Figure 4.
Distribution electrical losses versus capacitor bank connection.
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chapter, this algorithm is modified for searching various reconfigurations based on the
selection of the two switches having the least apparent power flow through them.

With a view to clarifying explanation, consider that every distribution system, for
simplicity, is operated as a radial network and supplies all the electricity consumers.

In general, distribution systems can be represented by graphs. For example, the
distribution system has a radial configuration if there is only one path between the
supply and load points. Furthermore, for making possible the optimal operation with
the least electrical losses, distribution systems have normally open switches, which
can be closed when some operational condition change causes electrical losses to
increase significantly, and the same number of normally closed switches should be
opened for maintaining distribution system radiality providing that there is not any
node isolated from the rest.

Let us assume that switches can be opened or closed from the distribution control
center, so the distribution electrical network topology may be updated depending on
the prevailing operational conditions in the distribution system.

In terms of graph theory, a graph is formed by branches and links, which connect
vertices (nodes), so that if the latter are separated from the graph, the result is a graph
with only one trajectory between any two nodes in the graph and the same occurs with
a radial distribution system.

An assumption can be made—normally closed switches can be considered
branches, while normally open switches are regarded as links. Defining the branch
number as B, link number as L, and the extreme points of every switch as nodes,
whose number is M, therefore, the tree graph has M � 1 = B branches [62]. Also, it is
called a connected tree graph or spanning tree if this graph includes all radial distri-
bution system nodes. Networks whose graphs are not tree graphs but contain all their
nodes, that is, they do not have isolated nodes. Therefore, they are just connected
graphs, as in the case where one or more of the normally open switches are closed,
creating a meshed distribution system.

With the graph information and using a breadth-first search algorithm (BFA), the
search process for finding the feasible reconfiguration set (FRS) is described as follows.

The BFA organizes its search in levels by opening some of the normally closed
switches from the base case. Figure 5 illustrates this procedure.

The procedure begins at level 0 with no open switches, denoted as the set OS = {}.
Therefore, considering the two switches, S1 and S2, with the lowest apparent power

flow, the first level is formed with the sets: OS = {S1, S2}, FR
1ð Þ
1 ={S1}, FR

1ð Þ
2 = {S2},

which are used for the level 2, giving the next sets: OS = {S1, S2, S3, S4}, FR
2ð Þ
1 = {S1, S3},

FR 2ð Þ
2 = {S1, S4}, FR

2ð Þ
3 = {S2, S5}, FR

2ð Þ
4 = {S2, S6}, and so on. The number of levels is L,

so that, at the last level, OS = {S1, … , SR}, where R is the number of open switches at
this level.

On the other hand, the construction of feasible reconfigurations, which have only

open switches, is carried out with the progress informing FR 1ð Þ
1 , FR 1ð Þ

2 , FR 2ð Þ
1 , FR 2ð Þ

2 , FR 2ð Þ
3 ,

… , etc. The number of reconfigurations created by brute force is 2L, but any violation in
either constraint (4)–(6), (8), (9), or by the existence of similar reconfigurations during
the searching process, may reduce this number substantially at the end of stage 1.

3.2 Methodology 1

The proposal of Methodology 1 is built upon the method described in Refs. [47, 63]
to obtain the compensation scheme. This proposal aims to obtain an accurate solution

12

Smart Grids Technology and Applications



Figure 5.
Flow chart for finding the feasible reconfiguration set.
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similar to other methods but tries to maintain a reasonable computational efficiency to
be used as a tool for the operation of electrical distribution systems. This proposal
looks for the optimal reconfiguration by performing two stages, where the first is
related to the search of the FRS using the process illustrated in Figure 5. In contrast,
the second one realizes the RPC dispatch considering the FRS. The steps of stages 1
and 2 in Methodology 1 are described below.

Stage 1. Determination of a feasible configuration set.

1.All the system switches are closed, forming a meshed system. Also, the FR and
OS sets are initialized as empty sets.

2.A power flow problem is solved, and the two switches with the lowest apparent
power flow through them are chosen to form the first level branches, named S1
and S2.

3.The selected switches S1 and S2 (which do not generate a disconnected graph) are
opened separately, and a power flow is executed for each of these resulting
network reconfigurations. Suppose the resultant reconfiguration violates some of
the constraints (4), (5), and (6). In that case, it is discarded for continuing with
the process, and the corresponding switch is closed again for subsequent
calculations. Otherwise, go directly to the next step.

4.Open the actual switch at the first level, run the power flow algorithm, and select
the next two switches with the lower apparent power flow. Assume that these new
switches in the second level are defined as S3 and S4, which now will be
investigated, and the results will create two branches of the decision-making tree
at the third level and so on. This procedure continues until the configuration
accomplishes constraints (8) and (9), that is, it is radial and a spanning tree, which
will be saved in the feasible reconfiguration set (FRS). Then go to the next step.

5.If the power flow for each of the two switches selected in step 2 was already
executed, go to the next step; otherwise, go to step 3.

6.Once the feasible reconfiguration process is terminated, all the feasible
reconfigurations are ranked from the lowest to the highest distribution losses.
Therefore, after this process, only the first reconfigurations (10 or less,
depending on the distribution system size) are considered for performing Stage 2
and Stage 1 finishes.

Stage 2. Reactive power compensation dispatch.
As pointed out before, a node where there is capacitor block(s) installed is consider

a feasible system node; also, only capacitor blocks of 300, 600, or 900 kVAr are
considered for the RPC dispatch, which is carried out following the next steps:

1.A reconfiguration is selected from the feasible reconfiguration set obtained at the
first stage.

2. Independently of the actual state, all the already-installed capacitors in the
distribution system are disconnected, and a power flow is executed to compute
system losses.
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3.  A  capacitor  block  is  connected  to  its  feasible  system  node  and  analyzed  by
  performing  a  power  flow.

4.  If  there  are  more  feasible  nodes  to  investigate,  step  3  is  repeated.  Otherwise,
  proceed  to  the  next  step.

5.  Distribution  losses  obtained  by  connecting  a  capacitor  block  in  each  feasible  node
  are  compared.  The  capacitor  block  that  obtains  a  greater  loss  reduction  is
  permanently  connected.

6.  A  power  flow  is  executed  with  the  capacitor  block  connected.  If  distribution
  losses  were  reduced  above  1  kW,  go  to  step  3;  otherwise,  the  process  is  finished.

3.3  Methodology  2

  Methodology  1  may  be  improved,  without  affecting  its  accuracy,  by  considering 
for  the  first  and  subsequent  intermediate  levels  of  the  decision-making  tree,  a  limit  of
no  more  than  10  possible  reconfigurations  for  reducing  computational  work  in  the  last
levels,  because,  at  that  levels,  they  have  less  influence  over  distribution  loss  reductions
when  selecting  different  combinations.  In  addition,  the  configurations  resulting  from
this  process  must  have  lower  losses  and  be  close  to  each  other  to  be  taken  into  account
as  feasible  reconfigurations  at  Stage  2.

  With  the  above  considerations,  by  making  some  changes  to  Methodology  1,
Methodology  2  resulted,  whose  description  is  as  follows.

  The  experience  gained  working  with  Methodology  1  is  that,  at  the  first  level,
considering  only  two  switches  with  the  lower  apparent  power  flow  may  lead  to 
suboptimal  results  when  the  reconfiguration  process  finishes.  Therefore,  in  level  1,
Methodology  2  includes  five  switches  with  the  lowest  apparent  power  flow.  From  this
point,  Methodology  2  continues  normally  since  computational  efficiency  degrades  if 
this  criterion  prevails  in  the  next  levels.

  On  the  other  hand,  to  improve  the  computational  efficiency  of  the  first  stage,  the 
search  space  at  each  level  is  limited  so  that  the  decision-making  tree  does  not  grow 
excessively  (which  happens  if  there  are  many  link  switches).

  Furthermore,  an  additional  computational  efficiency  improvement  is  disregarding,
from  the  second  level  and  the  next  ones,  those  reconfigurations  that  do  not  accomplish  a
tolerance  margin  of  3%,  based  on  the  difference  in  losses  between  the  reconfiguration 
with  the  lowest  losses  and  all  other  reconfigurations  obtained  in  the  correspondent  level.

  Finally,  in  Stage  2,  of  Methodology  2,  investigating  the  connection  of  capacitor 
blocks  by  sensitivity  calculations  instead  of  using  the  complete  power  flow  algorithm 
may  improve  the  computational  efficiency  without  losing  accuracy.

  Performing  the  previous  modifications  to  Methodology  1,  the  steps  of  each  stage  of
methodology  2  are  defined  as  follows.

Stage  1.  Determination  of  a  set  of  feasible  reconfigurations.

1.  All  the  system  switches  are  closed,  forming  a  meshed  system.  Also,  the  FR  and
  OS  sets  are  initialized  as  empty  sets.

2.  A  power  flow  problem  is  solved,  and  the  five  switches  (which  do  not  generate
  islands  when  opened)  with  the  lowest  apparent  power  flow  through  them  are
  chosen.
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3.The selected switches are opened separately, and a power flow is executed
for each of these resulting network reconfigurations. If the resultant
reconfiguration violates any of the constraints (4), (5), or (6), it is discarded,
and the corresponding feeder section is closed again to go forward with the
process of finding the feasible reconfiguration set. Also, reconfigurations that
result in one previously defined as feasible are removed, and their
corresponding switch is closed again. If these constraints are not violated, go to
the next step.

4.The losses obtained for each different reconfiguration are compared. At the first
level of the decision-making tree, the three reconfiguration options with the
greatest losses are eliminated so that only two remain.

5.If the actual reconfiguration accomplishes constraints (8) and (9), that is, is
radial and a spanning tree, save it in the FRS. Also, if all the reconfiguration
alternatives are exhausted, go to step 6; otherwise, go to step 2.

6.All the feasible reconfigurations are ranked considering their distribution losses
from the lowest to the highest. The reconfigurations that present a distribution
loss difference greater than a tolerance margin of 3% concerning the
reconfiguration with the lowest losses are eliminated. The remaining
reconfigurations form the final FRS, and they will be passed through the RPC
dispatch at Stage 2.

Stage 2. Reactive power compensation dispatch.
Under the same considerations of Stage 2 of Methodology 1, the RPC dispatch is

carried out following the next steps:

1.A reconfiguration is selected from the feasible reconfiguration set obtained at the
first stage.

2. Independently of the actual state, all the already-installed capacitors in the
distribution system are disconnected, and a power flow is executed to compute
system losses.

3.A capacitor block is connected to its feasible system node and analyzed by the
sensitivity algorithm to estimate the new losses.

4. If there are more feasible nodes to investigate, step 3 is repeated; else, proceed to
the next step.

5.Distribution losses obtained by connecting a capacitor block in each feasible node
are compared. The capacitor block that obtains a greater loss reduction is
declared as permanently connected.

6.A power flow is executed with the capacitor block connected. If
distribution losses were reduced above 1 kW, the Jacobian matrix is updated for
sensitivity calculations and goes to step 3; otherwise, the process is declared
finished.
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Figure 6.
IEEE 16-node distribution system.
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4. Numerical  examples

  This  section  reports  numerical  examples  from  two  case  studies.  The  proposed 
methodologies  are  first  applied  to  the  IEEE  16-bus  system  for  illustrative  purposes.
This  benchmark  is  useful  to  analyze  comprehensively  the  effects  of  the  novel 
modeling  aspects  featured  by  the  proposed  methods.  Subsequently,  the  perfor-
mance  of  both  methodologies  on  the  Taiwan  Power  Company  distribution  system  is
investigated.

4.1  IEEE  16-bus  distribution  system

  In  addition  to  being  widely  used  in  the  literature,  the  IEEE  16-node  distribution 
system  has  a  reactive  compensation  scheme,  so  it  is  ideal  for  observing  the  behavior  of
algorithms  that  perform  reconfiguration  and  RPC  dispatch  for  distribution  systems.
This  system  is  a  three-phase  distribution  system  with  three  feeders,  16  nodes,  13  load
points,  13  normally  closed  switches,  and  3  normally  opened  switches,  and  the  opera-
tion  nominal  voltage  is  12.66  kV.  Figure  6  shows  the  corresponding  single  line  dia-
gram,  where  switches  S14,  S15,  and  S16  define  the  initial  operative  condition  of  this 
system.  Suppose  that  the  load  pattern  changes  so  that  nodal  voltage  and  angle  profiles
are  modified,  causing  distribution  losses  that  may  not  be  optimal  with  the  actual 
configuration  and  RPC  dispatch.

  A  set  of  feasible  reconfigurations  are  obtained  at  Stage  1.  Then,  the  solution  with 
the  lowest  losses  and  the  resultant  RPC  dispatch  with  capacitor  banks  is  obtained  at 
Stage  2.

  First,  the  three  normally  open  switches  are  closed;  thus,  a  meshed  network  is 
formed.  Then,  there  are  three  meshes  in  the  system,  so  the  same  number  of  switches 
must  be  opened  for  the  system  to  be  radial  again.  Therefore,  the  decision-making  tree
consists  of  three  levels.  For  level  1,  the  two  switches,  S7  and  S16,  are  selected  because
they  have  the  lowest  apparent  power  flow  through  them.  After,  a  power  flow  is



carried out for switches S7, and S16 opened separately, and the next two switches with
the lowest apparent power flow are selected.

Figure 7 illustrates the feasible reconfiguration selection process. Note that losses
were increasing from the top level to the bottom level. This is due to meshed networks
presenting lower losses than radial networks. However, between the five feasible

reconfigurations in level 3, FR 3ð Þ
4 = {S7, S16, S8}, presents the lowest distribution

losses, 466.1 kW, which is to be the first candidate to obtain the optimal value at the
end of Stage 2 because of the distribution losses given by the other feasible
reconfigurations.

On the other hand, three repeated options are eliminated (alternatives with dotted
lines), one of them at level 2. Therefore, there is no reason why it must be investigated
at lower levels. At the process ending, only five feasible reconfigurations passed to
Stage 2.

The resulting reconfiguration options make up a set of feasible configurations, as
shown in Table 1.

Other methodologies applied to this example selected a reconfiguration with the
lowest losses open switches S7, S16, and S8 (FR1), which presents the lowest loss value
of 468.33 kW. Therefore, Methodology 1 includes this optimal solution among feasible
reconfigurations. Then, stage 2 is applied to know the final losses with RPC dispatch to
the five feasible reconfigurations.

For this system, to apply Methodology 2, the five switches with the lowest appar-
ent power flow are selected to be the decision-making tree first level, S7, S16, S4, S8,
and S1. The distribution losses obtained with switches S7 and S16 open are less than
those obtained when opening the other ones. Therefore, these two switches are
selected to begin the decision-making tree and continue the reconfiguration process.
The set of feasible reconfigurations is shown in Table 2.

Unlike the feasible reconfigurations obtained by Methodology 1, only two config-
urations resulted from applying Methodology 2. This is because, when considering a
tolerance margin of 3%, as indicated in the last step of Stage 1, configurations whose
difference in distribution losses concerning the lowest losses obtained is more than
3%, that is, 14.049 kW, are eliminated from the feasible reconfiguration set. The only

Figure 7.
Generation of feasible reconfigurations by levels for the system of Figure 4.
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feasible reconfiguration that complies with this tolerance is the one corresponding to
the opening of switches S7, S4, and S8, which corresponds to the FR3 when applying
Methodology 1.

The total reactive capacity compensation defined for the original system is 11.4
MVAr. Therefore, 11.4 MVAr will also be used as a limit for the RPC dispatch or until
the loss reduction is less than 1 kW. Each capacitor block is 300 kVAr. Hence, 38
blocks can be used to cover the total reactive capacity. The results are shown in
Table 3.

As can be noted, with reconfiguration FR1, the minimum losses are obtained
before and after performing the RPC dispatch. In addition, it is observed that the
higher the losses before starting Stage 2 tend to be reduced the more when applying
for reactive compensation. However, this fails to change the result of the combination
of reconfiguration and RPC dispatch with minimal losses.

The initial loss difference without connected capacitors between FR2 and FR5
configurations is 6.3 kW or 1.003% over FR2. Therefore, if these two reconfigurations
changed positions and FR5 obtained lower losses than FR2 with the capacitors
connected, it means that a difference of approximately 1% between the
reconfiguration of lower losses and the other feasible reconfigurations is not enough to
guarantee that the positions according to lower losses remain the same at the end of
Stage 2. In addition, the difference between the losses of the FR2 and FR3

Losses (kW)Open switchesFeasible reconfiguration

468.33S7, S16, S8FR1

485.77S7, S16, S1FR2

481.82S7, S4, S8FR3

499.78S7, S4, S14FR4

496.00S16, S8, S1FR5

Table 1.
Feasible reconfigurations obtained (first stage) using methodology 1.

Losses (kW)Open switchesFeasible Reconfiguration

468.33S7, S16, S8FR1

481.82S7, S4, S8FR2

Table 2.
Feasible configurations found using methodology 2.

Methodology 2Methodology 1

FR2FR1FR5FR4FR3FR2FR1Feasible reconfiguration

627.2606.6634.3650.5627.2628.0606.6Losses without reactive compensation (kW)

471.9461.5479.7492.3471.9480.2461.5Losses with reactive compensation (kW)

155.3145.1154.6158.2155.3147.8145.1Loss reduction (kW)

Table 3.
Results of stage 2 applying both methodologies.
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configurations before applying the RPC dispatch is only 0.8 kW, and after applying it,
the difference results in 8.3 kW.

The solution to the problem of reconfiguration and RPC dispatch for this case is to
use FR1 with the RPC dispatch scheme shown in Table 4.

From Table 4, it can be observed that the difference between methodologies is
minimal both in the RPC dispatch scheme and in the final losses. This means that it is
adequate to replace the power flow simulations with sensitivity calculations when
evaluating losses with the connection of each block of the capacitor complete set.

Methodology 1 determines a different location of capacitor banks than Methodol-
ogy 2, but the same amount of reactive compensation (11.4 MVAr) is used.

Figure 8 depicts the voltage magnitudes resulting from the base case and Method-
ologies 1 and 2. Note that, in general, the voltage profile is elevated with respect base
case. This is because values of 1 p.u. for nodes 1, 2, and 3 are supply points (see
Figure 6), and their voltages always are constant. On the other hand, nodes 8, 10, and
11 present the lowest values around 0.97 p.u. and below, whereas the highest voltage
magnitude values are presented in nodes 12, 13, 14, 15, and 16. This is because these
nodes initially have capacitors connected with higher capacities than those obtained
with the RPC dispatch. This situation illustrates that it is better for distribution loss
reduction to have deployed capacitor banks in various nodes instead of concentrating
them in a few nodes. Finally, it is worth observing the voltage magnitude scale in the
vertical axis, and it can be seen that the voltage magnitude differences shown are
relatively small.

4.2 Taiwan power company distribution system

The Taiwan Power Company (TPC) distribution system is a three-phase system,
11.4 kV, 11 feeders, 83 normally closed switches, and 13 normally open tie switches.
Figure 9 depicts the network diagram; dotted lines represent normally open tie
switches.

Node Methodology 1 Methodology 2

5 0.6 0.9

6 0.3 0.3

7 1.2 1.2

8 0.6 0.6

9 3.3 3.3

10 0.6 0.9

11 0.3 0.3

12 2.4 2.4

14 0.6

15 0.6 0.3

16 0.9 1.2

Losses (kW) 461.44 461.45

Table 4.
Resulting RPC dispatch (MVAr) scheme: IEEE 16-bus system.
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As there are 13 tie-lines, 13 levels for the decision-making tree determine the
feasible configurations. With Methodology 1, only the investigation in the last level
resulted in 682 feasible reconfigurations. Performing this number of power flow
simulations only at the last level’s decision-making tree is not convenient for finding
FRS. Moreover, for distribution systems with many switches, the efficiency of the
proposed methodologies could be similar or even worse than that of almost
metaheuristic methods normally used for planning. This is why only 10 configurations
with the lower distribution losses are selected, as pointed out before for Stage 1 of both
methodologies. Keeping in mind this feature, the result for the current distribution
system is shown in Table 5, after Stage 1 was realized.

The FRS obtained by Methodology 1 is almost completely different from that
resulting from Methodology 2; only three FRs are equal: FR2-FR2, FR5-FR6, and FR9-
FR10 defined by methodologies 1 and 2, respectively. Also, the configuration with the
minor losses of Methodology 1 reports lower losses than that of Methodology 2. This is
because, during the process, the combination of open switches that leads to the
configuration of lower losses for Methodology 1 is eliminated when using
Methodology 2, since at one level, the limit of 10 possible combinations is exceeded,
and that option has higher losses than the 10 with which the process is continued.
Despite this, configurations with similar losses were determined since the lowest loss
FR obtained by Methodology 1 is 587.2 kW. The one obtained by Methodology 2 is
588.0 kW (the difference is only 0.8 kW or 0.18%). Finally, note that all 10 FRs cause
a decrease in electrical losses compared with FR0, denoted as Base.

On the other hand, the combinations formed in the decision-making tree (from the
first level to the last) using Methodology 1 are 1135. In the case of Methodology 2,
there are only 160 combinations. Because a power flow simulation must be performed
for each combination, the difference in computational work between both

Figure 8.
IEEE 16-bus distribution system voltage magnitudes.
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methodologies applied to the TPC distribution system is too great (975 power flows).
However, in general, it may be compensated because there is a small difference
between the accuracy of both methods.

The effect of connecting capacitors to each feasible configuration in terms of total
distribution losses is reported in Table 6. It should be noted that methodologies 1 and 2

Figure 9.
TPC distribution system.
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Methodology 2Methodology 1FR

LossesOpen switchesLossesOpen switches

89, 90, 92, 93, 94, 95, 96,Base
84, 85, 87, 88, 98, 91

343.5 + 254.0 = 599.5 89, 90, 92, 93, 94, 95, 96,
84, 85, 87, 88, 98, 91

343.5 + 254.0 = 599.5

42, 89, 55, 33, 13, 82, 29,FR1
7, 98, 64, 92, 71, 90

42, 89, 55, 33, 13, 83, 93,356.2 + 235.3 = 591.5
7, 98, 64, 71, 92

348.9 + 239.3 = 588.2

42, 89, 55, 33, 13, 83, 29,FR2
7, 98, 64, 92, 71, 90

42, 89, 55, 33, 13, 83, 29,350.9 + 239.3 = 590.2
7, 98, 64, 92, 71, 90

350.9 + 239.3 = 590.2

42, 89, 55, 34, 13, 82, 29,FR3
7, 98, 64, 92, 71, 90

42, 89, 55, 34, 13, 83, 93,348.7 + 239.3 = 588.0
7, 98, 64, 92, 71, 90

347.8 + 239.3 = 587.3

42, 89, 55, 34, 13, 82, 93,FR4
7, 98, 64, 92, 71, 90

95, 89, 55, 33, 13, 83, 29,354.1 + 235.3 = 589.4
7, 98, 64, 92, 71, 90

350.8 + 239.3 = 590.1

42, 89, 55, 34, 13, 83, 29,FR5
7, 98, 64, 92, 71, 90

42, 89, 55, 34, 13, 83, 29,348.7 + 239.5 = 588.0
7, 98, 64, 32, 71, 90

354.5 + 239.3 = 593.8

42, 89, 55, 34, 13, 83, 93,FR6
7, 98, 64, 92, 71, 90

42, 89, 55, 34, 13, 83, 29,347.8 + 239.5 = 587.3
7, 98, 64, 92, 71, 90

348.7 + 239.3 = 588.0

95, 89, 55, 34, 13, 82, 29,FR7
7, 98, 64, 85, 71, 90

42, 89, 55, 34, 13, 83, 29,354.4 + 235.3 = 589.7
7, 98, 64, 71, 32, 90

355.2 + 239.3 = 594.5

95, 89, 55, 34, 13, 82, 93,FR8
7, 98, 64, 92, 71, 90

42, 89, 55, 33, 13, 83, 93,353.3 + 235.3 = 588.6
7, 98, 64, 92, 71, 90

349.1 + 239.3 = 588.4

95, 89, 55, 34, 13, 83, 29,FR9
7, 98, 64, 92, 71, 90

42, 89, 55, 33, 13, 83, 93,349.0 + 239.3 = 588.3
7, 98, 64, 71, 32, 90

353.2 + 239.3 = 592.5

95, 89, 55,34, 13, 83, 93,FR10
7, 98, 64, 92, 71, 90

95, 89, 55, 34, 13, 83, 29,347.9 + 239.3 = 587.2
7, 98, 64, 92, 71, 90

349.0 + 239.3 = 588.3

Table 5.
Ten feasible configurations with the lowest distribution losses (kW).

Methodology 2Methodology 1FR

After RPC dispatchBefore RPC dispatchAfter RPC dispatchBefore RPC dispatch

RankLossesRankLossesRankLossesRankLosses

3437.53588.210439.710591.5FR1

8438.97590.28438.99590.2FR2

1437.31587.15437.94588.0FR3

7438.86590.19438.97589.4FR4

9439.49593.84437.93588.0FR5

5437.92588.02437.32587.3FR6

10439.510594.57438.88589.7FR7

2437.55588.46438.26588.6FR8

6438.58592.53437.85588.3FR9

4437.84588.31437.21587.2FR10

Table 6.
Distribution losses (kW) and rank with the RPC dispatch for the 10 FRs.
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reached practically the minimum electrical loss level with a difference of only 0.1 kW,
but, as pointed out before, Methodology 2 is much more efficient than Methodology 1.

The RPC dispatch scheme with Methodology 1 obtained the lowest distribution
losses using FR4, whereas Methodology 2 applied RPC dispatch to FR3. Both solutions
are reported in Table 7. Note that total electrical distribution losses decreased from
587.2 kW without RPC dispatch to 437.2 kW with RPC dispatch applying Methodol-
ogy 1, that is, a reduction of 150 kW or 25.54%.

Figure 10 depicts the voltage profile for the initial configuration and the proposed
methodologies. It can be noticed that the results obtained by the proposed methodol-
ogies are quite similar. Both methodologies find a better voltage profile since the
minimum voltage is 0.9642, p.u. whereas in the base case, it reaches 0.9466 p.u.

Node Reactive Power Compensation (MVAr)

Methodology 1 Methodology 2

6 1.2 1.2

21 1.8 1.8

28 1.8 1.8

37 0.9 0.9

51 2.1 2.1

63 0.3 0.3

71 2.1 2.1

75 1.5 1.5

81 1.2 1.2

Total compensation (MVAr) 12.9 12.9

Losses (kW) 437.2 437.3

Table 7.
Resulting RPC dispatch (MVAr) scheme: TPC distribution system.

Figure 10.
TPC distribution system voltage magnitudes.
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5.  Conclusions

  Applying  reconfiguration  and  RPC  dispatch  with  capacitor  banks  simultaneously,
even  when  different  formulations  are  used  to  solve  both  problems,  allows  for  a 
greater  reduction  in  electrical  distribution  losses.  Furthermore,  if  reconfiguration 
and  RPC  dispatch  are  executed  sequentially,  the  optimal  solution  may  be  obtained.

  The  operation  of  electrical  distribution  systems  with  already  installed  reactive 
compensation  requires  an  RPC  dispatch  to  reduce  electric  losses  or  improve  voltage 
profiles.  Therefore,  only  nodes  with  already  connected  capacitors  should  be  consid-
ered  for  the  study.  In  this  regard,  the  efficiency  of  the  proposed  methodologies  is 
increased  due  to  the  fact  that  the  search  space  is  reduced  and  with  it  the  number  of 
necessary  operations.

  Sensitivity  analysis  instead  of  power  flow  increases  the  computational  efficiency  to
calculate  changes  in  capacitive  compensation.

  Both  methodologies  are  a  competitive  option  for  distribution  loss  optimization 
because  of  their  relatively  low  computational  work.  Also,  Methodology  2  has  higher 
computational  efficiency  and  accuracy  comparable  with  Methodology  1.

  From  the  results  of  Stage  1  with  the  two  distribution  systems  analyzed,  it  is 
convenient  to  limit  the  FRS  to  10  or  fewer  and  consider  only  those  that  meet  a  3%
tolerance  with  respect  to  that  of  lower  losses,  since  only  those  that  report  the  lowest 
losses  are  most  likely  to  be  part  of  the  solution  at  the  end  of  the  capacitive  compensa-
tion  process.

  When  RPC  dispatch  is  performed,  a  minimum  tolerance  margin  is  defined  to 
reduce  losses  for  planning  or  operational  decisions  on  the  distribution  system  to 
increase  computational  efficiency.  This  loss  reduction  margin  (which  also  improves 
the  voltage  profile  of  the  system  in  general)  must  justify  the  investment  made  in  the 
capacitor  banks  and  in  their  connection  to  the  busses  that  require  it.
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Chapter 4

Advances and Prospects in 
Distributed Generation Sources 
Digital Twins Design
Ivan Todorović and Ivana Isakov

Abstract

Power electronics devices are highly dynamic and nonlinear systems governed by 
complex control algorithms. In addition, power electronics converters must demon-
strate high reliability and must be safe to operate, although in some applications they 
condition dangerously high power levels. Therefore, the development, evaluation and 
deployment of these systems traditionally had to be meticulously conducted, using 
specialized tools and approaches. With the proliferation of power electronics devices 
into the domain of power systems, in form of distributed generation sources, the 
mentioned tools and approaches had to evolve further. Consequently, a wide range of 
representations of the addressed systems within various digital platforms is nowadays 
at disposal of researchers and engineers. These representations, designated as digital 
twins, facilitate, and sometimes simply make possible, expeditious development and 
comprehensive evaluation of increasingly complex power electronics-based systems. 
This chapter catalogues the most important digital twin types, explicates their advan-
tages and disadvantages and addresses their applicability. Hence, it could be regarded 
as a set of guidelines on how to choose appropriate digital twin type and digital twin-
ning platform for some particular research and engineering problem. Also, details 
on how digital twins of distributed generation sources will be created and utilized in 
near future are provided.

Keywords: digital twin, hardware in the loop, real-time simulation, power system 
modeling, power hardware in the loop, cosimulation, distributed generation sources

1. Introduction

The power electronics (PE) devices consist of semiconductor switches, some of
which are controllable (transistors, thyristors, etc.), while some are uncontrollable 
(diodes). Since semiconductor switches themselves are nonlinear elements  
(voltage–current dependency of the switches is nonlinear), the resulting power con-
verter is also a highly nonlinear device. Additionally, several important PE topologies 
consist of many semiconductor switches. Consequently, addressing the hardware of 
PE devices can be a difficult task.
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On the other hand, since controllable semiconductor switches necessitate control 
algorithms to govern their operation, and with a goal to secure different types of 
efficient electric energy conditioning, i.e., conversion—from AC to DC, from DC to 
AC, etc., the PE converters require complex software structures to be implemented on 
dedicated microcontrollers. Moreover, as for other automated systems, here also all 
subsystems in a closed feedback loop must operate properly or device destruction can 
take place.

On system level, PE devices must demonstrate high levels of reliability since they 
are integral part in many critical systems (e.g. systems for electric energy production, 
electric vehicles) or because they are embedded in mass-produced devices  
(e.g. consumer electronics). They are also not easy to repair, and their failure leads 
to prolonged non-operation periods. Furthermore, strict safety standards must 
be satisfied before product commercialization, so that the safety of humans is not 
jeopardized even during catastrophic failures. Similarly, the operation of PE devices 
must not compromise the proper operation of other devices in their vicinity. This is 
especially difficult if a converter is used in high-power applications. Also, electro-
magnetic-interferences standards must be followed, which adds an additional layer of 
complexity to the PE design process.

Finally, the PE product development life cycle is affected by market dynamics 
and even PE devices must be designed and produced at an ever-increasing pace. In 
this context, seemingly the most meaningful trajectory from idea to an operational 
device is to synthesize a sketch of a device (hardware and software aspects) and 
immediately build a prototype. Every young engineer has tried this approach and 
has failed.

For these reasons, conceptualization, design, implementation, integration, and 
system verification of these multidomain devices must be conducted both system-
atically and rapidly [1]. While others depend mostly on the skill and experience of 
the developers and cannot be easily changed and improved, the system verification 
depends heavily on which tools are used and consequently can be done in a more or 
less optimized fashion.

The system verification should not be done on a prototype at the beginning of the 
product development process, as indicated previously, but rather at its end. Before 
that, verification of certain subsystems and features has to be conducted within safe 
and flexible environments. This is true for PE devices in general, but it is especially 
so for PE systems that are part of distributed generation sources (DGSs). In these 
systems, mistakes made during development processes are exceptionally expensive, 
time-consuming, and dangerous for equipment operators.

PE solutions’ verification tools are numerous, but most of them are used to build 
a digital representation of the addressed system within a certain type of digital 
computer. Such representations are called either digital twins or simulation models, 
since they are built with simulation software. This migration of PE devices into the 
digital domain and usage of digital twins, although being an additional step, actually 
accelerate the development process. That is because conducting tests within software 
environments is completely safe, enables test automation, accelerates design errors 
identification and correction, allows for certain parts of the design or the whole 
design to be shared more easily among the researchers and engineers (facilitates 
cooperation), gives freedom to developers to risk more and try novel solutions, not 
worrying about making mistakes, etc. Hence, digital twinning has been an integral 
part of the development process of practically all PE device types, excluding only 
the simplest ones. Moreover, digital twinning has been in use essentially ever since 
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the rise of personal computers (PCs). Accordingly, there are many types of tools for 
digital twinning that have been developed over the years, each solving a specific set of
design problems.
  The following three sections give details on the three most important approaches 
for digital twin’s generation and usage. The advantages and disadvantages of these 
approaches are given and when it is meaningful to use certain digital twinning tool is 
described. The digital twinning tools based on personal computers (offline simulation
tools) are addressed in the second section. Those based on dedicated digital platforms
(real-time simulation tools) are analyzed in the third section, while those considered 
emerging approaches are considered in the fourth section. The last section brings 
concluding remarks.
  The following two statements should be noted. DGSs will be of particular interest 
in the remainder of the text because of their complexity and wide social, economic,
and ecological importance. Still, most of the concepts and approaches provided in the
text can be applied during the digital twinning processes of other power electronics 
devices. Also, models are never verbatim digital representations of physical systems,
and some phenomena are always neglected or abstracted, but it is up to a developer to 
define how detailed the models will be.

2. Offline simulation platforms for DGSs digital twinning

  Ever since the inception of PE as a major electrical engineering field, it became 
obvious that it would be rather arduous to develop PE devices and examine their 
behavior analytically, particularly their transient behavior. The first platform that 
enabled accelerated development, especially the validation stage, was personal com-
puters (PCs). Many simulation tools that could be used to build digital representa-
tions of DGSs and PE devices, in general, were developed during the eighties, quickly 
after personal computers became widely available. The fact that many of these tools 
are still in use today is a testimonial of their usefulness and efficacy.
  Initially, to build a digital twin and use it as an investigative tool using the offline 
simulations approach, the researchers and engineers needed only a PC and a single 
software tool (simulation tool or engine). Nowadays, offline simulations can be con-
ducted in a slightly more complicated way, but the PC, i.e., general-purpose device, is 
still the main platform.
  Depending on what part of DGS is of particular interest and which operational 
domain of the device should be put under scrutiny, four main types of offline simula-
tions can be used today:

• Model in the loop (MIL);

• Software in the loop (SIL);

• Processor in the loop (PIL);

• Controller model in the loop (CMIL).

  Several simulation software can be used in either of these approaches, but the tool 
itself must be optimized and additionally set up, i.e., cannot be used interchangeably 
out of the box.
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The noun before “in the loop” in the approaches’ names generally (excluding MIL) 
designates which part of the system is modeled in more detail or which part of the 
system is a real device, i.e., device under test (DUT).

2.1 Model in the loop

A digital twin of the addressed system always consists of digital representations 
of hardware (power stage) and software (control scheme) subsystems, correspond-
ingly with real PE device. The power stage, or more precisely sensors’ representations, 
provides the control scheme with the information about controlled variables, and the 
control scheme generates control signals for semiconductor and other active devices 
in the power stage. In the case of MIL, both power stage and control structures, gov-
erning the power stage, are implemented within the simulation tool using the blocks 
and elements that are native to the simulation tool. Hence, the digital twin consists 
only of the simulation model and the model is in the loop (is analyzed). The MIL 
approach corresponds to a traditional offline simulation. This environment consists of 
a PC with the installed simulation software, as indicated in Figure 1.

Since the power stage can be comprised of different PE devices, machines, power 
systems’ parts, and electrochemical elements, the simulation tool must either have 
rich library elements or enable the user to develop his own parts using available blocks. 
Either way, a graphical user interface is used in modern simulation tools. This graphical 
representation is then compiled and run within the same software environment. The 
difference between the execution time, i.e., how much time is necessary for compila-
tion and running of the model, and simulation time depends on model complexity and 
the PC performances. Since DGSs are complex, the execution time is significantly lon-
ger than simulation time (at least one order of magnitude). Once the execution is done, 
the developer can inspect the model’s behavior and introduce changes if necessary.

Different simulation tools that enable the MIL approach focus on different aspects 
of DGSs. It is true that different software packages can be used to focus on more than 
one aspect of the DGSs, but they are usually optimized for one or maybe two layers of 
abstractions pertinent to DGSs. If semiconductor driver circuits, parasitic phenomena, 
and generally detailed simulation of solely PE devices (not the whole DGS) are neces-
sary, the user can use several free (LTspice [2], Xyce [3]), and licensed (PSIM [4], 
PSpice [5], etc.) software tools. Alternatively, if the behavior of the complete DGS 
should be analyzed, the user again can choose between free (Typhoon HIL’s VHIL [6]) 
and licensed (MATLAB/Simulink [7], PSIM, PLECS [8]) packages. Lastly, if the DGSs 

Figure 1. 
Offline simulation approach—Model in the loop.
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Figure 2. 
Offline simulation approach—Software in the loop.

are to be integrated with the large power systems and jointly analyzed, users can employ
several mature tools (PowerFactory [9], PSCAD [10], EMTP [11], etc.).
  MIL approach was the first to be utilized to create DGSs digital twins and that 
pertinent simulation tools and have been in use for decades. From this stems the main 
advantage of MIL. MIL simulators have rich libraries, many readily available examples
and developed user’s communities. Consequently, it is both easy to start using these 
tools and to start new projects. Also, there are many plugins and add-ons that expand 
the software functionalities, albeit these additional features are not always free.
Furthermore, MIL software is reliable. In addition, MIL in principle allows arbitrarily 
complex and detailed models to be implemented, at the price of slow model execution.
  On the other hand, the MIL assumes utilization of PC—a general-purpose device 
that certainly is not optimized for running simulations software. In case when DGSs 
are analyzed, this results in long, sometimes impractical, execution times, especially
if DGSs are integrated with a certain power system. Moreover, the MIL approach
in many aspects gives crude information on how the real system is going to behave.
If semiconductor phenomena are included in the model, for example, it becomes 
impractical to analyze wide power system dynamics. Alternatively, if large systems
are analyzed, transient phenomena in PE devices are not captured properly. The most 
problematic aspect of MIL usage in this context is the estimation of how DGS control 
software will behave once deployed on the real device, i.e., microcontroller.
  Consequently, the MIL approach is usually employed as the first stage in the DGS 
design verification process or when a singular feature is to be tested.

2.2 Software in the loop

  SIL approach is quite similar to the MIL approach. It is also based on a PC, and it 
consists of one software package, usually the same as in the case of MIL. The power 
stage can be the same in both cases. The same information is exchanged between the 
power stage and control scheme. Hence, it brings similar features, advantages, and
disadvantages. Still, it has one crucial difference. As  Figure  2  suggests, the software
is not implemented using the same elements that are used for building the hardware 
part of the digital twin.
  The software is realized utilizing certain embedded language (usually C or C++)—
the same language that will be used to program the real microcontroller. Hence, SIL,
besides providing a functional test of the control algorithm, enables the developer
to gain insight into how the code is structured and organized, that is, it includes
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semantic and syntactic checkups. Nowadays, embedded code compilers that must be 
invoked implicitly during model execution are available for most popular simulation 
packages [12].

2.3 Processor in the loop

To investigate further control code features and behavior, the code developed in 
the simulation tool is not placed in the PC’s memory, but it is downloaded to a real 
controller that shall be used in the final design. This approach is called “processor in 
the loop” (PIL) since the processor of the real controller is used. The embedded code 
compilers are again called during model execution. There has to be a communication 
line established between the controller and offline simulator (PC), so that relevant 
information between the power stage and control structures is exchanged, as in the 
previous two cases. The power stage developed in the simulator is again the same, and 
the model is executed usually significantly slower than in real time, because of the 
simulated power stage complexity. This implies that the control code execution on the 
microcontroller has to be slowed down (otherwise it could be run in real time) so that 
it is synchronized with the model execution.

In addition to advantages and disadvantages inherited from the SIL approach, 
the PIL approach allows control card memory and processor-time utilization to 
be examined. It should be noted that not all control card hardware peripherals are 
utilized and tested—most notably, pulse width modulation peripheral and analog-
to-digital conversion unit are not put under test. Additionally, PIL has a bottleneck in 
the number of DGSs that can be modeled simultaneously. Since one communication 
channel can be formed between the offline simulator and the controller board, the 
real controller can drive only one DGS. Also, the toolboxes necessary to utilize PIL are 
not available for many controllers, but only for flagship models (Figure 3) [13].

2.4 Controller model in the loop

Controlled code execution and controller board’s resources utilization can be stud-
ied in even more detail. For that, comprehensive behavioral models of microcontrollers 
can be developed. Although the idea is not new, only recently several microcontrollers’ 
vendors have developed these models and made them available for usage on PC [14]. 
It should be emphasized that the controller model is usually executed on software dif-
ferent from simulation software, and these two software packages must communicate 

Figure 3. 
Offline simulation approach—Processor in the loop.
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and exchange relevant information between the power stage (simulation tool) and 
control scheme (software dedicated to the simulation of the controller behavioral 
model). Hence, the controller model in the loop approach assumes usage of only PC 
(without any external hardware), as MIL and SIL (Figure 4).

The feature of the controller model in the loop approach is that developers can see 
exactly how the controller and implemented control code are going to behave once 
deployed on the real controller—how the memory is going to be utilized, will there be 
computational overload, how the latency will affect the system operation, etc. Also, 
the code embedded in the simulated controller model can be immediately deployed on 
the real controller, without any changes.

This main novelty of this approach, in the context of DGSs, is its main drawback. 
CMIL puts focus on the controller and control code implementation. Moreover, as for 
PIL, the setup is essentially limited to one controller and one DGS.

3. Real-time simulation platforms for DGSs digital twinning

The proliferation of renewable energy sources and DGSs into the traditional 
power systems during the beginning of the twentieth century brought new develop-
ment challenges. This amalgamation of the two fairly different domains of electrical 
engineering challenged the existing development and validation tools. PE devices 
and DGSs necessitate small simulation time steps (high simulation resolution) to 
capture properly dynamic phenomena associated with these systems. The power 
systems are by themselves large and complex and developers used offline simula-
tion tools that tackled this problem by increasing simulation time steps—which 
was acceptable since all relevant phenomena in traditional power systems were 
characterized by long time constants. This translated to the possibility of setting 
essentially arbitrarily long simulation time when simulating power systems. Hence, 
to address properly these emerging systems, both small simulation time steps and 
long simulation times were necessary. This predicament was exacerbated further by 
the fact that tests had to be repeatedly conducted (considering different operating 
points, networks configurations, control functions, etc.). Consequently, the usage 
of traditional offline simulation tools for modeling power systems integrated with 
DGSs became impractical.

Figure 4. 
Offline simulation approach—Controller model in the loop.
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The main impediment was the platforms used to conduct traditional offline simu-
lations—PCs. To enable more efficient and practical validation of DGSs integrated 
with power systems, new, dedicated, digital platforms had to be developed.

The first efforts went in the direction of paralleling many conventional proces-
sors [15]. Although this gave certain improvements (systems that are more complex 
indeed could have been addressed), the scalability, firmware complexity, and mainte-
nance of such systems were impractical for commercial products.

The paradigmatic change happened with the introduction of field-programmable 
gate arrays (FPGA) platforms in the domain of DGSs simulations. They provide 
parallel computations and consequently enable a significant decrease in models’ time 
execution.

Actually, not only that complex models’ execution was accelerated, it became pos-
sible to run models in real time. Besides accelerating validation procedure, the usage 
of FPGA-based platforms enabled interaction of real-time executed models and real 
devices, in which cases the real device was a device under test (DUT), and the model 
was used to mimic sophisticated operating conditions, often found in power systems 
rich with DGSs.

Consequently, two real-time simulation approaches emerged:

•	 Controller hardware in the loop (C-HIL);

•	 Power hardware in the loop (P-HIL).

Both approaches are based on real-time simulators (RTSs). RTSs are interfaced 
with either microcontroller running designed control schemes or with certain high 
power devices (e.g., inverter).

3.1 Controller hardware in the loop

The most comprehensive microcontroller and control schemes operation analysis 
can be conducted using the C-HIL approach, especially if distribution networks or 
microgrids with many DGSs are considered. The real controllers, with control code 
that will be deployed in the field to drive DGSs, are used, and their interaction with 
the rest of the system can be examined considering phenomena pertinent to networks 
proliferated with DGSs. How precise are the test results depends only on how precise 
are the power stage models. It should be emphasized that the models’ complexity, pre-
cision, and level of details are as good as in the case of offline simulator approaches, 
if not better. The power stage complexity does influence the simulation time steps, 
but modern RTS enables sub-1 μs time steps, even for complex power stages, which is 
sufficiently small for DGSs applications. Alternatively, C-HIL can be used to test the 
interaction of one converter and its surrounding subsystems (e.g., grid-connected 
converter with stiff grid, electric vehicle, etc.). Finally, this environment can be used 
to test the operation of the singular converter, such as an inverter in machine-driven 
applications. In other words, the same C-HIL platform can be used to analyze PE 
systems of almost arbitrary complexity.

Still, it should be said that the C-HIL is usually not intended to be used for testing 
semiconductor-devices-related phenomena, although there are no technical obstacles 
[16]. Actually, semiconductor devices are oftentimes modeled as ideal switches. The 
semiconductor-devices-related phenomena can be more meaningfully addressed 
using the MIL approach, utilizing free MIL software.
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Figure 5. 
Real-time simulation approaches—Controller model in the loop (a) and power hardware in the loop (b).

  The C-HIL environment consists of real-time simulators, interface boards, and 
controllers. The outline of the C-HIL platform is given in  Figure  5a. The RTSs are
often denoted as emulators, as they emulate the behavior of certain power stages.
The complexity of the power stage can range between singular and simple DC-DC 
converter (e.g., buck converter) to a distribution network of a small town with many 
DGSs included.
  The power stages are defined on PC, using dedicated software, compiled and 
downloaded on emulators. Although emulators themselves are rather complex digital 
systems, their complexity and complexity of power stages are usually hidden from the
user behind IO boards.
  The interface board (IB in  Figure  5) is used to adjust analog and digital signals 
exchanged between the emulator and the controller. The emulator sends analog 
signals that should be analogous to the signals that would be generated by the real 
sensors in the real power stage (currents, voltages, machine speed, etc.). These signals
are adjusted using ordinary operational amplifiers circuits (AMP in  Figure  5a). Then 
they are forwarded to the controller’s analog inputs and analog-to-digital conversion 
units. This information about relevant power stage variables is used in the controller 
to synthesize new control and gating signals. Accordingly, the controller generates
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digital, gating, signals for the converters’ switches, found in the power stage. These 
signals are also adjusted using level shifters (LSH in Figure 5a). Then these signals 
are sent to the RTS’s digital inputs. There, they result in turning on and off certain 
switches, resulting in circuit reconfiguration and adequate change in controlled vari-
ables. Hence, the feedback loop is closed. Analog and digital signals can be exchanged 
in the reversed fashion also, but those signal pathways are of secondary importance in 
most of the DGSs-related applications. Since operational amplifiers and level shifter 
circuits are simple, the whole interface boards are simple electronics circuits and can 
be quickly developed for any controller board.

Controller boards used in C-HIL, which is a DUT in this setup, can be arbitrarily 
chosen with the only limitation that they must have sufficient resources to run the 
control code that should secure necessary DGS’s features.

The C-HIL setups enable the creation of comprehensive DGS’ digital twins and 
high-fidelity testing procedures. The users are provided with reliable control code 
behavior testing results, without compromising either the equipment nor personnel. 
The fact that no high power devices are used makes this environment perfectly safe 
and equipment management is done without procedural hurdles. Since real-time tests 
execution is secured, the tests execution is significantly accelerated, in comparison 
to offline simulation approaches. Actually, if it was not for controller boards, the test 
could be done even faster than in real-time—the RTSs are sufficiently quick, but are 
“slowed down” so that they can be meaningfully interfaced with controller boards. 
Moreover, considering that both power stage and control code are run in a form of 
code on a specific platform (RTS for power stage and controller boards for control 
code), test automation is possible [17]. Complete testing procedures (with different 
operating points, control codes, network parameters, etc.) can be executed consecu-
tively and with minimal personnel effort by running simple scripts, usually written 
using python. Finally, nowadays, the RTSs are affordable, and their price is compa-
rable with MIL or SIL software licenses.

The only disadvantage of C-HIL usage to build DGSs digital twins and run tests 
on them is that it is not possible to examine the operation of high-power hardware 
components.

3.2 Power hardware in the loop

P-HIL setup was proposed to address the shortcoming of the C-HIL approach—as 
an environment in which certain high-power devices can be tested in conjunction 
with an adequate digital twin. DUT can be anything from a simple protection device 
to a multilevel converter.

These setups could be meaningfully deployed in several situations. Firstly, 
in complex PE and DGSs systems, the system’s parts are developed at different 
instances. Hence, to manage efficiently development and verification time, the 
functional subsystems can be tested before the whole setup is ready for integration 
and verification. Similarly, it is generally advisable to test parts of a complex system 
before operating on the complete system, since this facilitates design mistakes 
identification and decreases the possibility of catastrophic failures occurring dur-
ing final tests. In these cases, the P-HIL can mimic the behavior of the still-to-be-
implemented part of the addressed system. Secondly, when addressing high-power 
devices, the P-HIL environment is advantageous since it can be safer for verification 
than standard full-power prototypes—prompt termination of dangerous and faulty 
tests is inherently easier in a P-HIL setup. Thirdly, if the behavior of DGS’s hardware 
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should be investigated against complex network conditions (e.g. protection device
of a grid-connected converter in microgrids), the P-HIL is irreplaceable since tests
on real networks would be either impossible or expensive and dangerous for both 
equipment and personnel.
  The P-HIL platforms, depicted in  Figure  5b, are conceptually similar to C-HIL 
counterparts, but have some specificities also. The RTS part of the setup can be the 
same emulator unit as in the C-HIL setup, but the model realized in the RTS is gener-
ally either passive network or active network with simplified (averaged) models of 
DGSs, since there are no controller boards controlling the DGSs’ operation.
  The interface cards are in this case significantly different. This is a consequence
of the fact that DUT is a high-power device. Hence, to connect and exchange 
relevant data between the RTS and DUT, the interface board must contain, besides 
ordinary operational amplifiers circuits and digital-to-analog conversion units
(DAC in  Figure  5b), high-power amplification circuits (AMP in  Figure  5b). AMP in 
Figure  5a  and AMP in  Figure  5b  are not the same circuits. High-power amplifica-
tion circuits are rather complex devices and can be based on switching amplifiers,
linear amplifiers, synchronous machines, or multilevel converters [18]. It is evident 
that the amplification circuits can be as complex as DUT itself, and they are only a 
part of the interface board. Moreover, high-power amplification units inherently 
introduce signal propagation bandwidth limitation and latency. This can compro-
mise experiments’ precision and reliability and can cause stability issues. Mitigation 
of these issues is a topic of ongoing investigations [19]. The interface board, besides 
generating high power variables (currents, voltages, and mechanical variables),
must adjust analog variables coming from DUT toward the RTS. For this, sensors 
and analog-to-digital conversion circuits must be implemented. This complicates
the interface board further.
  The power hardware, i.e., DUT, can be any piece of hardware pertaining to PE or 
DGS device whose operational characteristic shall be examined.
  Consequently, the P-HIL offers a comprehensive analysis of how certain real pieces
of hardware will behave once deployed in the field. It is a relatively safe environment,
but since it does consist of high-power devices, the flexibility and ease of use of P-HIL
are decreased in comparison to C-HIL setups. Moreover, interface boards’ complexity 
limits to some extent the commercial attractiveness of P-HIL setups. Finally, although
P-HIL setups are based on emulators and are easily reconfigurable, testing automation
cannot be fully realized, and some manual interventions must be made during differ-
ent experiments being executed consecutively.

4. Emerging platforms for DGSs digital twinning

  The C-HIL and P-HIL environments were until recently sufficient to meet all the 
digital twinning needs of engineers and researchers in the domain of DGSs. Several 
niches, but important, research and public sphere incentives have resulted in the devel-
opment of advanced platforms for digital twinning. They are all based on C-HIL and
P-HIL devices, but are conceptually somewhat different and bring several new features.

Currently, the following types of advanced digital twinning platforms are developed:

• Cosimulation platforms;

• Cloud emulation and simulation platforms.
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4.1 Cosimulation platforms

The first cosimulation platform version is intended for the emulation of large 
power systems. MC-HILs consists of multiple interconnected hardware in the loop, 
i.e., RTS units. The RTS units usually are from the same vendor, but they can be 
from different suppliers, so that the advantages of different units can be put into 
practice. Moreover, the microcontroller units can be different if serving different 
purposes. For example, if microgrids with many DGSs are addressed and if both 
low-level and high-level control structures are implemented, such setup would be 
rather convenient. This cosimulation type is depicted in Figure 6a. It essentially 
brings the same advantages and disadvantages that the C-HIL approach brings. The 
only differences stem from the fact that large systems can be addressed and that 
the setup itself is more complex and consequently somewhat harder to manage. 
Still, since there are no high-power devices, MC-HILs setups are versatile and easily 
reconfigurable.

Modern RTSs consist of both the FPGA platform (used for power stage emulation) 
and digital signal processing, i.e., microcontroller-like, part. The latter can be used to 
implement different control functions, ranging from simple network reconfiguration 
functions to low-level, time-critical, PE-related control structures. Hence, the control 
algorithms that were.

previously implemented on the dedicated controller cards are now implemented 
on the same unit as emulated power stage—no external controller cards are necessary. 
The HILs setup is shown in Figure 6b. A mixture of MC-HILs and HILs setups can be 
used, also (control structures can be implemented both on dedicated controllers and 
the emulators).

The HILs configuration has a disadvantage in that the control code is not run on 
the separated controllers, and consequently the control code execution and the con-
troller cannot be directly validated. Still, if this is not of primary interest, but rather 
an acceleration of control structures development and validation, particularly in the 

Figure 6. 
Cosimulation platforms—MC-HILs (a), HILs (b).



13

Advances and Prospects in Distributed Generation Sources Digital Twins Design
DOI: http://dx.doi.org/10.5772/102703

 

Figure 7. 
Cosimulation platforms—CP-HILs.

context of large power systems, ease of use and environment’s management simplicity
render HILs a most meaningful platform in this regard.
  The third cosimulation platform is a composite of C-HIL and P-HIL approaches.
The representation of CP-HILs setups can be found in  Figure  7. Such a framework
could find application in cases when grid-connected inverter’s hardware and software
should be tested against realistic active grid operating conditions, for example. To test
inverters’ parallel operation, several inverters can be emulated on the RTS and driven 
by the dedicated controllers, while DUT would be connected to the same virtual
point of common coupling. Such tests are as close as possible to tests executed on real,
complete setup, whereas a test in real operating conditions would be unacceptably 
expensive, dangerous, and impractical, especially during the validation phase and 
particularly at high-power levels.
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Since CP-HILs’ environment consists of all parts and devices found both in C-HIL 
and P-HIL paradigms, CP-HILs inherit all advantages and disadvantages of those 
two approaches, but are also much more complicated to manage, especially if several 
different RTSs and controllers are used. Furthermore, CP-HILs setups tend to be 
expensive.

The fourth cosimulation concept represents an aggregation of geographically dis-
persed C-HIL, P-HIL, and CP-HILs systems. The setups are connected over a dedicated 
Internet connection, and the emulation data are exchanged over this connection so that 
the cumulative platforms’ emulation data can be synthesized. Expectedly, the necessity 
of transferring data over large distances results in significant data latency. Hence, if the 
whole model is to be executed at the same time step, the step time must be significantly 
larger in comparison to one in the C-HIL approach. This problem can be somewhat 
mitigated if the model is partitioned in accordance with the geographical arrangement 
and different parts are executed at different time steps (or generally in a nonsynchro-
nized manner). Then the latency would affect, i.e., artificially increase “data sampling” 
period of only those variables that are exchanged between the setups—the rest of the 
model’s parts could be executed at a much faster pace, in compliance with local setups 
capabilities. If slowly changing variables are chosen, the data latency does not affect 
significantly model execution and the reliability and validity of the results.

The first meaningful situation for Geo-CP-HILs setup usage is when the most com-
plicated models should be emulated and one C-HIL, P-HIL or CP-HILs setup would 
not suffice. Next, Geo-CP-HILs platforms are used when interested parties want to 
conduct joint tests, but the data privacy must be secured. In these setups, the parts of 
the model are not necessarily known and available to all parties conducting the tests. 
Only the exchanged data, found at the model’s parts intersections, are available to 
more than one test participant (this can also be limited to two test participants). This 
is the case when power grids to be emulated cover multiple countries, or otherwise 
administratively, politically, or socially separated territories and entities that want to 
preserve the security of sensitive power system data. Moreover, Geo-CP-HILs are used 
when complex models should be merged and multiple model implementations are to 
be evaded. Only one test’s participant implements a model only once and afterward 
shares it with other participants. This is particularly important if the participants are 
using different platforms—the porting of the model then would be particularly dif-
ficult. Establishing Geo-CP-HILs setups can be financially meaningful when the setup 
usage time can be sold to other parties, as in time-sharing financial constructs.

There evidently are applications in which these frameworks would be applicable. 
Actually, Geo-CP-HILs indeed are the universal digital twinning platform, but 
considering Figure 8, it becomes obvious that Geo-CP-HILs systems are extremely 
complex, hard to manage, and difficult to constitute. Consequently, only a handful of 
such setups can be found worldwide [20, 21].

4.2 Cloud emulation and simulation platforms

At the beginning of the third decade of the twenty-first century, the technical 
and technological problems are not the biggest obstacles for wide DGSs’ adop-
tion in residential and industrial areas, but also generally in distribution and 
transmission networks. Software and hardware technologies pertinent to DGSs, 
excluding those applied to islanded microgrids, are mature and only incremental 
advancements are necessary. One of the biggest hurdles impeding further prolif-
eration and “crossing the chasm” of the DGSs is related to how the general public 
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perceives traditional grids and DGSs. The networks as they are operate reliably 
and efficiently and average resident and industrial entities are accustomed to how 
networks function. Moreover, DGSs are not technologies about which the average 
citizen is particularly knowledgeable. Hence, it may seem questionable why chang-
ing something that works well from the user standpoint. Especially since it should 
be replaced with a complex paradigm under which expensive renewable resources 
are used, energy storage systems are desirable, where third parties manage new 
assets so that they are (more) economically feasible and so that the system operates 
reliably.

The users must be provided with the best possible and palpable proof that the 
investment will be profitable and that the system will be reliable and safe. In order 
words, the investment in DGSs must be derisked.

For such tasks, the C-HIL platforms seem reasonable and promising. Using 
the C-HIL paradigm, comprehensive digital twins of the networks that should 
be upgraded with the DGSs can be made. Moreover, all control layers that will be 
deployed in a real network can be executed on a C-HIL setup. Consequently, using 
historical data (for solar irradiation, wind speed, load profiles, etc.) and other perti-
nent data within C-HIL digital twins, it becomes possible to quickly execute all kinds 
of technoeconomic studies. Such studies are the next best thing to data obtained from 
the real operating power system.

Still, the C-HIL setups are not as affordable so that they can be bought anytime 
certain party necessitates a power system case study. Moreover, they are intended to 
be operated by professionals.

Figure 8. 
Cosimulation platforms—Geo-CP-HILs.



Smart Grids Technology and Applications

16

Therefore, cloud emulation and cloud simulation platforms are being developed 
[22]. The primary objective is to “hide” the emulation and simulation tools behind 
the cloud services and enable electrical engineers, engineers from other engineering 
trades and non-engineering personnel to conduct tests. These platforms will provide 
automatic model generation (in accordance with data provided by users), compilation 
and execution of the models. Hence, the user will just have to provide the data defin-
ing the model, network topology, DGS installed power, historical data, etc., and will 
get the testing reports automatically. Consequently, cloud emulation and simulation 
platforms will act as black boxes for C-HIL or HILs setups from the user standpoint. 
It is important to note that third-party services, such as financial and energy-trading 
platforms, will be able to access the emulation and simulation tools.

There are two types of cloud services developed—cloud emulation and cloud 
simulation services.

Figure 9. 
Cloud emulation (a) and cloud simulation (b) platforms.
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  The cloud emulation platforms are based on RTSs, i.e., C-HIL or HILs setups,
and inherit their performance characteristics. The outline of this paradigm is
shown in  Figure  9a. Once again, an external controller can be used, as in C-HIL,
but certain RTSs have sufficiently large resources to run in real-time control code 
also and thus eliminate the need for dedicated controllers. In the domain of cloud 
services, it is irrelevant what will be the control code implementation platform.
This enables further improvement. Namely, since both power stage and control 
code are run (more precisely designed, compiled, and run) on the same platform,
there are no technical obstacles why both parts of the digital twin would not be run
even faster than real time. The state-of-the-art RTSs enable up to two times faster 
than real-time models execution for medium complexity models, such as a network
with 10 nodes and an equal number of DGSs. For more complex and larger models,
the acceleration is naturally smaller, and vice versa. It should be emphasized that 
the RTSs, and hence cloud emulation services, can be used to examine even tran-
sient phenomena (phenomena with time constants smaller than 1 ms).
  Alternatively, if transient phenomena are not of importance, but steady-state and 
averaged network behavior, the digital twin can be created using simplified network and 
DGSs elements. This is suitable for implementation using simulation tools on PC or server
devices. This organization is designated as cloud simulation platform. It is conceptually
depicted in  Figure  9b. Since the digital twin is simpler than the digital twin implemented 
on emulation platforms, the execution time is significantly shorter. Depending on the 
network size, the execution time can be more than a thousand times shorter than the real 
time. This enables simulation of one year of network’s operation within one day or less.
  Once completely functional, cloud emulation and simulation platforms will become
an irreplaceable tool for emerging power systems operation examination and derisking.

5. Conclusion

  The power electronics, distributed generation sources, and power systems
research and development processes are layered and complex, and there are a plethora
of different tools that can be used to help engineers and researchers carry out their 
activities. Consequently, even the terminology can be confusing at times, and it is
not always transparent which tools should be used during different development and 
validation phases for different applications.
  This chapter gives an overview of platforms and paradigms that can be employed 
to create and utilize digital twins pertaining to mentioned systems. How digital twin-
ning platforms are constituted and what are their main advantages and disadvantages 
is explicated. Also, details regarding the area of applicability are provided.
  The chapter addresses traditional digital twinning platforms (model in the loop,
software in the loop, etc.), real-time platforms (controller hardware in the loop and 
power hardware in the loop), and emerging platforms for simulation and emulation
of advanced power systems proliferated with distributed generation sources.
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Chapter 5

Energy Storage Systems and Their 
Role in Smart Grids
Désiré Rasolomampionona and Mariusz Kłos

Abstract

Energy storage systems play an essential role in today’s production, transmission, 
and distribution networks. In this chapter, the different types of storage, their advan-
tages and disadvantages will be presented. Then the main roles that energy storage 
systems will play in the context of smart grids will be described. Some information 
will be given on interactions between energy storage systems and renewables. The 
emphasis will be on the problems that these storage systems will have to deal with and 
the possible means that can be used for this purpose. Also the battery management 
system will be presented as a general concept. The different types of regulation that 
take place in smart electrical systems (also called smart grids) and the role of energy 
storage systems will also be discussed. In the end, we will also present one of the big-
gest weaknesses of storage systems, among others, the degradation of batteries with 
their use.

Keywords: electric vehicles (EV), energy storage systems (ESS),  
battery energy storage systems (BESS), wind farms (WF), vehicle-to-grid (V2G), 

photovoltaic (PV) 5

1. Introduction

Electrical energy in an alternating current (AC) system cannot be stored electrically.
However, there are several methods of its storage by converting AC energy into elec-
tromagnetic energy storage systems such as superconducting magnetic energy storage 
(SMES), electrochemical such as various types of batteries (accumulators), kinetically 
(flywheels), or even as potential energy (hydropower plants) or as compressed air 
[compressed air energy storage (CAES)]. The energy storage devices currently available 
on the market are: battery energy storage systems (BESS), energy capacitor systems 
(ECS), flywheel energy storage systems (FESS). ESSs in an alternating current (AC) 
grid cannot store electrical energy directly. Figure 1 depicts the most important storage 
technologies for the power grid. Among the devices listed above, the BESS is the most 
commonly used, but it has drawbacks, such as limited lifetime, current and voltage 
restrictions, and environmental hazards [1]. As a result of the intensive development 
of renewable energy sources (RES), the development of electromobility, the need to 
improve the functioning of the existing power grids, the importance of electricity 
storage has increased in recent years.
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The superconducting energy storage systems are in the process of moving from 
their prototype stages to practical applications, which recently also receive special 
attention for utility applications. The latest technological developments are at such an 
advanced stage that practically we are now just addressing the performance analyses 
and the aspect of construction and operating costs. Several articles, among others 
[3], focus on the performance benefits of adding energy storage to power electronic 
compensators for utility applications.

Energy storage technologies do not in themselves represent sources of energy. 
However, they offer significant additional benefits to improve stability, transmission 
enhancement, power oscillation damping, dynamic voltage stability, tie line control, 
short-term spinning reserve, load leveling, under-frequency load shedding reduction, 
circuit break reclosing, subsynchronous resonance damping, power quality improve-
ment, and reliability of supply.

Energy storage systems play a significant role in both distributed power systems 
and utility power systems. There are many benefits of energy storage systems, includ-
ing improving the cost-effectivity of the power system and voltage profile. These two 
features are the most important specifications for storage systems.

Because of the recent development of power electronics, superconductivity, 
and computer science, the SMES system has received a great attention in the power 
systems applications. The SMES is notably used in distributed energy storage, 
spinning reserve, load following, automatic generation control, power quality 
improvement, reactive power flow control voltage control, and transient stability 
enhancement [4].

Figure 1. 
Storage technologies for the power grid [2].
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Type Energy 
efficiency (%)

Energy density 
(Wh/kg)

Power density 
(W/kg)

Cycle life 
(cycles)

Self-discharge

Pb-acid 70–80 20–35 25 200–2000 Low

Ni-Cd 60–90 40–60 140–180 500–2000 Low

Ni-MH 50–80 60–80 220 <3000 High

Li-ion 70–85 100–200 360 500–2000 Med

Li-polymer 70 200 250–1000 >1200 Med

NaS 70 120 120 2000 —

VRB 80 25 80–150 >16,000 Negligible

EDLC 95 <50 4000 >50,000 Very high

Pumped hydro 65–80 0.3 — >20 years Negligible

CAES 40–50 10–30 — >20 years —

Flywheel (steel) 95 5–30 1000 >20,000 Very high

Flywheel 
(composite)

95 >50 5000 >20,000 Very high

Table 1. 
Characteristic parameters of different energy storage technologies.

  The BESSs have limited lifetime and voltage and current limitations. The FESSs 
involve other rotating machinery, which is not a preferable, and standby loss is high.
Also, the charging method of ECS and its control scheme is not easy.
  The fastest-growing power generation technology remains grid-connected solar 
photovoltaic (PV) power. There was a 70% increase in existing capacity to 13 GW in 
2008, while for wind farms, the growth in existing capacity was 29% in 2008 to reach
121 GW, more than double the 48 GW that existed in 2004 [5, 6]. However, like all 
other renewable energy sources, the main disadvantage of solar and wind energy is 
their instability. These energy sources depend on natural and meteorological condi-
tions [7]. Great technical challenges related to grid interconnection, power quality,
reliability, protection, generation dispatch, and control are to be overcome with 
higher penetration of intermittent renewable resources [8].
  In addition to pumped storage power plants used for years in power systems,
other technologies are currently being tested and introduced to enable the storage of 
electric energy in the form of various energy media.
  Electricity storage technologies can be broadly divided into two main categories 
under the angle of the energy storage form:

• direct—it is related to the process of energy storing itself, i.e., how much energy 
can be stored in a given device. This is a feature of the storage device itself.

• indirect—converting energy from electrical to another form (e.g., from electric-
ity to mechanical) determines this. It is also related to the rate at which energy 
can be transferred to or from the storage device. This conversion mainly depends 
on the peak power rating of the power conversion unit, but also the response 
speed of the storage device itself may affect the process.
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A detailed overview of various energy storage technologies is presented later in 
this chapter.

There are several parameters justifying the choice of ESS for an application. One 
can enumerate the rated power and energy of the application, its response time, its 
weight, its volume, and its operating temperature. The characteristic parameters of 
the various energy storage technologies are presented in Table 1. These values have 
been extracted from [9, 10].

2. Different types of energy storage

2.1 Batteries

2.1.1 Lead acid

Lead-acid batteries, commercialized in 1859, are the oldest technology among all 
batteries that enable the storage of electricity with the use of electrochemical phe-
nomena. Due to its simple structure, the ability to generate high currents, resistance 
to overcharging, and low price, this technology has become the most common option 
in DC systems in practically all sectors of the economy. Batteries are used, among 
others, in automotive starting, lighting and ignition (SLI) and uninterruptible power 
supplies (UPS), small electric vehicles (e.g., forklifts), or for storing electricity gener-
ated in small and medium-sized RES power plants, in the energy and telecommunica-
tions sectors.

Due to the maturity of this technology, many new solutions have been developed 
over the years to optimize the operation of lead-acid batteries, including mainte-
nance-free batteries with liquid electrolyte, with regulated valve (VRLA), with liquid 
electrolyte absorbed in a separator made of glass mat (AGM), or with gel electrolyte. 
Despite the design measures that streamline the operation and define new applica-
tion areas from the point of view of the basic technical parameters, this technology 
is a technology “leaving” the market. Recent research leads to the conclusion that it is 
possible to increase power and energy density by replacing lead with lighter materials 
such as carbon.

2.1.2 Li-ion

Lithium-ion batteries have been used commercially since 1991, primarily to power 
small electronic devices. In recent years, largely due to the intensive development 
of electromobility and photovoltaic power plants, the importance of energy storage 
based on Li-ion cells has increased. Currently, lithium-ion batteries are used both in 
domestic storage tanks with a capacity of several kilowatt hours and system storage 
tanks with a capacity of up to several dozen megawatt hours.

Lithium-ion energy storage is characterized by a high voltage of a single battery 
(usually 3.6 or 3.7 V) and a high energy density. The “power” and “capacity” scaling 
of the battery tank (as in the case of other battery technologies) consists in combin-
ing lithium-ion batteries into series-parallel systems, forming the so-called battery 
strings.

This type of battery has several advantages; we can list among others the high 
energy/weight ratios, the absence of memory effect, and the low self-discharge. These 
batteries find their uses primarily in portable equipment such as laptops, cameras, cell 
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phones, and portable tools. Thanks to its high energy density, Li-ion is also one of the 
most promising technologies to be used in the power supply of hybrid and recharge-
able electric vehicles. However, the start-up costs of the technology remain a fairly 
significant barrier to its large-scale use.

2.1.3 NiCd/NiMH

  The technology of energy storage in nickel-cadmium batteries is known from the 
beginning of the twentieth century and for many years was the only alternative to
lead-acid batteries. Nickel-cadmium batteries are characterized by a short charging 
time and resistance to ambient temperature fluctuations (from  −40°C to +60°C).
NiCd batteries were the chemistry of choice for a wide range of high-performance 
applications between 1970 and 1990. NiCd cells allowed for significant development 
of portable devices such as radios, camera flashlights, and power tools. The opera-
tion of nickel-cadmium batteries is similar to the previously described lithium-ion 
batteries. In 2006, the Parliament of the European Union approved directives that 
significantly limit the use of nickel-cadmium batteries. A significant disadvantage
of this technology is the occurrence of the so-called memory effect, which causes a 
decrease in the capacity of the cells during operation. NiCd batteries have also the 
following disadvantages compared with NiMH batteries: first of all, their life cycle is 
more expensive. Secondly, in the 1990s, along with the development of lithium-ion 
and nickel-metal hydride batteries, their role decreased significantly also due to the 
difficult process of disposal of used batteries, which requires a complex recycling pro-
cedure because the batteries contain toxic compounds. This toxicity of Cd, in addition
to the lower energy density, and finally the flat discharge curve and negative tempera-
ture coefficient could cause thermal runaway during voltage-controlled charging.
  For these reasons, nickel metal hydride batteries (NiMH) have gained prominence
over NiCd batteries in the recent past. Nickel oxyhydroxide is used by NiMH batteries
for the positive electrode and metallic cadmium for the negative electrode. Research 
on nickel-metal hydride cells began as early as 1967, but initial problems with metal 
hydride instability led to a greater focus on developing nickel-hydrogen (NiH)
technologies. New metal alloys developed in the 1980s allowed for the optimization of
NiMH cells and are now widely used as an alternative to disposable alkaline batteries 
and nickel-cadmium cells, which are characterized by a much lower energy density
(about 40% compared with NiMH cells). NiHM batteries have been the chemistry of 
choice for EV and hybrid EV (HEV) applications due to their relatively high power 
density, proven safety, good abuse tolerance, and very long life at a partial state of 
charge.
  In the 1990s and 2000s, NiMH was the most popular and mature chemical 
technology for battery production. Batteries for EVs and hybrid EVs (HEVs) were 
produced on the basis of NiMH in the 1990s and 2000s. NiMH batteries had relatively
high power density, proven safety, good tolerance to abuse, and a very long life at
a partial state of charge. The weak point of these batteries was the relatively high
self-discharge rate, up to 20% of energy is lost during the first 24 hours after charg-
ing, and then 10% during each subsequent month, although the introduction of novel
separators has mitigated this problem.
  NiMH batteries can also be used in uninterruptible power supply systems (UPS)
and in storage tanks cooperating with RES installations. An additional advantage is 
the possibility of effective recycling and the lack of highly toxic compounds inside the
cells, which makes the technology relatively environmentally friendly.
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When overcharged, NiMH batteries use excess energy to separate and recombine 
water. There is then no need to maintain them. However, they should not be charged 
at such a rate of charge, or cell rupture may occur due to the accumulation of hydro-
gen. On the other hand, if the battery is overdischarged, the cell may polarize in the 
opposite direction, which could affect its capacity.

2.1.4 NaS

In sodium-sulfur solid beta alumina, the cathode is made of molten sulfur, the 
anode is molten sodium, and the electrolyte is a nonporous, solid beta alumina 
ceramic material (Figure 2). As energy is drawn from the energy storage, sodium ions 
penetrate the solid electrolyte layer toward the cathode, causing the current to flow 
through the powered circuit. The process is reversed during charging. The battery 
cells are used to operate in high temperatures (from 300 to 350°C). In 2011–2015, at 
the University of Kyoto, work was carried out on solutions enabling the operation 
of sodium sulfur batteries at a much lower temperature of about 100°C, for use in 
electric vehicles and installations supplying residential buildings.

Due to the possibility of quick entry into operation, high energy density, high 
efficiency, and long service life, the main area of application of sulfur-sodium batter-
ies is energy storage with very high power and capacity used to optimize the operation 
of power grids and RES power plants.

2.1.5 FBs

Flow batteries (FBs) production technology is very promising. FBs are produced in 
such a way that the total energy stored is decoupled from the nominal power. The size 
of the reactor and the volume of the auxiliary tank are the main elements on which 
the nominal power and the stored capacity of the battery depend. Thanks to these 
characteristics, the FB is able to supply large amounts of power and energy required 
by electric utilities.

One of the most popular FB technologies is the iron-chromium flow batteries 
(ICBs). This technology was developed in the 1980s by NASA research teams and the 
Japanese company Mitsui. Thanks to high efficiency of energy exchange (over 80%), 
easy scaling, and high reliability, ICB cells are a suitable solution for multi-megawatt 
system energy storage and smaller uninterruptible power supply systems.

Figure 2. 
NaS battery cell and package [11].
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Figure 3. 
FB cell.

  ICBs achieve the highest efficiency at relatively high ambient temperatures (in the
range from 40°C to 60°C), thanks to which they can be successfully used in regions
of hot climatic zones (unlike most electrochemical tanks that require continuous 
cooling). An additional advantage is the use of common, inexpensive materials—
chromium and iron, which are low-toxic, hence safe and environmentally friendly 
technology.
  Energy storage based on ICB cells with a capacity of up to several megawatt hours 
can be used to secure electricity supplies (e.g., on continental islands or in military 
bases) and to optimize the operation of RES power plants.
  The main disadvantage of ICB cells is the relatively low voltage of a single cell
(1.18 V), which results in low energy density and large size of energy reservoirs
based on this technology. An additional challenge is posed by the parasitic chemical 
reactions of chromium with hydrogen, which shorten the life of the cells and cause 
instability of the liquid electrolyte. It is possible to reduce these phenomena at the 
expense of lowering the efficiency.
  The FB diagram is shown in  Figure 3. Flow reactants and membrane area define 
the nominal power, while the total stored energy depends on the capacity of the 
electrolyte reservoir. It must be remembered that in a conventional battery, the cell 
itself stores the electrolyte, so there is a strong connection between the power and
the nominal energy. A reversible electrochemical reaction takes place in the cell (flow
reactor) and produces (or consumes) direct electric current. FB technology is cur-
rently used in several large and small-scale demonstration and commercial products.

2.1.6 EDLCs

  Supercapacitors, also known as ultracapacitors or electrochemical double-layer 
capacitors (EDLCs), are characterized by high power density—which translates into 
short charge and discharge times, high efficiency, and durability. In the case of a 
supercapacitor, the possibility of quick charging and discharging with high efficiency
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results from the direct storage of electric energy, because the energy carrier in them 
is an electric field. Supercapacitors can be used in active filters, improving the quality 
of electricity, in distribution networks as a tool for energy balancing, and in electric 
vehicles and trains, popularized, e.g., through Formula 1 racing with KER (kinetic 
energy recovery systems) systems. There is no faradic process in EDLC, therefore no 
ionic or electronic transfer results in a chemical reaction. A simple charge separation 
causes energy to be stored in the electrochemical capacitor.

2.2 Fuel cells

Water and electricity can be produced using FC using electrochemical conversion 
taking place in special devices that use hydrogen and oxygen. Thanks to the use of 
FCs, a “hydrogen economy,” which is an increasingly popular concept according to 
which hydrogen is produced by a chemical process, can be ensured. For example, the 
electrolysis of water, having for objective, among others, the obtaining of hydrogen, 
which can be used as fuel [12]. Special devices can be used, which combine the 
function of the FC and the electrolyzer in a single device called regenerative FCs or 
unitized regenerative FCs. These devices operate as follows: Electricity is produced 
from hydrogen stored in the form of gaseous fuel, which will later be used for this 
purpose. FCs are generally optimized to perform only one function, while theoreti-
cally they can function as regenerative FCs. By combining the two functions, the size 
of the system can be reduced for applications requiring both energy storage (hydro-
gen production) and energy production (electricity production).

2.2.1 Alkaline fuel cells

Alkaline fuel cells (so-called Bacon cells, from the inventor’s name—F.T. Bacon) 
use a liquid alkaline electrolyte (most often potassium hydroxide KOH, which, 
depending on the type of construction, circulates inside the cell or is contained in an 
asbestos membrane between the electrodes). An additional advantage of alkaline fuel 
cells is their resistance to harsh conditions—ambient temperatures below 0°C, high 
humidity or salt content in the air. AFC cells are currently used primarily as energy 
sources in uninterruptible power supply systems (UPS), in the own needs of telecom-
munications and as batteries for electric busses. The disadvantage of AFCs is their low 
tolerance to carbon monoxide, which reacts undesirably with the electrolyte, making 
these cells impractical for years.

2.2.2 Phosphoric acid fuel cell

Phosphoric acid fuel cells (PAFCs), developed in the 1960s, were the first com-
mercially produced technology of this type. Since then, PAFC cells have been 
significantly improved in terms of operational stability, efficiency, and reduction of 
production costs. In PAFC cells, the electrolyte is gel orthophosphoric acid, placed in 
a porous layer made of Teflon silicon carbide. The electrodes, on the other hand, are 
made of porous graphite with an admixture of platinum.

Phosphoric acid fuel cells operate at relatively high temperatures (from 150 to 
200°C), which makes them highly resistant to carbon monoxide contamination. Hot 
water, which is a product of reactions taking place inside the cells, can be used in 
cogeneration systems for electricity and heat (achieving a high process efficiency of 
80%). An additional advantage is their lifetime reaching 40,000 h.
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  The disadvantage of the PAFC technology is the high corrosivity of the electrolyte,
which entails the need to use expensive acid-resistant materials and a relatively low 
efficiency (30–40%). PAFC cells are used primarily in RES power plants and uninter-
ruptible power systems (e.g., UPS) with installed powers from 50 to 400 kW.

2.2.3 Direct methanol fuel cell

  Fuel cells fed directly with methanol are a relatively new solution in the field of 
electricity storage. The technology was developed by NASA in the 1990s of the last 
century. DMFC cells use the advantages of methanol as a fuel: high energy density
(250–800 Wh/kg), relatively low production costs, and easy transport and storage.
This technology is relatively easy to use, because the methanol supplied to the cells
can be stored in appropriate tanks located near the bunkers or in replaceable car-
tridges attached to DMFC cells.
  The main area of application of fuel cells directly fed with methanol is loads with 
relatively low powers, e.g., portable electronic devices or power banks. In recent
years, there has been an intensive development of DMFC cells adapted to power small
crane vehicles used in large warehouses. Thanks to this, it is possible to shorten the 
charging time to a few minutes and avoid the costs associated with the installation of 
battery charging systems for used vehicles.
  There are a few other technologies of fuel cell, i.e., Molten Carbonate Fuel Cell,
Proton Exchange Membrane Fuel Cell, Solid Oxide Fuel Cell, but their detailed 
description will be omitted.

2.3 Solar energy and ESS

  The annual amount of solar energy received by the earth represents the equivalent 
of 120,000 TW. Less number of these available solar resources are in a condition to 
fully replace all nuclear energy and fossil fuels as an energy source [13, 14]. The main 
obstacles to the further development of solar generation are, among others: the high 
cost of manufacturing solar cells, dependence on weather conditions, and ultimately,
storage and grid connection problem.
  Utilities and system operators face some pretty serious challenges due to the 
integration of significant amounts of solar photovoltaic (PV) generation into the 
electrical grid. Grid-connected solar photovoltaic units generate and then deliver 
power to power grids at the distribution level. Installed systems are often designed for
one-way power flow from the substation to the customer. The main technical chal-
lenges are as follows: transient and steady-state issues due to the widespread adoption 
of solar generation by customers on the distribution system, voltage variations,
sudden weather-induced changes in output, and legacy protection devices designed 
with power flow in mind [15].
  In the case of solar-based electricity generation, weather events such as thunder-
storms can have a detrimental effect on solar production—it can range from maxi-
mum production to negligible levels in the shortest amount of time. These large-scale 
weather-related generation fluctuations can be highly correlated within a given 
geographic area, meaning that the array of solar PV panels on feeder lines down-
stream of the same substation has the potential to reduce its production considerably 
in the face of an average meteorological event taking place, for example, on the same 
day. These disturbances can cause power fluctuations, which can also negatively affect
the electrical network in the form of voltage sags if prompt action is not taken to
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counteract the change in generation. A frequency disturbance can also occur in small 
electrical systems, resulting from sudden changes in PV generation.

The use of battery energy storage systems (BESS) can provide power quickly in 
such scenarios to minimize customer interruptions [16] regardless of their location, 
whether in the center of the substation or distributed along a supply line. Grid-scale 
BESSs can mitigate the above challenges while improving system reliability and 
renewable resource economics. This can of course be achieved provided that adequate 
control schemes are installed.

Regarding the deployment of BESS technologies on the electrical power distribu-
tion system, there are two main schools of thought. Centralized storage at the MW 
level at the distribution station is recommended by a group of scientists. On the other 
hand, there is a group of people who argue that smaller energy storage systems should 
be distributed across distribution feeders, networked, and remotely controlled at the 
substation level.

Each approach has its advantages and disadvantages. Centralized storage has the 
following advantages in particular—easy access to electrical and Supervisory Control 
and Data Acquisition (SCADA) equipment of the substation, simplified control 
schemes, economies of scale on the one hand, and on the other hand because there is 
already utility-owned land available behind the substation fence. One of the solutions 
to the problems of deployment of BESS is appropriate sizing and location of the BESS. 
The ideal sizing and location will depend on the type of site. In the case of large pho-
tovoltaic solar installations, preferably a battery system of comparable size connected 
to the grid is installed in the same substation.

2.3.1 Ramp rate control

One of the main problems with renewable energies is the lack of inertia com-
ponents. In the case of photovoltaic solar production installations, the inertial 
components are completely absent. Additionally, the generated power can change 
very quickly when the sun is obscured by cloud cover. In the case of small electrical 
systems with high penetration of photovoltaic production, the consequences of this 
situation could be serious problems of energy supply, since traditional thermal units 
will have problems compensating for the lack of energy, and hence, maintaining the 
power balance in the face of rapid changes would be compromised.

As it has been written before, the BESS is used to compensate for the lack of 
energy in renewable energy installations. In this case where the BESS is coupled 
to solar power, the BESS must counteract rapid changes in output power to ensure 
that the installation provides ramp rates deemed acceptable by the system operator. 
Allowable ramp rates are among the common features of new solar and wind power 
purchase agreements between utilities and independent power producers. They are 
usually expressed by the utility in kilowatts per minute (kW/min).

The patent presented in [17] defines the Ramp Rate Control algorithm used 
in the Xtreme Power - Dynamic Power Resource (XP-DPR) system [18]. This 
algorithm continuously monitors the actual power output of the solar array and 
commands the unit to charge or discharge so that the total system power output 
is within limits set by utility requirements. The operation of an XP-DPR BESS 
smoothing the volatile power output of a 1 MW solar farm is depicted Figure 4 [18].

A BESS can be used to discharge when the energy from the solar installation 
begins to drop in the afternoon. This can be done by charging from the grid at night or 
from a certain percentage of solar generation during the day. Thanks to this operation, 
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the reduction of solar energy at a time when energy is expensive is compensated. This 
operation is illustrated in Figure 5 [18].

An excessive part of the electricity produced during the day can be stored in the 
ESS. On the other hand, during the night, it can be released to complete the energy 
consumption of a household. Using this method, the total amount of electricity 
drawn from the power grid can be reduced. Unfortunately, discharging and recharg-
ing batteries impact their operational life.

A controller is needed to regulate the charging and discharging process of a 
battery to protect against overcharging and overdischarging [17]. Despite the use of 
this controller, some of the energy generated by the PV could still be lost due to the 
limited energy storage capacity. Apart from this, an inverter must be used to trans-
form the direct current (DC) generated at the PV level into alternating current (AC) 
to be able to transmit it to the grid. Otherwise, the electrical energy obtained from PV 
could not be used by household appliances.

In the case of smart grids, it is possible to perform this combination as one of 
the tasks performed by the main fusion box. Customers choose and register their 
electricity tariffs in real time, where the price of electricity varies over time [19]. They 
can also recharge their battery, thereby storing energy in real time from the electric-
ity drawn from the electricity grid, with the aim of reusing it later. The customer 
can choose the tariff that suits him in order to optimize his bill—for example, by 

Figure 4. 
Ramp rate control to 50 kW/min for a 1 MW photovoltaic installation and a 1.5 MW/1 MWh BESS. (a) Full day. 
(b) Detail of largest event [18].

Figure 5. 
Full-day output of the solar time-shift application [18].



Smart Grids Technology and Applications

12

recharging the battery from the electricity grid when the electricity price is low while 
discharging it during the period of high electricity prices.

2.3.2 PV and DSM

The scientific literature relevant to energy management in PV-equipped homes 
mainly focuses on demand-side management (DSM), so how to react to shape the 
household electrical load during periods of high PV production and to minimize 
network energy consumption [20].

The local consumption is normally managed in such a way that the ESS battery 
charge is activated as soon as the PV output power is greater than the electrical load 
of the house, Figure 6. However, this strategy is not able to combat overvoltages 
that may occur during peak PV production hours (12:00 p.m. to 2:00 p.m.) as the 
ESS battery is fully charged during the morning hours of sunny days, well before the 
maximum PV generation period [20].

Figure 6 presents a choice of strategy to be able to move the battery charging 
period from the “conventional” range to the “proposed” range. This can be achieved 
by an optimization based on 1-day solar irradiance predictions, described, for 
example, in [22].

A host of electrical configuration hardware including smart meters, smart sockets, 
to realize load transfer of different appliances, and main controller to realize load 
management (i.e., load shift) [23, 24] is used for power management of energy stor-
age systems (ESS) in houses equipped with PV.

2.4 Hydrogen energy storage

The conversion of hydrogen to heat or electricity is fairly easy to accomplish using 
the popular equation “hydrogen plus air produces electricity and drinking water.” 
Other than that, hydrogen, as the most common chemical element on the planet, is 
considered an eternal source of energy [14].

In 2004, two institutions, the U.S. National Research Council [25] and the 
American Physical Society [26], published two comprehensive studies analyzing the 
technical options concerning the use of hydrogen, including the problem of the cost 

Figure 6. 
Conventional storage strategy and proposed strategy compared [21].
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Figure 7. 
Electrolyzer modeling block diagram [28].

of hydrogen obtained from various sources. The only thing missing from these studies
is the key question of the overall energy balance of a hydrogen economy.
  In fact, there is a whole plethora of processes to be set in motion to obtain hydro-
gen. We need energy to produce, compress, liquefy, transport, transfer, and store 
hydrogen. We also lose energy without hope of recovery for its reconversion into 
electricity with fuel cells [27]. The analysis on the actual energy content in accordance
with the law of conservation of energy was analyzed on the basis of the heat of forma-
tion or HHV (Higher Heating Value).

2.4.1 How is the hydrogen produced

2.4.1.1 Hydrogen from electrolysis

  One of the best-known methods for producing hydrogen is the transformation of 
water (or rather the dissociation of its molecules) by electrolysis. However, this pro-
cess is very energy intensive. We envision that in a sustainable energy future, priority 
will be given to the direct route, i.e., the transformation of renewable electricity into
a chemical energy vector. According to [12], the standard water formation potential
is 1.48 V, which would correspond to the heat of formation or higher calorific value 
HHV of hydrogen. The authors [12] also claim that for advanced solid or alkaline
polymer electrolyzers, about 0.1 V is lost through biasing, while 0.2  Ω  cm2  is typical
for area-specific resistance.

2.4.1.2 Hydrogen generation (PEM electrolyzer) system

  The production of hydrogen can be carried out in an efficient manner using the 
electrolysis of water using polymer electrolyte membrane (PEM) cells. This means of 
obtaining hydrogen is quite simple to implement. PEM electrolyzers are compact and 
the current capacity is higher.
  The following four auxiliaries are used in the dynamic model of a PEM electrolyzer
[28]: the anode, the cathode, the membrane, and the voltage auxiliary (Figure 7).
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The flow rates of oxygen and water and their partial pressures are calculated at the 
auxiliary anode calculated. The calculation of the partial pressures of hydrogen and 
water as well as their flow rates is carried out by the cathodic system. Water content, 
electro-osmotic drag, water diffusion, and membrane conductivity are calculated by 
the membrane auxiliary. The voltage auxiliary calculates the voltage of the electrolyzer 
by incorporating the Nernst equation, the ohmic bias, and the activation bias.

2.4.1.3 Hydrogen consumption (fuel cell) system

The PEM fuel cell is the inverse equivalent of a PEM electrolyzer. It is modeled 
similarly to the PEM electrolyzer described in the previous section. A chemical reac-
tion with oxygen is carried out in order to obtain the chemical energy of the hydrogen 
fuel, which will then be converted into electricity.

Water and heat are the by-products of this reaction. The authors [29] developed 
the dynamic fuel cell model shown here. This model is made up of four main auxilia-
ries: the anode, the cathode, the membrane, and the voltage (Figure 8).

2.4.1.4 Hydrogen from biomass

It is also possible to produce hydrogen from biomass. However, it seems that this 
option does not really have a future because, first of all, the process is quite complex: 
Biomass must be converted into biomethane by aerobic fermentation or gasification 
before it can produce hydrogen. And secondly, we know, however, that natural-gas-
grade biomethane (more than 96% CH4) is already a perfect fuel for transport and 
stationary applications. Why turn it into hydrogen? There is already a biomethane 
supply system from waste water digesters in many European countries, the finished 

Figure 8. 
Full cell modeling block diagram [29].
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product of which is already being sold at petrol (fueling) stations to an increasing 
number of satisfied drivers.
  The high energy losses may be tolerated for some niche markets, but it is unlikely 
that hydrogen will ever become an important energy carrier in a sustainable energy 
economy built on renewable sources and efficiency.
  Moreover, the delivered hydrogen must be converted to a motion for all transport 
applications. IC engines convert hydrogen within 45% efficiency directly into mechani-
cal motion, while equally efficient fuel cells systems produce DC electricity for traction 
motors. Further losses may occur in transmissions, etc. All in all, hardly 50% of the 
hydrogen energy contained in a vehicle tank is converted to motion of a car. The overall 
efficiency between electricity from renewable sources and wheel motion is only 20–25%.

2.4.2 Hydrogen transformation: fuel-cell-powered vehicles

  The most efficient way to use a fuel, in particular hydrogen, in a vehicle is to con-
vert the fuel’s energy directly into electricity in a fuel cell. The hybrid design consists 
of realizing a corresponding illustrated drive train in which the charge of the fuel cell 
can be leveled using a small battery or an ultracapacitor, much like in a hybrid vehicle
with a maintenance electric motor dump. The energy in the battery in question is 
much smaller than the energy stored in hydrogen. For example, if we store 3 kg of 
hydrogen, it would be equivalent to three gallons of gasoline or about 100 kWh. This 
would correspond to more energy than that in the battery of a passenger car.

2.4.2.1 Hydrogen production in micro fuel cell applications

  The successful commercialization of miniature fuel cells presents a huge con-
straint as an alternative to conventional rechargeable batteries for supplying electric-
ity to portable electronic devices such as laptops and mobile phones.
  Unfortunately, serious difficulties and significant risks are linked to the storage 
and handling of hydrogen, whether in the form of compressed gas or liquid, which
is used as fuel [30]. Furthermore, compared with storage in the form of liquid 
hydrocarbons such as methanol, the stored density of hydrogen in compressed or 
liquid form is significantly lower. This hydrogen can later be reformed to generate the
gas when needed. Other methods of hydrogen storage such as in the form of metal 
hydrides [31, 32] have been discussed extensively in the literature.
  There are, however, a number of disadvantages of using hydrides to store hydro-
gen. These include loss of hydrogen storage capacity after repeated use (limited 
service life of the alloy), higher weight per unit amount of hydrogen stored (hydrides 
have the weight of the added metal to the total weight of the storage tank), and the 
difficulty in extracting all the stored hydrogen due to hysteresis.

2.4.3 Microgrid and hydrogen-based ESS

  Most of the projects launched related to wind/solar hydrogen power plant systems
[34, 35] and whose results are presented in various scientific articles show the need
to introduce greater optimization of the operation of the electrical energy produc-
tion facility. Although autonomous operation is achieved, several articles report 
technical problems during operation and serious shortcomings such as electrolyzer 
breakdowns, high inefficiency in the hydrogen loop, loss of fuel cell performance,
breakdowns of pump, etc. It was therefore concluded that the technical problems
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related to the design and operation of power plants are not yet fully resolved and that 
an in-depth study is recommended to achieve more reliable operation.

It is also necessary to take into account the fairly complex management of energy 
production in microgrids (MGs). Energy management in MG is a big challenge to face 
due to the need to integrate generation, storage systems, and different types of loads, 
while controlling while the demand is satisfied [36].

In general, two timescales are taken into consideration for MG energy manage-
ment, as shown in [37]:

•	MS energy is analyzed in the long term: this analysis includes generation and 
load forecasts, maintenance intervals, disconnection of controllable loads and 
provision of reserve power capacity.

•	The authors conducted a short-term energy management of the MG: this analysis 
takes into account the distribution of energy in real time between the sources 
and the internal loads.

The process of management of energy production in microgrids is shown in 
Figure 9. The ON-OFF switching thresholds for the electrolyzer and the fuel cell are 
indicated there. In addition, a protection system against overcharging (high state of 
charge (SOC)) or undercharging (low SOC) is incorporated into the battery bank.

2.4.4 �Control of a grid-connected hybrid system integrating RE, hydrogen, and batteries

There are two uncontrollable but equally essential parameters for the production 
of RES. These are solar irradiance and wind speed. Therefore, a supporting power 
source is needed to increase the degree of controllability and operability of the HRES. 
In almost all solutions for the production and control of renewable energy sources, 
DC/DC power converters are used to connect them to a central DC bus. In order to 
coordinate energy use in microgrids, different optimization methods can be used. The 
use of the supervisory control system based on ANFIS is presented and demonstrated 
in [38] in order to manage the power of the microgrid.

An example of a grid-connected hybrid system is shown in Figure 10. The system 
is composed of WT and PV panels (renewable and primary energy sources) and a 
hydrogen subsystem and a battery (SSE).

A three-phase inverter is used to connect the whole system to the grid. Primary 
renewable sources are generated whenever there is wind or solar radiation. As far as 

Figure 9. 
Scheme of energy management control strategy [33].
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possible, renewable energy is stored in the battery and/or in the form of hydrogen 
using the electrolyzer. This stored energy will be retrieved at the appropriate time to 
support renewable generation when needed.

The supervisory control system shown in Figure 11 is used to determine the power 
generated by/stored in the hydrogen and the battery. The energy management is car-
ried out taking into account the power requested by the grid, the available power, the 
level of the hydrogen tank, and the SOC of the battery.

2.5 CAES

In a compressed air energy storage facility (CAES), the surplus energy is used 
to compress the air for later use. The compressed air is then stored in a cavern as 

Figure 10. 
Grid-connected hybrid system under study [38].

Figure 11. 
Scheme of the supervisory control system based on states [38].
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potential energy. During the energy demand period, it is expanded back in the 
turbine. As the energy demand increases, the compressed air is heated and expanded 
by a gas turbine generator to generate electricity.

CAES replaces the compression ratio of air in the turbine, eliminating the use of 
fuel gas to compress air. Compression and expansion of air are respectively exother-
mic and endothermic processes, which in fact makes the design of the system quite 
complicated. With this in mind, three types of systems are considered to manage heat 
exchange:

1.	Isothermal storage—the air is compressed slowly, allowing the temperature to 
equalize with the environment [39]. In systems where power density is not criti-
cal, such a system is more than enough.

2.	Adiabatic systems—in such systems, the heat released is stored during compres-
sion and then fed back into the system when air is released. The design of the 
system is complicated because it requires a heat storage device.

3.	Diabatic storage systems—external power sources are used to heat or cool air 
to maintain a constant system temperature. Most commercially implemented 
systems are of this type due to the high power density and great flexibility of the 
system, but at the expense of cost and efficiency.

Many applications are planned for CAES. Among other things, we can cite the use 
of CAES as a support for the electrical network for load leveling applications [40–42]. 
In this type of application, energy is stored during periods of low demand and then 
converted back into electricity when the demand for electricity is high. Natural 
caverns are used as air reservoirs in commercial systems.

2.6 Flywheel

Flywheel ESS (FESS) is a system for storing energy in a rotating mass, [43].
Flywheel systems are capable of delivering very high peak power. In fact, given 

recent advances in power electronics and engineering materials, only the power con-
verter is able to limit the input/output peak power. The number of charge-discharge 
cycles of the FESS is practically infinite. Their power and energy density are very 
high. Thanks to these characteristics, FESSs are generally used in transmission and 
power quality applications that require a large number of charge-discharge cycles  
[44, 45]. This solution is used in particular in synchronous generators to stabilize the 
output voltage. Lately this technology has become increasingly attractive for a num-
ber of other applications such as transmission and improving power quality. FESSs 
also allow for relatively simple state monitoring, as “state of charge” is a function of 
easily measurable parameters such as flywheel inertia and speed [46].

The flywheel’s maximum rotational speed is the key factor that determines the 
technology used to build each component. The FESS is classified as low- or high-
throughput FESS depending on this speed. The boundary between the two systems 
is around 10,000 rpm. Not only the material, geometry, and length of the flywheel, 
but also the type of electric machine and the type of bearing are determined by the 
rotational speed of the flywheel [40, 47]. High-speed systems are more complex due 
to technological requirements. However, since the total energy stored in the flywheel 
depends on the square of the rotational speed, high-speed flywheels provide a higher 
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energy density. Other design considerations such as system performance, security,
and reliability are also taken into account [41, 42, 48].

3. Battery management systems

  Energy storage systems should intervene in situations where the variation in 
demand must be taken into consideration. Applications that could benefit from 
energy storage within the power grid have a wide range of requirements.
  There are isolated regions where seasonal energy storage is needed. Megawatt-
hours of capacity is stored for months at a time [49]. On the other hand, the stabiliza-
tion of transport and distribution networks requires that energy can only be stored
for a few minutes before being returned to the network or locally. At these precise 
moments, we are obliged to have energy capacities on the watt-hour scale [50]. Many 
different forms of energy storage have been developed to operate on all of these time 
and energy scales. It is also necessary to have an effective management system to 
maintain safe operation and optimal performance due to the high demands placed on 
these energy storage systems.
  In order to overcome all the different requirements, not only regarding the reac-
tion time of the BESS, a battery management system (BMS) is used to monitor and 
maintain safe and optimal operation of each battery pack. Additionally, a Supervisory
Control System (SSC) must be installed to monitor the entire system.
  During their normal operating period, the batteries are permanently in a charge/
discharge cycle, therefore in a permanent state of nonequilibrium. Moreover, the situa-
tion worsens for the case of storage systems based on intercalation (e.g., Li chemistry),
making it difficult to properly monitor battery status and maintain safe operation.
  Batteries in a BESS will degrade during cycling, even during normal operation.
In extreme load periods, this degradation can even accelerate, especially with the 
increase in temperature (both ambient and operating). The main role of the basic
BMS is to control the batteries only to meet the power demand.
  It is possible to reduce the causes of battery degradation and improve system per-
formance by using BMS based on smarter models. There are predictive and adaptive 
models of BMS, which are particularly useful for large battery packs used in applica-
tions such as electric vehicles and grid integration [51–53].
  Figure 12  depicts a general BESS-BMS structure for implementing a particular 
solution used to solve the complex problem of BESS control [54]. The BMS can accu-
rately estimate many internal variables that allow it to gain an in-depth understanding
of the battery’s state of charge (SOC) and state of health (SOH). This task is carried 
out using physics-based models.
  The tasks for which the BMS is responsible are: operational safety (thermal 
management, operation between safety current and voltage limits, shutdown on fault 
detection, etc.), state estimation (determination of the SOC), the estimation of the 
parameters (determination of the SOH), the remaining time (tr) (according to the 
load profile applied), and other miscellaneous functions.
  For BESSs with Li-ion batteries and other closed-cell systems, the BMS must also 
perform inter-cell load balancing. For RFBs (redox flow batteries), the BMS must 
control electrolyte flow based on power demand. Many battery packs with individual 
BMS will be combined to create a large capacity BESS in large systems. Battery 
information is transmitted from the BMS to the SSC, which is the interface between 
the network and the BMS.
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The intervention of the BSSs proceeds in the following way—when the grid needs 
energy from the batteries to supply the load, the SSC chooses the optimal protocol to 
release the load from a pack (or battery packs) by taking into account both the current 
state of the batteries and the demand of the network. In order to meet the final power 
demand, this SSC protocol will call for power to individual packs.

There are times when the required battery power profiles will be more flexible 
and the BESS may have more control over the charging pattern. For example, the 
discharge power is severely limited in a peak-shaving application, while the charge 
power can be chosen according to the needs of the BESS. Here, the best load profiles 
can be determined by running routines on individual BMSs. The determined load 
profiles are then transmitted to the SSCs, which then take over the control of the 
input power of the network.

3.1 BMS architecture

To implement advanced BMS in a grid-scale application requires advanced archi-
tecture and a mix of power electronics to connect the battery and BMS within the 
larger grid. In addition, detailed modeling is extremely useful to predict SOC and 
SOH as accurately as possible. To manage in real time the nonlinearity, the constraints 
and the objectives of the model have to be considered. The BMS must be very efficient 
thanks to the implementation of appropriate algorithms. The implementation of BMS 
must be done in such a way that an architecture including monitoring and control is 
realized at several levels [55].

A typical grid storage (GSS) solution consists of a direct current (DC) system, 
a power conversion system (PCS), a BMS, an SSC, and a grid connection. The DC 
system is composed of individual cells, which are first assembled into modules, then 

Figure 12. 
Schematic for the implementation of a battery pack and BMS into a BESS [54].
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assembled into systems of sufficient capacity to support GSS application require-
ments. The cells are connected in different electrical configurations in series and in 
parallel to power a high-voltage bus, which interfaces with the PCS. The PCS is a four-
quadrant DC/AC converter connecting the DC system to the grid via a transformer. 
An illustration of this architecture is shown in Figure 13.

Several independent GSSs composed of DC subsystems, PCS, and transformer 
combinations, called power blocks, can be used in the composition of the system 
(Figure 14). The power supplies can be composed of effectively identical elements, 
they can also comprise hybrid battery units of different sizes or types. A dedicated 
BMS manages and controls the operation of the individual power blocks. The SSC 
on the other hand manages and coordinates the operation of all the power blocks, it 
also manages the total power of the system and the allocation of this power between 
the power blocks.

4. Energy storage systems and power grid regulation

As indicated before, high penetration of intermittent renewable resources can 
introduce technical challenges including grid interconnection, power quality, reliabil-
ity, protection, generation dispatch, and control. Therefore, the industry will need to 
confront the challenges associated with higher levels of penetration.

Several articles include a simple diagram for charging and discharging the Battery 
Energy Storage System (BESS) in order to upgrade the intermittency of renewable 
energy production. To some extent, this involves storing excess energy when solar/
wind power generation exceeds a threshold and offloading it to the grid when load 
demand is high [56, 57].

Figure 13. 
Simplified illustration of GSS architecture, with a battery-based DC system, a power conversion system (PCS), 
and a grid connection [54].

Figure 14. 
Conceptual illustration of BMS control cycle [54].
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4.1 Using ESS for dispatching wind generation

In general, wind energy is considered difficult to control and therefore until now 
considered non-dispatchable. In conventional grid capacity calculation processes, 
wind energy is in most cases excluded. One of the suggested ways to overcome this 
drawback is the use of energy storage systems (see, e.g., [58]). An energy storage 
system (ESS) can play different roles in the power system—either it can be used to 
manage energy itself, or it can also be used for energy quality improvement [59].

The combination of energy storage and wind generation improves the availability 
of wind energy, which can be installed in the grid without worrying about the voltage 
stability of the system. This allows also to increase the capacity of the existing net-
work infrastructure. Other additional benefits are lower system losses and improved 
power factor.

For example, the output power of a wind farm can generally be “smoothed” using 
the ESS, in order to improve the quality of the energy obtained, on the other hand 
insists on the energy management aspect, which for them is the main objective. In 
[60], the authors first presented an “optimization design to determine the most appro-
priate capacity of the BESS, based on long-term wind speed statistics and maximizing 
service lifetime/ BESS unit cost.” This is on contrast with what is proposed in [61] where 
a method for determining the power output schedule of the wind farm, using short-
term wind power forecasts, was developed.

Researchers have been taking advantage of the flexible charging/discharging abil-
ity of battery energy storage system (BESS) in the design of scheduling schemes for 
wind farms. In [61], a control strategy for optimal use of the BESS for smoothing out 
the intermittent power from the wind farm is developed. The simulations the authors 
have carried out showed that using an actual wind farm data and a realistic BESS 
model, the desired dispatch set points reasonably close while keeping SOC of BESS 
within desired limits. The main disadvantage of this method is that it does not allow 
longer-term power dispatch commitment usually required from generators.

The role assumed by the ESS in wind power trading is another active topic of 
research (see, e.g., [62]). In some countries, renewable energy plant owners benefit 
from priority grid supply, where the grid operator has to take control of the energy and 
pay a fixed return for the energy produced. The article [62] shows how a well-designed 
ESS can bring additional economic benefits in a project related to energy produc-
tion. Indeed, if the production of wind energy can be planned in a similar way to the 
management of energy production from a conventional power plant, the place of wind 
energy in the power industry will definitely improve significantly, because then one 
can think about the possibility of dispatching this energy in the power system.

The controllability of power from a wind power generating station by means 
of BESS is proposed in [63]. This is achieved thanks to two BESSs, one of which is 
charged using wind power, while the other sends its power into the network. Using 
statistical wind speed data, the charging characteristics of the BESS are studied and a 
method to determine the expected charging time of the BESS to reach the stipulated 
battery state of charge is developed.

A review of design and control of PV and/or wind and/or diesel hybrid systems 
with energy storage in batteries is presented in [64]. One of the storage technolo-
gies to be considered in the future is hybrid hydrogen systems. A particular problem 
for the installation of this kind of system is the cost of the technologies. Assuming 
that these costs will decrease over time and investments, the model developed was 
simulated with prospective costs for the year 2010. The authors of [65] came to the 
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conclusion that the storage system will emerge as the optimal solution, and therefore 
it is possible to work on a sample of exploitation schemes of a network dominated by 
renewable energies.

4.2 Use of optimization in designing ESS

As it was written before, one of the main challenges of power generation from 
wind turbines is the high variability of the wind, which causes the power generation 
to be intermittent. It is therefore urgent to work on a control system to load/unload 
the BESS via a converter so that the production of the wind farm can be stabilized and 
therefore distributed on an hourly basis while taking into account, among others, the 
SOC and deep discharge limits of the BESS.

This type of problem, whose constraints are more or less difficult to fulfill, can be 
formulated as an optimal control problem. It is necessary to construct an objective 
function whose goal is to minimize the deviations between the wind power and the 
time distribution set points using the BESS. The constraints in question are mainly the 
constraints on the SOC and the discharge current of the battery, the value margins of 
which must be fulfilled at all times.

Optimal control, as its name suggests, considers the problem to be solved in such a 
way as to find a control law for a given system such that a certain criterion of optimal-
ity is reached. A control problem includes a cost functional, which is a function of 
the state and control variables. An optimal control is a set of differential equations 
describing the trajectories that control variables must follow in order to minimize the 
cost functional.

Optimal control problems are of different types that can be classified according to 
(i) the performance index (PI), (ii) the type of time domain (continuous and discrete), 
(iii) the presence of different types of constraints, and (iv) variables free to be chosen. 
The optimal control problem can be formulated by considering the following [66]:

1.	a mathematical model of the system to be controlled;

2.	a specification of the PI;

3.	a specification of all boundary conditions on states, and constraints to be satisfied 
by states and controls.

In [67], an adaptive artificial neural network (ANN)-controlled SMES is presented 
for enhancing the transient stability of fixed-speed wind farms connected to a multi-
machine power system. The control scheme of SMES depends on a sinusoidal pulse 
width modulation (PWM), voltage source converter (VSC), and DC-DC converter 
using insulated gate bipolar transistors (IGBTs). An adaptive ANN controller is 
introduced as the control methodology of DC-DC converter. The effectiveness of the 
proposed adaptive ANN-controlled SMES is then compared with that of an optimally 
tuned proportional-integral (PI)-controlled SMES by the response surface methodol-
ogy and genetic algorithm (RSM-GA) considering both of symmetrical and unsym-
metrical faults.

The authors [68] presented a new convex optimization and control method to 
enhance the value of the lithium-ion-based energy storage system. A novel quadratic 
objective convex optimization problem, aimed at obtaining an optimal schedule for 
the BESS, has been elaborated on the basis of technical and economic variables. The 
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objectives of the optimization process, according to authors [68] are: (i) obtaining signif-
icantly reduced substation transformer losses, (ii) savings on the cost of energy delivered 
from the grid, (iii) reducing the life cycle cost of the battery storage system, and finally, 
(iv) taking into account the variability of the distributed generation resources.

A new method for assessing the role of both WF and ESS is shown in [69]. The 
main contributions of [69] consist of proposing integrated day-ahead bidding and 
real-time operation strategies for wind-storage systems (abbreviated WF-ESS) as a 
price taker. Both the WF and ESS are considered as active actors in the energy market, 
and their failure to comply with the terms of the contract may result in appropriate 
penalties. The cooperative strategy is that ESS sets charging or discharging reserve 
capacities at each time interval up to which the ESS can compensate for potential 
imbalances from the WF. Coordinating the roles of ESS and WF is to fix the charge or 
discharge reserve capacity at each time interval to compensate for potential imbal-
ances in WF power production.

4.3 Simulations in wind-storage system studies

Wind systems must be analyzed in a complex way to properly model the phenom-
ena that take place there. Offline electromagnetic transient programs are used, among 
other things. As a general rule, detailed models take too long when studying slow 
phenomena, such as the impacts of wind fluctuations on the voltage and frequency 
of the system, so we tend to build more simplified models, which do not have much 
impact on the veracity of the results obtained, but on the other hand allow rapid 
simulations of slow phenomena. However, there may be situations where the loss of 
detail of specific components in a model can lead to inaccuracy in the simulation, 
which in turn has significant effects on system design and control testing.

The best way to carry out studies of the ESS system integrated into the wind farm 
is to do real-time simulations for the following reasons [70]:

1.	The wind direction is stochastic. Repetitive simulations of a large number of 
wind profiles using a large database are sometimes necessary.

2.	The nonlinearity present in the characteristics of the equipment as well as the 
performances of storage of the battery very dependent on the preceding operat-
ing conditions makes that the created models are very complex.

3.	The WTG and ESS interfaces are modeled considering the detailed Insulated 
Gate Bipolar Transistor (IGBT) switching bridges. It is also necessary to repro-
duce as accurately as possible the currents to determine the nominal power and 
the losses of the SSE when studying the sizing compromises of the total and in-
dividual storage elements (the supercapacitor and the battery) under economic, 
loss and efficiency, and operational constraints.

4.	Hardware-in-the-Loop (HIL) tests shall be conducted to verify the prototype 
ESS controller under various normal and fault conditions.

4.4 ESS and V2G

According to the latest trend resulting from advances in analyzing the impact of 
human behavior from the perspective of environmental friendliness, electric vehicles 
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can to a certain extent be considered environmentally friendly and can significantly 
reduce fuel consumption of gasoline. It is predicted that they will dominate the future 
of the automotive industry.

One of the hottest technologies right now is vehicle-to-grid (V2G) technology 
that allows electric vehicles to act as distributed energy storages that transfer energy 
back to the main grid when needed. V2G power flow is achieved by local aggregator 
through communication between grid and consumers/prosumers. Complete informa-
tion on power exchange is sent directly from the smart meter to the data centers. The 
main advantages of V2G include: (a) active support of the network, (b) support of 
reactive power, (c) control power factor, and (d) support for the integration of RES 
[71–73]. This effectively achieves load flattening, peak shaving, and frequency regula-
tion throughout a day [74]. Moreover, EVs can even be used to transport energy from 
remote renewable sources to loads in urgent need of power supply [75]. These services 
can be obtained by charging the EV during periods of inactivity and add extra EV 
energy in the electricity grid in peak hours. Apart from supporting the provision 
of effective power, bidirectional V2G has capability of providing reactive power to 
ensure the voltage regulation.

On the other hand, there is in inverse operation called G2V, during which the 
power flows from the generator to the vehicle (G2V) to charge the battery and power 
flow in opposite to provide peak shaving or concept of “spinning reserve.” The power 
flow can be in any of two modes of operation, namely: (a) unidirectional and (b) 
bidirectional.

4.5 ESS and ancillary services

V2G electric power capacity can be substantial with attractive ancillary services 
revenue opportunities. The batteries can act as a source of stored energy to provide 
a number of grid services. The most promising market for these vehicles is probably 
that of the ancillary services [76]. Possible services for V2G are: supply of peak power, 
supply of primary, secondary and tertiary control (for frequency regulation and 
balancing), load leveling, and voltage regulation. It is unlikely that each vehicle will 
be contracted separately because the maximum power output of each vehicle is too 
low. But a fleet manager or aggregator could conclude a contract for a fleet of PHEVs. 
The advantage of dealing with an aggregator or fleet manager is that a single party 
represents a more significant amount of power, that is, the accumulated power of the 
vehicles in the fleet. Moreover, the availability profile of a larger group of vehicles is 
much smoother. A single vehicle owner could conclude a contract with the aggregator 
without being concerned about the interface with the electricity markets.

4.5.1 Frequency regulation

The network frequency is one of the most important parameters for evaluating the 
quality of energy. Frequency regulation is the measure of adjusting the frequency of 
the system to the nominal value by providing small injections of power (positive or 
negative) into the network. Many organisms, also called transmission network actors, 
are responsible for frequency regulation. Examples include Regional Transmission 
Operators (RTOs) as well as Independent System Operators (ISOs) who simply refer 
to this service as “regulation.”

The theory of frequency control is presented in detail in many books and papers 
[77–81]. The balance between production and demand between control areas is 
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measured in terms of area control error (ACE). Each control zone generates auto-
matic generation control (AGC) signals based on its ACE values, and the regulation 
resources respond to the AGC signals to perform the regulation. A complex telemetry 
system performs this operation in real time and is controlled by the grid operator.

As it was indicated previously, the frequency of the network one of the param-
eters makes it possible to evaluate the quality of energy. So it is essential to keep the 
frequency at appropriate levels, i.e., between 49.99 and 50.01 Hz according to the 
ENTSO-E, the former UCTE [82]. The second equally important parameter is  
the voltage. Network management consists, among other things, of providing power 
reserves to maintain frequency and voltage, thus facilitating effective management of 
imbalances or congestion.

The frequency regulation is carried out at several levels of control: primary, 
secondary, and tertiary control. Primary Frequency Control (PFC) kicks in during 
the first few seconds when the system frequency exceeds (or drops under) a pre-
established dead band and quickly rebalances the generated and consumed power. In 
the case of the European power system, the primary reserves regulate the frequency 
and stabilize the European network to avoid breakdowns. Frequency control is 
automatically and continuously activated. Primary control can only be activated if 
primary reserves are available.

Primary regulation is the most demanding in terms of response time and therefore 
is also the most expensive. This is because PFC has traditionally been provided by 
thermal generators, which are designed to deliver bulk energy, but not to provide 
fast-acting reserves. One of the alternative or complementary solutions to the partici-
pation of thermal generators in the PFC is the active participation of the loads, which 
is also considered as a fast and profitable alternative. Nevertheless, a reduction in the 
load can limit the supply of PFC on the load side because in this case it would prove 
that the intervention of the load would no longer be very useful.

To complement the generation-side PFC, load-side PFC has been considered as a 
fast-responding and cost-effective alternative [83–89]. Nonetheless, the provision of 
load-side PFC is constrained by end-use disutility caused by load curtailment.

In order to balance the network, the secondary reserves are allocated the day 
before and are adjusted automatically and continuously. The set point is calculated 
upward and downward on a defined time base (i.e.,15 min) [85]. Most of the research 
on secondary control of frequency is focused on microgrid stand-alone operation [36, 
87]. In this case, we can imagine the intervention of the ESS in the following way: if 
the frequency is lower than 50 Hz, the batteries could discharge (regulation up), and 
if the frequency is higher than 50 Hz, the batteries could charge (regulation down). 
These operations are described in detail in the articles [90, 91]. The frequency can be 
restored through the use of reserves by leveling out the imbalances between the rated 
and measured power injections and to restore the frequency.

With regard to tertiary reserves, there are two types: tertiary production reserves 
and tertiary withdrawal reserves. In both cases, the reserves are used only when major 
imbalances or major congestions appear. Tertiary reserves are not activated automati-
cally as in the case of primary and secondary reserves, but manually. In practice, the 
tertiary reserves only intervene very rarely, about a few times a year. Their interven-
tion time is estimated at about 15 min.

So far there is no clear position as to what type or types of ancillary services would 
be economically profitable for EVs. Scientific opinions differ on the subject. One can 
quote, for example, the position of the authors [71] who affirm that the secondary and 
tertiary controls are supposed to be competitive, and the primary control is supposed 
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to be highly competitive. Other authors [92], however, state that the primary control 
should have the highest value for V2G. Still others say [73] peak power control might 
be the most economical solution, giving as an example the control system used in 
Japan. According to an analysis presented in [93], it would seem that the power to be 
delivered by the tertiary reserves would be too high and the duration too long for the 
vehicles. So in short, as a compromise, we could say that the possibility of using the 
primary and secondary controls from the point of view of interaction with the ESS is 
the most probable.

4.5.2 Voltage regulation

The appearance of an imbalance in the production of electricity can also endanger 
the voltage, as well as the frequency. In particular, when distributed power generators, 
such as photovoltaics (PV), increase significantly, a significant increase in voltage 
may occur due to the reversal of current to the distribution system. In this case, we 
can highlight the intervention of electric vehicles in the same distribution system in 
order to absorb the excess electricity, thus minimizing the reverse flow, which will 
contribute to a balanced electrical condition and a steady voltage.

In a low-voltage grid, the cables are common and contrary to the situation in the 
transmission networks or the medium-voltage networks, the resistance R is large 
compared with the reactance X. The adjustment of the active power flow in the grid 
will influence the magnitude of the voltage. Voltage regulation maintains the voltage 
within the limits defined by the mandatory standard EN50160 [94]. This voltage con-
trol can be integrated into the electric vehicle charger. With regard to the participation 
of electric vehicles in the regulation of the voltage, it can be carried out in the follow-
ing way: the load of the vehicles stops when the voltage on the level of the connection 
to the network becomes too weak. In a later step, the discharge of an active power unit 
can also be taken into account to increase the grid voltage.

4.5.3 Load leveling and peak power

The electricity load profile generally consists of peak and off-peak loads. Usually 
electricity suppliers offer different types of tariffs in order to encourage consumers to 
use the most favorable price ranges during off-peak hours. For load leveling, demand 
is shifted from peak hours to off-peak hours. Therefore, dispatching is necessary. As 
in the case of other loads, controllable and aggregate electric vehicles can be dis-
charged during off-peak hours (such as at night and early in the morning), therefore 
the total load during off-peak hours can be increased, and the gap with the peak hours 
can be optimized. As the difference between peak and off-peak loads is high, the 
operation of gensets becomes more difficult, as well as their investment and running 
costs. Energy stored during off-peak hours is typically released during peak hours 
to relieve congestion in the grid infrastructure. In this case, peak power delivery and 
load leveling are the same.

Providing peak power in this way would not be very easy for EVs since the power 
duration would be relatively long and their storage capacity limited, even in the event 
that aggregators come into play. On the other hand, from a battery wear point of view, 
providing peak power is generally not cost-effective as the cost of battery wear would 
be quite high [95].

Load leveling is more convenient for EVs. The vehicle in this case does not 
necessarily need to unload during peak hours. Total electricity consumption is 
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simply shifted to off-peak hours of low electricity consumption, which would 
help minimize power losses and increase grid efficiency. In all these scenarios, the 
implementation of smart meters or real-time pricing and coordinated pricing is 
essential, as this would control the incoming and outgoing flows of energy from 
EVs [96, 97].

4.6 Aggregation of energy storage services through V2G

V2G is defined as the provision of energy and ancillary services, such as regulation 
or spinning reserves, from an EV to the grid. This can be accomplished by discharg-
ing energy through bidirectional power flow or through charge rate modulation with 
unidirectional power flow [71, 72, 98].

For the vehicle-to-grid concept, three elements are required.

1.	First, a power connection to the grid must be available.

2.	Second, a control connection is essential for communication with the grid operator.

3.	Third, there must be an on-board precision metering for knowing the battery 
content [99].

The vehicle-to-grid (V2G) estimation methods available in the literature mainly 
focus on determining the achievable power capacity for a group of EVs [71, 90]. 
However, these methods are applicable only for determining the V2G capacity and not 
suitable for real-time V2G capacity estimation and scheduling. Apart from the capac-
ity estimation, other methods have been proposed for aggregating EVs and supplying 
V2G power to the grid. The aggregation process is also governed by the amount of 
power and energy that the EVs can supply during any given interval. However, none 
of the methods available in literature consider dynamic EV scheduling for estimating 
V2G capacity [90].

In cases where EVs participate in the V2G system, the management, i.e., dispatch-
ing, of PHEVs is crucial. Reliable communication must be established between the 
vehicles and the electrical network, because throughout the duration of the process, 
data exchange will take place to send the request and carry it out at the level of the 
EVs. There are three main ways to achieve this communication. First of all, the signal 
can be sent to each vehicle separately, or via a central controller supervising the EVs, 
this can, for example, be centralized in a car park. A third possibility is also possible—
one can realize the communication using a third-party aggregator, which would be 
responsible for the separately located vehicles.

Since the energy market system was created, a new player called fleet manager or 
aggregator has taken place. Its role in the new reality where electric cars are taking 
an increasingly important place in energy control is to help manage contract sys-
tems for a fleet of PHEVs. With vehicle-to-grid (V2G) technology, PEVs parked in a 
certain area can act as a PEV aggregator when connected to the grid through smart 
equipment. Such a PEV aggregator can represent a well-defined reactive load and 
provide additional generation capacity for the provision of ancillary services for 
power grids [100, 101].

The primary role of the aggregator, a business entity as discussed in [102, 103], is 
to purchase energy to satisfy transportation needs of its fleet of EVs at the minimum 
cost. The aggregator is a unit that acts as a mediator between the system operator and 
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individual customers, thanks to which it is possible to coordinate the power exchange 
between owners of electric vehicles (EV) and the power system. The primary goal of 
the aggregator is to maximize profits from energy trading and regulatory reserve on 
wholesale markets. At the same time, the aggregator can also seek to increase their 
revenue by performing energy arbitrage [102, 104, 105] and/or providing ancillary 
services [101, 106]. The aggregator itself does not have EV batteries, as they are owned 
by individual customers who have EVs, therefore they should receive reimbursement 
of the costs of battery degradation due to their additional use beyond transport needs. 
The V2G capacities of many electric vehicles are combined by aggregators, then 
submitted to the appropriate markets [90, 102, 106, 107]. The aggregator in question 
can be a unit of the public service to which the electric vehicles are connected or a 
third-party company.

Apart from the fact that an aggregator or a fleet manager is the only interlocutor 
representing a greater volume of “power,” therefore the cumulative power of the 
vehicles in the fleet is greater, there is also greater flexibility in the supply of power to 
manage because the greater the number of cars in the fleet, the more fluid the avail-
ability of a larger group of vehicles. A single vehicle owner can therefore enter into 
a contract with the aggregator on more flexible terms without worrying about the 
interface with the electricity markets.

4.7 Considering the battery degradation

Using the batteries as storage devices for grid purposes reduces their lifetime [105]. 
Therefore, EV owners must be compensated for the lost utility of their batteries due 
to degradation when providing services, and this payment will reduce aggregator’s 
revenues. In order for the services from EVs to be economically viable, the revenues 
must outweigh the cost compensation for the degradation of EV batteries.

Unfortunately, the current state of battery production technology as well as the 
stage at which scientific research in the field of batteries means that for the moment 
the use of BESS has a number of drawbacks. The main disadvantages of their use are 
(i) the large investments, (ii) the associated operating costs due to the degradation 
of their performance over time (SOH, health status problems). Depending on how 
BESS is managed, their degradation is increased or mitigated, forcing vehicle owners 
to replace them after a certain period of time. In this context, the sizing and optimal 
operation of the BESS are two crucial factors to ensure the extension of their life span 
necessary to achieve the economic viability of the system.

It has been presented before that aggregators participate in the energy market for a 
defined commercial purpose, that is, to make the maximum profit. For this purpose, 
in order to define the annual net benefit (ANP) of the system during the lifetime of a 
battery, for example, it is necessary to make an estimate of the lifetime of the battery. 
However, this life span is highly dependent on various operating conditions, and 
therefore, it is not easy to predict how long a battery will last.

In normal times, the cost of operating the system with a battery system includes 
two elements: (i) the cost of purchasing electricity (ii) the investment cost of the 
battery and the inverter. These parameters can be determined in an analytical way 
presented by example in [108]. However, there are other battery working conditions 
that are considered “abnormal.” We can cite, among other things, the degradation of 
the batteries during periods when the load demand is exceptionally greater than on 
other days. Battery storage could increase its profitability by providing fast regulation 
service under a performance-based regulation mechanism, which better exploits a 
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battery’s fast ramping capability. However, battery life might be decreased by fre-
quent charge-discharge cycling, especially when providing fast regulation service. 
According to [109], it is profitable for battery storage to extend its service life by 
limiting its operational strategy to some degree. This is also presented analytically 
among others in [110]. These evaluation methods make it possible to calculate in a 
close way the loss of capacity of the battery taking into account the discharge rate of 
the demand during the lifetime of the battery.

Other algorithms were presented for different objectives in order to assure the 
necessary lifetime extension of ESS so that the economic viability of the system is 
reached. We can enumerate among others day-ahead forecast errors reduction for 
wind power, battery energy dispatch, peak shaving, and overvoltage prevention of LV 
grids, respectively [108, 111].

Authors [112, 113] have presented battery degradation costs associated with 
additional cycling. The main contributions of the formulation used in [112, 113] are: 
to simultaneously optimize bidding of V2G, it is necessary to take into consideration: 
energy, regulation up, regulation down, spinning reserves. They formulated the 
problem as a linear program, which can be quickly and efficiently solved for large 
groups of EVs.

Another aspect of the battery degradation is how to compensate the customer’s 
loss. Authors [114] present their point of view concerning this matter. They proposed 
a bidding strategy for the aggregator to maximize its profits from participating in 
competitive energy and different regulating reserves markets, while compensating 
EV owners for degradation. According to [114], an optimal strategy for both energy 
and reserve markets considering their trade-offs and effect on EV battery degradation 
has to be taken into account. Also the realistic approach to participating in the volun-
tary reserve markets with price-quantity offers that are justified is of high priority. 
And finally assessing the expected profit the EV aggregator can collect by participat-
ing in the energy and regulation market is also important.

5. Conclusion

Recent advances in electric energy storage technologies provide an opportunity of 
using energy storage to address intermittency of renewables. Combining energy stor-
age with renewables improves availability, increases the amount of wind generation 
that may be installed on the grid without risking the system’s voltage stability, increases 
throughput of existing grid infrastructure, and yields various ancillary benefits.

The solar energy source is the fastest-growing energy source. In small electrical 
systems, sudden changes in PV generation result in a frequency disturbance; hence, in 
order to minimize customer interruptions, the use of battery energy storage systems 
(BESSs) can be of great help.

Hydrogen, as the most common chemical element on the planet, is considered an 
eternal source of energy. One of the best-known methods for producing hydrogen 
is the transformation of water. The production of hydrogen can be carried out in an 
efficient manner using the electrolysis of water using polymer electrolyte membrane 
(PEM) cells. The inverse equivalent of a PEM electrolyzer is the PEM full cell. It is 
also possible to produce hydrogen from biomass. However, it seems that this option 
does not really have a future because the process is quite complex.

All the different requirements regarding among others the reaction time of the 
BESS can be overcome using a battery management system (BMS), which is aimed 
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at monitoring and maintaining safe and optimal operation of each battery pack is 
necessary. In addition, a System Supervisory Control (SSC) must be installed to 
monitor the entire system. It is possible to reduce the causes of battery degradation 
and improve system performance by using BMS based on smarter models. The BMS 
can accurately estimate many internal variables that allow it to gain an in-depth 
understanding of the battery’s state of charge (SOC) and state of health (SOH). This 
task is carried out using physics-based models.

An energy storage system (ESS) can be categorized in terms of the role it plays in a 
power system: either it is for energy management or for power quality enhancement. 
Because of the recent development of power electronics, superconductivity, and com-
puter science, the SMES system has received a great attention in the power systems 
applications. It has been utilized in distributed energy storage, spinning reserve, load 
following, automatic generation control, power quality improvement, reactive power 
flow control, voltage control, and transient stability enhancement. As the levels of 
penetration of renewable energy rise, the technical impact of renewable energy on 
grid operation led to the application of energy storage for renewables.

Electrical vehicles are among the most popular ESSs, selling energy could be ben-
eficial for EV. Their batteries can act as a source of stored energy to provide a number 
of grid services. V2G is defined as the provision of energy and ancillary services, such 
as regulation or spinning reserves, from an EV to the grid. Possible services for V2G 
are: supply of peak power, supply of primary, secondary, and tertiary control (for 
frequency regulation and balancing), load leveling, and voltage regulation. In order 
to make EVs efficiently participate in the regulation process, it is important to know 
when, statistically, vehicles are available for charging or discharging. The connection 
to the electric power grid offers opportunities for EVs for charging the vehicle but 
also for discharging and thus injecting energy into the grid. In order to participate in 
energy markets, the V2G capabilities of many EVs are combined by aggregators and 
then bid into the appropriate markets. However, using the batteries as storage devices 
for grid purposes reduces their lifetime. Therefore, EV owners must be compensated 
for the lost utility of their batteries due to degradation when providing services, and 
this payment will reduce aggregator’s revenues.
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Abstract

The next generation of Micro Active Implantable Medical Devices (M-AIMD) are 
small (< 1 cc), wireless, as well as battery-less. They are located in different parts of 
the body ranging from brain computer interface electrode arrays (e.g., Blackrock 
Neurotech Utah Array) to multi-chamber cardiac pacemakers (e.g., Abbott dual 
chamber Nanostim device). These devices require efficient charging and powering 
solutions that are very challenging to design. Such solutions require the careful 
balancing of multiple design parameters such as size, separation distance, orientation, 
and regulatory limits for emission and tissue safety. In this article, we introduce 
unique optimisation metrics for designing efficient transmit and receive coils for near-
field magnetics-based charging solutions. We elaborate on how the metrics need to be 
altered depending on the regulatory limits. We discuss the impact of body tissue 
loading on transmit and receive coil performance using circuit analysis. We introduce 
a novel “segmented” transmit coil arrangement. We discuss the physics of segmenta-
tion, and we build a full wave simulation model, with practical design procedure, 
which is verified with measurements. Finally, we compare the near fields with and 
without tissue loading to show that segmented coils offer significant improvement to 
the performance and robustness of a wireless power transfer system.

Keywords: wireless power, coil, efficiency, delivered power, figure of merit, SAR

1. Introduction

Progress in semiconductor technology has led to the development of substantially
miniaturised Micro Active Implantable Medical Devices (also called M-AIMD) that
are significantly smaller in size and are implanted in difficult to reach interstitial
spaces within the human body, thereby permitting direct interaction with organ
systems. This reduction in size facilitates the use of delivery systems (e.g., via catheter
or hypodermic needle) that significantly reduce procedure time and burden of care



for patients [1–4]. M-AIMDs are either battery-less or have small batteries necessitat-
ing the need for efficient charging and powering solutions [5–8]. The most common
method is power transferred from an on-body transmitter to an in-body AIMD
equipped with a receiver using near-field magnetic induction [9]. This is very chal-
lenging as it requires carefully balancing multiple design parameters such as size,
depth of implant, orientation of implant (and associated misalignment), and regula-
tory limits for emission and tissue safety [10]. The need to efficiently deliver power to
a small target volume (<1 cc) inside the body requires careful design of the transmit
coil system and the receive coil system [11].

There is a lot of work in the literature identifying various parameters that need to
be optimised to maximise power delivered to a load (therapy delivering M-AIMD)
[12–15]. For example, Fu et al. [16] studied the SIMO (single input multiple output)
resonant inductive system and derived an expression for the optimal load and effi-
ciency. Monti et al. [17] concentrated on deriving the solution for the SIMO system
that is not necessarily a resonant inductive system. The authors approached the
problem of maximising efficiency as a generalised eigenvalue problem. Zargham and
Gulak [18] focused their attention on SISO (single input single output) systems. They
focused on power transfer through CMOS substrates and lossy biological tissue.
Minnaert and Stevens [19] described the three optimisation approaches (efficiency,
delivered power and conjugate matching) for SISO systems. Their derivation was
based on a generalised 2-port system and was not specific to an inductive resonant
system. They suggested that the efficiency of power transmission is a monotonic
function of an “extended kQ product, α” which was first introduced by the works of
Ohira [20, 21]. Cho et al. [22] studied specific coil designs for wireless power trans-
mission and compared the performance of the designed coils by using a figure of merit
defined by Shinohara et al. [23]. In [24], Sharma derived the formulas for efficiency
and the figure of merit of a two-coil resonant system. While there are many more
relevant articles in the literature, to the best of our knowledge, none of the articles
provides metrics to efficiently design the transmitter and receiver coils indepen-
dently, taking into account the most important regulatory limits for designing these
coils for delivering wireless power to medical implants. This is one of the two novel
contributions of this article.

This article also focuses on the design of efficient transmit and receive coils where
the coil segments are separated by lumped capacitors. These coils are called segmented
coils. Segmentation of coils using lumped or distributed capacitors is not new and
has been heavily used in Magnetic Resonance Imaging (MRI), for reducing Specific
Absorption Rate (SAR) (for transmit coils) [25] and improving coil sensitivity
(for receive coils) [26]. Mirbozorgi et al. [27] mentioned that segmentation helps
achieve homogeneous power transfer efficiency. Tang et al. [28, 29] stated that the
segmentation can significantly reduce the power loss (including the dielectric loss)
and required voltage. Stoecklin et al. [30] concluded that capacitive coil segmentation
can effectively suppress dielectric losses and non-uniform current distribution. Mark
et al. [31] demonstrated that the segmentation results in decrease of the electric field
above the transmit coil thereby reducing SAR in the nearby tissue and permitting
higher power transfer efficiency. Pokharel et al. [32] use lumped capacitors to
segment printed coils and subsequently develop a stacked metamaterial inspired
wireless power transfer (WPT) system for efficient and robust power delivery to M-
AIMDs. Most of the literature have discussed the positive outcomes of segmentation
of coils, but to the best of our knowledge, no one has provided a detailed analytical
and numerical (full wave) explanation, as to why segmented coils have lower
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dielectric  losses  and  significant  reduction  in  SAR  when  they  are  near  (<1  cm)  lossy 
body  tissue.  In  this  article,  we  address  those  gaps  in  knowledge  and  define  our  figures
of  merit  (FoMs)  to  highlight  the  positive  impact  of  segmenting  the  transmitter  and 
receiver  coils  separately.  To  further  validate  our  novel  FoMs,  we  build  and  test  the 
transmitter  and  receiver  coils  and  compare  our  calculations  with  measurement  results.
This  is  the  second  novel  contribution  of  this  article.

2. Organisation  of  this  work

This  article  is  organised  into  the  following  sections:
  First,  we  present  a  brief  overview  of  the  pertinent  regulations  (exposure  and 
radiation)  that  limit  the  performance  of  WPT  systems  for  medical  implants.  For  a 
chosen  design  frequency,  we  identify  the  critical  parameters  that  bound  the 
maximum  currents  that  can  be  carried  by  a  transmit  coil  and  a  receive  coil.  These 
maximum  currents  dictate  the  maximum  power  that  can  be  delivered  by  a  WPT 
system.

  Second,  for  a  two-coil  system,  we  derive,  using  circuit  analysis,  the  optimal  load 
resistance  needed  to  maximise  (a)  delivered  power  and  (b)  efficiency.  For  both  cases,
we  find  the  receive  coil  current,  delivered  power  and  efficiency.

  Third,  we  derive  an  optimisation  metric  we  term,  system  figure  of  merit,  for  a
two-coil  WPT  system  and  show  that  the  popular  system  link  efficiency  used  in  the 
literature,  is  a  monotonic  function  of  the  system  figure  of  merit.  We  split  the  system 
figure  of  merit  into  two  parts:  transmit  figure  of  merit  (characterising  the  transmit 
coil)  and  receive  figure  of  merit  (characterising  the  receive  coil).  We  demonstrate  that
an  increase  of  any  of  these  two  figures  of  merit  results  in  an  increase  of  the  overall 
system  link  efficiency.

  Fourth,  we  identify  two  mechanisms  that  cause  proximity  of  lossy  dielectric  tissue
to  impact  the  impedance  of  a  transmit  coil.  We  identify  the  first  mechanism  to  be 
associated  with  the  interaction  of  the  coil  current  with  the  tissue  and  the  second 
mechanism  to  be  associated  with  the  interaction  of  the  charges  accumulated  in  the  coil
with  the  tissue.

  Fifth,  we  study  the  effects  of  introducing  lumped  capacitors  in  series  with  coil 
wiring  to  break  the  coil  turns  into  segments.  We  study  the  effect  of  segmentation  on 
the  resistance  and  reactance  of  coils.  We  investigate  the  impact  that  segmentation 
capacitors  have  on  the  transmit  and  receive  figure  of  merit  of  the  coil.

  Finally,  we  validate  our  circuit  models  and  associated  transmit  and  receive  figures
of  merit  with  measurements  and  full  wave  simulations  in  HFSS.  We  perform  mea-
surements  and  full  wave  simulations  of  the  electrical  properties  of  transmit  coil  design
to  demonstrate  that  the  introduction  of  the  segmentation  capacitors  improves  the 
figure  of  merit  of  the  transmit  coil  when  it  is  both  unloaded  (in  air)  and  loaded  with 
lossy  tissue.

3. Review  of  regulations

  Figure  1  diagrammatically  illustrates  that  the  regulations  associated  with  wireless 
power  transmission  to  an  implant  from  an  external  transmitter  can  be  divided  into 
two  groups:  radiation  (EMC)  and  exposure.  We  note  that  in  this  article  we  have 
examined  the  regulatory  limits  for  USA  and  Europe  only.
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3.1 Exposure

Ensuring the safety of the human body during exposure to electromagnetic waves
is an indisputable fact. SAR is a measuring factor for electromagnetic wave absorption.
SAR is calculated as

SAR ¼ σtissue
ρtissue

Ej j2 (1)

where σtissue is the conductivity of the tissue in S/m, ρtissue is its mass density in kg/m3,
and |E| is the RMS magnitude of the induced electric field in the tissue due to exposure
to these EM waves. FCC [33] limits the peak average SAR to 1.6W/kg, averaged over 1
gram of tissue. EN 1999/519/EC [34] limits SAR, as well as the volumetric current in
the tissue. The actual limit values of SAR depend on the body part exposed to the RF
energy. The limit on the induced current depends on the frequency.

3.2 Radiation

The FCC rules and regulations are presented in Title 47 of the Code of Federal
Regulations (CFR). Part 15 [35] covers the radio frequency devices. Part 18 [36] covers
the Industrial, Scientific and Medical Equipment (ISM). Part 15 and Part 18 limit the
radiated electric field at 3 m or 30 m depending on frequency.

EN 300330 [37] covers Short Range Devices (SRD) in the frequency range 9 kHz
to 25 MHz and inductive loop systems in the frequency range 9 kHz to 30 MHz. It is a
harmonised standard covering the essential requirements of article 3.2 of Directive
2014/53/EU. The standard limits the magnetic field at 10 m from the device. The most
generous H-field limits are in three frequency bands containing 6.78 MHz, 13.56 MHz,
27.12 MHz.

EN 303417 [38] covers the wireless power transmission systems, using technolo-
gies other than radio frequency beam in the 19–21 kHz, 59–61 kHz, 79–90 kHz, 100–
300 kHz, 6765–6795 kHz ranges. It is harmonised standard covering the essential
requirements of article 3.2 of Directive 2014/53/EU.

Figure 1.
Diagrammatic representation of the pertinent FCC and EU regulations.
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Figure 2.
Schematic of the WPT system.
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  EN  300220–2  [39]  covers  SRDs  operating  in  the  frequency  range  25–1000  MHz.
for  non-specific  radio  equipment.  The  most  generous  H-field  limits  are  in  two 
frequency  bands  containing  27.12  MHz,  40.68  MHz.

  EN  2013/572/EU  [40]  covers  SRDs  too.  The  emphasised  frequency  bands  having 
higher  limits  are  centred  at  6.78  MHz,  13.56  MHz,  27.12  MHz,  40.68  MHz.

  EN  55014–1  (“CISPR  14”)  [41]  covers  household  appliances,  electric  tools  and 
similar  apparatus.  This  regulation  is  very  restrictive  (3  dBμA/m  at  3  m  in  4–30  MHz
range)  when  applied  to  the  inductive  loops  and  WPT  devices.

  EN  55011  (“CISPR  11”)  [42]  covers  ISM  equipment.  The  devices  are  sorted  into 
two  groups  (Non-ISM  and  ISM  equipment)  and  two  classes  (non-residential  environ-
ment  and  residential  environment).

4. Derivation  for  delivered  power  and  efficiency

  Most  commonly,  WPT  circuits  use  electromagnetic  coupling  between  coils.
These  WPT  circuits  use  capacitors  to  reduce  reactive  power.  Figure  2  is  a
commonly  chosen  series–series  capacitor  representation  which  has  been  widely
used  because  the  capacitances  can  be  chosen  independent  of  the  load  and  coupling 
conditions.

  At  resonance,  ω2  ¼  Lt

1
Ct  
¼  Lr

1
Cr
,  the  equation  that  links  the  currents  in  the  transmit 

and  in  the  receive  coil  is:

jωMIt  þ  ðRr  þ  RLÞIr  ¼  0  (2)

where  It  is  the  current  in  the  transmit  coil,  Ir  is  the  current  in  the  receive  coil,  Rr
is  the  resistance  of  the  receive  coil,  RL  is  the  resistance  of  the  load,  and  M  is  the 
mutual  inductance.  In  our  derivations,  we  assume  that  the  voltages  and  currents
are  strictly  sinusoidal.  Therefore,  we  replace  the  time  derivatives  ∂=∂t  by  jω
(multipliers).

  From  Eq.  (2)  we  can  see  that  there  is  a  90-degree  phase  shift  between  the  transmit
and  receive  currents.  The  It,limit  and  Ir,limit  are  the  maximum  allowed  currents  in  the
transmit  coil  and  in  the  receive  coil,  correspondingly.

  If  we  ignore  the  phase  shift  and  redefine  jIr  as  new  Ir,  then  we  get  the  following 
expression  for  the  load  resistance:



RL ¼ ωMIt
Ir

� Rr (3)

Additionally, the delivered power is:

PL ¼ 1
2
RLI2r ¼

1
2

ωMItIr � RrI2r
� �

(4)

The power loss in the receive coil is:

Pr ¼ 1
2
RrI2r (5)

The power loss in the transmit coil is:

Pt ¼ 1
2
RtI2t (6)

The efficiency is:

η ¼ PL

PL þ Pr þ Pt
¼ 1� Rr

ωM
Ir
It

1þ Rt
ωM

It
Ir

(7)

We assume that the current in the transmit coil is fixed at its maximum value of
It ¼ It,limit.We can proceed with two ways: (a) to maximise the delivered power and
(b) to maximise the efficiency.

(a) Maximising the delivered power.
We differentiate the delivered power with respect to Ir, equate it to zero and obtain

the optimal current in the receive coil:

Ir,opt ¼ min
ωM
2Rr

It, Ir,limit

� �
(8)

where the receive current is limited by Ir,limit.
(b) Maximising the efficiency.
We differentiate the efficiency, equate it to zero and obtain the optimal current in

the receive coil:

Ir,opt ¼ min It � Rt

ωM

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þQ2

M

q
� 1

� �
, Ir,limit

� �
(9)

where

QM ¼ ωMffiffiffiffiffiffiffiffiffi
RtRr

p ; (10)

which we call a mutual quality factor.
We use the optimal receive current to obtain the expressions for the optimal

delivered power PL by using Eq. (4) and efficiency η by using Eq. (7).
If the current limits are high (infinite), then both cases can be elaborated further:

a. Maximising the delivered power, with high current limits.

Optimal current is:
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Ir,opt ¼ ωM
2Rr

It (11)

Optimal load resistance is:

RL,opt ¼ Rr (12)

Delivered power is:

PL ¼ 1
8

ωMð Þ2
Rr

I2t (13)

Efficiency is:

η ¼ 1
2þ 4RtRr

ωMð Þ2
¼ 1

2þ 4
Q2

M

(14)

b. Maximising the efficiency, with high current limits.

Optimal current is:

Ir,opt ¼ Rt

ωM
�1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þQ2

M

q� �
It (15)

Optimal load resistance is:

RL,opt ¼ Rr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þQ2

M

q
(16)

Delivered power is:

PL ¼ 1
2
RtRr

ωM
I2t 1þQ2

M �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Q2

M

q� �
(17)

Efficiency is:

η ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Q2

M

q
� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ Q2
M

q
þ 1

(18)

From the above formulas we see that QM serves as the system figure of merit.
Increase of the QM leads to the increase of the efficiency of the transfer in both cases.

5. Figures of merit for transmit and receive coils

5.1 From efficiency perspective

For someWPT systems the magnetic field of the transmit coil is not changing signif-
icantly in the region of space that contains the receive coil. This happens if the receive coil
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is much smaller than the transmit coil and/or it is located far enough from the transmit
coil. The induced voltage of the receive coil is jωMIt (whereM is the mutual inductance).
However, according to Faraday’s law of induction, the induced voltage is jωBtAr, where
Bt is the magnetic field of the transmit coil, Ar is the area of the receive coil.

The expression for the mutual quality factor can be expressed as follows:

QM ¼ ωMffiffiffiffiffiffiffiffiffi
RtRr

p ¼ ω
Bt=It � Arffiffiffiffiffiffiffiffiffi

RtRr
p ¼ ω

Bt=Itffiffiffiffiffi
Rt

p � Arffiffiffiffiffi
Rr

p (19)

We observe that the values of the transmit and receive coil can be separated. We
can define the figures of merit for the transmit coil Ft and the receive coil Fr

Ft � Bt=Itffiffiffiffiffi
Rt

p ¼ Btffiffiffiffiffiffiffiffiffi
2Pin

p (20)

Fr � Arffiffiffiffiffi
Rr

p (21)

where Pin ¼ 1
2RtI2t is an input (transmitted) power into the transmit coil.

The expression for the receive figure of merit Fr can be represented differently in
the following way. From the expression for the delivered power (13):

PL ¼ 1
8

ωBt=It � Arð Þ2
Rr

I2t ¼
1
8
ω2B2

t �
A2

r

Rr
(22)

we get:

Fr � Arffiffiffiffiffi
Rr

p ¼
ffiffiffiffiffiffiffiffi
8PL

p
ωBt

(23)

From Eq. (19) we get the expression for the mutual inductance as:

QM ¼ ω � FtFr (24)

Increase in any of these two figures of merit (Ft and Fr) leads to an increase in the
efficiency. The mutual quality factor QM can be seen as a figure of merit for the
transmit-receive coil system. The system with higher QM is more efficient.

The expressions for the transmit figures of merit defined as Ft ¼ Btffiffiffiffiffiffi
2Pin

p and Fr ¼
ffiffiffiffiffiffi
8PL

p
ωBt

are more general than those defined using the transmit resistance Rt, receive resis-
tance Rr and receive coil area Ar. These definitions apply not only to coils, but also to
any “structure” that can perform the following tasks: (a) generate magnetic field (if
transmit structure), (b) harvest RF energy (if receive structure). The transmit and
receive figures of merit are defined as follows:

• Transmit figure of merit Ft ¼ Btffiffiffiffiffiffi
2Pin

p is a measure of ability of the transmit structure
(or coil) to generate the RF magnetic field given the consumed input power.

• Receive figure of merit Fr ¼
ffiffiffiffiffiffi
8PL

p
ωBt

is a measure of ability of the receive structure
(or coil) to harvest the RF power from the incident magnetic field.

It is worth mentioning that the Ft and Fr figures of merit are not the properties
solely of the transmit coil and receive coil correspondingly. The coil resistances (and

8
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The expression for the delivered power Eq. (22) can be modified as follows:

PL ¼ 1
8
ω2 � B2

t � F2
r (25)

The delivered power is proportional to the square of the receive figure of merit Fr.
It is also proportional to the square of the magnetic field Bt of the transmit coil. This
seems to be an intuitive result: the higher the magnetic field is, the more power we can
harvest from it.

5.2.1 Considering SAR limit

The magnetic field that we are able to generate at the location of the receive coil
cannot be arbitrarily high: the current in the coil is limited by exposure and radiation
limits. SAR limit is one of these limits. One can define a SAR figure of merit as a ratio
of the magnetic field of the transmit coil to the square root of SAR:

Ft,SAR � Btffiffiffiffiffiffiffiffiffi
SAR

p (26)

By defining the SAR figure of merit using Eq. (26) the maximum achievable
magnetic field would be calculated as Ft,SAR �

ffiffiffiffiffiffiffiffiffi
SAR

p
. The FCC limit of SAR is 1.6W/kg.

It is worth saying that the Ft,SAR figure of merit is not a property solely of the
transmit coil. It is a property of the combination of the transmit coil and the nearby
tissue. The coil-tissue separation clearly affects the Ft,SAR. This figure of merit is also a
function of frequency.

This figure of merit can also be used to compare the competing designs of the
transmit coils. The transmit coil with higher Ft,SAR can deliver more power to the
receive coil.

5.2.2 Considering other limits

Apart from SAR, there are other regulations that limit the transmit coil current and
the transmit coil magnetic field. For each one of them one can establish the
corresponding figure of merit in the following way:

a. Volumetric current J, according to EN 1999/519/EC, if below 10 MHz. The
corresponding figure of merit would be:

Ft,J � Bt

J
(27)
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consequently  the  figures  of  merit)  are  affected  by  the  nearby  tissue.  The  coil-tissue 
separation  distance  clearly  affects  these  figures  of  merit.  These  figures  of  merit  also
depend  on  frequency.

5.2  From  delivered  power  perspective



b. Electric field at the certain distance from the coil (d = 3 m, 30 m, 300 m). The
corresponding figure of merit would be:

Ft,E � Bt

Ed
(28)

c. Magnetic field at the certain distance from the coil (d = 10 m). The
corresponding figure of merit would be:

Ft,H � Bt

Hd
(29)

Figure 3 provides a visual representation of the development of figures of merit
from the WPT formulas and the regulations.

6. Impact of tissue loading on the transmit and receive coils

The electric field of the transmit coil can be separated into two parts: the “current”
electric field and the “charge” electric field:

E ¼ Ecurrent þ Echarge ¼ �jωA� ∇Φ (30)

where A is the magnetic vector potential and Φ is the electric scalar potential.
Figure 4 shows the two components of the electric field when a WPT coil is close to
lossy dielectric tissue (e.g. muscle).

The Echarge mostly exists between the terminals of the coil. The Ecurrent electric field
exists as concentric circles above the coil.

6.1 Ecurrent electric field

Ecurrent electric field infiltrates the tissue and excites current in it. The current in the
tissue flows in self-terminating lines as shown in Figure 5. This leads to ohmic losses

Figure 3.
Figures of merit diagram.
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in the tissue and adds to the resistance of the transmit coil. Additionally, there is some
amount of inductance associated with this current flow.

The effect of the current flow in the tissue may be crudely approximated by a
shorted inductance. The Kirchhoff’s laws are:

Rþ jωLð ÞI þ jωMtissueItissue ¼ V

jωMtissueI þ Rtissue þ jωLtissueð ÞItissue ¼ 0 (31)

where Mtissue is the mutual inductance between the transmit coil and the shorted
inductance.

Solving this for impedance Z ¼ V=I:

Z ¼ Rþ ω2M2
tissueRtissue

R2
tissue þ ω2L2

tissue
þ jω L� ω2M2

tissueLtissue

R2
tissue þ ω2L2

tissue

 !
(32)

The presence of the Ecurrent electric field results in an increase of the resistance and
a decrease of the inductance in the presence of the tissue. Generally, Eq. (32) can be
written as:

Z ¼ Rþ Reddy þ jω L� Leddy
� �

(33)

where the definitions of Reddy and Leddy can be inferred from the Eq. (32).
It can be observed that the tissue loading the coil leads to induced (eddy) currents

in the tissue which causes power loss. This power loss in the tissue exhibits itself as an
increased resistance and a decreased reactance of the transmit coil.

Figure 4.
Electric field of the coil.

Figure 5.
Induced current in the tissue.
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6.2 Echarge electric field

When we excite the transmit coil with voltage, there are electric charges that
accumulate on the wiring near the coil terminals. When the coil is in close proximity
to lossy tissue it can be modelled as a lossy dielectric between the plates of a parallel
plate capacitor, as shown in Figure 6.

The Ampere’s law is:

∇�H ¼ Jþ jωD (34)

where H is the magnetic field, J is the current density, D is the electric displacement.
Taking divergence on both sides of (34) we get:

div σtissue þ jωε0εr,tissueð ÞEð Þ ¼ 0 (35)

where σtissue is conductivity of tissue in S/m, εr,tissue is relative electric permittivity of
tissue in F/m, ε0 is vacuum permittivity.

The normal component of the vector σtissue þ jωε0εr,tissueð ÞE is preserved in the lossy
tissue as shown in Figure 7.

The electric fields inside the capacitor and outside of the tissue are related as
follows:

Etissue ¼ E0

εr,tissue þ σtissue
jωε0

(36)

where E0 is the electric field in air.
We denote the thickness of the tissue as l and the remaining free space between the

plates of the capacitor as h. Voltage across the capacitor plates is:

V ¼ hE0 þ lEtissue ¼ E0 hþ l
εr,tissue þ σtissue

jωε0

 !
(37)

Figure 6.
Approaching tissue to the coil.

Figure 7.
Electric field inside the capacitor.
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The electrical field in empty space between capacitor plates is:

E0 ¼ Q
ε0A

(38)

where Q is the charge on the capacitor plates and A is the area of the capacitor
plates. Capacitance is:

C ¼ Q
V

¼ ε0A
hþ l

εr,tissueþσtissue
jωε0

(39)

We note that the capacitance has an imaginary component. The impedance asso-
ciated with this capacitance is calculated as:

Zc ¼ 1
jωC

¼ 1
jωε0A

hþ l
εr,tissue þ σtissue

jωε0

 !
(40)

This can be elaborated as:

Zc ¼ 1
jωε0A

hþ l
εr,tissue

1

1þ σtissue2

ω2ε20ε
2
r,tissue

0
@

1
Aþ l

Aσtissue

1

1þ ω2ε20ε
2
r,tissue

σtissue2

¼ 1
jωCp

þ Rp (41)

where Cp and Rp are the effective capacitance and resistance and take the form:

Cp ¼ ε0A

hþ l
εr,tissue

� ω2ε20ε
2
r,tissue

σtissue2þω2ε20ε
2
r,tissue

(42)

Rp ¼ l
Aσtissue

� σtissue2

σtissue2 þ ω2ε20ε
2
r,tissue

(43)

As we see from these formulas, the presence of the tissue between the capacitor
plates leads to an increase of the effective capacitance Cp and the appearance of the
effective resistance Rp. In the absence of tissue Rp ¼ 0. When the coil is closer to a
lossy dielectric medium like body tissue (e.g. muscle), we observe that the resonance
frequency of the coil drops (detuning) and the ohmic losses increase.

To determine the resistance and reactance of a coil in close proximity to lossy
tissue we develop an equivalent circuit shown in Figure 8. The impedance of the
circuit in Figure 8 is:

Z ¼ 1
jωCp þ 1

RþjωL

(44)

Figure 8.
Coil model with shunt capacitor and resistor.
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We assume that the capacitive reactance 1
ωCp

far exceeds the resistance Rp, and we

neglect the resistance Rp. To further simplify this expression, we assume that the
quality factor of the coil is much higher than unity (R≪ jωL). The self-resonance
frequency of the coil is defined as:

ωs ¼ 1ffiffiffiffiffiffiffiffiffi
LCp

p (45)

We assume that the capacitive reactance 1=ωCp of the coil is much higher than the
inductive reactance ωL. This implies that the Self Resonance Frequency (SRF) of the
coil is much higher than the operating frequency (ω≪ωs), which is considered
favourable for most practical coil designs.

With the aforementioned assumptions, the impedance of the coil simplifies to:

Z≈
R

1� ω2

ω2
s

� �2 þ jω
L

1� ω2

ω2
s

(46)

From the above equation it can be observed that the proximity of lossy dielectric
tissue results in an increase of the parasitic capacitance Cp and lowers the SRF of the
coil ωs due to an appearance of the parasitic resistance in series with the parasitic
capacitance. This always results in an increase in the resistance of the coil. Depending
on the coil geometry, dielectric properties of tissue near the coil and frequency of
operation, the reactance may either decrease or increase when the coil is near lossy
tissue.

7. Segmentation

Segmentation is a process of inserting additional capacitors in between the coil
windings (see Figure 9). The capacitor placement is roughly equidistant throughout
the windings of the coil. The purpose of the segmentation capacitors is to decrease the
voltages between the terminals of the coil and between the turns of the coil.

The values of the segmentation capacitors are chosen to significantly decrease the
visible inductance of the coil. There is no exact formula for the values of the segmen-
tation capacitors, but our recommendation is as follows:

Figure 9.
Schematic of non-segmented and segmented loaded coils.
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Cseg ¼ N
ω2L

(47)

where N is the number of segments and L is the coil inductance. If we have N
segments, then we have N-1 segmentation capacitors. The cumulative effect of N-1
segmentation capacitors placed in series is represented as the cumulative segmenta-
tion capacitance:

Cseg,c ¼ N
N � 1ð Þω2L

(48)

7.1 Effect of segmentation on the coil resistance and inductance

Figure 10 shows the equivalent circuit of a non-segmented and segmented coil
when the coil is loaded by body tissue. The segmentation affects the coil impedance by
reducing the electric charges on the wiring of the coil. Mathematically, the effect of
segmentation capacitors can be introduced by modifying Eq. (46) as follows:

Z≈
Rþ Reddy

1� ω2

ω2
s

1� 1
ω2LCseg,c

� �� �2 þ jω
L 1� 1

ω2LCseg,c

� �
1� ω2

ω2
s

1� 1
ω2LCseg,c

� �� Leddy

0
@

1
A (49)

The SRF ωs depends on whether the coil is loaded or not: loaded value ωs,loaded is
smaller than the unloaded value ωs,unloaded. We consider the ratio ω2=ω2

s,loaded much less
than unity, otherwise the coil would not be functioning correctly.

We will now study the effect of tissue loading on both the non-segmented and the

segmented coils. For the non-segmented coil, the expression 1� 1
ω2LCseg,c

� �
is unity. The

coil is tuned under unloaded condition by placing a tuning capacitor Ctune in series
with it. So, the reactance of the unloaded coil is zero.

For the tuned non-segmented coil, the unloaded and loaded impedances are:

Z
unloaded

non�seg

≈
R

1� ω2

ω2
s,unloaded

� �2 þ jω
L

1� ω2

ω2
s,unloaded

� 1
ω2Ctune

0
@

1
A (50)

Z
loaded

non�seg

≈
Rþ Reddy

1� ω2

ω2
s,loaded

� �2 þ jω
L

1� ω2

ω2
s,loaded

� Leddy � 1
ω2Ctune

0
@

1
A (51)

Figure 10.
Non-segmented and segmented loaded coils.
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The difference between these values is:

Z
loaded

non�seg

� Z
unloaded

non�seg

≈R
2ω2

ω2
s,loaded

� 2ω2

ω2
s,unloaded

 !
þ Reddy 1þ 2ω2

ω2
s,loaded

 !

þjωL
ω2

ω2
s,loaded

� ω2

ω2
s,unloaded

 ! (52)

For the segmented coil, the expression 1� 1
ω2LCseg,c

� �
simplifies to 1=N for a coil

with N segments. Again, we tune the coil when it is not loaded, so the reactance of the
unloaded coil is zero.

For the tuned segmented coil, the unloaded and loaded impedances are:

Z
unloaded

seg

≈
R

1� ω2

ω2
s,unloaded

� 1
N

� �2 þ jω
1
N � L

1� ω2

ω2
s,unloaded

� 1
N

� 1
ω2Ctune

0
@

1
A (53)

Z
loaded

seg

≈
Rþ Reddy

1� ω2

ω2
s,loaded

� 1
N

� �2 þ jω
1
N � L

1� ω2

ω2
s,loaded

� 1
N

� Leddy � 1
ω2Ctune

0
@

1
A (54)

The difference between these values is:

Z
loaded

seg

� Z
unloaded

seg

≈
R
N

2ω2

ω2
s,loaded

� 2ω2

ω2
s,unloaded

 !
þ Reddy 1þ 2ω2

Nω2
s,loaded

 !

þ jω
L
N2

ω2

ω2
s,loaded

� ω2

ω2
s,unloaded

 ! (55)

Comparing Eqs. (52) and (55) we observe that for a segmented coil: (a) the
resistance increase due to proximity of lossy tissue is lower than that for unsegmented
coil, (b) the reactance increase due to the proximity of lossy tissue is lower than that
for unsegmented coil. This is clearly due to the 1=N and1=N2 factors responsible for
this effect. Therefore, segmenting the coil significantly improves the robustness of the
coil to the deleterious effects of the lossy body tissue.

7.2 Effect of segmentation on the transmit coil figure of merit

Figure 11 shows the equivalent circuit for non-segmented and segmented loaded
transmit coils.

The input current splits into two branches: current I that flows through the ideal
inductor L and parasitic current Ip that flows through the capacitor Cp and resistor Rp

These two currents are related as follows:
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Ip≈� ω2

ω2
s

1� 1
ω2LCseg, c

� �
I (56)

where we neglected the resistances R and Rp.
In the transmit figure of merit ( Btffiffiffiffiffiffi

2Pin
p ), the magnetic flux density Bt depends on the

current I in the coil. If we keep the current I fixed, then the magnetic flux density will
also remain fixed.

The power needed to generate the current I (and magnetic flux density Bt) is:

Pin ¼ 1
2

Rþ Reddy
� �

I2 þ 1
2
RpI2p

¼ 1
2

Rþ Reddy
� �

I2 þ 1
2
Rp

ω4

ω4
s

1� 1
ω2LCseg,c

� �2

I2 (57)

The figure of merit is then:

Ft ¼ Btffiffiffiffiffiffiffiffiffi
2Pin

p ¼ Bt=Iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rþ Reddy
� �þ Rp

ω4

ω4
s

1� 1
ω2LCseg,c

� �2r (58)

We observe that segmentation leads to an increase in the transmit figure of merit
of a coil. This is because for the segmented coil, the voltage V across the terminals of
the coil is reduced by I

jωCseg,c
. This means that the current through the parasitic resis-

tance Rp will be less and, therefore, the corresponding ohmic loss will be less.

7.3 Effect of segmentation on the receive figure of merit

Figure 12 shows the equivalent circuit for non-segmented and segmented loaded
receive coils. In the figure, Ar is the effective aperture area of the receive coil, Bt is the
incident magnetic field from the transmit coil and ωBtAr is the voltage appearing
across the receive coil terminals.

For the non-segmented coil, the optimal loaded resistance is:

RL≈
Rr þ Reddy

1� ω2

ω2
s

1� 1
ω2LCseg,c

� �� �2 (59)

Currents through the voltage source ωBtAr and through the load RL

Figure 11.
Non-segmented and segmented loaded transmit coils.
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Ir≈
1
2
� ωBtAr

Rr þ Reddy
(60)

IL≈
1
2
� ωBtAr

Rr þ Reddy
� 1� ω2

ω2
s

1� 1
ω2LCseg,c

� �� �
(61)

The delivered power is:

PL≈
ωBtArð Þ2

8 Rr þ Reddy
� � � 1� Rp

Rr þ Reddy

ω4

ω4
s

1� 1
ω2LCseg,c

� �2
 !

(62)

Again, we observe that the receive figure of merit
ffiffiffiffiffiffiffiffi
8PL

p
=ωBt without the segmenta-

tion capacitor (Cseg,c ! inf) is lower than the receive figure of merit with segmentation
capacitor. Segmentation, therefore, leads to the increase of the receive figure of merit.

8. Full wave simulations and measurements

To verify the theory presented in the previous sections, a PCB spiral coil is
modelled in Ansys HFSS, as shown in Figure 13. A trace on the bottom layer is used to
connect the inner terminal of the coil through a via, to form a closed loop. The

Figure 12.
Non-segmented and segmented loaded receive coils.

Figure 13.
Top (left) and bottom (right) view of the spiral coil. (a is the tuning capacitor, b is the capacitor for 2 segments
and c is the capacitors for 4 segments).
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locations of the segmentation capacitors are indicated for different segmentation
numbers. The dimensions of the coil are listed in Table 1. The substrate is a 1.5 mm
FR-4 with 1 oz. copper.

The coil is firstly simulated without any capacitors. The inductance of the coil can
be obtained as:

L ¼ im Z11ð Þ
ω

(63)

where Z11 is the input impedance of the coil, and ω is the radian frequency. The tuning
capacitor can be calculated as:

Ctune ¼ 1
ω im Z11ð Þ (64)

The values of the segmentation capacitors are calculated using Eq. (47). In prac-
tice, the values of the segmentation capacitors would be a little higher due to the
parasitic capacitance of the coil itself.

Once the coil is tuned to resonate at the desired frequency, either with or without
segmentation, the resistance can be obtained as:

R ¼ re Z11ð Þ (65)

To evaluate the effect of the segmentation on the resistance, three cases are com-
pared by simulation and verified with measurement: (a) coil without segmentation
with one series capacitor to resonate the coil; (b) coil with one segmentation capacitor
splitting the coil wiring into two equal segments; (c) coil with three segmentation
capacitors splitting the coil wiring into four equal segments.

8.1 Coil resistance

The fabricated coils with and without segmentation are shown in Figure 14. All the
coils are tuned to resonate at 27.12 MHz. A comparison of the simulated and the
measured resistance with and without segmentation is shown in Table 2. Excellent

Radius R Trace width, mm w Inter-trace distance, mm g No. of turns, mm

42335

Table 1.
Coil dimensions.

Figure 14.
Fabricated coils with and without segmentation capacitors.
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agreement is found between the simulations and the measurements. The values of the
capacitors needed to resonate the coil at 27.12 MHz are higher than the values calcu-
lated using Eq. (64). The measured resistances of the Printed Circuit Board (PCB)
coils are higher than the simulated ones because of the extra capacitance and loss from
the testing cable and connector which is not included in the simulations. What is clear
from both simulation and measurement is that the addition of segmentation capaci-
tors significantly reduces the coil resistance and the associated power loss in the coil.

8.2 Figure of merit Ft

The electromagnetic (EM) fields generated from the coils can be simulated in
HFSS. The FoM Ft is used to compare the coils with and without segmentation. For
ease of comparison, the fields along the X, Y, Z directions are plotted, where the origin
of the coordinate system is the center of the coil, and the coil is placed at the XY-plane,
as indicated in Figure 13. The electric fields normalised by the input power as Effiffiffiffiffi

Pin
p are

also plotted. From Figure 15 we can observe the following trends:

1.Segmentation can increase the magnetic field strength without changing the field
distribution generated by the coil. So, the designer can start with the non-
segmented coil to optimise the field coverage first.

2.Segmentation can suppress the electric field in the direction perpendicular to the
coil surface (moving away from the coil).

3.Segmentation can significantly alter the electric field distribution near the coil
surface with localised maxima close to the capacitors.

Figure 16 plots the heat map of the magnitude of the electric field in the PCB
substrate indicating that, as the electric fields are concentrated around the segmenta-
tion capacitors, the dielectric loss in the substrate is reduced.

8.3 Transfer efficiency

In this section, the effect of the segmentation on the power transfer efficiency is
evaluated in both simulations and measurements. The receive coil shares the same
HFSS model as the transmit coil, only with different dimensions and number of turns.

Coil Simulated/Measured Capacitor values (pF) Resistance (Ω)

Coil non-segmented Simulated C1 = 30 0.69

Measured C1 = 35 0.86

Coil with 2 segments Simulated C1 = C2 = 64 0.50

Measured C1 = C2 = 68 0.53

Coil with 4 segments Simulated C1 = C2 = C3 = C4 = 134 0.39

Measured C1 = C2 = C3 = C4 = 139 0.42

Table 2.
Simulated and measured resistance for segmented and non-segmented coils.
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Figure 15.
FoM Ft and normalised electric field plots along Z, X, and Y directions. The plots for X and Y directions are at
z = 4 mm height.

Figure 16.
Electric field in the substrate. (left: no segment; middle: 2 segments; right: 4 segments).
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The parameters of the receive coil that is simulated is shown in Table 3. The substrate
is 0.8 mm FR-4 with 1 oz. copper.

The receive coil is placed 10 mm above the transmit coil with its center aligned
with the center of the transmit coil, as shown in Figure 17. To investigate the loading
effect of the human body, a hand is placed close to the coil. To measure the transfer
efficiency, we perform the following steps:

a. Calibrate two ports of network analyser at the frequency of interest.

b. Tune the transmit coil with series capacitor, connect it to the network analyser
and measure its resistance. Repeat for the receive coil.

c. Place the two coils in proximity of each other and connect them to the network
analyser.

d. Measure and save the S-matrix of the system (2 � 2 matrix).

e. Convert S-matrix to Z-matrix using:

Z ¼ Z0 U þ Sð Þ U � Sð Þ�1 (66)

where U is the unity matrix, Z0=50 Ω

f. Calculate mutual inductance using:

M ¼ 1
ω
im Z21ð Þ (67)

g. Calculate the mutual quality factor using Eq. (10).

h. Calculate the efficiency using Eqs. (14) or (18), depending on if we choose to
maximise delivered power or transfer efficiency.

Radius R, mm Trace width w, mm Inter-trace distance g, mm No. of turns

4.88 0.24 0.26 5

Table 3.
Geometry of the receive coil.

Figure 17.
Measurement setup for the transfer efficiency (left: top view; middle: side view; right: a hand is close to the coils).
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Figure 18.
Transfer efficiency simulation with tissue stack.

4 segments2 segmentsno segmentsSegmentation

70.768.667.4Simulated in air

42.841.636.3Simulated with tissue stack

67.265.061.9Measured in air

66.562.346.2Measured with a hand nearby

Table 4.
Transfer Efficiency (%).
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  While  designing  a  WPT  system  for  medical  implants,  care  must  be  taken  to 
understand  the  various  use  cases  and  user  interactions  and  its  implications  on  power 
delivery.  An  important  decision  that  needs  be  made  is  whether  a  design  is  maximised
for  delivered  power  to  an  implant  or  efficiency  of  the  WPT  link.  On  one  hand,  if  it  is 
challenging  for  the  receive  coil  inside  of  the  implant  to  harvest  the  needed  amount  of
power,  then  maximising  the  delivered  power  is  preferential.  On  the  other  hand,  most
body  worn  charging  systems  are  battery-powered  and  have  a  limited  amount  of 
available  power  to  deliver  to  the  implant.  So,  maximising  the  efficiency  directly 
results  in  longer  duration  before  the  battery  runs  out  on  the  charger  and  needs  to  be 
recharged  by  the  patient  or  the  caregiver.

  As  an  example  for  this  article,  we  chose  to  calculate  the  transfer  efficiency  using 
Eq.  (18)  for  the  coils  with  and  without  segmentation.  The  transfer  efficiency  is  also 
simulated  in  HFSS  for  comparison.  Furthermore,  a  200  mm  �  200  mm  3-layered 

tissue  stack  model  is  placed  2  mm  above  the  transmit  coil  and  the  receive  coil  is 
embedded  in  the  fat  layer  with  the  same  10  mm  distance  to  the  transmit  coil  in  HFSS,
as  shown  in  Figure  18.  The  thickness  of  the  skin,  fat  and  muscle  is  2  mm,  23  mm  and
20  mm,  respectively.

  The  simulated  and  measured  transfer  efficiencies  are  summarised  in  Table  4.  We 
observe  that  the  transfer  efficiency  both  in  air  and  in  tissue  can  be  improved  with 
segmentation.  Although  we  have  done  the  calibration  to  minimise  the  effect  of  the 
cables  and  connectors,  the  measured  efficiency  is  still  a  little  lower  than  the  simulated
one,  which  is  not  surprising.  However,  with  segmentation,  we  can  see  that  the  mea-
sured  efficiency  is  much  closer  to  the  simulated  one.  It  implies  that  the  segmentation 
can  reduce  the  loading  effect  of  the  environment  (e.g.  cables).  The  measured  effi-
ciency  of  a  coil  without  segmentation  in  the  presence  of  body  tissue  (hand)  shows  a 
significant  drop  from  61.9%  to  46.2%,  while  the  measured  efficiency  of  a  coil  with  two
and  four  segmentations  shows  only  a  drop  from  65.0%  to  62.3%  and  67.2%  to  66.5%,



respectively. This clearly indicates that the segmented coils are more robust to the
presence of lossy tissue. In case of the simulated coils, the tissue of Figure 18 has a
much larger effect on the coil, because there is large drop in efficiency when the tissue
is nearby for non-segmented and segmented coils.

8.4 Figure of merit Ft,SAR

The SAR value in tissue is simulated in HFSS using the same tissue model as in
the previous section. For a fair comparison, the SAR is also normalised by the input
power as:

SAR � SAR
Pin

(68)

Figure 19 compares the distribution of the peak average SAR where the SAR value
has been normalised to the peak SAR value for each of the three coil designs
presented. The IEC/IEEE 62704-4 method is used to calculate the peak average 1 g
SAR. Without segmentation, the regions of high SAR value occur at the overlapping
area between the trace on the top and bottom layers of the PCB. This is because there
is high stored electric field between the layers resulting in high parasitic capacitance.
For the coil with two segments, the regions of high SAR value are between the
segmentation capacitor and the areas of overlap between the top and the bottom
layers of the PCB. Both these regions have high parasitic capacitance. For the coil with
four segments, the 3 segmentation capacitors are lined close to each other resulting in
a region of high stored electric field. This results in the coil with four segments having
higher peak average SAR compared to the coil with two segments, but still lower than
the coil with no segmentation capacitors. The results also clearly indicate that the
locations of the segmentation capacitors play a critical role in reducing the peak
average SAR.

Another important advantage of introducing segmentation capacitors in the wiring
of the coils (or along the coil traces) is that the distribution of the averaged SAR and
its maximum value can be significantly altered by optimising the locations of the
segmentation capacitors along the coil. For example, the 4-segment coil (in Figure 14)
has the three segmentation capacitors in close proximity, all in the same sector of the
circular coil. For the same coil Figure 20 shows a significantly different SAR distribu-
tion and reduced maximum SAR value when the three segmentation capacitors are

Figure 19.
The SAR maps in the tissue. (top: coil with no segments; middle: coil with two segments; bottom: coil with four
segments).
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spread along the coil with 90-degree separation. The heat map shows that the regions
of high SAR value are shaped like a circle and the peak value of the SAR is reduced by
40%. It should be noted that the tuning capacitor is not shown in this plot because it is
placed at the far end of the coil input.

With the normalised SAR and the coil resistance, the maximum allowed current
within FCC limit can be calculated as

Imax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Pmax =Rloaded

p
(69)

where Pmax ¼ 1:6=SAR, and Rloaded is the coil resistance when the coil is in close
proximity to lossy tissue.

Table 5 summarises the coil impedance, SAR, Ft,SAR and maximum current com-
pliant to FCC limit with different segmentations. The coil without segmentation is also
listed for comparison. It is noted that when the segmentation capacitors are spread
along the coil, the peak SAR is significantly reduced, and the maximum current within
FCC limit is increased. From the Table 5 we observe that coil resistance decreases as

Figure 20.
SAR map of the coil with spread segmentation capacitors.

Non-Coil
segmented

Segmented
with 2

segments

Segmented
with 4

segments

Segmented with 4
segments, spread

Z11 (Ω 0.42 + j4.280.39 + j4.690.50 + j0.940.69 + j1.27) in air

Z11 (Ω 0.94 + j4.400.97 + j5.511.13 + j2.171.88 + j9.65) with tissue

SAR (1/kg) 6.0010.137.2613.93

Ft mT= A
ffiffiffiffi
Ω

p� �� �
with tissue

(z = 10 mm)

0.10700.10890.10150.0938

Ft,SAR (mT=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
W=kg

p� �
)

(z = 10 mm)

0.04370.03420.03770.0251

Max allowed current within
FCC 1.6 W/kg limit (mA)

753.2570.7624.6349.6

Table 5.
Comparison of coil impedance, SAR,Ft,Ft,SAR and the max current compliant to FCC limit with segmentations.
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we increase coil segmentation: from 0.69 Ω to 0.39 Ω if in air (�44%) and from 1.88 Ω
to 0.94 Ω if near tissue (�50%).

When we compare the “Z11 in air” and “Z11 with tissue”, we observe that both
resistance (real part of impedance) and reactance (imaginary part of impedance)
increase when the tissue is in the proximity of the transmit coil. For example, the
resistance grows from 0.69 Ω to 1.88 Ω (+172%) for the non-segmented coil when the
tissue is approached.

The figure of merit Ft grows by 16% and Ft,SAR grows by 74% as we increase coil
segmentation.

Let us now compare the change in resistance ΔR and the change in reactance ΔX
for the four coils as shown in Table 6. We observe that change in resistance ΔR is
decreasing with the progressing segmentation, up to 56%. In the following table we
show the measured change in reactance ΔX.

From the Table 7 we observe that there is a decrease in the change in reactance ΔX
as the number of segments in the transmit coil, N increases. Assuming that Leddy
contribution is negligible, the Eq. (55) predicts that the ratio of non-segmented ΔX to
segmented ΔX would grow as N2 . For the “4-segment spread” the ratio of changes in
reactance far exceeds the prediction of N2. Spreading the segmentation capacitors
away from one another, significantly helps to stabilise the transmit coil. While the
numbers do not exactly match, the trend showing the increase in the ratio is as
predicted in Eq. (55).

9. Conclusions

In this work, we introduced and derived unique optimisation metrics for designing
efficient transmit and receive coils for magnetics based WPT solutions for medical
implants. We reviewed the regulations imposed on WPT systems for medical implants
in the US and EU regions and determined the most limiting parameters that place a
bound on the maximum current that can be driven into a coil. We derived the expres-
sions for delivered power and efficiency considering the identified regulatory limits for
the transmit and the receive coil currents. We demonstrated that, under certain

Coil Non-
segmented

Segmented with 2
segments

Segmented with 4
segments

Segmented with 4
segments, spread

ΔR, (Ω) 1.19 0.63 (�47%) 0.58 (�51%) 0.52 (�56%)

Table 6.
Change in resistance.

Coil Non-
segmented

Segmented with 2
segments

Segmented with 4
segments

Segmented with 4
segments, spread

ΔX, (Ω) 8.38 1.23 (�85%) 0.82 (�90%) 0.12 (�98.6%)

ΔXnon�segmented

ΔXsegmented

1 6.8 10.2 69.8

N2 factor 1 4 16 16

Table 7.
Comparing the change in reactance with the predicted one.
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conditions,  the  system  figure  of  merit  can  be  “split”  into  transmit  figure  of  merit  and 
receive  figure  of  merit  permitting  independent  evaluation  of  transmit  and  receive  coils.

  We  studied  the  effect  of  lossy  tissue  on  the  performance  of  transmit  coils  from  a 
circuit  theory  perspective.  We  showed  that  the  resistance  of  the  transmit  coil  increases
in  the  presence  of  tissue  because  of  two  types  of  electromagnetic  phenomena:  (i)
increase  in  parasitic  capacitance  between  the  opposite  charges  accumulating  in  the 
surfaces  of  the  coil  (charge  contribution);  (ii)  the  eddy  currents  in  the  tissue  (current
distribution).  We  showed  that  the  change  in  reactance  of  the  coil  due  to  the
presence  of  lossy  tissue  is  dependent  on  which  contribution  (charge  or  current)  is 
more  significant.

  With  this  improved  understanding  of  the  effect  of  lossy  tissue  on  coils  we  intro-
duced  the  concept  of  segmented  on-body  transmit  coils.  We  hypothesised  that  the 
resistance  and  reactance  of  a  transmit  coil  with  segmentation  capacitors  is  less  sensi-
tive  to  the  presence  of  lossy  tissue.  We  derived  the  impact  of  segmentation  on  the 
transmit  figure  of  merit  and  the  receive  figure  of  merit  of  a  coil  using  circuit  theory.
We  showed  analytically  that  segmented  coils  have  the  potential  to  significantly 
improve  both  (transmit  and  receive)  figures  of  merit,  thereby  positively  affecting  the
efficiency  of  a  WPT  system.

  To  validate  our  hypothesis  and  assertions  we  built  PCB  coil  prototypes  at
27.12  MHz  with  and  without  segmentation.  We  performed  full  wave  simulations  using
HFSS  models  of  the  same  coils.  We  showed  through  simulations  and  measurements 
that  the  resistance  of  the  transmit  coil  reduces  substantially  (as  much  as  50%)  when 
we  went  from  no  segmentation  to  up  to  four  segments  (with  three  segmentation 
capacitors).  We  also  confirmed  that  the  proximity  of  lossy  tissue  has  a  significantly 
smaller  effect  on  segmented  transmit  coil.  We  noted  that,  on  the  specific  coils  we 
built,  we  measured  that  the  change  in  reactance  of  a  coil  between  air  and  close 
proximity  of  tissue  reduced  from  4.2%  (for  non-segmented  coil)  to  0.06%  (for  seg-
mented  coil  with  capacitors  uniformly  spread).  We  also  confirmed  that  the  transmit 
figures  of  merit  (Ft  and  Ft,SAR)  of  the  segmented  coil  are  higher  than  those  of  the  non-
segmented  coil.  Ft  grew  by  16%  and  Ft,SAR  grew  by  74%  as  we  increased  the  level  of 
segmentation.  We  have  found  that  the  way  the  segmentation  capacitors  are  spaced  on
the  coil  has  a  significant  effect  on  coil  performance  and  the  distribution  of  electric
field  close  to  the  wiring  of  the  coil.  This  is  an  important  result  as  the  number  of 
segmentation  capacitors  and  their  distribution  to  break  up  the  coil  wiring  controls  the
distribution  of  electric  field  and  will  be  very  useful  in  controlling  not  just  SAR  but  also
to  reduce  coupling  with  the  internal  electronics  of  a  charger.
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