


“The best books about digital transformation combine a practitioner’s experience 
together with original insight. Beulen and Dans have provided genuine insight 
based on strong fundamentals.

They understand and describe the need for an enhanced architecture function, 
the importance of data quality and how data ownership principles must be applied 
before significant strides can be made in analysis and enable implementation of AI 
capabilities.

As a Chief Data Officer this is a must-read, including interviews with top indus-
try experts like Julia Bardmesser, the topics covered range from ethical considera-
tions for data usage through to adoption of advanced technologies in service of a 
data-first organization.”

Andrew Foster, Chief Data Officer, M&T Bank and lead contributor to 
EDM Council’s Cloud Data Management Capabilities standard (CDMC)

“We live in an exciting era that witnesses an unprecedented adoption of digital 
technologies. One easily can get lost in the countless opportunities data science and 
AI bring. Rather than delving into technical details, Beulen and Dans explore the 
crossroads of Digital Transformation and Data Analytics. By doing so, they pro-
vide the reader with valuable recommendations on driving Digital Transformation 
in the public and private sectors.

By providing many examples, the authors put digital technologies in context. 
They pay attention to recent advances, such as Deep Learning and Quantum com-
puting, but always relate these to organizational challenges including skills devel-
opment and ethics. I appreciate that the book benefits from the rich experiences 
and own research of the authors. Also, many practical and scientific pointers are 
provided for further reading. Relevant current and upcoming legislation on topics 
such as privacy, security, and sustainability are also included in the text, making it 
an invaluable resource.

I can strongly relate to the emphasis the authors put on data sharing and data 
governance in ecosystems. I agree with the authors that we have only just begun 
to tap into the opportunities. By giving very practical recommendations, this book 
will help you in your digital transformation journey. Highly recommended!”

Prof. Dr. Jos van Hillegersberg, Scientific Director at Jheronimus 
Academy of Data Science
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Understanding the significance of data analytics is paramount for digital trans-
formation but in many organizations they are separate units without fully aligned 
goals. As organizations are applying digital transformations to be adaptive and ag-
ile in a competitive environment, data analytics can play a critical role in their suc-
cess. This book explores the crossroads between them and how to leverage their 
connection for improved business outcomes. The need to collaborate and share 
data is becoming an integral part of digital transformation. This not only creates 
new opportunities but also requires well-considered and continuously assessed 
decision-making as competitiveness is at stake. This book details approaches, con-
cepts, and frameworks, as well as actionable insights and good practices, including 
combined data management and agile concepts. Critical issues are discussed such 
as data quality and data governance, as well as compliance, privacy, and ethics. It 
also offers insights into how both private and public organizations can innovate and 
keep up with growing data volumes and increasing technological developments in 
the short, mid, and long term. This book will be of direct appeal to global research-
ers and students across a range of business disciplines, including technology and 
innovation management, organizational studies, and strategic management. It is 
also relevant for policy makers, regulators, and executives of private and public 
organizations looking to implement successful transformation policies.
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PREFACE

Understanding the significance of data analytics is paramount for digital transfor-
mation success, as the exponential output of digital transformation feeds back into 
data analytics. In many organizations, data analytics and digital are separate or-
ganizational units without fully aligned goals which need collaboration in order 
to further improve business outcomes. The crossroads between data analytics and 
digital will be explored here.

Businesses face increasing market dynamics and hyper-competition, coupled 
with compliance and security burdens, along with sustainability, privacy, and ethi-
cal challenges. To disrupt and avoid being disrupted, data analytics identifies op-
portunities and risks. Data analytics also enables the implementation of digital 
transformations by delivering input for strategic decision-making, offering the abil-
ity to analyze and monitor implementation progress and business achievements.

Volumes of data are growing at an unprecedented speed, driven by the Internet 
of Things and unstructured data (e.g. social media content), as well as additional 
data generated by transforming into digital organizations. This feeds back into data 
analytics as well as data science, requiring even more mature data management and 
governance to achieve enriched insights. In addition, the need to collaborate and 
share data is becoming an integral part of digital transformations. This not only cre-
ates new opportunities but also requires well-considered and continuously assessed 
decision-making as competitiveness is at stake. This book details approaches, con-
cepts, and frameworks, as well as actionable insights and good practices, includ-
ing combined data management and agile concepts. In addition, a deep dive into 
privacy and ethics will be included.

This book clarifies and provides guidance on leveraging data analytics in achiev-
ing digital success and for digital transformations to advance data analytics. This 
book has a global focus, as competition does not acknowledge borders (and, to a 
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lesser extent, legislation does), and digital and analytics good practices are trans-
ferable across borders and industries. Practitioners, as well as academics, MBA 
students, and BSc and MSc students, are the target audience. Practitioners include 
board of management, C-suite, and executive representatives of both private and 
public sector organizations.

This book reflects our observations on the crossroads of data analytics and digi-
tal transformations. Any vendors mentioned here are merely examples in a wide 
field of tools and solutions; the authors make no recommendations. In the case of 
multiple vendors, vendors are listed alphabetically. Every chief data office is re-
sponsible for conducting its own due diligence and running RFPs to determine the 
best suite of tools to meet their organization’s data management needs.

In this book, the terms “chief data officer” and “chief digital officer” are always 
spelled out in full to avoid any unclarity about the acronym CDO.

We would like to thank Tata Consultancy Services (TCS) for collaborating with 
us on this book. We would also like to thank Dinanath Kholkar, Mandar Bhata-
vdekar, and Dr. Sharma Neha for their introductions and guidance. We would like to 
thank Joydeep Samajder for the coordination of our collaboration and the introduc-
tions to TCS case studies and  TCS subject matter experts. Furthermore, we would 
like to thank Savita Kulkarni, Themis Michaelides, Sandeep Saxena, and Bandana 
Sinha for sharing their valuable insights. The insights are captured in short write-
ups to highlight important points in data analytics and digital transformations.

We also would like to thank Julia Bardmesser, financial industry strategic ad-
viser and chief data officer, for sharing her valuable insights on compliance and 
ethical risks.

Erik Beulen and Marla A. Dans
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Introduction: Business context

Data volumes have been growing exponentially for decades. It started with kilo-
bytes (kBs), we are currently using yottabytes (YBs), and the next level is already 
defined: hellabyte or brontobyte (1,000 yottabytes). This growth in data volumes 
creates opportunities for any organization to improve decision-making and to en-
hance data-driven decision-making by making data analytics an integral part of 
their operations. In this book, we define data analytics as advanced analytic tech-
niques which are applied to operating models including algorithms processing 
large volumes of structured and unstructured data.

In analytics, this book makes a distinction between three types of analytics: 
descriptive, predictive, and prescriptive analytics. Descriptive analytics is the dash-
board of real-time metrics tracking. This gives an overview of the performance 
of the organization and how the digital transformation is progressing. Descriptive 
analytics highlights key trends that can trigger management interventions and even 
strategic pivots. The next level is predictive analytics, which is used to forecast out-
comes based on changing variables in statistical modeling. Where descriptive ana-
lytics highlights trends, predictive analytics provide different paths for pivoting a 
strategy and producing different scenarios for management to consider. Predictive 
analytics is a project-based effort instead of in real time and is followed by prescrip-
tive analytics. This will identify which predictive outcome is optimal for the strat-
egy, including innovations to achieve the targeted and desired outcomes. Predictive 
analytics ensures confidence in decision-making by backing with data-driven 
evidence versus gut instinct. This is not limited to operational decision-making;  
predictive analytics can also be used in developing strategies and assessing innova-
tive opportunities.

PART 1

Business context

https://doi.org/10.4324/9781003246770-1


2  Business context

All three are instrumental in digital transformation success. Many organizations 
are changing and will continue to do so, and their business models innovate and 
improve their operations by digital transformations. In the context of this book, we 
define a digital transformation with a focus on data and analytics as an initiative 
to improve business performance by making an organization more responsive and 
enabling the introduction of new business models and innovation by leveraging 
data and data analytics.

In summary, data analytics is foundational in any digital transformation. In this 
first part of our book, both data analytics and digital transformations will be ex-
plained, where data analytics will be further detailed in Part 2 and applied to digital 
transformations in Parts 3 and 4. In Part 5, the outlook of the combination of data 
analytics and digital transformations will be explained.
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Organizations not only run the risk of being disrupted but also need to disrupt 
themselves. And, business strategies include more than the adoption of new tech-
nologies, as data and data analytics are at the heart of digital transformations. Ar-
chetypes of digital transformations are detailed as a foundation for this book.

For decades, data volumes have been growing exponentially (e.g. transaction 
data, document files, social media, and the Internet of Things), and those vol-
umes will continue to grow. As a consequence, the insights from data analytics are 
becoming more valuable. These insights are not limited to operational manage-
ment. Data analytics is also pivotal in strategic decision-making, including digital 
transformation.

Any organization should be exploring digital transformation opportunities and 
needs to integrate digital transformations in their business strategy. Doing so will 
not only enable innovation but also change business models, including Business 
4.0/smart factory, smart government, smart cities, marketplace sales, and plat-
forms, which is critical to remain competitive, as well as outpacing and leading 
digital natives.

Furthermore, organizations need to explore how to improve the forward and 
backward exchange of data in ecosystems and value chains. This will make topics 
such as data ownership and data quality even more important and will also further 
improve the operations. Of equal importance, this will also enable more enhanced 
data analytics and improvement of the collective competitive position of the value 
chain-associated organizations.

1
DIGITAL TRANSFORMATIONS 
EXPLAINED

https://doi.org/10.4324/9781003246770-2


4  Business context

1.1	 Introduction

Organizations are faced with changes in many shapes and forms, ranging from 
changing expectations and needs from customers for companies and citizens for 
public sector organizations, to new innovative technologies and new market en-
trance, as well as changing regulations. This has an impact on the lifespan of or-
ganizations. The 33-year average tenure of companies on the S&P 500 in 1964 
narrowed to 24 years by 2016 and is expected to shrink to just 12 years by 2027 
(Anthony et al., 2018, p. 2). To disrupt or be disrupted has become the norm (Beulen 
and Ribbers, 2020). But public sector organizations are also constantly changing, 
for example, as public sector organizations have replaced bureaucratic organiza-
tions with autonomous initiatives (Hood, 1991). This has triggered the need for 
coordination and has resulted in the “joined-up government” (Newman, 2020).

Digital transformation enables adoption by facilitating change. It is impor-
tant to distinguish between reinforcing existing value propositions – digitization  
(e.g. e-commerce), on the one hand, and, on the other hand, reshaping value 
propositions – digital transformations (Härting et al., 2017; Gobble, 2018; Leon-
ardi and Treem, 2020; Mugge et al., 2020; Caputo et al., 2021). This is where 
data and data analytics are becoming more important (Leonardi and Treem, 2020). 
Gartner defines digitization as “the process of changing from analog to digital 
form” (Gartner, n.d.-a). Digital transformations typically entail revamped business 
models combined with new products and services. Innovation is also more im-
portant in digital transformations than in digitization. Gartner defines digitaliza-
tion as “the use of digital technologies to change a business model and provide 
new revenue and value-producing opportunities; it is the process of moving to a 
digital business” (Gartner, n.d.-b). Incumbent organizations must deal with exist-
ing operations, including underlying information technology. This hinders speed; 
however, these organizations have vast experience, including underpinning data, 
to build upon. Start-ups and scale-ups benefit from agility. Furthermore, there are 
new entrance organizations, also called digital natives, shaping fully digital value 
propositions and competing against and partnering with incumbents.

In this book, we define digital transformation as an initiative to improve 
business performance by making an organization more responsive and enable the 
introduction of new business models and innovation by leveraging data and data 
analytics. This definition is borrowed from many sources; some of these defini-
tions are criticized by, among others, Gong and Ribiere (2021). Digital trans-
formations are defined by Westerman et al. (2011) as “the use of technology to 
radically improve the performance or reach of enterprises” (p. 5). This definition 
focuses on business performance. Where Chanias, similar to Pappas et al. (2018) 
and Dremel et al. (2017), explains how the car manufacturer Audi leveraged data 
in their digital transformation, Chanias explicitly adds analytics to the defini-
tion: “The extended use of advanced IT, such as analytics, mobile computing, 
social media, or smart embedded devices, and the improved use of traditional 
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technologies, such as enterprise resource planning (ERP), to enable major busi-
ness improvements” (2017).

Finally, it is important to highlight that digital transformation is not a one-off 
project. Any organization will be in a permanent state of transformation (Matt  
et al., 2015; Beulen, 2020a, 2020b; Beulen and Ribbers, 2020). Continuous digital 
transformations are more in the DNA of digital native organizations, but should be 
adopted by any organization in order to survive.

1.2	 Digital transformation

Prior to discussing the opportunities and threats of digital transformations, the con-
text needs to be set. This context includes two topics: (1) top management commit-
ment and (2) change management and ways of working.

For digital transformation success, commitment of the top management is es-
sential (Matt et al., 2015; Adams and Bennett, 2018; AlNuaimi et al., 2022). Top 
management still lacks digital capabilities (Weill et al., 2019), which is a concern. 
Organizations address this shortcoming in different ways. By appointing chief digi-
tal officers and digital non-executives, the capabilities within the board of man-
agement will increase (Tumbas et al., 2018; Berman et al., 2020). Organizations 
appointing a chief digital officer need to make sure responsibilities between the 
chief digital officer and the chief information officer are aligned (Singh et al., 2020). 
Typically, the focus of the chief information officer is on technology, whereas the 
chief digital officer focuses on the market, the business models, and the innovation 
of the products and services. In some organizations, the role of the chief digital 
officer and the chief information officer is a combined role; however, this requires 
a combination of capabilities, which is very rare. Nevertheless, in the future, the 
responsibilities of the chief digital officer will become the responsibility of busi-
ness managers, as digital will become the new norm in short time. The role of chief 
digital officer is considered to be a finite role, which will become obsolete when an 
organization has reached a level of digital maturity. Also, appointing a chief data 
officer is important. The chief data officer is the custodian of data governance, set-
ting standards and policies while ensuring data quality (Earley, 2017; Brenneman, 
2018). The role of the chief data officer will be discussed in Part 3 in greater detail.

To change business models and to innovate products and services, change man-
agement and adoptive ways of working are essential. Most organizations have 
adopted agile ways of working (Denning, 2018a, 2018b; Brosseau et al., 2019; Hol-
beche, 2019). By embracing agility, organizations can respond much faster, make 
incremental decisions, and adapt to changes in the market and/or changes custom-
ers need or new regulatory requirements (Kale, 2017). Agility is also very support-
ive in achieving success in digital transformations (Perkin and Abraham, 2021). 
Typically, agile is combined with the concept of DevOps (Hemon et al., 2020). 
This enables an increased release cycle, from the best monthly deployment to the 
daily, or even more frequent, deployment. DevOps combines the responsibility for 
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the development and the maintenance of functionality and facilitates participation 
of representatives from the primary process, business representatives, or, in the 
case of public sector organizations, civil servants from operations, as well as strate-
gists and policy makers (Wiedemann et al., 2019).

1.2.1	 Digital transformation opportunities

Digital transformations are focusing predominantly on the introduction of new 
products, services, and processes, and less on improving existing products and ser-
vices (Beulen, 2018a, 2018b). The new products and services can be combined 
with new business models and contribute mainly to the top line of organizations. In 
the case of public organizations, this contributes to the objectives and/or purpose of 
the organization. The digital transformation upside for new products and services 
is typically higher than for existing products and services. Digital by design simply 
has a bigger impact. The improved processes mainly contribute to operational ef-
ficiencies and have an internal focus, and this is no different for public organiza-
tions. Technology enables these efficiencies – a good example is robotic process 
automation (RPA) (Schmitz et al., 2019; Siderska, 2020).

Currently, private sector organizations face severe competition, and public sec-
tor organizations face increasing demands from their stakeholders and/or citizens, 
which raises the digital transformation bar. Also, increased and new legislation set 
high demand for digital transformations. Rethinking and revamping the products 
and services, and the business model, and changing the organizational structure 
enables organizations to disrupt competition. Many incumbent organizations are 
not disrupting competition, and they focus on avoiding being disrupted by digi-
tal natives. Keeping up with the pace is already a challenge for most incumbent 
organizations. In order to avoid being outperformed by digital natives, many in-
cumbents simply acquire digital natives or take a stake in these companies. This 
not only neutralizes the competition but also strengthens the digital capabilities 
of the incumbent. The cost of acquiring digital natives is high, as the market cap 
of these organizations is off the charts. Furthermore, retaining the staff of the ac-
quired digital native is challenging, to say the least. For example, Randstad (global 
leader in the HR services industry, revenue 21b euro, and 35k employees – www.
randstad.com) has embraced this acquisition strategy. They continuously scan the 
HR technology market (+2.5k companies) and invest and acquire technology com-
panies. (Randstad, 2017, p. 32). In 2015 Randstad acquired Smartrise,1 an online 
outplacement firm in the US for 100m USD, and in 2016 Monster,2 a global online 
recruiting platform for 429m USD.

In addition, some organizations also integrate their sustainability objectives into 
their digital transformation (Kar et al., 2019), for example by developing smart 
cities (Anthony Jnr, 2021). This is dominant but not limited to public sector organi-
zations, as private sector organizations also combine digital transformations and 
sustainability goals (McCausland, 2021).

http://www.randstad.com
http://www.randstad.com
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1.2.2	 Digital transformation threats

In addition to the upside, embarking on digital transformations is not without risk. 
There are four threats organizations need to take into account. One is the risk of 
cannibalizing existing business, and another is the risk of underinvesting in the 
existing operation and insufficient management attention for the existing organiza-
tion. Innovation has also increased noncompliance and increased cyber security 
exposure.

1	 Cannibalizing existing business: improved services and products might im-
pact the sales of existing services and products (Greenstein, 2010; Matzler et al., 
2018). This will impact the overall performance of any organization. In embark-
ing on digital transformations, the impact on the existing business must be taken 
into account. Similar to public organizations, they need to take into account the 
impact of a digital transformation on all their objectives.

2	 Underinvesting in existing business and not sufficient management atten-
tion: in many organizations, digital transformation is funded by the existing 
business. Therefore, management for the existing business is required. In this 
context, attention for the staff that is running the existing business is also impor-
tant. These employees might feel undervalued. This will increase attrition and 
potentially jeopardize business continuity. Organizations should not only focus 
on the implementation of the digital strategy, but also keep an eye on the exist-
ing business (Hinterhuber, 2022).

3	 Noncompliance: Globally, any organization faces increased pressure from 
regulators and legislators, including organizations in the public sector (Scupola 
and Mergel, 2022). This is not limited to the increasing privacy regulations, 
such as GDPR. One example is antitrust legislation. This will be detailed in 
Chapter 7.

4	 Cyber exposure: digital transformation significantly increases the digitization 
of the many processes, as well as the exchange of data in increasingly global 
ecosystems. This results in increased cyber security risks. In any digital trans-
formation, cyber security risk assessments as well as cyber security investments 
need to be embedded (Möller, 2020). This will be detailed in Chapters 7 and 12.

1.3	 Impact of emerging technologies

For any organization, it is essential to continuously explore, experiment, and im-
plement emerging technologies. Any emerging technology that does not have the 
opportunity to scale up should not be considered. In innovation, many organiza-
tions engage with partners and partly outsource innovation (Beulen and Ribbers, 
2002, 2003, 2021). Contract innovation is different from traditional outsourcing 
(Beulen, 2004, 2007). Innovation requires a less formal and strict contracting, in 
addition to longer-term commitment. This sets requirements for governance and 
contract management (Aubert et al., 2015).
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1.3.1	 The Internet of Things

The Internet of Things (IoT) connects to devices and enables data exchange. IoT 
can be an integral part of (automated) decision-making. It also provides opportuni-
ties to make the provisioning of services more efficient or adds services to prod-
ucts, such as predictive maintenance of assets. This technology can also provide 
data to improve the design of the next version of an asset, as manufacturers can 
analyze performance and maintenance data from all the manufactured assets. The 
ownership of the collected data and confidentiality needs to be agreed upon. The 
discussion of data ownership is not limited to personal data (Janeček, 2018) but 
also to commercially relevant data. This last aspect is often overlooked but will 
become more important in the near future, as this is also potentially impacting 
business models.

In addition, cyber security requires attention. Unfortunately, this sensor-based 
technology is vulnerable for cybercrime, as there is processing/edge computing in 
the IoT devices, as well as the communication and data transmission from the IoT 
devices to information systems (Lee, 2020).

1.3.2	 Blockchain

Blockchain is a general ledger technology that can be used to share data and facili-
tate transactions. It is a technology that enables distributed non-trusting organiza-
tions to collaborate without the need to have a trusted intermediary. Blockchain 
also enables efficiency in sharing data and transactions enabled by smart con-
tracts (Cong and He, 2019). There are still potential legal challenges with smart 
contracts, but for simple and unambiguous transactions, smart contracts are very 
suitable.

The negative association with cryptocurrencies has and is still not helpful in the 
adoption of blockchain (Kosmarski, 2020). The energy efficiency of mining is still 
a concern, despite the increase in applying proof-of-work consensus algorithms in 
blockchains (Lasla et al., 2022).

1.3.3	 Artificial intelligence

Artificial intelligence (AI) is at the heart of data and data analytics. In AI, comput-
ers “imitate”/“replicate” the human brain, with the purpose of self-learning and 
continuous improvement. In AI humans develop features, which is different from 
Machine Learning (ML), where computers develop features autonomously. ML 
can be applied to any size data set but is typically not applied to large data sets 
(Murdoch et al., 2019). Also, deep learning (DL) is part of AI. In DL, complex 
algorithms and deep neural networks train models and patterns. DL requires sig-
nificant computer power and is typically only applied to large data sets (Bengio  
et al., 2017). This will be detailed in Chapter 2.
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1.3.4	 Knowledge graph

A knowledge graph upends traditional relational data schemas with a three-
dimensional semantic architecture that introduces connections (edges) between 
entities (nodes) (Fensel et al., 2020b). Graph visualization tools increase data ana-
lytics capabilities exponentially by adding that distinct relationship layer, enabling 
drill-down capabilities into nodes and edges, for never-ending fun in the search 
for meaningful data and insights. Knowledge graphs drive service and product im-
provement (Noy et al., 2019). This will be detailed in Chapter 2.

1.4	 Impact of data and data analytics

Data and data analytics have become an integral part of digital transformation. 
Data-driven organizations are becoming the norm (Datnow and Park, 2014; Wat-
son et al., 2021); however, they require data-driven leadership. Organizations need 
to increase the percentage of data-driven decisions. At the moment, many organiza-
tions still struggle with the basics, e.g. data quality, data management, data govern-
ance, tooling, and automation (Beulen, 2020b).

Data and data analytics are supportive in identifying and shaping digital trans-
formations. Modeling and scenario planning are fueled by data and data analytics. 
The initiation of the analysis still starts with intuition, and final decision-making re-
mains an executive decision. However, rigor of analysis significantly improves the 
likelihood of achieving digital transformation objectives and also reduces the risk 
profile. The confidence level of the decision-making increases by leveraging data 
and data analytics. Also, data and data analytics are driving operational decision-
making. Pre-set rules automatically generate decisions and initiate actions. Organi-
zations need to implement checks and balances to ensure the desired outcome and 
meet ethical standards. Setting thresholds and final human approvals for specific 
decisions is important. This requires continuous monitoring, as well as manage-
rial and board of management oversight. Implementing proper governance is key. 
Chapter 3 is a deep dive into data-driven leadership.

Data-driven organizations benefit from data democratization, which in this book 
is defined as making data accessible for analyses and decision-making, without 
involving IT and data specialists, for identified employees of the organization (Es-
pinosa et al., 2014; de la Vega et al., 2016; Maynard-Atem, 2019; Patel, 2020).

Important in data democratization is ease of use, and therefore, tooling, which 
is end-user friendly is essential, examples being (in alphabetical order) Google 
(www.looker.com), Microsoft (www.powerbi.microsoft.com), Qlik (www.qlik.
com), and Tableau (www.tableau.com). Organizations need to unlock their data 
by ensuring data quality combined with a ruleset for data access. The quality of 
data remains a concern in many organizations due to poor data ownership, growing 
data volumes, and the increase of unstructured and external data. All of this re-
quires proper governance and guidance of an empowered chief data officer. Access 

http://www.looker.com
http://www.powerbi.microsoft.com
http://www.qlik.com
http://www.qlik.com
http://www.tableau.com
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management is another challenge in many organizations, due to the significance 
of temporary/project roles, rotation of staff including new roles, onboarding, and 
attrition. In addition, there are changes in legislation that might impact the law-
fulness of data access for employees, e.g. GDPR. The impact of this legislation 
is more substantial for international organizations and organizations dealing with 
end-user data, such as client data, patient data, or civilian data. But the list also 
includes legislation such as antitrust legislation, one example being the litigation 
of the European Commission against Amazon. The Commission has sent a State-
ment of Objections to Amazon for the use of nonpublic independent seller data and 
(2) has opened a second investigation into its e-commerce business practices. This 
case was settled in December 2022.3

Finally, organizations need to transform from an application-centric architecture 
to a data-centric architecture (Rajabi and Abade, 2012; Demchenko et al., 2014; 
Kwon et al., 2019). Data-centric architectures enable data democratization, as silos 
are inherent to an application-centric architecture. Cloud computing with advanced 
load balancing functionality is supporting data-centric architectures (Dasoriya  
et al., 2017). Data-centric architectures are also supportive of Internet of Things 
solutions (Liu et al., 2019) and business models such as Industry 4.0 ( Martínez-
Gutiérrez et al., 2021).

Aspects of data democratization will be explained in greater detail in 
Chapters 5–7.

1.5	 Changing business models

In digital transformations, new business models are also introduced (Berman, 
2012; Kotarba, 2018). The business models have many shapes and forms, but all 
are technology-driven and include a significant data and data analytics component 
(Brownlow et al., 2015). Furthermore, these new business models set requirements 
for partnering within existing and new value chains. Partnering is the strengthen-
ing of the competitive position of an organization combined with increasing entry 
barriers to a market (Adamik, 2016). Missing out on digital transformations for 
partnering is not an option. New business models must be explored in conjunction 
with partners (Visnjic et al., 2018). In this section, four of the most common new 
business models are discussed briefly.

1.5.1	 Industry 4.0 and smart factory

In the manufacturing sector, automation and data exchange are heavily used to 
optimize the manufacturing process. Investments to innovate the manufacturing 
processes are as significant as the returns in terms of opportunities to add services 
to the products, make the process more efficient, and strengthen the collabora-
tion with partners, including increasing the level of exclusivity in ecosystems and 
value chains. This business model also includes innovations such as the Internet of 
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Things and robotics. In the context of digital transformation, the focus is predomi-
nantly on the opportunities to add services to the products by enhancing the func-
tionality and sharing client usage data of products for (preventive) maintenance 
of the product, and client advice including product replacement or suggestions for 
more efficient product usage. Most of these services are software, and not seldom 
apps, which is offered in combination with the physical product. Typically, the 
pricing of the product includes the “free” usage of additional services.

1.5.2	 Smart government and smart cities

Specifically for public organizations, the new smart government and smart city 
business models are highly relevant. These business models include two distinct 
concepts: one supports the interaction with and between citizens and organiza-
tions, and a second is using data and data analytics to perform public tasks. Both 
concepts are highly technology-driven and data-driven. The impact of politicians 
on digital transformation is an additional challenge, similar to private sector or-
ganizations which face changes in board of management; however, the objectives 
of new politicians often contradict the objectives of their predecessors. In digital 
transformations, public organizations also often include less tangible goals such as 
sustainability goals, e.g. reduced energy consumption or support for the circular 
economy. On the other hand, public organizations might be able to get funding 
more easily approved, as long as the outcomes of digital transformations align 
with the objectives of the public organization and their stakeholders. Overall, the 
adoption of new business models such as smart government and smart cities is not 
straightforward and is still emerging.

1.5.3	 Marketplace sales

Marketplace sales is a specific new business model of business model platforms. 
Marketplace sales include two different business models: business-to-consumer 
(B2C) and consumer-to-consumer (C2C). In this book, the focus is on B2C only, 
although marketplace sales combine both business models, e.g. Craigslist, eBay, 
and Facebook. In B2C, a platform offers the opportunity to sell goods and services 
for businesses, with transactions taking place over the platform. The platform is 
compensated by the businesses for offering the marketplace. The platform typically 
facilitates the payment and offers additional services, such as order fulfillment. 
Consumers visit the platform and can compare the products of all the providers on 
the platform.

There is a wide variety of marketplace sales, where platforms such as Amazon 
and Alibaba combine providing the platform to independent retailers with being a 
retailer. This potentially triggers violation of antitrust regulations. The European 
Union has sent a Statement of Objections to Amazon for the use of nonpublic inde-
pendent seller data and opened a second investigation into its e-commerce business 
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practices. If confirmed, this would infringe on Article 102 of the Treaty on the 
Functioning of the European Union (TFEU) that prohibits the abuse of a dominant 
market position (European Commission, 2020). In the context of the importance 
of and dependence on marketplace sales for many businesses, this investigation is 
important.

1.5.4	 Platforms

Marketplace sales are an integral part of platforms. This new business model is 
attractive not only for the B2C market but also for the business-to-business (B2B) 
market. B2B platforms basically facilitate doing business between organizations, 
similar to how marketplace sales facilitate doing business with consumers. The fa-
cilitation between organizations is in setting up ecosystem partnering, organizations 
collaborate by leveraging the platform. The platform facilitates transactions. These 
types of platforms are very prominent in logistics, where public organizations such 
as Customs and Border Protection also participate in transactions over the platform.

The platform is compensated for their services in facilitating transactions, 
which is different from marketplace sales; this is typically on a flat-fee basis in-
stead of a percentage of the transaction, as the transactions rarely have a significant 
value. Also different from the marketplace sales, the transactions on B2B platforms 
are not one-off transactions, as the costs associated with the initial collaboration  
are high.

1.6	 Ecosystem partnering

In digital transformation, collaboration with partners in the value chain is becom-
ing more important (Lewrick et al., 2018; Duan et al., 2021), and data, along with 
data exchange, have an important role in these developments (Curry and Sheth, 
2018; Pappas et al., 2018).

The development of new business models, new services, and new products will 
be predominantly co-creation (Hyysalo et al., 2019). Joining forces with partners 
is the norm; this can be in the value chains an organization is already currently 
operating in or in new value chains. Market conditions are in flux, and many or-
ganizations are considering multiple options in ecosystem partnering. However, 
most organizations have been part of value chains for over 60 months, and only a 
few value chains have been established, within the last 18 months (Beulen, 2022b). 
However, the ability to innovate will further increase the market dynamic. This 
makes the potential impact of digital transformation even more significant. At the 
same time, this also requires partnering capabilities in the participating organiza-
tions (Davidson et al., 2018; Helfat and Raubitschek, 2018).

Structuring ecosystem partnering is not straightforward, as there are challenges 
related to data ownership. To avoid any doubt, we clarify here that this is data 
related to products and services, not large data sets which can be sold. These data 
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increase the value of the products and services, and, consequently, there is value 
associated with this data. How will the individual organizations in the value chain 
unlock and allocate this value? Given the market dynamics, this is the biggest 
challenge in ecosystem partnering. Data will be shared forward in the value chain 
(think service and product information) but also backward in the value chain, e.g. 
client preferences and retail information, including pricing information. Owning 
the data and the ability to monetize the data strengthens the position of an organi-
zation in an ecosystem and value chain. As a consequence, organizations need to 
agree on sharing data in a value chain. The charging agreements are typically made 
for 12 months and the ecosystem partnerships are governed by both contractual 
and relational governance (Beulen, 2022a). Associated with the data ownership 
challenges are also the intellectual property challenges. Compared to data owner-
ship, there is more legislation in place to protect intellectual property. Most of the 
data legislation is related to privacy and ethical considerations. However, with the 
upcoming Data Service Package Act in Europe, the antitrust aspects are becoming 
more important (European Commission, n.d.).

In Part Four, ecosystem partnering will be detailed. This will include all aspects, 
e.g. data sharing, data governance, and partnering in ecosystems and value chains. 
The focus in this book related to ecosystem partnership will be less on intellectual 
property and more on data.

1.7	 Digital transformation archetypes

Digital Transformation archetypes need to be defined to assess the digital transfor-
mation maturity of an organization. The four identified archetypes are inclusive of 
the focus of digital transformation, alignment with data leadership and capabilities, 
and digital transformation governance. The four archetypes are in order of increas-
ing maturity, business as usual, Digital Transformation 1.0, siloed digital transfor-
mation, and integrated digital transformations. These are detailed below, with an 
overview depicted in Table 1.1 (Digital Transformation Archetypes).

1	 Business as usual: steady transformation – gradually adopting new busi-
ness models, gradually moving into new markets, and innovating existing 
services and products. The organization has not really entered the digital era 
yet. Hence, there is no digital or data leadership, and data ownership is spread 
across the organization. Also, digital and data capabilities are both non-existent. 
As a consequence, digital transformation governance has not been implemented.

2	 Digital Transformation 1.0: radical transformation initiatives – top-down 
endorsed high-level digital strategy, launch a couple of pilot digital trans-
formations, and put a focus on new business models. The organization is 
entering the digital era. Individual digital heroes kick off radical transforma-
tions. Organizations have appointed a chief data officer to develop the enter-
prise data strategy; however, data ownership is not properly addressed yet. Data 
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ownership is with the digital transformation initiatives. Additionally, digital and 
data capabilities are emerging. Therefore, digital transformation governance is 
limited to ad hoc program management of pilot projects with a vanilla oversight 
from the board of management.

3	 Siloed digital transformation: radical and continuous digital 
transformations – top-down endorsed digital strategy with a carte blanche 
adoption for organization units – decentralized. The digital strategy is also 
predominantly data-driven, as the importance of data analytics is growing and 
is implemented by mandated digital heroes. The digital heroes are supported by 
an emerging central data scientist team. The focus of the chief data officer is 
on getting the basics right by implementing the enterprise data strategy, where 
data ownership is still decentralized. In addition, digital and data capabilities 
are growing. Digital and data are no longer in the DNA of individuals but are 
already embedded in some organizational units. Consequently, the digital trans-
formation governance is de-centrally organized, with a growing oversight from 
the board of management.

4	 Integrated digital transformation: radical and continuous digital 
transformations – top-down endorsed digital strategy with a coordinated 
adoption across the organization and agile ways of working. The digital 
strategy is also fully data-driven and is implemented by mandated digital teams. 
Digital teams are supported by federated data scientist teams. New data out-
put from digital transformation initiatives is looped back into enterprise data 
management and data governance systems and processes. As the basics are in 
place, the focus of the chief data officer is on safeguarding data policies and 
procedures, where data ownership is optimized and embedded across the organ-
ization. In addition, digital and data capabilities are now in the DNA of organi-
zational architecture. Hence, digital transformation governance is a managed 
portfolio with proper involvement of the board of management.

Understanding the digital maturity of an organization is important (Gill and Van-
Boskirk, 2016; Valdez-de-Leon, 2016; Ifenthaler and Egloffstein, 2020). Strategy 
companies, such as BCG, have digital maturity models including 36 categories, 
which is known as the Digital Acceleration Index.5 The ultimate goal of any organi-
zation is the highest maturity level to integrate digital transformation. Achieving 
this level requires building up digital and data leadership, as well as capabilities, 
and adequate digital transformation governance. These archetypes will be the foun-
dation for describing digital transformation journeys in Part 3 and enabling organi-
zations to grow their leadership and capabilities in digital and data over time and 
to adjust digital transformation governance accordingly. This includes corporate 
governance (Beulen and Bode, 2021).
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1.8	 Conclusion

In digital transformation, everything is moving at pace. Competition is fiercer than 
ever, regulations are providing guiderails, and technology is rapidly innovating. 
This offers opportunities as well as creates threats. Organizations need to use data 
and data analytics to navigate in this day and age to avoid to be disrupted.

Notes

	 1	 https://www2.staffingindustry.com/Editorial/Daily-News/Randstad-buys-outplacement-f 
irm-RiseSmart-for-100-million-35489.

	 2	 https://www.randstad.co.uk/randstad-completes-acquisition-monster-worldwide-to-
accelerate-its-digital-human-resources-strategy/.

	 3	 https://www.cnbc.com/2022/12/20/amazon-reaches-settlement-with-eu-on-antitrust-case.
html (CNBC, 2022).

	 4	 The archetypes digital transformation 1.0, 2.0, and 3.0 will be detailed in Part 3.
	 5	 See https://www.bcg.com/capabilities/digital-technology-data/digital-maturity.
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The decades of growth of data volumes are unprecedented, and the ability to ana-
lyze data with artificial intelligence and machine learning are also on the rise. 
This requires mature data management and data governance. Many organizations 
are implementing data democratization and are exploring opportunities for data 
sharing with ecosystem and value chain partners beyond transaction data. This 
chapter not only explains the data analytics opportunities but also addresses the 
challenges and risks and includes a deep dive into descriptive, predictive, and pre-
scriptive models and the technical implications wherein (e.g. cloud). In addition, 
the new concepts of data lineage and data provenance will be detailed. These in-
sights into a subject matter interview will be structured by people, process, data, 
and technology.

Data analytics has been in the fast lane for over two decades. Data analyt-
ics speed and dynamics are increasing at an unprecedented rate. The increase of 
data volumes will continue to grow, especially unstructured social media data, 
as well as Internet of Things data. These increasing data volumes require proper 
data management including architectural principles. This will enable organiza-
tions to benefit from improved insights. In addition, technological innovations 
are enabling the increasing impact of data analytics, e.g. cloud computing and 
quantum computing. All are foundational for artificial intelligence. On a concep-
tual level, ontologies and knowledge graphs are essential in artificial intelligence. 
These developments are significantly expanding the analysis processing speed 
and affordable available storage volume. All of this fuels artificial intelligence, 
which includes machine learning and deep learning. The two concepts are often 
used intertwined, but are distinctly different. Artificial intelligence is pivotal in 
digital transformations.

2
DATA ANALYTICS TRENDS CLARIFIED

https://doi.org/10.4324/9781003246770-3
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2.1	 Introduction

Organizations use exponentially growing volumes of data in operating and man-
aging their organizations. Data analytics is becoming a core competency in many 
organizations (Ghasemaghaei et al., 2018; Amankwah-Amoah and Adomako, 
2019) to ensure improved decision-making and increased insights. Extensive and 
increased use of data also creates challenges not limited to privacy legislation  
(Salas and Domingo-Ferrer, 2018).

This requires management attention for data management, which includes gov-
ernance and policy making, in addition to more technology-related aspects, such as 
cloud computing, to ensure sufficient clean and usable data, processing power for 
running algorithms, storage capacity for data, and tooling to perform data analyt-
ics. To enforce governance, many organizations have appointed a chief data officer 
(Griffin, 2008) and have a very clear focus on data-centric architectures (Rajabi 
and Abade, 2012), which is becoming more important in the context of Industry 4.0 
(Martínez et al., 2021). Improving governance will drive value creation and enable 
data-driven decision-making (Beulen, 2020b).

In addition to the basic foundation for data analytics, cloud computing also of-
fers emerging innovations such as quantum computing (Tsai et al., 2016), which 
is not yet an established and widely used innovation (Eskandarpour et al., 2020).

In addition to technological innovations, conceptual developments are also hap-
pening. Organizations are defining their ontologies (Guarino et al., 2009; McDaniel 
et al., 2018) and are implementing knowledge graphs (Fensel et al., 2020a, 2020b; 
Ji et al., 2021). Ontologies can be defined as “a formal, explicit specification of a 
shared conceptualization” (Studer et al., 1998, p. 25), whereas knowledge graphs 
can be defined as follows:

A knowledge graph (i) mainly describes real world entities and their interrela-
tions, organized in a graph, (ii) defines possible classes and relations of entities 
in a schema, (iii) allows for potentially interrelating arbitrary entities with each 
other and (iv) covers various topical domains.

(Paulheim, 2017, p. 491)

They are closely related, as an ontology is a data schema that provides meaning and 
relationships between the data – the data and relationships are visualized through 
a knowledge graph architecture. These ontologies and knowledge graphs signifi-
cantly increase insights from data and are instrumental to artificial intelligence.

Artificial intelligence has been around for more than two decades (Russell and 
Norvig, 2016) and includes both machine learning and deep learning. Artificial 
intelligence is the umbrella term for value creation from data, whereas machine 
learning is algorithm-based self-learning based on algorithms. Little to no human 
intervention is required to improve these machine learning systems. The difference 
between machine learning and deep learning is the scale. Deep learning systems 
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are self-learning systems that process significant volumes of data to improve value 
creation from data.

2.2	 Descriptive, predictive, and prescriptive models

There can be differentiation between three models: descriptive, predictive, and pre-
scriptive models (Greasley, 2019). Good examples of all three types of analytics 
in healthcare are described by El Morr and Ali-Hassan (2019). Organizations are 
initially focusing on the implementation of descriptive models (Lucas, 1978).

The descriptive model answers the question, “What has already happened?” 
The results are often visualized in dashboards tracking real-time metrics. This 
gives a view on the performance of the organization and how performance and 
digital transformation are progressing. Descriptive models focus on key trends that 
can trigger management interventions and even strategic pivots. Over time, the 
number of variables in descriptive models has increased significantly and also has 
expanded from univariate analyses to bivariate and multivariate analyses, signifi-
cantly increasing the value of descriptive models. Typically, descriptive models are 
reviewed on a basis of 6–12 months, which  includes testing and reviewing of any 
bias in the data used and making an inventory of the business requirements. The 
outcomes of the review process will be implemented, depending on the complexity, 
by the data analytics teams1 and/or the data science teams of an organization. Usu-
ally, the implementation of these changes in descriptive models will be managed 
centrally.

The next level is predictive models, which answers the question, “What will 
happen in the future?” These are used to forecast outcomes based on changing vari-
ables in statistical modeling (Navath, 2021). Also, for these models, the number of 
variables used in the models is increasing (Lepenioti et al., 2020). Where descrip-
tive analytics highlights trends, predictive analytics provides insights into alterna-
tive paths for pivoting a strategy and producing different scenarios for management 
to consider. Predictive models are used on a project-based effort, often focused on 
historical instead of real-time data, and they are followed by prescriptive analytics. 
This will require participation of subject matter experts combined with data scien-
tists for designing and implementing predictive models, for example, hierarchical 
clustering, linear regression, and classification and regression trees (CART). These 
predictive models will identify which outcome is optimal for the strategy, lead-
ing to innovations that can achieve the targeted and desired outcomes. From the 
initial design of the prescriptive models, the involvement of senior management 
is required to ensure that the predictive models are aligned and supportive to the 
overall organization strategy. A team of subject matter experts and data scientists 
will design and implement predictive models using agile sprints. Model and data 
version control are critical to maintaining progress with iterative testing. Predic-
tive models provide confidence in decision-making by backing forecast outcomes 
with data-driven evidence versus gut instinct. This is not limited to operational 
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decision-making, predictive analytics can also be used in developing strategies and 
assessing innovative opportunities.

The third level is prescriptive models, which answer the question, “What should 
be done?” The transition requires significant effort and maturity, and among other 
things tackling the conditional stochastic optimization problem (Bertsimas and 
Kallus, 2020). These are the advanced models that provide actionable insights into 
support and drive automated operations and data-driven decision-making. The op-
erational teams in organizations can focus on complex cases and on oversight and 
monitoring of automated decisions. Different from descriptive models, the review 
cycles are much shorter, as the impact of biased data is much more significant and 
can directly impact the performance and even jeopardize the continuity of the or-
ganization. Additionally, prescriptive models require processes to respond to alerts, 
indicating patterns in decision-making that require immediate investigation. The 
increasing threat of cyberattacks makes this requirement even more of a priority.

For any of the three models, self-service tools empower managers and subject 
matter experts in organizations. This trend cannot be stopped and should not be. 
However, this trend sets requirements for data governance and increases the fre-
quency and rigor of reviews.

2.3	 Increasing data volumes

There have been many surveys and studies exploring data growth over the last 
decade (Statista, 2018; Gartner, 2021b; IDC, 2021), all indicating a single direc-
tion, more than exponential growth in the past, most likely, even more so in the 
future. Growth is mainly coming from transaction data, human files, social me-
dia, and machine-generated data, e.g. the Internet of Things. The growth of social 
media and machine-generated data exceeds the growth from the other categories. 
All different categories are input for artificial intelligence and data-driven deci-
sion-making. There is a specific data category, which is cyber security monitoring 
data (Panigrahi and Borah, 2018). With the increasing number of security breaches 
and cyberattacks, this (monitoring) data volume is growing rapidly (Larriva-Novo  
et al., 2020). As Clive Humby put it in 2006, “Data is the new oil” (Humby, 2013). 
Like oil, data is valuable, but it cannot be used if it is not refined. Oil has to be 
transformed into gas, plastic, chemicals, etc., to create a valuable entity that drives 
profitable activity; so, data must be broken down and analyzed for it to have value. 
Increasing volumes of data offer significant opportunities to increase value creation 
in digital transformations.	

Data can be distinguished between structured and unstructured data. Unstruc-
tured data requires additional data management and data governance attention as 
it is less searchable. Also, unstructured data is generated by humans as well as by 
machines, and it requires more interpretation, as it is typically stored in its na-
tive format in data lakes. Examples of formats for unstructured data are audio, 
images, videos, and social data e.g. Facebook, Instagram, and Twitter. Currently, 
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an increasing number of organizations are considering adding structured data to 
the data lake to improve an integral view and analyses. In the mid to long term, 
continuous increase in processing power and “built-in” analytics might reduce the 
need for expensive data warehouses.

Despite the advanced analytic tools, organizations need to focus on the quality 
of structured and unstructured data. However, in most organizations, unstructured 
data requires the most attention, and usually gets the least attention – except for 
alternative data subscriptions for advanced analytics. There are three dimensions 
to assess the quality of the data: (1) interpretability, (2) relevance, and (3) accuracy 
(Carlo et al., 2011). In the first category are predominantly the confidence level and 
the percentage of noisy data that affect the quality of unstructured data.

In the second category, the level of specificity has an impact on data quality. 
Higher specificity, combined with efforts to interpret, for example, by tagging or 
classifying, increases data quality significantly, as well as potential depth of in-
sight and confidence in the outcomes of the analytics. However, this could also 
impact usability and the number of relevant use cases for these niche unstructured 
data sets.

In the percentage of third category, accuracy is the most relevant indicator of 
data quality. In addition to tagging or classifying unstructured data, organizations 
are also investigating improvements to data generation, such as installing a higher-
quality camera or increasing the frequency of data collection.

The data owner is responsible for improving the quality of both structured and 
unstructured data. Implementing data governance and policies supports data own-
ers and enables the implementation of data quality measures. Ultimately, improved 
data quality supports value creation and digital transformations.

2.4	 Basics of data management

The need to focus on compliance was triggered by the financial crises in 2008 
(Hunt et al., 2012), which institutionalized the role of chief data officer. Some 
organizations were ahead of the pack, as Capital One appointed the first chief data 
officer in 2002 (Zetlin and Olavsrud, 2020). The initial compliance focus was on 
data governance. Data governance was defensive, thereby ensuring data quality. 
This focus gradually transformed into a more proactive data management strategy. 
Data management is a capability in support of value creation from data. Access to 
high-quality data is important and needed for managing operations and incremental 
decision-making (McAfee et al. 2012; Xiaofeng and Xiang, 2013). Important in 
data management are identity and access management, full analytics automation, 
external unmanaged data and open data, data lakes and active data warehouses, 
and exclusive analytics cloud solutions (Beulen, 2020a). The challenges for data 
management are related to all these important topics; see Table 2.1.

Regarding identity and access management, multifactor authentication com-
bined with OAuth, which is an open standard for authorization, provides secure 
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delegated access (Indu et al., 2018). Analytics tools need to be fully automated, 
from data entry to data usage – DataOps (Ereth, 2018). This is not limited to moni-
toring and live updates of dashboards. For data-driven decision-making, data sets 
need to be extracted and loaded into the analytics platform. The analysis might 
trigger data updates and/or creation of new data or deletion of data, in one or more 
databases and/or data lakes. Interfaces between systems, platforms, and analytics 
platforms are essential and require fully automated analytics tooling to avoid inac-
curate dashboards and impacting data-driven decision-making. This is related to 
the integration of data and the design, development, and deployment of functional-
ity, and the need for exclusive analytics cloud solutions (Atwa, 2020).

In addition, data management needs to deal with unmanaged data and open 
data, which creates business value (Popovič et al., 2018). This sets requirements in 
terms of quality control of the data. Organizations need to distinguish between data 
feeds, which have a real-time or daily frequency, as this frequency triggers follow-
up transactions and decisions in the receiving organization versus one-off data sets 
which are acquired to make an incremental decision, such as an external data mart 
with over a decade of historical data (Scriney et al., 2019). The real-time data feeds 
need rigorous checking as feed updates are made on a high-frequency basis, which 
typically requires automated profiling. This enables receiving organizations to im-
plement adequate quality control. For the one-off data sets, it will be difficult or 
impossible for receiving organizations to verify the quality of the data on arrival. 
The procurement process of these data marts must address this risk. This requires 
implementing data lakes and active data warehouses (Vermeulen, 2018).

Finally, exclusive cloud analytics solutions need to be implemented. Data man-
agement needs to facilitate the required demand, which can be very unpredictable 
and volatile. Cloud analytics solutions are fully flexible in terms of required pro-
cessing power and storage capacity.

TABLE 2.1  Challenges in data management

Challenges Description

1.	 Identity and access management Ensuring appropriate access to data and to 
information systems and platforms 

2.	 Full analytics automation Ensuring all analyses and data manipulation 
is fully automated

3.	 External unmanaged data and open data Enabling the use of unmanaged data and 
open data in data analytics in addition to 
structure data

4.	 Data lakes and active data warehouses Enabling the use of data lakes and active 
data warehouses in data analytics in 
addition to traditional data warehouses

5.	 Exclusive analytics cloud solutions Ensuring exclusive analytics cloud solutions 
support for data analytics and avoid on-
premises analytics solutions
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The chief data officer is instrumental in getting the data management basics 
right. The chief data officer leads and drives data literacy and data governance to 
increase data quality (Wolff et al., 2016; D’Ignazio, 2017). Data literacy is typically 
a journey of 12–18 months, minimum, to onboard an organization from the board 
of management to the employees in the operational units. Creating awareness and 
explaining the potential value of data are the main objectives of data literacy pro-
grams. Training programs to increase the data capabilities of employees are also an 
embedded part of these data literacy programs (Frank and Walker, 2016).

In close collaboration with the chief information officer (CIO), the chief data of-
ficer needs to work on data management following the data governance focus. The 
role of the chief data officer is to set the requirements for information systems and 
tooling, the underlying infrastructure, and architecture. The requirements are based 
on the data strategy which has been aligned with the managers of the organization 
units, including concepts such as data democratization. In addition to ensuring the 
data management foundational platform is available, a key focus of the chief data 
officer is to support the organization to identify use cases: How can the organiza-
tion unlock value by using data?

Essential for any successful use case is clear data ownership, as this is instrumental 
to data quality and availability. Data ownership has to be embedded in the business. 
The chief data officer often takes ownership of data used by multiple organization units, 
excluding reference data (“cross-business-line data” – below figure), whereas the board 
of management needs to embrace data and support the use of data in value creation. 
Therefore, the board of management should never take data ownership. Figure 2.1 pro-
vides a snapshot of a 2020 global survey with more than +100 respondents.

This data ownership will be discussed in greater detail in Part 4, particularly 
in Chapters 12 and 13. Data management in all of its facets will be discussed in 
greater detail in Parts 2 and 4.

35%

26%

16%

7%

6%

5%
5% business line managers

business line manager combined with the chief
data officer for cross-business line data

board of management

chief data officer

information technology department

IT application owners

others

FIGURE 2.1  Ownership of data in survey organizations (N = 105) (Beulen, 2020a)
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2.5	 Data architecture

Data architecture puts data first in enterprise and IT architectures. The data archi-
tecture addresses two challenges: data silos, which leads to data duplication; and 
master data management, which results in multiple security masters. To address the 
data silo challenge, organizations need to adapt their enterprise and IT architecture 
from an application-centric architecture to a data-centric architecture (Andrews 
et al., 2019; McComb, 2019). This thinking is linked to Gartner’s framing of data 
fabric, defined as “a design concept that serves as an integrated layer (fabric) of 
data and connecting processes” (Gartner, 2021a). This enables availability of not 
only data within the organization, including data democratization, but also data 
sharing outside the organization. It is also supportive of data ownership, which im-
proves data quality. However, architects must prepare for answers on the increas-
ing volumes of unstructured data. Unstructured data is of increasing importance in 
the innovation of services and products. To process and embed unstructured data, 
additional tools, processes, and procedures are required to refine the data and trans-
form the unstructured data into structure data. The additional tooling needs to be 
embedded in the architecture, as, for example, suggested by Kluegl et al. (2016). 
The selection and maintenance of tooling and parameters in the tooling requires 
the full focus of data architects, as organizations are in flux and need to respond to 
many changes. These dynamics set a high bar for data architects. Furthermore, data 
architecture is not all about centralizing data and data processing. In Industry 4.0, 
including the Internet of Things, edge computing is a good practice. Data architects 
must take into account the implications of this requirement (Li et al., 2018).

On top of that, data architecture also resolves the impact from multiple security 
masters by defining more stringent data categorizations, the second challenge. This 
approach results in improved security as data needs to be protected. The implemen-
tation of measure, including segmentation, can be fully tailored by data category, 
where each data category has its own set of security requirements. A reduced am-
biguity results in an increased level of security (Gupta et al., 2019; Semenov and 
Poltavtsev, 2020).

The above also sets demanding requirements on the capability of the data archi-
tects. Enterprise and IT architects need to have a greater understanding of business 
processes, up to the point that business knowledge is even more important than 
knowledge of technology and information technology (De Mauro et al., 2018). 
The role of a data architect is developing into a business role. The architect needs 
to be able to communicate with the data scientist as well as with representatives 
from the primary and support processes, including the IT departments and external 
technology partners. To be clear, the data architect is an additional role in organiza-
tions. The data architect does not replace the enterprise and/or IT architect. Data 
architects take guidance from the enterprise architect and provide guidance to IT 
architects as data-centric is the new mantra. In addition, data architects take guid-
ance from the chief data officer, focusing on data classification, processes, and 
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procedures to ensure compliance, meet ethical standards, and safeguard security. 
The data architects execute the strategies of the chief data officer.

Central in data architecture is currently cloud computing and, in the future, quan-
tum computing. These technologies will be detailed in the next two subsections.

2.5.1	 Cloud computing

In cloud computing, there is a difference between infrastructure as a service (IaaS), 
platform as a service (PaaS), and software as a service (SaaS) (Mell et al., 2011). 
All are relevant for data analytics, as they facilitate cost effective storage and en-
sure high performance computing environments for high-speed data analytics. 
Data warehouse and data lake tooling such as Amazon Web Services Redshift, 
Google Big Query, IBM DB2, and Snowflake are pivotal in value creation with 
data analytics. Data warehouses and data lakes are the domain of the data scientist 
and data engineer. They use solutions such as Jupyter, Python, and R to build their 
algorithms. Industry standards and good practices for managing data in the cloud 
are emerging, for example, EDM Coucil’s Cloud Data Management Capabilities 
(CDMC) framework.

In order to facilitate data democratization, SaaS platforms such as Microsoft 
Power BI, Qlik, and Tableau are required. Unlike data warehouse tooling, indi-
vidual employees can use these SaaS platforms and perform their own analyses, 
and no additional solutions are needed. Individual employees are characterized as 
citizen data scientists.

Data warehouses, data lakes, data analytics solutions, and SaaS platforms are 
implemented and maintained by the IT department or a third party, if outsourced 
(Beulen and Ribbers, 2010). Typically, organizations opt for hybrid solutions that 
include both the IT department and a portfolio of third parties. The considerations 
for in-house versus external are typically driven by a combination of the availabil-
ity of capabilities and costs, and the compliancy impact, where a high compliance 
impact leans toward in-house.

In the architecture, the selection of cloud platforms is a very challenging re-
sponsibility, as the functionality of any of these platforms is enriched at a high pace 
and the cloud service provider market is dynamic. Due to enriching functionality, 
the most preferred cloud platform portfolio today will be different from future pre-
ferred portfolios. Assessing the upward potential of platforms has to be included 
in the selection of cloud platforms. Also, there is a constant influx of start-ups 
which either will exit the market or grow into a scaled-up cloud service provider, 
followed by transforming into a mature cloud service provider. A not unusual alter-
native scenario is that new cloud service providers are acquired by existing cloud 
service providers. This results in additional complexity and increased risk profiles 
for any organization. The market dynamics result in uncertainty, while selecting 
and implementing a cloud platform has a long-term impact, and the cost and effort 
required to migrate to cloud platforms should not be underestimated.
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Costs and vendor dependency are both important in selecting cloud platforms. 
The cost of cloud platforms is pay-as-you-go, whereas the pricing mechanisms are 
typically centered around data transfer costs. There are three data transfer cost fac-
tors in cloud computing: the same platform versus another platform, different cloud 
platform regions, and/or availability zones. Typically, volume will affect the unit 
price for data transfer. Therefore, multi-stack cloud architectures reduce vendor 
dependency; however, this comes at a price. Many organizations currently have a 
multi-stack cloud architecture, not by design but as a result of initiated successful 
pilots with multiple cloud platforms.

The enterprise, data, and IT architect have a combined responsibility to continu-
ously assess the cloud architecture and balance requirements, costs, and vendor 
dependency.

2.5.2	 Quantum computing

The increased processing of quantum computing compared to classical computing 
can further extend the impact of data analytics (Praveena et al., 2018; Ajagekar and 
You, 2020). Quantum computing was initiated in the late 1990s (Shor, 1998; Ste-
ane, 1998; Gruska, 1999; Hey, 1999); however, it is still an emerging technology 
(Wolf, 2017). Gartner defines it as follows:

Quantum computing is a type of nonclassical computing that operates on the 
quantum state of subatomic particles. The particles represent information as ele-
ments denoted as quantum bits (qubits). A qubit can represent all possible values 
simultaneously (superposition) until read. Qubits can be linked with other qu-
bits, a property known as entanglement. Quantum algorithms manipulate linked 
qubits in their undetermined, entangled state, a process that can address prob-
lems with vast combinatorial complexity.

(Gartner, n.d.-c)

Examples of qubits are electronics (spins versus atomic level), photons (polari-
zation versus position), and Bloch sphere representation (state parameterization 
versus vector on the unit sphere).

Currently, organizations can start to experiment with quantum computing; how-
ever, it is still not largely commercially available. McKinsey (2020a) expects that 
by 2030, only 2,000–5,000 quantum computers will be operational. Left alone, suit-
able applications will be largely available for data analytics. However, any organi-
zation should include quantum computing in their roadmap and start to investigate 
data analytics opportunities. In order to successfully explore these opportunities 
and to start pilot projects, organizations need to ramp up quantum computing capa-
bilities and leverage quantum computing capacity that is currently available (Bova 
et al., 2021) – consider PaaS solutions such as Amazon bracket, Azure Quantum, 
Google Cirq, and IBM Qiskit.
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For data architecture, organizations need to be very closely aligned with the 
chief information security offer (CISO), particularly in the context of quantum 
computing, as any encrypted traffic, files, or hardware that lands in the hands of 
an intelligence collector could soon be fed to their quantum decryptor (Keplinger, 
2018). For example, NASA has been transitioning to quantum-resistant algo-
rithms since 2015 (Schneier, 2015). Although this threat is not data-specific, any 
organization should keep this in the back of their minds and strategize on the topic 
(Hamilton, 2019; Cavaliere et al., 2020). This is even a threat to national security 
(Grobman, 2020). This threat is underpinned by the Shor algorithm: the quantum 
algorithm for factoring a number N in the O((log N)3) time and O(log N) space. 
The implication is that public-key cryptography will be broken (Shor, 1994). Fur-
thermore, there is also Grover’s algorithm: a quantum algorithm  that finds with 
high probability the unique input to a black box function that produces a particular 
output value, using O (√N) just evaluations of the function, where N is the size of 
the function’s domain. The implication of Grover’s algorithm is that protection of 
symmetric encryption systems will be reduced (Grover, 1996). However, accord-
ing to NIST, organizations still have time. NIST expects that RSA algorithms will 
remain secure up to 2030, as Shore’s algorithm has not been applied successfully 
and Grover’s algorithm is lacking. NIST advises cryptographers to increase the key 
size and consider the advanced encryption standard (AES-256) and consider secure 
hash algorithms (SHA-256 and SHA-3) (Chen et al., 2016).

2.6	 Artificial intelligence2

Alan Turing famously published on the possibilities of machines with true intel-
ligence (1950). In 1956, in the Dartmouth Summer Research Project on Artifi-
cial Intelligence, the term “artificial intelligence” was coined by John McCarthy 
(Dartmouth College), Marvin Minsky (Harvard University), Nathaniel Rochester 
(IBM), and Claude Shannon (Bell Telephone Laboratories) (Moor, 2006). Dwivedi 
et al. (2021) defined artificial intelligence as “the common thread among AI defini-
tions is the increasing capability of machines to perform specific roles and tasks 
currently performed by humans within the workplace and society in general” 
(p. 2). Devices that mimic cognitive functions such as learning, speech, and prob-
lem solving are also an integral part of artificial intelligence (Russell and Norvig, 
2016). Artificial intelligence also includes the ability to independently interpret and 
learn from external data (Haenlein and Kaplan, 2019). Furthermore, replication 
of both algorithms and learnings in organizations is straightforward with artificial 
intelligence.

This sounds very promising and relevant in the context of data analytics and 
digital transformations, as artificial intelligence is also relevant for any organiza-
tion. Artificial intelligence enables fact-based decisions (Dignum, 2018; Dwivedi 
et al., 2019). Different from humans, artificial intelligence can always be “on,” and 
AI is typically faster than humans. Gartner (2021b) differentiates in complexity 
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of decisions as in well as time required to make a decision. Decision automation 
is related to quick and simple decision-making, where decision argumentation is 
a more time-consuming and more complex type of decision-making, and decision 
support is related to the most complex decisions, which require the longest time to 
make the decision.

Artificial intelligence also triggers fear of job losses. Some jobs will indeed 
be made redundant by applying artificial intelligence. McKinsey expects that 
14% of the global workforce will have to find another job by 2030 (2018). 
However, the adoption of artificial intelligence will also create jobs. Gartner 
expects a net positive effect in 2025 (2017). Finding qualified professionals for 
performing artificial intelligence has been difficult for over a decade for most 
organizations, and the search will remain a challenge according to the Organiza-
tion for Economic Co-operation and Development (OECD) (Squicciarini and 
Nachtigall, 2021).

Continuously increasing processing power and data storage capabilities will 
further enhance the impact of artificial intelligence on data analytics and digi-
tal transformations. Artificial intelligence is related to ontology and knowledge 
graphs, which support the relation between data and data categories. Also, artificial 
intelligence is related to machine learning and deep learning, which are distinctly 
different by related technology developments. The most important four technology 
developments will be explained in the three subsections below.

2.6.1  Ontology and knowledge graphs

To get improved insights, organizations need to develop and implement an ontol-
ogy and associated knowledge graphs. Ontologies and knowledge graphs provide 
insights among data elements. Gruber (1993, p. 199) defines an ontology as “a 
specification of a representational vocabulary for a shared domain of discourse – 
definitions of classes, relations, functions, and other objects.” Organizations are 
increasingly considering a multi-tier ontology to support the complexity. A knowl-
edge graph can be defined as “a multi-relational graph composed of entities as 
nodes and relations as different types of edges. An instance of an edge is a triplet 
of facts (head entity, relation, tail entity) (denoted as (h, r, t))” (Wang et al., 2014,  
p. 1112). The knowledge graph was launched by Google in 2012 to increase in-
sights from search engine data (Singhal, 2012). Knowledge graphs upend tradi-
tional relational data schemas with a three-dimensional semantic architecture that 
introduces connections (edges) between entities (nodes). Graph visualization tools 
increase data analytics capabilities exponentially by adding that distinct relation-
ship layer, enabling drill-down capabilities into nodes and edges, for never-ending 
fun in the search for meaningful data and insights. An important contribution of 
knowledge graphs is that they create human-readable explanations. This is sup-
portive to the design, implementation, and monitoring of both machine learning 
and deep learning algorithms.



30  Business context

2.6.2	 Machine learning

Machine learning is already being applied on a large scale by many organizations 
(Forrester, 2019). Machine learning, also labeled as narrow artificial intelligence, 
is based on human pre-programmed activities to perform a task, operating by  
“if-then-else” statements and hard-coded knowledge suggestions.

It is important that the algorithms are trained. The data quality used to train the 
algorithms is more important than volume of training data; however, more training 
data helps improve the algorithms. Nevertheless, verification of the machine learn-
ing outcomes of the algorithms is very important.

Learning methods can be divided into two broad categories: inductive and de-
ductive. Inductive methods create computer programs by forming rules or extract-
ing patterns from data. Deductive methods result in a function that is as generic as 
the input data.

Benefits of machine learning are making employees smarter, making operations 
more efficient, improving strategic decision-making, hyper-personalizing customer 
experiences, and accelerating the launch of new products.

2.6.3	 Deep learning

Deep learning allows the computer to build complex concepts from simpler con-
cepts. Different from machine learning, deep learning is unsupervised. Organiza-
tions only monitor the data sets that are input for deep learning and deep learning 
outcomes.

Unlike machine learning, deep learning has not been adopted by many organi-
zations. Currently, most organizations have initiated a pilot project and are ex-
perimenting with deep learning. In this learning curve, organizations must build up 
knowledge on how to interpret deep learning outcomes (Li et al., 2022).

Deep learning is also labeled as general artificial intelligence and perform tasks 
without explicit pre-programmed activities to perform a specific task. General ar-
tificial intelligence systems create insights based on data processing. The focus of 
these systems is on identifying trends (Schmidhuber, 2015).

Deep learning is used in, for example, image recognition, speech recognition, 
natural language processing, audio recognition, social network filtering, machine 
translation, bioinformatics, drug compounding, medical image recognition, and 
board game programs. But it is also becoming very important in detection of net-
work intrusion and an essential component in ensuring cyber resilience (Ahmad  
et al., 2021).

Deep learning has also introduced the phenomenon of “deepfake” of a photo, 
audio, and/or video fragment due to the increased believability and accessibility of 
technology that creates a deepfake (Kietzmann et al., 2020). Deepfake can also be 
a threat to national security (Sayler and Harris, 2020).
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DATA ANALYTICS TRENDS

Savita Kulkarni – Head of AI Services
TCS Analytics and Insights Unit at Tata Consultancy Services

There are quite a few important trends in data analytics. These trends can be 
bucketed into four areas: (1) data governance, (2) technology, (3) people, and 
(4) business.

1. Data governance

The most prevalent trend is all encompassing governance across data, pro-
cesses, people, and technology. For decades, organizations have been doing 
site audits to validate data. The trend was towards data warehouses where the 
focus was on consolidated data and centralized analysis. Centralized govern-
ance was quite well handled.

But then came the era of Big Data around a decade ago, which ushered 
in the trend towards distributed data architecture. Savita Kulkarni: “Big Data 
is data that contains greater variety, arriving in increasing volumes and with 
more velocity. This is also known as the three Vs. Put simply, Big Data is 
larger, more complex data sets, especially from new data sources.” Big Data 
was predominantly used for the processing side. Data warehouses contin-
ued to exist. So, there was a co-existence of data warehouses, Big Data, and 
mainframe systems, causing a breakdown in distributed data governance.  
Savita Kulkarni:

For about the last five years, cloud and AI have been in full swing, further 
complicating efforts to manage and collate and corelate the data. Now with 
data catalogs, data fabric, data mesh and associated ontologies, as well as 
data sharing across organizations and ecosystems, organisations are forced 
to completely rethink and develop holistic, networked and federated gov-
ernance frameworks.

Alternative and orthogonal datasets used and cultivated by AI need to be man-
aged as well. The data estate itself is expanding. Savita Kulkarni: “Orthogonal 
data – the introduction of new, seemingly unrelated, data sets, that, combined 
with data already in use, produce new consumer insights.”

Policies around privacy, data sharing, data quality, and even AI adoption are 
very important. For example, in life sciences, there are GxP (good practices) 
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compliance or good machine learning practice frameworks. The evolving pol-
icy frameworks are driving home the fact that traditional data governance is no 
longer sufficient.

Governing ecosystems

One aspect of traditional data governance focuses on managing or enhancing 
multiple copies of the same data and ensuring the right kind of stewardship 
and data quality is in place. Savita Kulkarni:

When we talk about governing an ecosystem, traditional data governance 
needs to be taken to the next level of scale. For example, a Finance de-
partment working with a Manufacturing department – there can be mul-
tiple departments creating similar data, like client data, that needs to be 
included in cross-departmental analytics, but each department is creating 
the data in different ways to enable their own decisions and develop their 
own strategies.

When external ecosystems are added into the mix, usage and governance 
policies must also be updated to extend to external ecosystems, business 
partners, and IT partners, as well as unstructured data like websites, alterna-
tive, and open data sources. Strict internal data policies and data ownership 
need to be reevaluated to determine if they are still applicable to external 
data sources. If wrong decisions are made, identifying who is responsible, 
how is it fixed, and what processes are applied, are policies that must span 
ecosystems.

Savita Kulkarni: “Using a Data Marketplace framework enables the develop-
ment of governance policies that span ecosystems to be defined upfront on a 
holistic platform, instead of attempting to join together individual governance 
programs, which may have conflicting policies.”

Managing bias and risk trends

Governance has become a priority and governing bodies are developing strin-
gent compliance rules across industries. Savita Kulkarni:

When AI is introduced, the ability to have an auditable system or ability to 
reconcile the results and decisions being made by AI is very important. The 
underlying aspects of how bias is handled needs both ‘Responsible AI’ and 
‘Accountable Human’.
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Humans who are teaching AI have a responsibility to ensure that organizational 
ethics and risk governance are inherent in the AI. AI has to be transparent with 
auditability frameworks so humans can better train the AI.

2. Technology

Cloud and AI

The technology trends in data analytics of course begin with cloud technolo-
gies. At the beginning of cloud adoption, it was all about transactional applica-
tions moving onto the cloud. Cloud has now stepped formally into the data 
analytics space. Savita Kulkarni: “Data fabric on cloud, regional data require-
ments, and best of breed architectures, are driving the need for a multi-cloud 
strategy.” Another trend in cloud adoption is enabling enterprise AI to become 
core to decision-making, driving the need for AI governance, including audit-
ability and explainability for AI systems.

Multi-cloud data strategy challenges

Single cloud strategies will focus on optimizing cost, agility, and/or speed to 
meet a specific need and gain the full benefits of cloud. Multi-cloud strategies 
present challenges for data duplication, latency across cloud systems, more 
complex access and privacy controls, and regional regulations for data center 
storage. Savita Kulkarni:

The promise of data mesh as well as data fabrics is to address these over-
head challenges with a virtualization layer across data access and govern-
ance, providing a more flexible architecture allowing for pivots to replace 
best-of-breed cloud platforms as needed for compliance or usage optimiza-
tion. On the other hand, Integration and higher costs are also a challenge 
that needs to be optimally handled in multi-cloud strategies.

AI challenges

While many organizations are ‘testing the waters’ with AI, very few organi-
zations are productionizing it for deployment at the enterprise level. Organi-
zations still struggle to bridge the gap for deployment of AI solutions at the 
enterprise level. Savita Kulkarni:

They need to think through the data policies and define a clear AI strategy, 
what they wish to achieve, whether AI is adopted as an intervention in their 
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organization or aligned to specific organizational growth plans and agen-
das. AI strategies must be defined from the top down.

If each individual department builds their own AI solutions without a coordi-
nated top-down approach, then invariably there will be challenges bringing it 
together and putting it into production.

Enterprise AI adoption is a big challenge because real-world data is ever 
changing and comes in different forms. Idealistic AI solutions may not fit unless 
they are very adaptable, self-learning, and there is a deep understanding of 
how the entire data pipeline is defined. There are multiple aspects of adopting 
an AI solution into the larger organization and the right strategy is required. 
This is a big challenge that is often not addressed. Savita Kulkarni: “Having the 
right strategy and governance framework is extremely critical.”

3. People

Distributed workforce management

From a people perspective, the ‘great resignation’ and attrition has introduced 
a level of instability and scarcity of skills in organizations. The skills gap is af-
fecting what organizations can accomplish versus what skills are available in 
the organization. The pandemic has created a distributed workforce, which is 
changing and driving a lot of people management trends.

Talent

To address the shortage of qualified and certified professionals and attrition, 
much effort is put into certifications. Savita Kulkarni: “At Tata Consultancy Ser-
vices, we have developed the AI Academy. There are three aspects for develop-
ing a professional to maximize their AI project skills: (1) Service/Technology 
Skills, (2) Business/Management Skills, (3) Process/Soft Skills.”

The first is technical skills, enhancing a professional’s skills in a specific AI 
discipline like natural language processing (NLP) or machine learning (ML) or 
computer vision and Data Engineering, Data Management and Ops., etc. This 
is very straightforward training.

The second part is business domain and management skills involving indus-
try/functional knowledge, business value maps, organizational change man-
agement, governance. Savita Kulkarni:

Professionals building AI models must understand the data they are work-
ing with to be able to choose the right kind of models, test and tune the 



Data analytics trends clarified  35

data appropriately. The ability to bring domain skills to AI is very important. 
Developing technology skills without the domain and change management 
skills is only half the battle.

The third and most important part is understanding the consequences of 
the outcomes. This is about Process and Soft skills involving behavior, eth-
ics, communication and agile methodology, and design thinking processes. 
Professionals building AI must be aware of the impact of mistakes from poor 
training data, for example defining voltages in the algorithms of utility or-
ganizations, what wrong decisions coming from AI can do to the outcomes 
of a program, a consumer, a patient, or a bank customer. Unless they are 
aware of the impact, they can never bring the right kind of rigor into the AI 
program. So, the right human oversight and ethics is very important.

Another skill and aspect often ignored or given less focus is the ‘Art’ part in 
AI systems. Savita Kulkarni:

Unless the results of AI are presented in an easy-to-understand way, the 
whole purpose is defeated. A normal end user should be able to understand 
what the AI is trying to tell them. The Art of creating User Interfaces that 
help end users understand what AI systems are suggesting or recommend-
ing, to enable them to infer and take right decisions is key to drive AI adop-
tion and acceptability.

These are talent training aspects which we always ensure professionals 
are building into the AI.

4. Business

Business data management

As much as five years ago, the business was barely involved in data, and it was 
predominantly in the IT space and mostly managed by IT. Savita Kulkarni:

Fast forward five years, the trends are now showing that businesses are 
managing almost 50% of the data themselves. The businesses recognizing 
data assets, data products, and context-centric business solutions that drive 
data monetization and data sharing, has become a major trend.

When an organization begins to create data sets and data products intended 
for monetization, then it must be tied to the data strategy and roadmap de-
fined for the organization. Savita Kulkarni: “For example, if the data strategy 
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requires a purpose for creating a data set, how does that purpose tie to busi-
ness growth?”

The business has to be involved and empowered to look at data moneti-
zation and ensure the purpose is aligned with the organizational data strat-
egy. Centers of Excellence form policies for data sharing and monetization and 
Data Committees, comprised of decision makers from both Business and IT, are 
needed to define policies and take decisions related to the entire data lifecycle 
and accountability.

2.6.4	 Conclusion

This chapter has clarified the relevant data analytics trends. Technology develop-
ments continue to develop at a pace. This sets requirements for any organization 
to be on top of any new developments. Organizations that are able to assess trends 
quickly and efficiently will be able to make decisions on exploring the adoption of 
any technology trend. Following a proof-of-concept, organizations need to decide 
which technologies are relevant to invest in, and scale up rapidly. Organizations 
require a dedicated team of seasoned technology experts with business experience 
to successfully adopt data analytics trends.

Notes

	 1	 Previously also known as business intelligence (BI) teams.
	 2	 An earlier version of this section has been published in Information Management and 

eBusiness (Beulen et al., 2022).
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Data analytics is the foundation for any digital transformation and has two opportu-
nities: data-driven decision-making and data monetization. This part explains these 
opportunities, combined with three challenges.

The use of data is no longer only a source of information for organizations 
to make decisions. More and more, data drives simple decision-making in many 
organizations. This first opportunity frees up human resources to focus on more 
advanced decision-making; hence, this increases the customer focus, or for public 
sector organizations the citizen focus. Also, this makes the work performed by em-
ployees more interesting and challenging. The additional tasks, the development 
and the maintenance of the data-driven decision-making workflows, and monitor-
ing of the outcomes further increase the relevance and the profile of the involved 
employees.

The second opportunity in digital transformation related to data analytics is the 
monetization of data. Collecting and analyzing data to develop insights offers op-
portunities to develop new business models. The insights can be good additions 
and create value to the offered services and/or products. The monetization of data 
requires clarity on the ownership of the data and needs to take into account the 
ever-increasing compliance obligations. Organizations need to anticipate on up-
coming compliance obligations to avoid a clash with regulators and lawmakers.

Benefiting from these two opportunities requires (1) high data quality, (2) proper 
data governance, and (3) data compliance, privacy, and ethics. In this part, these 
three challenges are addressed. Many organizations struggle with data quality, as 
the data ownership, processes, and tooling are not at level. Organizations need 
leadership in the data domain. Putting in place proper data governance is instru-
mental to improving data quality. Organizations have appointed chief data officers 
to drive improvements and ensure a data focus. This C-level role is beginning to 
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evolve into a management role of head of data and analytics. To be clear, this is not 
to suggest that, in the future, the role of data management will be less important. 
This indicates the increased overall data maturity and data capabilities of an organi-
zation. Furthermore, from having one’s house in order to harvesting, it is necessary 
to keep an eye on data compliance and privacy – in addition to the GDPR, many 
data privacy legislations are in place. Finally, ethics is an important aspect in data 
analytics. Organizations need to develop their own moral compass and avoid bi-
ased algorithms and data sets. In data governance and data policies, ethics requires 
specific attention.
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Intuition and experience need to be powered by data analytics. Organizations need 
to integrate data-driven decision-making into their DNA. Data-driven decision-
making is not limited to incremental (investment) decisions, it also extends to 
decision-making in day-to-day operations and processes. Improved incremen-
tal  decision-making typically supports the more strategic decision-making by 
senior management and higher. The decision-making in day-to-day processes is 
related to operational efficiency and effectiveness and typically not only replaces 
manual effort and reduces errors but also improves the customer experience. Data-
driven decision-making is conditionally correlated with improvements in revenue-
based productivity of 4%–8% (Brynjolfsson and McElheran, 2019).

Adopting data-driven decision-making requires significant change management 
and leadership guidance and is not achieved overnight. Additionally, data-driven 
decision-making is instrumental in accelerating digital transformations.

3.1	 Introduction

Increasing volumes of data are available for organizations; this not only includes 
internal transaction, client, and supplier data, but also (un)structured and external 
data. This creates opportunities to improve decision-making. Despite the need to 
leverage data in decision-making, organizations should always complement in-
tuition and gut instinct with data-driven decision-making. Data-driven decision-
making can be defined as the practice of basing decisions on the analysis of data 
rather than purely on intuition (Provost and Fawcett, 2013, p. 53). To be clear, data-
driven decision-making is not a new phenomenon; as early as the 1990s, financial 
institutions and telecommunication companies implemented large-scale informa-
tion management systems to manage data-driven fraud control decisions. A decade 
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prior, less sophisticated information technology powered direct marketing to tar-
get specific segments through direct mail and telemarketing. Today, data-driven 
decision-making is progressing to a company-wide scope.

The literature suggests replacing data-driven decision-making by data-driven 
analytics (Provost and Fawcett, 2013; De Langhe and Puntoni, 2021). Descriptive 
analytics enables the decision maker to look back at trends that have already oc-
curred and make future decisions. Predictive and prescriptive artificial intelligence 
models predict future outcomes, enabling the decision maker to choose the best 
future course of action.

Examples of data-driven algorithms are decision trees, support vector machines 
(SVM), K-means, k nearest neighbor (kNN), Adaboost, and deep learning (DL) al-
gorithms (Tian et al., 2021). These will further drive innovation (Yablonsky, 2019). 
This outlook is particularly relevant for decision-making in day-to-day processes; 
automatic pricing adjustments based on inventory, demand, and competitor pric-
ing in retail would be good examples for data-driven analytics. In this book, data-
driven analytics is embedded in data-driven decision-making.

The business benefits of data-driven decision-making are quite obvious: im-
proved decisions and improved outcomes, with potentially reduced costs and/or 
increased revenues.

The tone at the top is important in order to successfully and fully benefit from 
data-driven decision-making. This is not limited to providing funding for tooling, 
head count, and the implementation of data governance. Management must dem-
onstrate that their decisions are also data-driven and set strict requirements for their 
subordinates to also focus on increasing the percentage of data-driven decision-
making. Tracking the percentage of data-driven decisions and making it an integral 
part of performance reviews is key. This will pose challenges in the definition of a 
“data-driven decision,” and measuring the percentage of data-driven decisions will 
continue to be a challenge.

The percentage of data-driven decisions as part of the total number of deci-
sions is definitively increasing (Beulen, 2020a). In a 2020 survey, including 105 
organizations ranging from revenue/budget of less than 10m euros to + 1b euros, 
the percentage of surveyed organizations with less than 10% data-driven decisions 
in 2020 was 23%, where only 23% of the organizations made 50% or more of their 
decisions data-driven. The envisioned percentage for 2025 was that all of the sur-
veyed organizations will at least make 10% of their decisions data-driven and that 
63% of the organizations made 50% or more of their decisions data-driven. This is 
detailed in Figure 3.1.

3.2	 Inhibitors for data-driven decision-making

The adoption of data-driven decision-making is not straightforward. The inhibitors 
are predominantly in business. First, the involvement of the business is required. 
Due to anxieties about technology and job security, business managers are hesitant 
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to fully adopt data-driven decision-making. To address technology anxiety, train-
ing and appointing champions are effective measures to increase the adoption of 
data-driven decision-making. Champions are not only role models but also the go-
to persons for data-driven decision-making topics, including questions related to 
self-service data tools.

A second inhibitor is poor data quality. The data is not trusted. The implica-
tion is that the data is either not used at all, or that a significant effort is required 
to check the underlying data and potentially cleanse and supplement data prior to 
making the decision. Data quality issues remain persistent in many organizations; 
however, for organizations that embrace data-driven decision-making, the business 
case to improve data quality will significantly improve.

Third, organizations struggle with identification of the right data set. For incre-
mental decisions, this requires a seamless collaboration between business manag-
ers who are making data-driven decisions and the data science department. For 
decision-making in day-to-day processes, the complexity is much lower. Business 
managers need to decide on which historic data need to be taken into account: e.g. 
last month’s data or data from the last 36 months. One of the challenges for busi-
ness managers in making these decisions is adjusting the data sets used and/or ad-
justment of the decision rules to ensure that they reflect current market conditions. 
In terms of process, this requires strict governance to prevent using biased data sets 
and/or sub-optimal decision rules.

However, lack of data science skills also hinders the adoption of data-driven 
decision-making. First to consider is the availability of qualified professionals; this 
is applicable to both business managers as well as to data scientists and technology 
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specialists, especially data engineers who are making data accessible to the data 
scientists, in the IT department. The labor market is always in need of qualified re-
sources; therefore, organizations should focus not only on recruiting and labor con-
ditions but also on retention management. In retention management, the purpose of 
the organization is more important than ever. For smaller organizations, the need 
for data scientists has to be questioned. Alternatively, smaller organizations can 
embed the data scientist role into data management roles, as smaller organizations 
will struggle to find and successfully engage the right caliber of data scientists for 
the medium and long term. Typically, data scientists want to engage with business 
managers, as well as peers, and are looking for hyper-fast learning curves. Smaller 
organizations will struggle to engage their peers and offer fast learning curves.

Second, processes are hindering the adoption of data-driven decision-making. 
The centralization of governance provides guidance to the data scientists, as well as 
to the IT department on how to architect the technology infrastructure, and to busi-
ness managers on how to deal with data, including the ownership of data. Central-
izing governance processes facilitates data sharing, which is extremely important 
for data-driven decision-making. Many organizations have appointed a chief data 
officer and/or a head of data (analytics), which is helpful in order to improve the 
processes.

Finally, the absence or limitations of the tooling inhibits organizations from 
fully adopting data-driven decision-making. Nowadays, most organizations have 
data management tooling in place, where some organizations, as a consequence 
of mergers or acquisitions or an immature enterprise and IT architecture, have 
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multiple data management tools in place. Standardization of data management 
tools and centralization of data management governance are typically helpful for 
tooling and supporting data-driven decision-making.

The results of a 2020 survey on inhibitors for the adoption of data-driven 
decision-making are detailed in Figure 3.2.

3.3	 Aspects of data-driven decision-making

In the adoption of data-driven decision-making, there are four aspects: data quality, 
data governance, business collaboration, and partnership. Organizations must set 
their priorities to ensure data-driven decision-making is becoming part of the DNA 
of their organization. The four data-driven decision-making aspects are detailed in 
full in Figure 3.3 and are described and analyzed in the following. Both are based 
on a 2020 global survey with 105 responses (Beulen, 2020a).

3.3.1	 Data quality

Data quality is still too low in many organizations. In a global 2020 survey, just un-
der 50% of the 105 respondents scored a 4 or lower on a 1–7 Likert scale, where 1 =  
No, limited and reactive improvement in data quality and 7 = actively managing 
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a data literacy program and proactively and structurally improving data quality to 
ensure consistent and trusted data in combination with the implementation of an 
ontology (Beulen, 2020a).

Data silos are the biggest issue in the data quality aspect – 59 of the surveyed 
organizations face this challenge. As expected, large organizations with a revenue 
of > 1,000m euro are overrepresented by traditional sectors, such as banking and 
financial services and manufacturing. There is no difference in the challenges of 
the geographic data silo, except that all three surveyed in the Middle East face this 
challenge.

“Tracking the right measures” is the data quality challenge that is mentioned 
least – 41 of the surveyed organizations face this challenge. This is less of a chal-
lenge for the Dutch surveyed organizations, whereas this challenge is mentioned by 
three out of four Asian surveyed companies. There were no sectoral or size-related 
differences among the surveyed organizations in this regard. To address data qual-
ity challenges, it is also important to understand the larger context. This includes 
the data life cycle and compliance requirements.

Furthermore, assessing the data is important, and this is the starting point for 
improvement actions and might begin with attracting the right talent to improve 
and maintain high-quality data.

3.3.2	 Data governance

Data governance is still too immature in many organizations. In a global 2020 
survey, just over 55% of the 105 respondents scored a 5 or higher on a 1–7 Likert 
scale; where 1 = No, or limited reactive responses to compliance requirements and 
cyber security threats combined with a limited focus on data management process 
improvements, and 7 = anticipating compliance requirements and proactively im-
plementing compliance and cyber security measures combined with a continuous 
improvement approach for data management processes (Beulen, 2020a).

A lack of data governance skill sets is the issue most mentioned in the data 
governance aspect. In a surprise, the 54 organizations that face this issue did not 
predominantly include the smaller organizations. Furthermore, the Dutch surveyed 
organizations are overrepresented compared to their European counterparts.

Furthermore, as expected, highly regulated sectors are underrepresented – 
banking and financial services being 4 of the 11 surveyed organizations, and tel-
ecommunications being one out of the four surveyed organizations.

Data protection cost is the least of the mentioned worries and not mentioned at 
all by Asian and Middle East surveyed organizations. The cost of data protection 
includes costs related to cyber security and compliance.

An organization should have a process in place for consent to collect and 
process data. This is not limited to B2C organizations. Furthermore, some or-
ganizations have a poor enterprise and IT architecture and legacy systems, 
which prevent them from exchanging data and improving the quality of data. 
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The enterprise and IT architecture provides guidance for implementation of the 
right platforms and tools.

3.3.3	 Business collaboration

Business collaboration is moderate in many organizations. In a global 2020 survey, 
just over 65% of the 105 respondents scored a 5 or higher on a 1–7 Likert scale, 
where 1 = low collaboration with the business and 7 = full and proactive/strategic 
collaboration with the business (Beulen, 2020a).

In the business collaboration aspect, the identification of the right data and KPIs 
is mentioned by 48 of the surveyed organizations. Organizations with a large in-
ternal data exchange are underrepresented, only one of the five surveyed organiza-
tions in the consumer goods and distribution sector, and 4 out of the 15 surveyed 
organizations in manufacturing have reported this as an issue. Surprisingly, the en-
ergy resources and utilities sector is overrepresented with 8 out of the 11 surveyed 
organizations. This aspect was not reported by any Asian organizations.

The absence of a data literacy engine is mentioned by 31 of the surveyed 
organizations. This issue is mentioned the least by the surveyed organizations. 
There was no under- or overrepresentation of sectors, size of organization, or 
geographies.

It is important to tackle mistrust in data and for organizations to make data avail-
able to users. Many organizations are embracing data democratization by clear 
segmentation and targeting audiences. This is the basis for identifying the right 
research questions. Involvement of the business with self-service tooling is becom-
ing the norm in many organizations over the next 12–24 months. However, some 
organizations might need a little more evangelization and increased data literacy 
efforts from the chief data office.

3.3.4	 Partnering

Partnering is still too low in many organizations. In a global 2020 survey, just over 
40% of the 105 respondents scored a 5 or higher on a 1–7 Likert scale; where 1 = No 
initiation of partnerships and no involvement in maintaining partnerships and 7 =  
high involvement, leading role in initiating new partnerships, and responsible for 
maintaining existing partnerships (Beulen, 2020a). Especially with the partnering 
aspect, there is a lot of room for improvement.

Partnering is considered the most difficult aspect of data-driven leadership. 
Making data accessible is mentioned as the biggest challenge by 48 of the sur-
veyed organizations. As expected, highly regulated sectors such as banking and 
financial services (8 out of 11) and energy resources and utilities (9 out of 11) are 
overrepresented. Where sectors that are used to data exchange across ecosystems 
and value chains are underrepresented, only 5 of the 15 manufacturing organiza-
tions face this issue. In high-trust geographies, this challenge is low; in Asia, only 
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one of the four surveyed organizations faced this issue. Also, small organizations 
(<= 10m euro) do not face this issue, where large organizations (> 1,000m) are 
overrepresented.

Segmentation and targeting audiences is the issue that is least mentioned. Only 
23 of the surveyed organizations face this issue. There was no under- or overrepre-
sentation of sectors, size of organization, or geographies. Also, in this dimension, 
data-driven leadership addressing distrust in data and the identification of the right 
research questions are important to ensure partnership. The difficulty is in protect-
ing the position in ecosystems and value chains. By sharing and exchanging data, 
organizations can strengthen their position, but also some organizations might be 
pushed out. Organizations need to identify the right data to share and continuously 
track if and how data sharing is beneficial for their organization.

3.4	 Data quality improvement actions

The data quality improvement actions include data silos, lack of proper skill set to 
address data quality, collecting (and assessing) the data available/generated, under-
standing the bigger context, and tracking the right metrics. This section dives deep 
into these actions. This deep dive will be presented in the order of importance to an 
aspect, starting with the most important action.

3.4.1	 Data silos

Data quality is negatively affected if data is stored in data silos. This will poten-
tially result in duplication of data in different silos and, consequently, in data main-
tenance challenges. Addressing the issue of data silos is essential to improving 
data quality (Accenture, 2019). Many organizations are currently focusing on cen-
tralizing their data into one or more data lakes. Centralization addresses the data 
silo problem (Patel, 2019) but it also introduces new challenges, including data 
governance and data ownership issues. Therefore, organizations are currently ex-
perimenting with structuring their data in a data mesh instead of in one or more data 
lakes. The characteristics of a data mesh architecture are domain-oriented and sup-
port self-service (Machado et al., 2022). Basically, a data mesh architecture is an 
improved version of the data silos, as there are centralized policies combined with 
federated governance, including core principles, on top of the decentralized distri-
bution of data among mesh nodes. In the governance setting, clear data ownership 
is in many organizations the most challenging part; however, that is no different for 
data lake or data mesh architectures.

3.4.2	 Maintain high-quality data

High-quality data comes with accountability. The role of data owners is crucial 
(Jin et al., 2020), as they maintain the data and guide data access and data usage. 
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Ownership of the data should be in the organization, not with the IT department or 
with the data science department.

To maintain high-quality data, data ownership is not the only important fac-
tor. Organizations should also implement an ontology (Eisenberg et al., 2019). An 
ontology defines a set of representational terms. To manage data, there are three 
architecture elements which have to be aligned: the ontology, the data sources, and 
finally the mapping of the ontology and the data sources (Lenzerini, 2018).

3.4.3	 Lack of proper skill set to address data quality

In addition to the data owner role, which is decentralized and in the business or-
ganization, central capabilities are important to address data quality. These roles 
are in the chief data office and are related to policy setting and policy enforce-
ment, in addition to awareness training. Furthermore, the cyber skill set is be-
coming more important, as cyber threat as well as the data volumes are growing 
(Akhtar et al., 2019). The chief data officer and CISO must be closely aligned. 
Furthermore, the continuous increase in legislation obligations leads to an in-
creasing need to have legal skill sets also available in the chief data office. De-
pending on the size of the organization, these skill sets are for part-time roles or 
contractors.

3.4.4	 Collecting (and evaluating) the data available/generated

Bringing together the data needed for data-driven decision-making is a challenge. 
Assuring data quality is key, for both incremental decision-making and decision-
making in day-to-day processes. There can be two types of noise in the data sets: 
in the predictive attributes (attribute noise) and in the target attribute (class noise) 
(Gupta and Gupta, 2019).

Furthermore, it is important that in the collection of data that fit-for-purpose has 
been assessed, where missing data is the most severe shortcoming. Supplementing 
data sets with external data sets must be considered. However, the combination of 
internal and external data sets requires very strict assessments, as the data defini-
tions of both data sets need to be fully aligned.

3.4.5	 Understand the bigger context

This action has two sides, the first being that the representatives of the organization 
have to understand the context, as they are the data owners. However, the repre-
sentatives from the data science department and IT department also have to under-
stand the context. Understanding the context is required to assess and improve data 
quality in favor of improved data-driven decision-making.

The differentiation of Fadler and Legner (2022) in data ownership is helpful in 
clarifying the different roles, as they differentiate between data, data platform, and 
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data product ownership. The data platform is owned by the IT department, where 
the data and the data product is owned by representatives of the organization.

3.4.6	 Track the right metrics

For data quality, there are a large number of frameworks available (Cichy and 
Rass, 2019). Key for data quality are the aspects of completeness, accuracy, timeli-
ness, consistency, and accessibility. In addition to improving the data quality, the 
worthiness of data also must be improved. The parameters for the data veracity are 
based on risk (provenance and integrity) and context (stale, biased, manipulated, or 
ambiguous) (Accenture, 2019).

It is important that the tracking of metrics is fully automated, and this ensures 
consistency and facilitates tracking of these metrics, even when the data volumes 
are increasing over time.

3.5	 Data governance improvement actions

Data governance improvement actions to address include a lack of proper skill set 
to address data governance, technology integration (e.g. poor enterprise and IT 
architecture – legacy), right platforms and tools, facilitate collaboration across data 
governance communities, absence of process for consent to collect and process 
data, and data protection costs (e.g. cyber security and compliance). This section 
deep dives into these actions. This deep dive will be presented in order of impor-
tance to an aspect, starting with the most important action.

3.5.1	 Lack of proper skill set to address data governance

For data governance, central and decentral skill sets are needed (Abraham et al., 
2019). The central skill sets are in the chief data office and are related to policy set-
ting and policy enforcement. Most organizations have adequate central skill sets. 
The lack of skill sets in most organizations is in the business organizations them-
selves. Business managers have many responsibilities, including data governance. 
Not all business managers have the skill set to fulfill the role of data owner and to 
be a good counterpart for data scientists and the IT department. To facilitate data-
driven decision-making, skills must be developed on business processes, under-
standing requirements, and determining impact on the data asset and on strategic 
thinking. What the organization needs data to do is particularly essential (https://
dama.org).

There are good reference models for data governance available, including 
DCAM (EDM Council, 2020) and DAMA (DAMA International, 2017). These 
references provide guidance on the skill sets needed.

https://dama.org
https://dama.org
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3.5.2	� Technology integration (e.g. poor enterprise and IT 
architecture – legacy)

Technology integration is a concern in many organizations due to technical debt, 
obligations to retain data, and the continuously fast growing data volumes. The ar-
chitecture, including enterprise architecture as the well as IT architecture, is not up 
to standards. Tracking technical debt is essential to make informed decisions about 
technology investments that enable data-driven decision-making.

McKinsey has identified six foundational shifts for data architecture (Castro  
et al., 2020), the two most relevant shifts for data-driven decision-making are the 
shift from an enterprise warehouse to a domain-based architecture and the shift 
from rigid data models to flexible, extensible data schemas. These are related to 
emerging migration from data lakes to data mesh.

3.5.3	 Right platforms and tools

Technology is improving data-driven decision-making (Power, 2015). In the last 
decade, the available functionality has improved significantly, and acquisitions 
have consolidated the platform and tooling market. This enhances the ability to 
make data-driven decisions. Nevertheless, there really is no “silver bullet” at the 
time of this writing, i.e., no end-to-end platforms and tools available in the market. 
Currently, organizations are still forced into best-of-breed solutions with regard 
to data platforms and tools. This sets additional requirements for IT architecture, 
especially the uncertainty related to future mergers and acquisitions, which leads 
to architectural guidance that facilitates flexibility, e.g. no constraints to replace 
a platform and/or tool on short notice. This limitation impacts the cost efficiency 
of the platform and tools and results in a high cost for deploying and maintaining 
interfaces between the different platforms and tools.

3.5.4	� Facilitate collaboration between data governance 
communities

For the facilitation of collaboration across data governance communities, it is 
important that there are clear data processes and procedures (CSF #2) and that 
data roles and responsibilities are established (CSF #5) (Alhassan et al., 2019). 
In terms of the data governance community collaboration, there is vertical com-
munication between the chief data office and the data owners, and horizontal com-
munication between data owners. Vertical facilitation requires the most attention, 
as the interests of data owners are typically more aligned than the interests of the 
chief data office and the data owners. Here, processes and procedures can facilitate 
collaboration.
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3.5.5	 Absence of a process for consent to collect and process data

Globally, the processing of data, including personal and sensitive data, has become 
more restrictive. This is not limited to the European GDPR legislation, which is in 
addition to the extraterritorial working of GDPR legislation, also being adopted by 
many other countries such as Brazil, Canada, Japan, New Zealand, South Africa, 
and South Korea. This sets legal compliance requirements for any organization and 
makes monitoring of the consents required (Robol et al., 2022).

In addition, organizations that have adopted cloud computing have to be mindful 
of the data processing and data storage locations of their cloud computing provid-
ers. Fortunately, large IaaS and PaaS providers have made their offering compliant, 
ensuring compliance over time. SaaS providers require more management atten-
tion, as compliance is not always a given. To be clear, the adoption of the cloud is 
almost a prerequisite for enhanced data-driven decision-making.

In terms of consent, “the right to be forgotten” sets requirements for the storage 
and back-end procedures. This must be addressed in the IT architecture and IT pro-
cesses. Unfortunately, this is not straightforward (Politou et al., 2018).

3.5.6	 Data protection costs (e.g. cyber security and compliance)

Both cyber security and compliance must be embedded in the design (Sion et al., 
2019). These non-functional requirements typically cause a lot of discussion. For 
cyber security, a risk assessment and business case are required to make an in-
formed decision on cyber security requirements, whereas the interpretation of leg-
islation is typically more straightforward than the risk assessment and business 
case for cyber security. Not being compliant is not an option.

Cyber security risk organizations might consider insuring this risk. Insurance 
will also provide an organization with access to the network of first responders of 
the insurance company. However, insurance premiums have increased significantly 
in recent years and are expected to increase in the years to come. Furthermore, 
in recent years, insurance deductibility has increased and the exclusions have ex-
panded. Organizations need to decide wisely on how to price the cyber risk (Ro-
manosky et al., 2019) and decide between investing more in cyber resilience or 
signing up for a cyber insurance policy.

3.6	 Business collaboration improvement actions

Data governance improvement actions include the following: identification of the 
right data and KPIs, making data accessible to users, lack of proper skill set to col-
laborate with the business, tackling distrust in data, segmentation and targeting audi-
ences, identification of the right research questions, and absence of a data literacy 
engine. This paragraph deep dives into these actions. This deep dive will be presented 
in the order of importance to an aspect, starting with the most important action.
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3.6.1	 Identification of the right data and KPIs

For the identification of the right data and KPIs, in addition to proper data owner-
ship to safeguard data quality, additional governance is required. In some countries, 
it is mandatory to appoint a data protection officer. The core responsibility of a 
data protection officer is to ensure data protection compliance. The data protec-
tion officer can also be instrumental in the identification of the right data and KPIs 
(Muscatella, 2020). In this role, the data protection officer facilitates the data own-
ers in the identification of the right data and KPIs. For KPIs, the role of the data 
protection officer is more of a consulting role, where for the identification of the 
right data, the role is more about enforcement, as data usages might result in com-
pliance breaches.

Furthermore, decisions on expanding data sets with external data have to be 
made by the data owners and the data protection officer. This expansion will im-
prove data-driven decision-making.

3.6.2	 Making data accessible to users

Data owners need to make their data accessible to their users (internal data avail-
ability). The purpose of making data available is enhanced data-driven decision-
making and innovation (Ghasemaghaei and Calic, 2019).

Making data available requires proper identity and access management, which 
has to be facilitated by tooling. This is the responsibility of the chief data office. 
There are many identity and access management tools. In the context of data-driven 
decision-making, authorization is the most important element. Authorization en-
titles access control mechanisms and access control governance. Attribute-based 
access control, which is also known as policy-based access control, is the most 
fit for purpose access control mechanism. In access control governance, there are 
three relevant mechanisms: certification and risk score, life cycle management, and 
segregation of duties (Indu et al., 2018).

3.6.3	 Lack of proper skill set to collaborate with business

To successfully implement data-driven decision-making, the organization needs 
to be able to effectively communicate with the IT department, as well as with the 
data scientists. As both are supporting the organization, they have to adapt to their 
counterparts in the organization, including the data owners.

Business and IT skill sets are required to enable collaboration. Also, internally-
focused data scientists are not helpful; they should focus beyond their algorithms 
to support collaboration with the business. Data scientists need to be business 
generalists. Data scientists’ ability to “speak the language” of the business avoids 
additional coordination costs, longer waiting times, and narrow context, e.g. no 
business perspective knowledge (Colson, 2019).
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3.6.4	 Tackling distrust in data

The tackling of distrust in data starts with a focus on data quality, as detailed in Sec-
tion 3.4, and data governance, as detailed in Section 3.5. In addition to setup, regu-
lar meetings including the chief data office, data owners, and the IT department 
are important to increase the predictability of the data required for data-driven 
decision-making. A higher predictability enables timely cleaning of the data and 
fit-for-purpose monitoring of the quality of the data.

Also, invest in measures that monitor bias in the data used in data-driven 
decision-making (Dwork and Minow, 2022). This will not only increase internal 
trust in data but also reduce the risks and avoid associated costs for repairing the 
impact of the use of biased data.

3.6.5	 Segmentation and targeting of audiences

Increased data volumes increase the complexity of segmentation and targeting au-
diences. For this process, it is important that data quality and data governance are 
at level. For segmentation and targeting audiences, data owners and data scientists 
are involved for incremental decision-making, as this is the basis for developing 
algorithms. For decision-making in daily processes, the data owners and the IT 
department are involved. Decision rules need to be implemented by the IT depart-
ment. For both decision-making categories, it is recommended to also involve the 
chief data office and/or the legal department to ensure that the segmentation and 
target audiences are compliant.

3.6.6	 Identification of the right research questions

For incremental decision-making, not only the right data sets need to be collected 
(see data governance in Section 3.5) but also the right research questions need to 
be identified. These research questions are the starting point for data scientists to 
prepare their algorithms.

The identification of the right research questions and which information to re-
quest is a joint effort of the data owners and the data scientists. Data governance 
should provide requirements for research questions, as well as for the composi-
tion of the meetings and the meeting frequency. In many organizations, the chief 
data office is also involved in a quality assurance role in the identification of the 
research questions.

3.6.7	 Absence of data literacy engine

Important is that relevant employees can collect, manage, evaluate, and apply data 
in a critical manner (Ridsdale et al., 2015), whereas the emphasis on ‘critical man-
ner’ is important in the context of data-driven decision-making. Data literacy is an 
essential skill (Leon-Urrutia et al., 2022).
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The chief data office is in charge of achieving data literacy. This is more than 
a couple of awareness sessions. A continuous data literacy program needs to be in 
place, including the monitoring of the data literacy. Many organizations even have 
mandatory training requirements to ensure data literacy for the entire organization. 
Furthermore, data literacy should be an embedded part of profiles used to recruit 
new employees and to promote incumbent employees into their next role.

3.7	 Partnering improvement actions

The partnering improvement actions include making data accessible to partners, 
identification of the right data and KPIs, identification of the right research ques-
tions, lack of proper skill set to collaborate with the partners, tackling distrust in 
data and segmentation, and targeting audiences. This paragraph dives deep into 
these actions. This deep dive will be presented in the order of importance to an 
aspect, starting with the most important action.

There is some overlap with the actions for business collaboration in Section 
3.6, nevertheless, the actions in the previous paragraph are specific for business 
collaboration in the context of data-driven decision-making, whereas the actions in 
this paragraph are specific for partnering.

3.7.1	 Making data accessible to partners

Sharing data sets requires both data quality and data governance, which are detailed 
in Sections 3.4 and 3.5. Data exchange is important for innovation and improving 
competitive position. Exchange must be automated by making use of application 
programming interfaces (APIs) (Borgogno and Colangelo, 2019). The automation 
and APIs ensure a seamless exchange but also require coordination effort to imple-
ment the APIs and connect the information systems of the partners. The exchange 
of data can also be implemented by smart contracts on the blockchain. For both 
data exchange through APIs and for blockchain, specific attention should be paid 
to the cyber security policies and protocols from all partnering organizations. The 
exchange of data also requires cross-organizational governance.

3.7.2	 Identification of the right data and KPIs

This is in essence no different from the actions detailed in the business collabora-
tion in Section 3.6. They are the same participants, except that there needs to be 
representation from all the partners. This increases the number of participants and 
potentially complicates and slows the speed and effectiveness of the identification.

3.7.3	 Identification of the right research questions

This is in essence not different from the actions detailed in the business collabo-
ration in Section 3.6. However, because of potentially conflicting interests, it is 
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essential to spend sufficient time early in the process to explore the objectives and 
sensitivities of all partners. This should be an integral part of the partnership devel-
opment effort of all partners.

3.7.4	 Lack of proper skill set to collaborate with partners

The collaboration has a focus on the partner relation and less on the information 
technology, data, and data analytics, as detailed in the business collaboration ac-
tions in Section 3.6. To enable data-driven decision-making, a dedicated partner 
manager needs to be assigned by all partners. This partner manager is well con-
nected and has access to the senior management of their organization. This will 
facilitate decision-making with respect to the exchange of data.

3.7.5	 Tackling distrust in data

The distrust in partnering is limited to the exchange of data but in any other as-
pect similar, it is to the action described in the business collaboration improvement 
actions as detailed in Section 3.6. Although the risk exposure for the partners is 
higher than the internal risk in business collaboration, as organizations are not in 
control of the data, data analytics, and processing of their partners.

3.7.6	 Segmentation and targeting of audiences

For segmentation and targeting audiences, partner managers also have an impor-
tant role in aligning segmentation and target audiences to improve data-driven 
decision-making between partners. Partner proposals are prepared by the stake-
holders of the respective partners, e.g. data owners and data scientists and the IT 
department, and discussed by the partner managers. As relevant stakeholders, they 
can join meetings as subject matter experts.

DATA ANALYTICS ADOPTION FOR GOVERNMENTAL 
ORGANIZATIONS

Bandana Sinha – Program Director
Tata Consultancy Services

Governmental organizations are huge entities and can be compared to a 
conglomerate of enterprises. Their purpose is the creation of public value. 
This is not limited to outcome achievement and service delivery, quality, and 
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efficiency, but also trust and legitimacy are important. Bandana Sinha: “Gov-
ernmental organizations have to use data analytics to safeguard the citizen’s 
rights, to enforce the citizen’s obligations to society, the state and one another 
and to support government’s policies as well as policy making.”

Governmental challenges

Using data analytics requires data sharing. Especially for governmental organi-
zations, data sharing is a very responsible and intricate exercise. The long-term 
obligations to retain data add to this complexity, typically data have to be re-
tained for 15–20 years. Bandana Sinha: “As a consequence, most governmen-
tal organizations have legacy processes and information systems which keep 
data hostage and hinder leveraging data analytics opportunities.” 

Furthermore, in general, governmental organizations and civil servants are 
conservative in risk taking. This slows down governmental organizations from 
a full data analytics adoption. The size and volume of data being exchanged 
between most governmental organizations is also hindering adoption. Ban-
dana Sinha:

A good example are tax departments. They receive data from a large number 
of governmental, public and private organizations. These data are difficult 
to analyze and aggregate as in most countries there is a lack of uniformity, 
each department and each organization has their own standard.

Governmental organizations are also more vulnerable for court cases and par-
liament questions. Public opinion is also a potential (and unpredictable) factor 
which further increases the data analytics risks for governmental organizations. 
All of the above results in an even greater need for governmental organizations 
to ensure data security and privacy and implement proper backup and restore 
processes in the context of data analytics.

Governmental data analytics types – examples

As is the case in the private sector, for governments a distinction can be made 
between small data analytics and large data analytics. Bandana Sinha: “Both of-
fer opportunities to fulfill the ambitions of governments to maximize the crea-
tion of public value with the help of data analytics.”

Small data analytics has a short-term focus, is relatively low cost, and re-
quires little interpretation. The emphasis is on status reporting and small data 
analytics typically has a single purpose. Bandana Sinha:
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Therefore, small analytics are perfect for achieving quick wins. The govern-
ment can provide dashboard information on the weather conditions to en-
able farming and fishing, but also more fundamental insights related to, 
for example, in India, hygienic sanitary conditions in schools impact young 
girls dropping out of the school system. A combination of sensors, edge 
computing and data analytics can make the difference.

On the other hand, large data analytics, which includes social media and geo-
spatial data, is important for governmental organizations. This is more true 
of data analysis including complex algorithms; however, small data analytics 
should not be marginalized.

Governmental data analytics basics

For any organization, including governments, trust and transparency are 
important for the adoption of data analytics. Bandana Sinha: “This includes 
avoiding misinterpretation, where measures are publishing business glossaries, 
establishing check lists/maintaining data catalogues, offering certified training 
programs and appointing Chief Data Officers are critical.”

An emphasis on data management tooling will increase the automation 
level and improve data quality. The introduction of ‘worthiness score’ (e.g. 
external, regulatory and not checked) and data catalogs will further enhance 
data analytics which support improving social fabric and other public value 
governmental goals.

Cloud computing adoption?

With regard to cloud adoption, many governmental organizations have not 
made up their minds. Cloud is a data analytics enabler; however, currently 
many governmental organizations have not embraced cloud computing due 
to the significant volumes of sensitive data (e.g. military, financial, and scien-
tific data). Bandana Sinha: “Most governmental organizations currently select 
private cloud solutions over public cloud solutions. However, the trend toward 
public cloud, even for sensitive data, cannot be denied.”

The cloud computing debate urges need for a proper qualification of sensi-
tive data. Governmental organizations have a track record in document clas-
sification, access to confidential and restricted government documents have 
always had tight authorization processes, controls, and tracking, long be-
fore digitization. Bandana Sinha: “For governments, data classification is just 
the next level. Nevertheless, the increasing use of ‘unstructured data’ makes 
data classification more difficult.”
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Governmental approach

To successfully leverage data analytics in creating public value, governmental 
organizations have to focus on competency management. Specific for Indian 
governmental organizations, it is particularly beneficial to provide sabbatical 
leaves to senior civil servants. During senior sabbaticals, junior civil servants are 
encouraged to expedite data analytics adoption as they are less constrained by 
historical ways of doing things and bring more digital native ideas to the ap-
proach. Bandana Sinha: “Sabbatical leaves avoid that data analytics is put on 
hold until the retirement of senior civil servants.”

In attracting and retaining data analytics talent, governmental organiza-
tions must emphasize the purposefulness of their mission. This is essential as 
the compensation and benefits of governmental organizations are typically 
less attractive than in the private sector.

In order to leverage data analytics opportunities, some countries, such as 
India, have created specialized vehicles to support the development of analyt-
ics. Bandana Sinha: “In order to be successful, these initiatives are identified as 
‘mission mode’, to designate appropriate priority and resources for achieving 
the mission.” Clearly defined objectives, scopes, and implementation timelines 
and milestones, as well as measurable outcomes and service levels are needed 
more than ever. Also, setting data rules and regulations is important, in this 
respect Botswana is a lighthouse country with their data protection act. Fur-
thermore, recent governmental organizations are migrating their data analyt-
ics operating model from data lake centric to data mesh centric.

Bandana Sinha: “In summary – governmental organizations need to con-
tinue to propose data analytics opportunities to create public value. This will 
not be easy and straightforward but a worthwhile mission to pursue!”

3.8	 Conclusion

Most organizations have high ambitions with regard to data-driven decision-
making, but there are significant prerequisites to meet these ambitions. Poor data 
quality and data governance are the focus areas. This stresses the need for data 
leadership, appointing a chief data officer and/or a head of data (analytics) is obvi-
ous. The initial focus should be on creating data awareness and including data in 
the enterprise and IT architecture. Organizations need a solid foundation for data-
driven decision-making to successfully embark on digital transformations.

After laying the groundwork for data quality and data governance, the focus 
of data leadership must be on business collaboration in order to enhance data-
driven decision-making. Managers must be further educated on data and the in-
tegral usage of data in performing their jobs. This will further mature data-driven 
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decision-making and will trigger product and/or service innovations, which will 
pivot and propel the digital transformation.

The partnership aspect of data-driven decision-making is even more challeng-
ing. Organizations need to exchange data beyond transaction data with partners in 
their ecosystem to further enhance data-driven decision-making and to innovate. 
Innovation in partnerships is beyond product and/or service innovations, and the 
focus is on co-creating new products and/or services and to improve the competi-
tive position. This will enable ecosystems to successfully embark on the next level 
of their digital transformation.

The adoption of data-driven decision-making will change job profiles but will 
not result in unemployment. Existing jobs will be automated, while new jobs will 
be created (United Nations, n.d.b). Adoption will have an impact on the required 
profiles and the organizational culture. This will require management attention, 
and more specifically attention from the human resources department in evaluating 
and promoting existing employees, and in the development of training programs, 
including certification and recruiting new employees.
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The ultimate goal of many organizations is to monetize their data by increas-
ing insights and advancing data analytics. This is a matter of not only optimiz-
ing processes but also adding additional services to products to increase the value 
and/or the margin. Monetization requires changing organizations, processes, and 
capabilities.

4.1	 Introduction

Many organizations are exploring how to monetize their data. By advancing data 
analytics, the value of data can be further increased. The insights from data are 
used not only for optimizing processes but also for adding additional services to 
products and/or product services to increase value creation. Furthermore, organiza-
tions are exploring selling information. The selling of information can be to exist-
ing ecosystem partners or to new partners in existing or new markets (Wixom and 
Ross, 2017). Setting the price for data is complex (Mehta et al., 2021).

There are two obstacles in monetizing data: the accessibility of data and the 
quality of data. Both are intertwined; providing access to high-quality data is less 
problematic, as high-quality data and data governance go hand in hand. Data gov-
ernance is also a key to providing access. Data ownership and approving access 
rights are more difficult for most organizations than the implementation and main-
tenance of the technical architecture, including application programming interfaces 
in order to exchange and transact data.

In monetizing data by adding additional services or selling information, data 
quality is even more important than when only used to optimize processes, as op-
timizing processes have an internal focus. Adding additional services or selling 
information creates potential liability toward users and/or ecosystem partners. If 
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the data is of low quality, commercial opportunities will naturally recede and po-
tentially impact customer trust. This sets additional requirements for data govern-
ance to safeguard data quality. Additionally, organizations need to consider at what 
level data analytics will be applied, as this requires an additional layer of data 
governance. Typically, advanced data analytics is related to optimizing processes 
and adding additional services, whereas the selling of data is typically raw data, 
e.g. transaction data or location/status information. However, the trend is to use 
artificial intelligence models to develop newly derived data sets with insights.

To overcome the obstacles of accessibility and data quality, organizations need 
to have a monetization strategy in place. What type of data monetization enhances 
the general strategy? Typically, organizations start monetization with using data to 
optimize processes, followed by adding additional services and finally by selling 
information. Organizations can take the lessons of these distinct different types of 
monetization to the next type. The approach enables organizations to improve the 
accessibility and quality of data over time.

In order to execute the strategy, organizations need to free up budget to invest 
in making the data available and ensuring top data quality, which is mostly related 
to information technology and data tooling investment in combination with freeing 
up resources for improving the data awareness and the data governance, including 
the improvement of processes.

4.2	 Organizational data versus personal data

In order to ensure compliance, it is important to distinguish between organiza-
tional data and personal data (Malgieri and Custers, 2018), as both capture busi-
ness value. Increasingly, individuals start to realize that personal data represents a 
monetary value. The European Union has acknowledged that personal data can be 
used in exchange for digital content (EU Directive 2019/770), which improves the 
entitlement of individuals from passive defense to active empowerment. However, 
not many individuals are fully exercising this right, as they are having difficulty in 
understanding the value of their personal data (Malgieri and Custers, 2018; Birch 
et al., 2021). The rights related to personal data of individuals are protected in the 
EU Regulation 2016/679 (the “GDPR”). The GDPR prevails over the EU Directive 
2019/770.

For data monetization, it is important to focus on organizational data. The most 
common basis is that the data is necessary for the fulfillment of the contract, legiti-
mate interest, compliance with legal obligations, and individual consent. The latter 
is related to the monetary value of personal data as explained above. In addition to 
transaction data, also data related to the execution of the services and/or related to 
products are organizational data which can be monetized by organizations – e.g. In-
ternet of Things (IoT) data. Blockchain could be a trusted, cost-efficient, automatic 
monetization technology concept for IoT data (Suliman et al., 2019).
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4.3	 Monetization of data and data analytics maturity

The focus of monetization is to support the business model. Once data and analyt-
ics investments have been made, the data insights gained will be the guide toward 
monetization. The maturity level of monetization is currently still low. In a 2020 
survey (N = 58), there were only eight organizations that reported the implemen-
tation of data monetization as an improvement area, whereas we would expect a 
much higher response given the low monetization maturity of the surveyed organi-
zations (Beulen, 2020a). These are all smaller organizations, none with a revenue 
of more than 1,000m euro. The eight organizations included two in the banking and 
financial services and two in the energy resources and utilities sectors.

Survey data on monetization maturity contradict the abovementioned low re-
sponse on monetization as an improvement area. The surveyed organizations did 
not rate their ability to monetize very high, over 50% had a score of 2 or lower, 
of which over one-third ranked 0 on a 0–7 Likert scale. In general, more mature 
organizations are better able to monetize data insights. Interestingly, a cluster of 
eight organizations had a high data and analytics maturity and a low score on mon-
etization of data insights (0 or 1 on a 0–7 Likert scale). This cluster consists of 
five organizations with a revenue over 250m euro, including one organization with 
+1,000m euro, and covers a large variety of sectors, including hi-tech and profes-
sional services, retail, banking and financial services, consumer goods and distri-
bution, information technology, life sciences and healthcare, and energy resources 
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and utilities. On the other hand, there are five organizations that have a relatively 
low data and analytics maturity but a high score on monetization of data insights 
(5 or 6 on a 0–7 Likert scale). This cluster consists of three manufacturing or-
ganizations, three large organizations with a revenue of +1,000m euro, and two 
small organizations with a revenue between 25m and 100m euro. This outcome of 
the survey challenges the assumption that data and analytics maturity is positively 
related to monetization (N = 5 + 3). It is also important to realize that monetiza-
tion requires change and change potentially increases the risk profile. Therefore, 
the participants in this study concluded that change takes courage. However, the 
importance of monetization is undisputed.

4.4	 Monetization of data and data analytics inhibitors

In Section 4.1, the obstacles to data monetization are discussed, including the ac-
cessibility of data and the quality of data, as well as actions to address these obsta-
cles. There are four areas that require specific attention in getting monetization on 
track: leveraging ecosystems, levering universal data, implementing data moneti-
zation, and adopting free exchange in the data marketplace (Beulen, 2020a). What 
should be done to address these inhibitors?

The insights from data and data analytics are obviously relevant to the internal 
organization. More significant are insights that are made relevant for the ecosys-
tems that organizations are operating in this is predominantly related to the second 
type of monetization: adding additional services to services and/or products. Most 
organizations are embedded in multiple ecosystems. Monetization of data and data 
analytics not only creates value but also makes collaboration more complex and 
creates additional dependencies. Organizations need to be decisive on the ecosys-
tems they would like to participate in, as the monetization of data and data analyt-
ics requires not only additional investments but also limits the degrees of freedom 
for an organization to discontinue participation in the ecosystems. Due to the rise 
of monetization, organizations typically have more gradual entry and exiting in 
ecosystems. Innovation is facilitated within ecosystems. All of the above makes 
it essential for organizations to select the right ecosystems to participate in and to 
continuously monitor their portfolio of ecosystems. In that evaluation, the contri-
bution of data and data  analytics is becoming more important. This results in data 
ecosystems (Oliveira and Lóscio, 2018).

4.4.1	 Ecosystems

In leveraging ecosystem organizations, the contractual agreements participating 
organizations make are becoming more and more important – think treatment data 
from medical devices. Manufacturers of medical devices can improve their de-
vices which will result in improved health care (Karpen et al., 2021). Despite the 
worth of discussing privacy aspects, patient data (a.k.a. the commercial transaction 
between a manufacturer of medical devices and a hospital) requires even further 
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discussion. Can the hospital monetize the data? And if so, how? Does the manu-
facturer grant access to data coming from other hospitals? This creates interesting 
debates and requires an ecosystem-oriented lens from both the manufacturer and 
the hospital. These debates will be centered not only around monetization but also 
around public value, which makes these debates even more complex.

There are similar debates in the retail sector. In this sector, point of sales infor-
mation is highly relevant for the upstream ecosystem partners, particularly if their 
products are sold at full price, discounted price, or not sold at all. This information 
will help the upstream ecosystems partners to improve and adjust their products, 
and of course, it is ultimately also relevant for the retailer, as retailers would like 
to sell products at full price. The setup for data sharing in retail is complex due to 
the number of ecosystem partners. There will predominantly be business cases in 
high-value and high-volume products.

4.4.2	 Universal data

The second inhibitor was universal data. Universal data models can replace bespoke 
data models and provide an extendable ontology with standardized reference data 
definitions for customization and harmonization of applications (Cover and Orden-
tlich, 1996; Silverston, 2011; Bramson, 2020). Most standards are sector-specific, 
which facilities monetization. This inhibitor is closely related to data quality, since 
mapping relations between data elements increases data quality. Implementing an 
ontology is at best emerging in most organizations (Leal et al., 2019). This inhibi-
tor, different from the first inhibitor, requires a data and technology approach in-
stead of a strategic approach. Leveraging universal data by implementing universal 
data model(s) as well as an ontology (across universal data models) needs heavy 
lifting from data owners, the chief data officer, the CIO, and the information tech-
nology department, including their tech partners.

The data owner needs to provide input related to their processes and current 
and future value creation. What data points are important, and how do the data ele-
ments relate to each other? This is the basis for the data model(s) and the ontology. 
In the context of monetization, it is important to extend the input to data sharing 
in the organization’s current ecosystems and future ecosystems. External align-
ment is crucial. Data owners need to align, as part of the agreement with external 
stakeholders, with all ecosystem partners, on the data elements in the universal data 
model(s) and ontology. This is where chief data officers can support data owners, 
first with the internal data owner stakeholder alignment, then followed by external 
alignment. For both the internal and external alignment, strong central governance 
is required; the focus of the governance is on processes, tooling, and (architectural) 
requirements, not on data elements, which is at the sole discretion of the data own-
ers. Critical in universal data models is establishing data classification at the start. 
This is foundational for universal data model success. Finally, the CIO and the in-
formation technology department, including their tech partners, play an important 
role in the implementation of tooling and application program interfaces (APIs). 
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In the case of monetization in ecosystems, organizations face increased complex-
ity, especially when organizations leverage external tech partners. The contractual 
arrangements of the tech partners have to facilitate and make, if required, changes 
to the environment. Unfortunately, this flexibility is not embedded in all outsourc-
ing contracts (Beulen and Ribbers, 2021) and in the case of offshore outsourcing 
contracts, it is even harder to achieve flexibility (Beulen et al., 2005; Carmel and 
Beulen, 2005; Beulen, 2008; Beulen and Tiwari, 2010; Beulen et al., 2011).

4.4.3  Implementation of data monetization

The third inhibitor, the implementation of data monetization, is closely related to 
the second inhibitor. The most fundamental challenge for implementation is in 
the information technology architecture. Most organizations face too many devia-
tions from and exceptions to the information technology architecture, as well as 
noncompliance to the non-functional requirements, including but not limited to 
technology choices, which are also known as standards, compliance, and security 
guidelines. This is also indicated as technical debt (Rios et al., 2018). The CIO 
is responsible for the information technology architecture. When setting up and 
maintaining the information technology architecture, it is important that the CIO 
takes into account the collaboration of the organization with ecosystem partners. 
Aligning the information technology architecture of the owner’s organization with 
the information technology architecture of the ecosystem partners is essential. This 
transforms the role of the CIO from a predominantly internally oriented role to a 
more externally oriented role – in the context of digital transformations, issue sell-
ing is essential (Chen et al., 2021a).

The information technology architecture is the foundation for the implementation 
of data management tools. The CIO should enforce data management tooling stand-
ardization, where unfortunately there is no best-of-breed data management tooling, 
at least not as of this writing. This further complicates data monetization across 
ecosystems. This also complicates the implementation of application programming 
interfaces. Finally, organizational dynamics and ecosystem dynamics complicate 
the implementation of data monetization. This drives information technology archi-
tectural standards toward proven technology suppliers over innovative niche sup-
pliers. The stability of the data management tooling is in a better position to absorb 
the organizational dynamics as well as requiring less customization. The building 
blocks of proven technology suppliers are more robust, along with the implications 
of innovation niche suppliers, bankruptcy, or the impact of being acquired. Both will 
have a detrimental impact on data and data analytics monetization opportunities.

4.4.4  Free exchange in the data marketplace

The fourth inhibitor is the adoption of free exchange in the data market. No dif-
ferent from transactional data and data analytics monetization, free exchange in 



Monetization of data & data analytics  65

the data marketplace can also be classified as monetization (Spiekermann, 2019). 
Data marketplaces stimulate innovation within the organization as well as within 
the ecosystem and are mostly related to the third type of data monetization: selling 
data. The exchange of data in the data marketplace is not related to the ecosystems 
in which an organization operates. Therefore, the conditions under which data can 
be sold to any third party have to be clearly documented. The creation of an or-
ganization should never be jeopardized by transacting data in the data market. Un-
derstandably, many organizations are still reluctant to adopt the free exchange of 
data in data marketplaces. In transacting data, blockchain and smart contracts can 
be instrumental not only for efficiency but also to strengthen trust (Serrano, 2022). 
Nevertheless, for most organizations, there will not be a beneficial business case 
for the adoption of free exchange in the data marketplace. From the perspective 
of the platform owner, the data marketplace might also be a challenge to solve the 
chicken-and-egg problem. A data marketplace is only relevant if there are sufficient 
data producers and data consumers. The responsibility for the quality offered on 
the data marketplace should also be clear and can never be with the platform, al-
though this should not stop the platform from performing curation activities, which 
is different from being liable for poor data quality.

Needless to say, organizations can use procured data for further monetization of 
all three types of monetization in their own organization as well as in ecosystems. 
However, the processing and enriching of purchased data with the purpose of sell-
ing the data is currently unlikely, but might be more feasible in the future due to 
the increasing data volumes and the increasing availability of processing power.

DATA SHARING AND MONETIZATION

Sandeep Saxena – Data Mesh, Monetization and Marketplace  
Center of Excellence Lead

Tata Consultancy Services – Global BFSI data and analytics

There are two aspects of data monetization: internal data monetization and 
external data monetization.

Internal monetization pertains to using and extracting value from an or-
ganization’s own data and then determining how best to apply the value of 
that data to improve the top and bottom-line, so there is an indirect impact on 
profit/loss. Sandeep Saxena: “This is where most large organizations are using 
analytics for monetization. The challenge is getting access to the right data 
at the right time for the right stakeholders.” Using analytics for monetization 
across many domains, the heterogeneity in terms of the approach to analyzing 
the data and tooling can vary greatly across organizational domains, divisions, 
and lines of business. The result is the total cost to the organization is much 
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higher. So, although there are centralized data architecture teams to support 
analytics, data science, and analyst teams, different lines of business are still 
using different tools, which is costing the organization more.
External monetization, also called commercialization of data, is not yet main-
stream in most large organizations. Sandeep Saxena:

There are industry branches that are exploring the commercialization of 
data, even politically conservative sectors like the governmental sector are 
slowly willing to sell their data, of course with all the proper privacy and 
consent built into the whole transaction.

Retail companies have been commercializing data for quite some time. A few 
South African Telecoms have also started commercializing data and are looking 
to institutionalize and scale up this initiative. For now, data commercialization 
is fairly ad hoc and has not yet become mainstream.

To understand monetization better, the business-to-business perspective 
and the combination of data democratization and data mesh concepts, as well 
as data sharing, needs to be understood.

Business to business

From a business-to-business (B2B) perspective, the retail industry is primarily 
commercializing point of sale data, which is relevant to a lot of other domains, 
most notably consumer product goods (CPG). So, for example, large retailers 
like Walmart or Target have two models for selling goods. One model is where 
retailers charge a fee for dedicated retail space to a specific CPG company and 
let them manage the space on their own. The CPG company then collects and 
manages their inventory and replenishment data. The other model is where 
the retailer manages the commodity stock and retail space directly. Sandeep 
Saxena:

The retailer can either buy the commodity directly from the CPG company, 
or let the CPG company own the inventory and shelf management and can 
also have their own brand which they manufacture or outsource manufac-
turing of . In the case of a CPG company’s commodity getting sold, the re-
tailer may seek a discount or financial benefit from the CPG company in lieu 
of the point-of-sale data, which gives visibility of how the CPG company’s 
products are faring in the retailer’s store.



Monetization of data & data analytics  67

For Telecom companies, the B2B model is more a data transaction. Telecom 
companies are more horizontal in the sense they are providing services and 
data and connectivity pipelines to multiple domains. Sandeep Saxena:

They may tie up with companies that actually own the data to make an 
arrangement for commercialization. Telecom data is primarily in terms of 
location data that they sell for advertising purposes, where privacy and con-
sent are critical. A US telecom major came under fire back in 2014 when 
they started sharing individuals’ contacts with companies looking to market 
products. They had to eventually stop the initiative.

The Financial Services industry is already in the data-selling business – data 
pertaining to financial securities, niche data about companies’ financial perfor-
mance, etc. Sandeep Saxena:

Companies running or participating in financial marketplaces, for example, 
are partnered with niche providers and academia for creating models to 
gain insights on raw data. They tie up with such companies and jointly go 
to market with that particular type of product OR they build that capability 
in-house so that insights can be derived from the raw / aggregated data and 
commercialize that for a much higher price point.

Data democratization and data mesh

Data democratization is happening across many domains. Most of the time, 
the focus is on large organizations, including banks, insurance companies, au-
tomotive companies, or utility companies. Internal monetization is seen much 
more in the Financial Services industry (FSI) and even in the government space, 
like Smart City. Automotive Original Equipment Manufacturers (OEMs) are also 
looking to democratize data. Sandeep Saxena:

However, data democratization has been handled in different ways, like rep-
licating data which leaves many copies of data floating around. So now the 
trend is to look for non-data replication solutions, like through data virtu-
alization or concept of data as a product, defined by meta data and can be 
searched and discovered, and using the data mesh concept to source the 
domain specific data without replication. So, these are the trends and there 
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are many enterprise data management companies, like Alation, Denodo, 
Zaloni, etc. that are operating in this space.

Sandeep Saxena: “Data mesh can be construed as either a new recipe or an 
old recipe in a different label.” There are certain aspects which require interim 
storage for specific domains. For example, payments or credit risk-related data 
may not be in just one line of business, it is coming from multiple lines of 
business. So, the data would not be ingested into a data lake, but rather into 
a smaller interim storage, which is for a very specific topic, like risk manage-
ment or payments, where the analysis is performed. Sandeep Saxena: “There 
are technologies now which do not require storage, but in some cases it is not 
optimal to hit operational systems for data analytics, another reason for interim 
storage as part of the data mesh.” Operational data may not be a candidate to 
do advanced analytics prediction models or prescription models. These would 
require interim storage, where the raw data is not replicated and the consump-
tion entity needs to identify how it is going to be consumed, and what is the 
purpose of that consumption. The raw data undergoes some transformation 
and then stored for analytical consumption purposes only, instead of storing 
another copy of the raw data itself.  There is no replication of the original source 
and the sanctity of the single source of truth is maintained.

Data sharing

Commercializing data in the supply chain can be difficult because the different 
parties up and down the supply chain have different interests. Sharing sup-
ply chain data may jeopardize an organization’s position in that value chain. 
Sandeep Saxena:

One example of successful commercialization of supply chain data was for 
manufacturing COVID diagnostic tests. Two years ago, the Indian govern-
ment was looking for a million COVID diagnostic test kits manufactured 
per day. The Prime Minister’s office was looking at ways to encourage in-
digenous manufacturing of these test kits so that the scale could be there 
because there was no central mechanism or digitized way to connect SMEs, 
micro, small and medium manufacturing organizations, who were produc-
ing these raw materials, with the accredited or certified test kit manufac-
turers. The million-per-day goal was being hampered by lack of a digital 
marketplace. The Tata Consultancy Services (TCS) chairman was part of the 
scientific advisory committee to the Prime Minister. TCS’s Data Marketplace 
Solution was used as an information exchange enabler across the test-kit 
manufacturing supply chain. Raw material providers were the start of the 
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supply chain, supplying the mid-tier organizations who create polymers 
and biochemicals, provide peripheral equipment and services, to the test kit 
manufacturers for final manufacture of the various types of COVID19 test-
kits. All of these organizations were enabled through the information ex-
change platform, and though initially the visibility of each others’ products 
was restricted due to apprehensions, with continuous education through 
round-tables with the stakeholders we could convey the intent and value 
that the platform would bring for everyone’s benefit. With the apprehen-
sions put to rest, the flexibility of the platform enabled us to eventually open 
it up for more competition and bring prices down. Bids and terms were 
published and competitive offers could be tested, accepted or rejected be-
fore deciding to buy. Competitive bidding brought prices down for certain 
components by as much as 70 times.

Sandeep Saxena: “Another example is in the supply chain.” A large US logistics 
provider has customers with big consignments that are coming in from one 
place or another. Delays can be communicated to the customer in a timely 
manner using the marketplace. For example, a customer can use the market-
place to schedule with the provider an important pickup at one warehouse in 
Dallas for shipment to another warehouse in Cincinnati. This is what was miss-
ing. Sandeep Saxena:

They are looking to democratize data internally at the logistics company, 
but also externally with key customers for real time tracking. Customer sat-
isfaction increased as well as efficiencies in the routes. There is value not just 
for the logistics company, but also their clients can be offered better prices 
and more efficient services.

4.5  Conclusion

The future of monetization of data and data analytics is full of opportunities. Or-
ganizations are only at the beginning of monetization of data and data analytics. 
To expedite data monetization, organizations might consider exploring reuse and 
recombination of data, as data can be reused and recombined freely with degrada-
tion (Wixom et al., 2021).

The increasing data volumes and data analytics tooling and algorithms that are 
becoming increasingly more powerful will drive large-scale monetization. Addi-
tionally, data awareness and data technology capabilities will increase significantly 
in the years to come. Also, ecosystems will progressively compete on data. The 
chief data officer has to educate, orchestrate, and direct organizations.
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In the future, the monetization of data and data analytics will also face more re-
strictive legislation, not limited to data privacy legislation. Antitrust legislation will 
become more important; a good example is the Digital Service Act package, upcom-
ing European Union legislation. Anticipation of more restrictive legislation is rec-
ommended as the implementation of monetization requires a significant investment 
and typically takes over 12 months to implement. In addition, from the perspective 
of more restrictive legislation, the involvement of the chief data officer is required. 
For legislation, the involvement of the legal department in a supporting role is es-
sential. Both will provide good information for the risk management process.

Finally, the continued increasing threat of cybercrime and espionage, also called 
cyber spying, will have an even bigger impact on the future of monetization of data 
and data analytics than today. Organizations will face cost impacts as well as risk 
impacts, which will be reported more frequently in organizational risk registers 
(Cunliffe, 2021). With regard to espionage, it is important to understand that there 
is a third party involved who is willing to pay for the data. In the process of espio-
nage, this is labeled as the “information sale” phase (Rivera et al., 2022). In cyber 
espionage, typically botnets are used as a tool (Bederna and Szadeckky, 2020). To 
be clear, the cybercrime requesting ransom and the selling of stolen data in espio-
nage are not data and data analytics monetization. Cybercrime and espionage only 
slow down the monetization due to the increased costs of protecting data.
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In enabling data-driven decision-making and monetization, data quality is a pre-
requisite for data and analytics, which includes five domains: data management, 
analytics automation, type of data used, type of analytics platforms, and cloud 
adoption. The data and data analytics maturity can be detailed in four attributes: 
data, processes, people, and technology, including addressing architectural and se-
curity challenges. Both the five domains and the four attributes will be detailed in 
this chapter. This chapter also describes roadmaps for improving data quality.

5.1	 Introduction

The definition of data quality is associated with the fitness-for-use principle (Tayi 
and Ballou, 1998). Data quality is a prerequisite for data-driven decision-making 
and monetization and requires focus in any organization. It is business critical 
(McGilvray, 2021); according to Gartner, “Every year, poor data quality costs or-
ganizations an average $12.9 million” (Sakpal, 2021).

Data quality includes the intrinsic data quality dimensions of completeness, ac-
curacy, format, and currency (Wixom and Todd, 2005). Completeness is based on 
the elements of a data set, where the accuracy is on both the field and record levels. 
The format is related to adherence to the rules, which requires domain knowledge 
and is typically applied at the table or database level. Currency, also called “timeli-
ness,” is about suitability of the data for the organization. This includes both the 
update frequency and relevance.

In addition to intrinsic data quality, there are three other dimensions: contex-
tual, representational, and accessibility (Wand and Wang, 1996; Wang and Strong, 
1996; Batini et al., 2009; Ofner et al., 2012; Cappiello et al., 2013; Ehrlinger and 
Wöß, 2022). The contextual dimension includes accessibility, believability, and 
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relevancy, also known as added value, reputation, and quantity. The representa-
tional dimension is conciseness, consistency, ease of understanding, interpret-
ability, and difficulty to manipulate. The third dimension, accessibility, includes 
access, identification, and security.

Based on the work of Goodhue et al. (1992), Trieu et al. (2022) researched the 
contribution of data integration to data quality in the context of business intelli-
gence. Trieu et al. (2022) refuted the hypothesis that there is a positive relationship 
between data integration and business intelligence representational fidelity. Nev-
ertheless, data integration supports the exchange of data in different systems, data-
bases, and data lakes and contributes to data quality. The need for data integration 
is increasing due to the emerging data mesh trend. The data mesh will be addressed 
in the next chapter on data governance.

To improve data quality, organizations must cleanse their data. This process 
identifies and corrects erroneous data and/or data glitches (Dasu and Johnson, 
2003). Many organizations use tooling to identify and fix data quality issues for 
data cleansing, such as IBM Infosphere Quality Stage, OpenRefine, previously 
known as Google Refine, and TIBCO Clarity. However, this process potentially in-
troduces the risk of inserting new errors; organizations therefore continuously need 
to verify and revalidate cleansed data (Ridzuan and Zainon, 2019). Furthermore, 
legal aspects need to be addressed (Stöger et al., 2021), and this is not limited to 
medical artificial intelligence, as the potential introduction of new errors can be a 
breach in any sector. Monitoring and improving data quality is a continuous pro-
cess and requires dedicated focus in any organization. Senior management should 
take a close look at data quality management projects to understand the impacts 
of data quality on the organization and provide guiderails to their organization 
(McGilvray, 2021).

5.2	 Basics of data and analytics

To ensure that organizations have their data and analytics in place, there are five 
domains they should focus on: data management, analytics automation, type of 
data used, type of analytics platforms, and cloud adoption. The domains are inter-
dependent; for example, the automation of analytics requires the adoption of cloud 
computing and the use of unstructured data set requirements for data management.

5.2.1	 Data management

There are many definitions of data management, which ensures effective and ef-
ficient use of data by collecting and sharing data. To facilitate the use of data, data 
management includes enabling data processing and storage, as well as continuous 
data quality improvement.
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Typically, data management is centralized in an organization and combined with 
centralized as well as decentralized data ownership. Data management is an inte-
gral part of the chief data office and includes data, technology, and process subject 
matter experts, not data scientists. Data scientists work closely with the data own-
ers, as well as with the IT department and its technology partners and suppliers.

The focus in data management is on both the monitoring of the use of data and 
data quality improvement projects. Data management also contributes to improv-
ing and updating the data strategy and policies.

5.2.2	 Analytics automation

In data analytics, the process of data collection should be automated, including 
quality assurance, allowing access, and making data available. Unfortunately, the 
maturity of the tooling is still emerging, and currently, there are no end-to-end best-
of-breed solutions available.

Analytics automation is essential for dashboarding. Business intelligence tools 
need to be configured in such a way that report generation is fully automated. Any 
human involvement jeopardizes the quality of the report, in addition to the inef-
ficiency of human involvement. Currently, very efficient tooling, such as Looker, 
Microsoft Power BI, and SAP Business Objects in addition to QlikSense and Tab-
leau, are widely used by organizations.

In the context of data democratization, the automation of analytics has become 
even more important, as not only data scientists but also citizen data scientists 
embedded in the business are starting to request data for the purpose of analyzing 
data beyond dashboarding.

5.2.3	 Type of data used

Most organizations focus on internal transactional data, which typically have rea-
sonable data quality, as well as on employee and client data. Examples of internal 
transactional data are purchase or sales data.

Furthermore, external data, including open data, are becoming significantly 
more important, and the growth of external data is also exponential. The data qual-
ity of external data is typically more of a challenge.

However, external data and data sharing are very important in the context of 
digital transformations, as these types of data enable the introduction of new busi-
ness models and/or enriching existing products and services. Examples are Internet 
of Things (IoT) data that improve the effectiveness and efficiency of equipment 
maintenance, as IoT data can trigger preventive maintenance and consequently 
avoid downtime and enables efficient planning of service engineers to perform 
maintenance.
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5.2.4	 Type of analytics platforms

The variety of analytics platforms is increasing and ranges from traditional plat-
forms, like enterprise data warehouses or department data marts to perform ad 
hoc analyses, to makeshift management information systems and active data ware-
houses and/or data lakes and data meshes. As volumes of data grow, improving and 
maintaining data quality has become even more important. By introducing more 
advanced analytics platforms, organizations can not only improve their data quality 
but also increase the effective and efficient use of data. Data management tool-
ing is closely related to the types of analytics platforms but is distinctly different. 
Organizations first select their analytics platform(s) of choice, following decisions 
with regard to data management tooling, whereas the latter has to be aligned with 
the enterprise architecture and the IT architecture.

5.2.5	 Cloud adoption

Regarding cloud adoption, assessing cloud maturity is very important. The cloud 
maturity level is related to the data quality level; see Table 5.1 for an example of a 
cloud maturity model. Typically, organizations with a cloud maturity level of 4 or 
5 are well positioned to achieve and maintain high data quality levels. A high cloud 
maturity is instrumental in fully automating all processes, from data validation, to 
providing access to data, to data processing and data analytics, as well as in remov-
ing volume constraints for data processing, data analytics, and data storage.

With cloud adoption, organizations must focus on the access compliance com-
ponents of cloud solutions for infrastructure as a service (IaaS) solutions. In the 
context of data and data analytics, this is centered around the location of data stor-
age (compliance obligations) and protection of the cloud solution (cyber security 
requirements). The public cloud trend is irreversible; nevertheless, there will al-
ways be organizations which require a private cloud solution or even their own 
physical data center.

With regard to platform as a service (PaaS) solutions and software as a service 
(SaaS) solutions, the ability to interface with other applications is an additional 
challenge to the IaaS challenges. All this has to be addressed in the enterprise and 
IT architecture of an organization.

5.3	 Data and analytics attributes

The data and data analytics maturity is detailed in four attributes: data, processes, 
people, and technology. These attributes will be detailed in the following four para-
graphs. Unfortunately, many organizations still have a limited focus on processes 
and people (Gartner, 2021c). Furthermore, many organizations still struggle with 
the data attributes, as most organizations predominantly focus on technology and 
the data quality challenge will not be resolved by implementing tooling.
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5.4	 Open and unstructured data

In the Introduction, the basics of data quality are described in detail. The focus in 
this section will be on open data (e.g. social media data from platforms such as Fa-
cebook, Instagram, and Twitter,1 the U.S. Census Bureau2 for demographical data 
on U.S. inhabitants, and also European Union Open Data Portal3 for insights on en-
ergy, education, commerce, agriculture, and international issues) and unstructured 
data (e.g. images, audio and video media content, as well as business documents 
and communications including live chat, messaging, and web meetings).

In addition, some organizations buy external data, such as market information. 
Obviously, the quality of this type of external data is less of an issue, as organiza-
tions are willing to pay for these data and the quality is typically higher. But even 
for purchased external data cleansing and normalization might be necessary. Also, 
data provisioning is typically not an issue, as data is the primary business model of 
the data provider. The data is offered in different formats, and the data provider has 
multiple interfaces to transfer the data to their customers.

5.4.1	 Open data

Open data is typically a continuous stream of data and has large volumes. This pro-
vides opportunities for data-driven decision-making, as well as improved decision-
making based on real-time dashboards. The main problem with open data is that 
organizations cannot control the data or the provisioning of the data. This presents 
challenges in obtaining the data. To address these challenges, most organizations 
have a source-agnostic interface to obtain the data, such as screen scraping. Never-
theless, most social media platforms offer a paid service to obtain data.

The large volumes of open data create additional challenges for organizations 
in evaluating/selecting data and in retaining data. Assessing open data can trigger 
significant costs. For selecting data, organizations must decide on the duration of 
the data storage. Typically, open data is only assessed and used in direct decision-
making, data-driven decision-making, or indirectly by dashboarding. If the dash-
boards are archived, the underlying open data is typically not stored.

5.4.2	 Unstructured data

Due to a lack of schema and structure accessing unstructured data requires more 
advanced techniques than accessing structured data. Indexing unstructured data is 
more complex, as the structure is less clear and there are no pre-defined attributes. 
This also affects error frequency and accuracy levels, which need to be taken into 
account in the data set certification. However, there can be much value in combin-
ing structured and unstructured data. Related to the cost and effort required, organi-
zations need to make informed decisions on which unstructured data is worth the 
effort of accessing, producing, and onboarding.
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5.5	 Processes

Data collection should also include data classification. In the production and on-
boarding process, data classification is important for the use of the data. In data an-
alytics, classification can be taken into account by the data scientist. Furthermore, 
data classification is helpful for the data owner to set priorities for data security, 
data cleansing, and/or adjusting the data collection process to improve data quality.

Allocating and maintaining access rights to data is another important aspect. 
The data catalog plays an important role in this. Organizations need to constantly 
monitor access rights and, if required, differentiate between internal and external 
staff and/or permanent and temporary staff, but also ensure that, when personnel 
leave the organization, their rights are revoked. Also, for personnel who are chang-
ing roles, access rights need to be reassessed and potentially adjusted. Processes 
require alignment with HR processes and a proper authorization approval mecha-
nism. Identity and access tools provide functionality to automate the allocation 
and maintenance of access rights. The challenge for organizations is the setup and 
implementation of these tools.

Monitoring the use of data is also important. Logging each data request and 
transaction is becoming the norm in many organizations, starting with highly regu-
lated organizations, such as hospitals and financial institutions. Any organization 
should have a data policy that clearly details how data can be used in addition to 
the allocated rights. In the use of data, the purpose is also important. For example, 
client service employees of a bank should have the right to access balance details 
of a client when, in a conversation with a client, this becomes relevant. Access 
rights should then be revoked as soon as the conversation is complete and the client 
case is closed. Client service employees should not access balance details of fam-
ily members or neighbors out of curiosity or at random times not associated with 
a client conversation. This makes AI-driven provisioning even more important to 
ensure that automated real-time access rights approval and revocation is built into 
the process.

Furthermore, ethics and transparency with regard to data analytics rightfully in-
creases attention in many organizations. Ethical committees are typically not well 
equipped to assess algorithms. This requires a separate committee to assess the 
processes of collecting and selecting data and algorithms to avoid biases. The level 
of technical experience for the members of this committee needs to be quite ad-
vanced, and audit firms, including the big four, offer support services in the assess-
ment of algorithms. These audits focus on data processes and audit only a subset 
of the algorithms.

5.6	 People

The chief data office drives data quality and is headed by the chief data officer,4 
which collaborates with data owners and data stewards in the organization, as well 
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as the IT department and its suppliers. Collaboration should be seamless, where the 
strategy and policies are set by the chief data office, thereby enabling the chief data 
office to provide guiderails for the organization.

The profile of employees in the chief data office is T-shaped, where data own-
ers and data stewards have a business profile. Embedding data ownership in the 
organization is still a struggle for many, which is why organizations are exploring 
the breakdown of their data lake into a data mesh and creating federated govern-
ance structures. This will bring the data closer to the data owners, which will result 
in increased dedicated data ownership and, consequently, in increased data quality. 
The data mesh will be explained in the next chapter on data governance.

Whether organizations embrace the data mesh or not is not changing the in-
volvement of the IT department and its suppliers. They provide the technology 
and tooling, whereas the data management tooling is architected by the chief data 
office within the parameters set by the enterprise architecture and IT architecture. 
The operating model and different roles will be explained in greater detail in the 
next chapter on data governance.

Collaboration requires the full participation of highly qualified professionals 
in all roles. In the current labor market, this is for many organizations still quite a 
challenge. Only a combination of providing (awareness) training and actively re-
cruiting data-savvy professionals throughout the organization in conjunction with 
retention management will do the trick. To be clear, the challenge is beyond data 
scientists, and the people challenge is across all data management-related roles in 
organizations.

5.7	 Technology

In technology, the focus is on data and analytics architecture and cyber security 
challenges. The maturity of the tooling landscape is emerging but is not limited to 
tooling only to cleanse data. Therefore, data and analytics architecture is becoming 
more and more complex. Due to the increased data volumes, the enhanced com-
pliance obligations, and more restrictive legislation, cyber security has become 
an even bigger burden for most organizations. All of this negatively impacts data 
quality.

5.7.1	 Data and analytics architecture

Data producers have the tools to generate data, including systems in the primary 
and secondary processes, as well as business intelligence systems. This data needs 
to be approved for analytics. For this approval, organizations can use workflow 
tooling such as JIRA. Furthermore, there needs to be tooling for the data catalog 
and to improve data quality and classifications – think Collibra or Informatica. In 
order to improve data transparency, scanning, and lineage, additional tooling such 
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as BigID and Informatica are required. Many of these tools converge in functional-
ity and integration points.

In data analytics architecture, cloud computing strategies are essential, whereas 
multi-cloud computing strategies are unavoidable. This requires thinking through 
data flows and architecture data storage accordingly, to avoid excessive cost related 
to the downloading of data, which is the typical cost trigger in infrastructure as a 
service.

There are additional architectural challenges; as we can conclude from the 
above, there is no best-of-suite tooling available at this point. Tooling is still emerg-
ing and in the future, more convergence is expected to ensure that organizations 
can enable as many data science tools as possible as well as support multiple data 
analytics languages such as Java, Python, R, and Scala. Also, in terms of underly-
ing technology, there are no notebook restrictions. In other words, organizations 
offer both Jupyter and Zeppelin rather than Jupyter or Zeppelin. Also, consider 
Graphical Processing Units (GPUs) instead of Central Processing Units (CPUs), 
as GPUs accelerate processing artificial workloads by leveraging parallelism. In 
terms of computer operations, mandate a zero-copy architecture to avoid unneces-
sary data copies, saving processing power and memory bandwidth, thus improving 
data analytics performance.

5.7.2	 Cyber security

The cyber security challenges are in data storage (data at rest), as well as in data 
access and processing (data in motion and data in use). The volumes of data that 
organizations store are exponentially increasing in conjunction with data democ-
ratization, which requires access to data by an increasing number of citizen data 
scientists embedded in the business, in addition to the highly specialized and often 
centralized data scientist organizations. This significantly increases the cyber se-
curity risk profile.

As for any cyber security threat, and also for data analytics cyber security, the 
risk comes from  outside as well as inside. Unauthorized export of data out of the 
organization and data manipulation are serious cyber security threats. As for any 
system, organizations have to implement security operations center (SOC) moni-
toring for data analytics. Improving data transparency, including scanning and data 
lineage, is essential, and tools like BigID, Informatica, and Manta can be instru-
mental in this area. Additionally, biometric scanners play an important role in the 
authentication of users. Biometric scanners like Mantra and Thales are linked to the 
identity and access management systems of many organizations.

Also, data classification and data collection are extremely important in assess-
ing the risk and impact of a cyberattack and ensure that organizations can make the 
right decisions with regard to cyber threat, and in case of a cyberattack, can inform 
authorities and relevant stakeholders accurately and swiftly.



82  Data analytics foundation

5.8	 Roadmaps for improving data and analytics maturity

In order to improve data and analytics maturity, organizations need a clear road-
map, and setting priorities is of the utmost importance. Gartner (2021c) suggests 
the implementation of enterprise-wide data quality standards as an important means 
of improving data quality. Gartner also suggests engaging with the organization, 
including board of management attention on data, as well as increasing data aware-
ness across the organization. Gartner presents a descriptive framework to develop 
a roadmap.

Organizations should first understand their current and required data quality, 
which is typically done by scoring data quality. Implementing processes for access-
ing and processing the data should be the next focus. Boosting processes with the 
implementation of tools will elevate organizations to the next level. Many organi-
zations iteratively alter the focus from implementing processes to the implementa-
tion of tools. Organizations should engage from day one with their data owners in 
order to increase data awareness and better understand their requirements. Obvi-
ously, the roadmaps of individual organizations are different and very specific to 
the organization.

Nevertheless, many organizations struggle with managing ongoing data pro-
cessing combined with managing data improvement projects. The struggle is not 
limited to resource and/or budget constraints but is driven by the lack of  a clear 
strategy and priorities and the limited involvement of the rest of the organization. 
Successful data-mature organizations have a strong data project management of-
fice,5 as part of the chief data office, and committed data owners. Empowering the 
data project management office is key to the successful implementation of the data 
improvement roadmap, whereas the commitment of data owners is a prerequisite 
for initiating and endorsing the data quality improvement projects. This will be 
detailed in the next chapter on data governance.

TATA CONSULTANCY SERVICES CASE STUDY: UNIFIED 
DEVICE DATA PLATFORM FOR MICROSOFT

Microsoft develops unified business intelligence analytics 
platform

Challenge

Disparate business intelligence solutions on devices prevented effective data 
analysis.

The Business Intelligence (BI) units handling data from various Microsoft 
devices such as Xbox, Surface, Phone, HoloLens, Band, and Windows operated 
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in silos. The Windows and Devices Group (WDG) wanted to consolidate these 
units into a single analytics organization. They sought to deliver performance-
based insights into various Microsoft devices like user adoption and user aware-
ness. If Microsoft could transition from point solutions to a platform approach, 
they could gain stakeholders’ confidence by delivering rich insights, optimize 
repeatable tasks, and promote self-service.

Enabling real-time analysis of diverse device data on 
unified platform

•	 Developed a unified, extensible, and scalable data platform, and in the 
process migrating disparate systems onto COSMOS, Microsoft’s Big Data 
solution. Our solution helps identify data quality issues, provides self-serve 
capabilities, and enhances user experience. Data marts created empower 
their data science team with faster and more accurate analysis, insights, 
and reports. We also help build complex survey workflows and statisti-
cal models to enable a deeper understanding of customers’ attitudes and 
behavior.

•	 Leveraging our solution, WDG delivered key initiatives and projects on time, 
exceeding quality expectations. With our focus on continuous improve-
ment, we enabled automated monitoring, minimized data latency, and im-
proved processes across all their products.

•	 Using our Global Network Delivery Model (GNDM™) and Integrated Ser-
vices delivery framework, we support Microsoft across Europe, the Middle 
East, Asia Pacific, and North America. Our delivery framework leverages best 
practices, tools, and processes across engagements to enhance Microsoft’s 
data and analytics efforts.

5.9	 Conclusion

Data quality is a prerequisite for enabling data-driven decision-making and 
monetization. However, many organizations still struggle to improve data qual-
ity. The decades-long war on talent (Beulen, 2011), the continuous growth of data 
volumes, and increased regulations, combined with an increasingly severe cyber 
security threat and public pressure to use data ethically, does not reduce the ef-
fort required to improve data quality. In fact, there is increasing need to improve 
data quality. Organizations must focus on improving and strengthening their data 
governance and data compliance. These topics will be addressed in the next two 
chapters of this book.
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Improved data quality will also fuel digital transformations by enabling the 
enrichment of the current services and products with data, developing new data-
centric services and products, and creating new data-centric business models. This 
will be addressed in Parts 4 and 5.

DATA AND ANALYTICS MATURITY SURVEY

In a survey which included 62 organizations across many sectors and rev-
enue/budget ranging from under 10 m to more than 1 b euros, the maturity 
of data and analytics was investigated (Beulen, 2018b). Understanding adop-
tion levels in data management, analytics automation, types of data, types of 
analytics platforms used, and cloud adoption, helps us better understand the 
data quality challenges that organizations are facing. This is the basis for ana-
lyzing the data and analytics of the surveyed organizations. No organization 
surveyed can be qualified as best in class in all five aspects. There are eight 
organizations that qualify as laggards on all five aspects, which are in the 
following sectors: government and public services (2 laggards), life sciences 
and healthcare (2 laggards), consumer goods and distribution, insurance, 
and manufacturing and other (agriculture). The remaining organizations are 
highly diverse in data and analytics basics. Let us take a closer look at these 
organizations for data and analytics basics, as this foundation contributes to 
data and analytics maturity.

By analyzing the adoption levels of the five aspects of the surveyed organi-
zations, we continue to distinguish between laggard, average, and best-in-
class per aspect; see Figure 5.1.

Data management. From the organizations surveyed, we conclude that 
the adoption of data management is low – a score of 2 or below on a 0–7 Lik-
ert scale (N = 24): laggard. This affects the ability to derive insights from data 
gathered from processes and transactions across these organizations. Most of 
these organizations are smaller, with revenue below 1b euro (N = 19). There are 
no surveyed organizations using entirely digitized data management – a score 
of 7 on a 0–7 Likert scale, only two organizations in manufacturing and energy 
resources and utilities reported a 6 score. Organizations need to focus on data 
governance, including master data management, to be able to improve data 
and analytics maturity.

Analytics automation. Reducing the need for human intervention is the 
objective. Unfortunately, the adoption of analytics automation is also low, as 
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more than 50% of the organizations surveyed report analytics automation un-
der 25% (N = 34): laggard, with a limited difference in the size of the compa-
nies. As expected, the Dutch surveyed organizations in banking and financial 
services reported higher degrees of analytics automation adoption.

Type of data used. For the type of data used in the analysis, we concluded 
that adoption was medium, half of the Dutch organizations surveyed derive 
insights from open data and/or unmanaged external  data (N = 31): average 
and best in class. This includes eight of the ten energy resources and utilities 
organizations. The most widely-used type of data by surveyed organizations is, 
as expected, internal managed data. Adding open data will expand the ability 
of organizations to derive insights.

Type of analytics platforms used. Most of the organizations surveyed 
use transitional platforms, such as enterprise data warehouses (N = 42) or de-
partment data stores (N = 15). Only a few organizations use traditional manage-
ment information systems to perform ad hoc analyses, makeshift management 
information systems (N = 11), energy resources and utilities organizations are 
well represented, four out of the ten. Advanced organizations (70% of the large 
organizations) use active data warehouses and/or data lakes (N = 31): aver-
age and best in class. Therefore, the ability to derive insights from advanced 
analytics platforms across all surveyed organizations is classified as medium. 
Investing in the implementation of more advanced analytics platforms, such as 
active data warehouses and data lakes, will enable improvements in data and 
analytics maturity. To optimize platform usage, some participants have set up 
a data and analytics center of excellence.

Cloud adoption. In this day and age, cloud computing is largely used in 
analytics by many organizations. In this research, one-third of the surveyed 
organizations have a low analytics cloud computing score (0, 1, or 2 on a 0–7 
Likert scale – N = 26). Surprisingly, the maturity of data and analytics of these 
organizations is no different from the maturity of the remaining two-thirds of 
the 62 surveyed organizations.

In conclusion, most of the organizations surveyed have to take immediate 
action to keep their house in order. They have to improve the effectiveness of 
their business by leveraging data and data analytics – and disrupt and avoid 
being disrupted. Organizations must focus on ensuring alignment of their data 
and analytics capabilities within their value chains. A greater focus on data lit-
eracy, analytics automation, and modern data governance techniques can help 
achieve the required data-driven result.
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Notes

1	 https://www.facebook.com/, https://www.instagram.com/ and www.twitter.com.
2	 https://www.census.gov/data.html.
3	 https://data.europa.eu/en.
4	 For smaller organizations, the chief data office is also called the data office, which is run 

by the head of data; as for smaller organizations, this is a manager/director role instead of 
an executive role. The reporting lines of both the chief data officer and the head of data 
are discussed in the next chapter on data governance.

5	 The project management office for data is in some organizations part of the chief data 
office.
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FIGURE 5.1 � Data and analytics adoption aspects: data management, analytics automa-
tion, types of data used, type of analytics platforms used, and cloud adop-
tion; by level: laggards, average, and best in class (N = 62) (Beulen, 2018b)
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Assuring data governance is essential for data analytics and enabling data provi-
sioning to power digital transformations. This chapter details the organizational 
embedding, processes, and tooling, as well as the required business involvement. 
In the (RACI) tables, the responsibilities in data governance are explained, and the 
governance meeting structure is detailed.

There are two questions that any organization should ask themselves. First, what 
are the opportunity costs of not getting data governance right? Poor data govern-
ance can impact digital transformation success and the ability to make data-driven 
decisions, and it can also jeopardize compliance. Second, what are the data govern-
ance in-house capabilities? Building data governance requires experience, focus, 
and effort. Assigning experienced and qualified professionals to drive data govern-
ance is important when implementing data governance, as well as when executing 
and improving data governance over time. Most organizations appoint a senior 
person, such as a chief data officer or head of data, to pivot data governance and 
start with a small team of data management professionals to ensure a proper imple-
mentation of data governance.

6.1	 Introduction

In addition to the opportunities to use data, data governance also reduces risks 
and increases return on investment. This is why data management requires C-level 
attention (Ladley, 2019) and a data-steering committee to drive data governance. 
Unfortunately, in many organizations, there is a limited sense of urgency. It is im-
portant to understand that proper data governance enables responsible use and reuse 
of data (McKinsey, 2020b). The largest benefit is with the reuse of data. Data gov-
ernance provides guidance by the data strategy and data policies and orchestrates 

6
DATA GOVERNANCE – BUSINESS  
AND IT COLLABORATION

https://doi.org/10.4324/9781003246770-8
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TATA CONSULTANCY SERVICES CASE STUDY: VOLTAS 
PREDICTIVELY MAINTAINS ITS CHILLERS

Voltas develops a Remote Chiller Monitoring System to prevent 
chiller breakdowns across India.

Voltas initiates steps for preventive maintenance to avoid chiller 
equipment breakdowns.

India’s premier air conditioning and engineering services company, Voltas, 
needed to train and deploy field engineers to regularly maintain its chillers at 
1000+ locations across the country.

Often, it took multiple visits to problematic sites to identify the operational 
issues and eventually fix the problem.

data processes and data management tooling. This enables data owners to make 
their data available (Benfeldt et al., 2020).

In the context of growing data volumes and data usage, the importance of data gov-
ernance is obvious (Khatri and Brown, 2010; Micheli et al., 2020). As a consequence, 
the mantra for data management in any organization should be fully automated.1 This 
is why processes and tooling are very important in data governance (Almeida and 
Calistru, 2013). Full automation is also supportive of ensuring compliance and ethical 
use of the data. Full automation is an assurance that an organization is in control and 
that the focus in data governance is on enabling the use and reuse of data instead of on 
resolving data management and data quality issues (Plotkin, 2020). Data governance 
must enable data to flow faster, cleaner, and more efficiently to add value destinations. 
Data governance removes friction points and bottlenecks in data flow.

The data management framework from Abraham et al. focuses on data govern-
ance (2019, Figure 4, p. 429). Governance mechanisms include structural mecha-
nisms, procedural mechanisms, and relational mechanisms. In addition, there is the 
organizational scope, which entails intra and interorganizational governance. Due 
to ecosystems and the rise of the platform economy, data sharing with partners is 
becoming more important and requires interorganizational governance (Mukho-
padhyay and Bouwman, 2019). This requires alignment on policies, procedures, 
data formats, and, to a lesser degree data management tooling. Both internal data 
usage and external data exchange impact the domain scope. This addresses: data 
quality, data security, data architecture, data life cycle, metadata, and data storage 
and infrastructure. Ensuring data governance for this domain requires a close co-
operation between data owners, data management, and supporting teams, such as 
information security and information technology. In this domain the data scope is 
detailed, and traditional data and big data are distinguished.
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This resulted in additional maintenance costs. Voltas needed to leverage 
their vast experience in chiller management to track breakdowns in advance 
and avoid unexpected failures and unavailability of spare parts.

TCS enables centralized HVAC equipment monitoring with an IoT-
based solution.

TCS utilized their IoT framework, Intel deployed their IoT gateway, and Vol-
tas leveraged their chiller expertise – to jointly develop a centralized system 
that could remotely monitor chillers across different geographies.

The end-to-end solution helped Voltas:

•	 Diagnose real-time health of their chillers through a live dashboard
•	 Identify anomalies in the equipment parameters to facilitate alerts and noti-

fications to their field engineers
•	 Predict failures in equipment for proactive maintenance

We leveraged our in-house Sensor Data Analytics IoT Framework (SDAF) to ac-
quire data from the IoT gateways and send it to a Big Data based cloud plat-
form for:

•	 Real-time data processing
•	 Complex event processing
•	 Storage for batch processing

This enabled real-time reports and dashboards.
Voltas is envisioning a predictive maintenance system leveraging Big Data 

& Analytics to increase their equipment availability and improve customer 
satisfaction.

6.2	 Effective data governance2,3

In effective data governance, there are three responsibility areas. First is the 
foundational area. This addresses the data strategy, the data policies, and standards. 
Second is the management area, focusing on the use of data. Third is the processing 
area, which facilitates the use of the data.

In data management, a large number of roles are involved. These roles can be 
clustered into three domains: business, data, and support. The distinction between 
business and data is the most ambiguous clustering. In some organizations, data 
stewards are in the business, and in other organizations, this role is embedded in 
the data management office or both the business and the data management offices. 
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Similarly for data scientists, in most organizations, the data scientists are part of 
a central team and linked to the data management office. However, in some (typi-
cally larger) organizations, there are also business employees who are career data 
scientists as well as citizen data scientists.

Effective data governance requires clear roles and responsibilities. In this sec-
tion, the data governance will be detailed by the three areas. These areas include 
five responsibilities by area. A RACI is applied to provide guidance on the respon-
sibilities for the identified roles. This is summarized in Table 6.1. The numbering 
in the below subsection refers to the responsibilities in this table. In Section 6.3, the 
responsibilities will be linked to the data governance meeting structure. Also, this 
section includes the link with roles clustered by domain.

6.2.1	 Data governance – foundational area responsibilities

In the foundational area, there are five responsibilities. The accountability for this area 
is with the data management office. The chief data officer develops and maintains 
the data strategy (# 1.1) and is supported by the data management office team and 
consults the legal team, compliance and risk managers, the IT architect and the infor-
mation security manager. A typical update cycle for the data strategy is three years.

The data governor maintains and develops the data policies and standards  
(# 1.2) and consults with the data quality manager and the legal team, compliance 
and risk managers, as well as the IT architect and the information security manager. 
The data policies and standards are typically updated every year or in the event of 
unanticipated changes to the applicable regulations. To ensure proper data govern-
ance monitoring, adherence to standards is important (# 1.3). The data governor 
is driving adherence in close collaboration with the data quality manager and the 
legal team, compliance, and risk managers.

Data classification is important in data governance (# 1.4). The data quality 
manager is in charge of defining the data classification, with support from the legal 
team, compliance and risk managers, and the information security manager. The 
actual data classification is an integrated part of the data production and onboard-
ing process. Any new data must be classified to ensure responsible use of data.

In order to make data governance effective, it is important to increase the data 
quality awareness in the organization (# 1.5). The data quality manager drives 
awareness. To increase awareness, training is provided as well as a point of contact 
to address questions. The data quality awareness program might also implement an 
(internal) data certification and/or gamification to ensure and improve data quality 
awareness.

6.2.2	 Data governance – management area responsibilities

The business drives the management area and also includes five responsibilities, 
typically governed by the data-steering committee. The first responsibility is to 
own, manage, and share data (# 2.1). The ownership must be in the business and 
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performed by a designated data owner, working in close cooperation with data 
stewards and data governors. A good starting point is that the producer of data is 
by default the owner of the data, because the producer is generally closest to the 
data: this person understands the purpose and is responsible for setting the business 
rules and performing updates. For this responsibility, the business manager, the 
data quality manager, the legal team, compliance and risk managers, the IT archi-
tect, and the information security manager support the data owner.

To create value, the data owner must explore data monetization opportunities  
(# 2.2). Similar to the first responsibility, this responsibility works closely with data 
stewards. As this responsibility is closely related to the data strategy also, the chief 
data officer is involved in this responsibility. For this responsibility, the business 
manager, data governor, legal team, compliance and risk managers, IT architect, 
and information security manager support the data owner. Typically, these sessions 
are twice-yearly and facilitated by the data management office.

To ensure data needs are met, the business manager must drive exploration of 
the data consumers’ needs (# 2.3). Data consumers are both citizen data scientists 
and career data scientists. Data consumers have access to data and might also be 
data producers if they make any changes to data. Driving the exploration of the data 
needs of consumers is also the responsibility of the data owners,  data stewards, 
chief data officer, and data governor. Typically, these are (twice) yearly sessions 
facilitated by the data management office. Input for these sessions is also the over-
views of historic data requests.

In this area, data management investment decisions are also made (# 2.4). In 
most organizations, the business manager and chief data officer have a data man-
agement budget. Together with the data owners, investment decisions are made. 
The data management investments are supported by the legal team, compliance 
and risk managers, IT architect, information security officer, and IT manager. Un-
derstanding the technical implications of any investment is essential. Many organi-
zations have difficulties in innovating data management strategies. Legacy tooling 
and technical debt slow innovation. This is where enterprise architecture is impor-
tant. The IT architect is the linking pin for the enterprise architect.

Finally, data management issues (#2.5) also have to be resolved. Data manage-
ment issues range from data access to tooling downtime, and a service ticket tool 
registers the data management issues. The chief data officer drives resolving the 
issues supported by both the data owner for more data user-related issues and the 
data governor for more technical-related issues. To resolve issues, the information 
security manager and the IT managers are closely involved, and if needed, the 
business manager, legal team, compliance and risk managers, and the IT architect 
are involved.

6.2.3	 Data governance – processing area responsibilities

Data processing is the primary subject for data governance, and this is predomi-
nantly driven by technical support roles. Nevertheless, the first responsibility, 
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approving and verifying data access, is driven by the data governor on behalf of the 
data owner (# 3.1). The data quality manager supports the data governor. Related 
to this responsibility is the second responsibility, which is the implementation and 
maintenance of the data access processes (# 3.2). Also, this is the responsibility 
of the data governor supported by the data quality manager and the IT manager. 
The IT architect and the information security manager are closely involved in this 
responsibility.

The third responsibility is to improve the data quality (# 3.3), which is obvi-
ously the responsibility of the data quality manager, who orchestrates the activi-
ties related to this responsibility. Most of the data governance roles are involved 
in supporting this activity. This includes the data owner and the data stewards, 
as well as the data consumers and the data governor. Also, more technical roles 
are involved, as many of the improvements are related to data management 
tooling.

Related to data management investments (# 2.4) is the fourth responsibility to 
monitor adherence to IT architectural standards (# 3.4). This is driven by the IT 
architect supported by the information security manager and the IT manager. The 
challenge in this responsibility is the balancing act between business requirements 
and the long-term impact of not meeting all defined non-functional requirements. 
Technical debt is not a problem as long as it is measured and endorsed by the 
business manager, chief data officer,  legal team, and compliance and risk manag-
ers. The IT architect needs to ensure that the noncompliance with IT architectural 
standards will be resolved in the future.

The fifth and final responsibility is the implementation and the maintenance 
of data management tooling (# 3.5). In combination with the data management 
processes responsibility (# 3.2), this will facilitate the use and reuse of data by 
data consumers. The IT manager drives this responsibility and is supported by the 
IT architect and the information security managers, as well as the data governor 
and the data quality manager. The data management tooling landscape of most 
organizations consists of best-of-breed solutions, as there is not really a best-of-
suite solution. This sets additional requirements for adhering to the IT architectural 
standards (# 3.4).

6.2.4	 Overview of data governance roles and responsibilities

Table 6.1 provides a starting point for designing and implementing data govern-
ance and must be adjusted to specific needs of the organization. Also, over time, 
the roles and responsibilities must be reviewed. Typically, an annual review is 
sufficient.
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6.3	 Business involvement4

Business involvement is essential in data governance. The role of the data owner is 
instrumental; nevertheless, in many organizations the IT department is still too in-
volved, and the maturity and capabilities of the data management office are emerg-
ing. In order to make data accessible, the data owner needs to step up with support 
by data stewards, which enables use and reuse of data.

The data owner needs to organize data cleansing; this requires business involve-
ment supported by the data stewards. The data owner is closest to the data and 
understands best the business rules that can create data and maintain data quality. 
Before onboarding, data checks are required. Not all data owners are very eager to 
perform these tasks, but business involvement is an imperative. It is not for the data 
management office or the IT department to judge the quality of the data. However, 
both can support data cleansing by implementing process and tooling.

In addition to data cleansing, data classification is important. Data classification 
standards are set by the data management offices, and the process is automated 
by the IT department. Nevertheless, data classification in the onboarding process 
remains a responsibility of the business.

Furthermore, data lineage is becoming more important, not only because of 
compliance but also in relation to data quality. Also, automation is essential to be 
able to explain where data is produced, how it is transformed, where it is consumed/
accessed, and for what reason. In the future, with anticipated continually increasing 
legislation, data lineage will be even more important. The business needs to ensure, 
in close collaboration with the chief data officer that data lineage is at level and that 
there is sufficient budget available to meet future requirements.

To facilitate the business involvement, there needs to be in place structural 
mechanisms including a data-steering committee on a strategic level, a data man-
agement committee on a tactical level, and an ethical rule board to ensure ethical 
use of data and algorithms. The size of an organization, the importance of data, and 
regulatory scrutiny drives the required structural mechanisms. Organizations might 
consider holding additional meetings on regional and/or service/product domains. 
However, typically, there is only one ethical rule board due to the highly special-
ized profile required for this board.

In the next subsections, data governance meetings will be detailed, which will 
be summarized in Table 6.2.

6.3.1	 Data-steering committee

The data-steering committee is the strategic governance meeting, led by the chief 
data officer. In close collaboration with the data owners, the data strategy is dis-
cussed and approved. Furthermore, the budget for the data management project is 
approved. For specific topics for this meeting,  business managers, data governors, 
the legal team, compliance and risk managers, and the information security man-
ager also can be invited.

Also, the data-steering committee is the escalation level for the data manage-
ment committee and the ethical rule board. Typically, the data-steering committee 
meets every quarter to ensure that the required decision-making is not hindered.
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6.3.2	 Data management committee

The data management committee is at a tactical level, led by either the chief 
data officer or the data governor, and supplemented by the legal team, com-
pliance and risk managers, and  information security manager. Also, the data 
owners, data quality manager, IT architect, and  IT manager can be invited to 
this meeting. In this meeting, data policies are nevertheless approved for major 
adjustments, it might be advisable to endorse the data policies by the data-
steering committee. In the meeting, anticipated upcoming legislation and com-
pliancy requirements, including budget implications, are discussed to minimize 
risks. Furthermore, data consumer needs are prioritized, including the budget 
allocation for meeting the data consumer needs. Also, the status of the data 
management project is discussed to ensure that there are no blocking factors to 
implementations.

Non-business critical issues from the ethical rule board can be escalated to the 
data management committee. Typically, the data management committee meets 
every month to ensure that the required decision-making is not hindered.

6.3.3	 Ethical rule board

The focus of the ethical rule board is on monitoring the algorithms and data used. 
Algorithms are currently predominantly used by data scientists; in the future, citizen 
data scientists  use of algorithms will also grow. Based on the values and moral princi-
ples of the organizations the algorithms and data used are assessed. The chief data of-
fice, data governor, and data quality manager, supplemented by legal representatives, 
compliance, and risk managers, assess whether the algorithms and data are used ethi-
cally. This requires advanced technical skills, ethics, and risk management expertise 
to perform this assessment. This can also be combined with a model risk management 
review to ensure that the models are both ethically sound and risk managed accord-
ing to the organization’s policies. Furthermore, it is important that the review process 
including detailed risk assessments has been implemented. The data scientist needs to 
provide a lot of information. These data scientists need to be transparent. To be clear, 
all in-use algorithms have to be assessed prior to each ethical rule board meeting, and 
only a subset will be discussed in the meeting. Therefore, the effort for both the mem-
bers of the ethical rule board and the data scientist is significant but ensures ethical use 
of data.

Based on the outcome of assessments, the ethical rule board also provides advice 
to the chief data officer by proposing updates of the data policies and standards.

Depending on the number of algorithms of an organization, the frequency is 
either every quartile for the organizations with high number of algorithms or twice 
a year for organizations with a low number of algorithms.

6.3.4	 Overview of data governance meetings and responsibilities

Table 6.2 provides a starting point for data governance meetings and must be ad-
justed to the specific needs of the organization. Also, over time, the roles and re-
sponsibilities must be reviewed. Typically, an annual review is sufficient.
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6.4	 Data governance processes5

In data governance processes, there are two types of processes: data consump-
tion process and data production and onboarding process. To enable data analytics, 
these processes are very important and must be supported by tooling, which is 
detailed in Section 6.5. The combination of processes and tooling support the full 
automation of both data consumption and data onboarding. Full automation also 
increases data quality and transparency and it also enables fulfilling compliance 
requirements. All these elements are part of the business case for investing in data 
governance processes.

In order to be in control, data governance processes need to be centrally im-
plemented, as data  resides in decentralized organizational units (siloed data), and 
organizations might have an international footprint, and therefore need to comply 
with regulations applicable in the countries where they are operating. A central 
implementation facilitates data-driven decision-making.

6.4.1	 Data consumption process

The data consumption process is related to data access of data consumers – career 
data scientists and data citizen scientists. In getting access, not only authorizations 
need to be set by the data owner, but identity management also has to be at level. 
The combination of identity and access management ensures proper data consump-
tion and is essential from a risk management and a compliance perspective.

In the data consumption process, there are five steps. Data consumers search for and 
discover data in a data catalog market (#1). If data consumers have identified the data 
they want to access, they put in a data access request (#2). Dependent on their authoriza-
tion, the data consumers obtain approval to access the data (#3), and they are provided 
access to the data set (#4). These first four steps are needed to ensure that data is only 
made available to authorized persons. Then the data consumers use the data, potentially 
also generating additional data from the received data (#5). This generated data will be 
input for the data onboarding process, which is detailed in 6.4.2. Steps 1–5 of the data 
consumption process are detailed in Figure 6.1 – Data governance processes.

6.4.2	 Data production and onboarding process

Data onboarding involves the collection and evaluation of data from various sources 
and is often used to understand trends and patterns in the data. It requires a progres-
sion of steps that organizations can use as a framework to understand their data. If 
the data does not meet the required data quality requirements, a root cause analysis 
is required to identify how the data quality can be improved. Root cause analyses are 
often performed by a data operations team. Typically, the root cause has to be fixed 
upstream, not in the onboarding process. Only a structured approach will improve 
the data quality. This also enables data lineage, which is important not only for the 
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Data Consumer

Data Citizen 
Analysts Data Scientist

Data Catalog 
Marketplace Data Storage

Data Onboarding

Data Management

C. Continuous 
DQ 

Improvement

B. Defined Business & 
Data Quality Rules

D. Update DQ 
Scores

Dataset
Access Request

2. Data Access Request

1. Search and 
Discovery of Data

3. Data Consumer 
Approval4 . Dataset Access

Provisioning

A. Datasets 
Approved for 
Analytics

5 . New/Generated Dataset

FIGURE 6.1 � Data governance processes – Data consumption processes (1–5) and Data 
onboarding processes (A–D)

data quality but also for compliance requirements. Data is generated by data produc-
ers using transactions or external data, including open data. To ensure data quality, 
the onboarded data set needs to be approved (A) prior to being stored by an organiza-
tion. This data storage includes a classification of the data and access rights (authori-
zation). Both are set by the data owner. In this context, the business and data quality 
rules are applied on the data sets in the data management domain (B). The data man-
agement domain also drives continuous improvement in data quality (C). This is not 
limited to the stored data but is also applicable to the external vendor data, which 
is either stored or accessed with an API. This is also applicable to the data quality 
scores in the data catalog marketplace (D). The data onboarding process increases 
the volume of data available to data consumers in a structured way. Steps A–D of 
the data onboarding process are detailed in Figure 6.1 – data governance processes.

6.4.3	 Overview data governance processes

Figure 6.1 provides a starting point for the data governance processes and must be 
adjusted to specific needs of the organization. Also, over time, the processes must 
be reviewed. Typically, an annual review is sufficient. In Section 6.5, the tooling 
for the data governance processes is detailed.

6.5	 Data governance tooling6

Data governance tooling is important, and full automation is the single objec-
tive. The defined business and data quality rules, policies, and data strategy dic-
tate the starting point for data governance tooling, that point being automated 



Data governance – business and IT collaboration  101

classification of data inventory across the organization in order to enable search 
and discovery. This requires business ownership of data and accountability from 
data owners. This will result in reducing time to access data and increases trans-
parency and compliance. In improving transparency, it is important to enrich the 
data catalog with personal identifiable information (PII) and sensitive information 
classification. Data quality can also be improved by adding data set certification 
to the data catalog.

In data governance tooling, there are two tooling landscapes: end-user and data 
management data governance tooling. The end-user tooling for citizen data sci-
entists, includes user tools such as Microsoft Power BI, Qlick, or Tableau, and 
for data scientists, Python, R and Jupyter notebooks are used in order to obtain  
insights from the data. Organizations typically accept multi-tool landscapes. In-
terfaces to data sources and data exchanges are mostly not a concern, as these are 
standard tools that have good APIs to seamlessly operate in the data domain.

Data management tooling consists of a data catalog (e.g. Alation, Collibra), data 
access request (e.g. BMC, ServiceNow), data storage (e.g. Amazon Web Services, 
Microsoft Azure, Oracle, Snowflake, SQL), data quality (e.g. Collibra, Informatica), 
data discovery and classification (e.g. BigID, Forcepoint), and data scanning and 
linage (e.g. Manta, Solidatus). Many of these vendors have offerings that span mul-
tiple categories. Technology companies such as IBM, Microsoft, Oracle, and SAP 
have a presence in most of these categories as well, and there are many other niche 
solutions. Also, data engineering tooling (e.g. ETL, streaming, publishing, data ware-
house, etc.) is its own category and not covered in this book, although there are many 
crossover solutions.

The tooling also needs to contain a dashboard indicating data quality (Ehrlinger 
and Wöß, 2022); any BI tool is suitable for preparing this reporting. The data man-
agement tooling is based on best-of-breed tooling, as a best-of-suite tooling has not 
yet emerged.

6.6	 Conclusion

Data governance is essential and instrumental for data analytics. Organizations 
must go beyond improving data awareness and create excitement about data. The 
focus should be on implementing seamless data consumption and data onboarding 
processes and fully automated and integrated tooling, and the governance mecha-
nisms to drive data usage and analytics in an organization. As most organizations 
have a data legacy, the implementation of data governance requires a phased and 
agile approach. It is simply too significant and complex to consider a big bang im-
plementation; multi-year implementation programs are not uncommon. Therefore, 
securing top management commitment and aligning with digital transformation 
themes are needed. Strong data ownership is an important cornerstone of data gov-
ernance. This ownership will improve data quality and the right allocation of data 
usage authorization. The chief data officer and data owners need to work hand in 
hand in the data governance domain.
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Notes

1	 https://www.cio.com/article/189464/how-automation-helps-to-solve-the-data-management-
challenge.html (accessed 5 February 2023).

2	 The section is based on both authors’ experiences in data governance and consulting roles.
3	 For further reference, see frameworks such as the DCAM framework from EDM Council 

(EDM Council, 2020) and the DAMA DMBOK from DAMA (DAMA, n.d.).
4	 The section is based on both authors’ experiences in data governance and consulting roles.
5	 The section is based on both authors’ experiences in data governance and consulting roles.
6	 The section is based on both authors’ experiences in data governance and consulting roles.

https://www.cio.com
https://www.cio.com
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Legislation is constantly evolving, and there are distinct differences for each coun-
try. Both the financial and healthcare sectors are highly regulated, e.g. the Anti-
Money Laundering and Counter-Terrorism Finance Act, Know Your Customer, the 
Dodd-Frank Act, the Foreign Account Tax Compliance Act, and the Health Insur-
ance Portability and Accountability Act. Also technology companies face regula-
tions, e.g. the Digital Services Act package which includes the Digital Services Act 
and the Digital Markets Act.

In addition, a significant aspect of compliance is related to privacy (e.g. GDPR, 
CCPA, and the upcoming PIPL). The effort and expertise required to be in control 
is increasing. As a consequence, a growing number of regulatory technology com-
panies (RegTechs) offer software to address these compliance obligations. Also, 
ethics is an emerging topic. The application of company values and moral prin-
ciples put additional demands on organizations. Furthermore, the increasing data 
volumes and analytics processing power are setting an ever-rising bar for organiza-
tions. Processes and tooling need to be more robust and in-house capabilities need 
to be more advanced.

7.1	 Compliance

Legislation and regulatory requirements are on the rise, and more and more sector-
specific requirements are entering into force. The legislation and regulatory re-
quirements are no longer only enforced in the financial and healthcare sector, every 
sector faces these requirements. This has a significant impact on digital transfor-
mations and data analytics. Not being compliant is not an option. The focus of or-
ganizations should be on processes and tooling. Important in achieving compliance 
is the ability to report. This also includes ad hoc reporting, which is more difficult 

7
DATA COMPLIANCE, PRIVACY,  
AND ETHICS1

https://doi.org/10.4324/9781003246770-9
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TATA CONSULTANCY SERVICES – COMPLIANCE

Bandana Sinha – Program Director
Tata Consultancy Services

For data compliance, the challenges are first knowing the policies, rules, and 
regulations, and then implementing systems and creating reports to address 
and prove compliance to the policies, rules, and regulations. But this is only 
one part of it. Bandana Sinha: “With large scale deployments across any or-
ganization there is an extra challenge – defending yourself.” 

Policies, rules, and regulations are intended to prevent misuse of data. But 
if that misuse happens anyway, if the policies do not hold, they can be openly 
challenged with public court cases or sensational news from opposition par-
ties in politics or rivalries in business trying to find weak spots. Bandana Sinha: 
“To defend against these attacks, there are agencies who can test robustness of 
policies end to end across large ecosystems, not just one enterprise, but across 
countries and nations.”

Bandana Sinha:

For example, India’s National ID card is similar to US Social Security Number 
for identifying citizens. The India ID card is proving to be much more ef-
ficient for managing citizen welfare schemes and programs, than previous 
governments without the ID card. However, there is still much opposition to 

to produce than reporting which has to be done at a set pace, e.g. daily, monthly, 
or annually (Axelsen et al., 2022). Ad hoc reporting capabilities require a solid 
foundation to set the parameters that will deliver the reporting requested by the 
legislator or regulator. The measurement of compliance-oriented key performance 
indicators (KPI) is important (Panitz et al., 2010). A good KPI is the average effort 
and lead time required to deliver an ad hoc report, as well as the percentages of ad 
hoc reports that were delivered within the requested timeline set by the legislator 
or regulator. These KPIs will provide qualitative insights to improve compliance.

Due to the continuous flow of new legislation and regulations, agility is im-
portant (Kirchmer, 2018), as compliance unfortunately is not static. This creates 
additional requirement for both the processes and the tooling as well as for the 
required capabilities, which is typically a combination of internal (i.e. in-house) 
and external capabilities. In Section 7.3, regulatory technology will be explained. 
In addition, many organizations involve external legal advisers, compliance and 
risk managers, and technology experts to ensure compliance.
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using the ID card, that it can be tampered with, and someone even created 
an ID number for a dog. That news was sensationalized to prove ID cards 
are bad and cannot be trusted. These are the types of situations that need 
to be prevented, but there is always someone testing or trying to break it. If 
preventative measures are breached, these also need to be defended.

Preventative measures and independent testing needs to be considered at 
scale, across ecosystems of multiple enterprises, government bodies, and na-
tions. ‘Defending compliance’ should become a buzzword because large eco-
systems and governments are holding data versus just enterprises alone. 

Another challenge of compliance is managing personal devices – bring 
your own device schemes in corporations are growing exponentially due to 
perceived cost savings with deploying corporate solutions to personal de-
vices. However, even in smaller scale enterprises, not entire ecosystems, but 
enterprises spread across hundreds of countries with varying regulatory re-
quirements, personal devices are making it very challenging to manage data 
compliance. The cost of preventative measures to secure personal devices is 
quickly outpacing the original cost savings driver. Bandana Sinha:

For example, in some countries, taxation staff will look at tax data as part 
of their day job, but use that information outside of the office for other pur-
poses. They are not hacking databases, they are doing legitimate work with 
the data and ‘screen tapping’, taking screen shots or photos to use else-
where. Personal devices which have taken images need to be detected and 
trapped. This is a lot of security and stealth mechanisms for simple opera-
tions, and it’s bogging down the compliance industry and disproportionate 
to the value of the data. This extra layer of compliance has to be designed 
and built, but the costs to cover it can be quite large. We are building com-
pliance by design, leveraging common frameworks, instead of point solu-
tions for one situation or another.  

Right To Information Act

In India, the Right To Information Act (RTI)2 grants a basic right to any Indian 
citizen to ask the Parliament under oath or any government organization for 
information. RTI gives people the right to hold the government and organiza-
tions substantially funded by the government accountable. The Right To Infor-
mation Act gives citizens the right to ask for information and decide, based on 
the information received, whether their constitutional rights have been met. 
This generates a lot of inquiries which must be answered, increasing the bur-
den of compliance. In addition to processing data to achieve stated compliance 
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goals, now you are dealing with many clarifications of information, permuta-
tions, and combinations of questions from individuals and a variety of agen-
cies. Bandana Sinha:

Thousands of people may join in to ask different aspects of these questions, 
making scale extremely important to defensive compliance. Compliance is 
no longer just trying to do the right thing, it must also be proven and de-
fended if something goes wrong. Another health care example is choosing 
the best recipient for organ transplant. Using an algorithm to make this de-
cision, the algorithm logic will be questioned. Algorithms cannot be black 
box and will need transparency to prove ethics in AI decision making. 

GDPR

For privacy, Europe is leading the way with GDPR being the most comprehen-
sive privacy rules that exist to date. Users must consent to what data is being 
used and for what purpose. Where there are challenges are in non-technical 
citizens, senior citizens, or illiterate citizens. Bandana Sinha:

For example, ensuring health care data privacy for non-technical citizens 
who consent to sharing their medical information with doctors, as well as 
employers. Non-technical citizens may be told by employers their medical 
information is being collected for one purpose, but employers use it for 
another purpose. If they have a certain illness, employers may not send 
them on front facing or choice assignments. Non-technical citizens need 
to understand the potential ramifications of sharing health data and ensure 
employers are using this health data ethically. 

Bandana Sinha: “Another example is high pressure jobs, like policing, military 
defense, or locomotive operators, 24×7 jobs under extreme situations which 
has impact on large number of people and the larger public good.” Medical 
and behavioral data should be shared with the organization to ensure timely 
rotations, spot outliers who may be over stressed, and avoid mishaps. So pri-
vacy and ethical usage must be ensured to provide confidence for consent. 
However, the privacy rules can be either too loosely defined to address consent 
confidence or too tightly defined for usefulness and full benefits of data analyt-
ics. Privacy rules may also not address the broader ecosystems across organiza-
tions and governments. If the privacy rules work for one organization, data 
sharing across ecosystems is impacted if those privacy rules change across the 
ecosystem. It is important that ecosystems agree to principles-based privacy 
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rules, so that privacy rules from all organizations in an ecosystem are working 
off the same principles-based playbook in how to treat private information.

The challenge is how to ensure principles-based privacy rules are imple-
mented uniformly across ecosystems and achieve scale. Principles-based pri-
vacy rules must be broad for the ecosystem, but also leave some autonomy for 
individual organizations to make decisions for their needs as long as it doesn’t 
break the agreed principles. Bandana Sinha: “This mix is most optimal.” Privacy 
by design ensures enterprise training at every level, to make privacy a conscious 
part of the everyday work environment. Data requirement documents become 
extremely useful for ensuring data is treated the same across the organization.

Regional data usage

From a regional perspective, economic priorities are becoming more and more 
relevant. Countries are accelerating their efforts to control their digital infor-
mation from their citizens, government agencies, corporations, etc., not just 
driven by security and privacy but also economic interest. Data needs to be 
kept balanced throughout the ecosystems. Technology offers a lot of solutions 
as well as developing privacy by design intelligent frameworks that can work 
across ecosystems. Bandana Sinha: “The risks have to be evaluated and pri-
oritized, which can vary by industry, because there will always be challenges 
that have to be defended. Currently these are being applied broadly versus ar-
eas that can be segmented by sensitivity.” The Right To Information and GDPR 
are regional privacy policies that are dealt with in the country or region but 
also have to be applied within the global ecosystem. Similarly, medical health 
care decisions will be challenged. Insurance for enterprises will also increase to 
cover the challenges to data leakages, etc.

For ethics, transactional transparency in the algorithms is the most recent 
development to support ethical mandates, in addition to data ownership and 
purpose. There must be transparency where algorithms are being used, the 
data inputs, how data is being aggregated, and validated outputs. Bandana 
Sinha: “Ethics by design is becoming one of the key parameters to algorithms 
and model design.” Ethics is also important in public health, social fabric, and 
how citizens are classified when determining welfare schemes. These algo-
rithms are becoming more transparent as ethics is questioned by larger audi-
ences. Bandana Sinha: “Also remote medical equipment, where do we draw 
the line on managing patient welfare with embedded equipment from afar?” 
Sharing medical information and ensuring, it is not used for other purposes. 
Should medical equipment be tested for 100% success before deployment ver-
sus not delaying deployment? 
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7.1.1	 Data classification

In being compliant with data, classification is important (Mahanti and Mahanti, 
2021). To be able to determine the classification of compliance data is a first step, 
as any compliance obligations require data. The granularity of the data classifica-
tion has to be in sync with the business requirements and with the compliancy 
requirements. This will enable compliance reporting. Data management needs to 
review the alignment of the data classification on a regular basis to ensure that the 
granularity of the data classification is at level, typically annually or twice a year, 
as the lead time for entering into force of legislation is predominantly +12 months.

7.1.2	 Identity and access management3

In addition to data classification, identity and access management are also impor-
tant. There are three components to identity and access management: authentica-
tion, authorization, and access control.

Organizations need authentication to ensure that persons and/or systems 
are indeed the persons and/or systems which they claim to be. Cyber security 
plays an important role in this, e.g. physical access, credentials, and multifactor 
authentication.

Many organizations have also implemented single sign-on by applying 
OAuth, an open standard for authorization that provides secure delegated access 
with tokens rather than credentials (Indu et al., 2018). The increasing number of 

Both ethical and privacy data must together support the organizational 
needs. Most organizations are forming governance boards to define ethical 
principles and privacy rules. What kind of data and algorithms will be accept-
able to use and which will not, based on ethical principles. Often individual 
disputes come up, so a federated model providing some autonomy for ethical 
decisions at the region or sector levels can help resolve these local disputes. 
Also, institutionalized training at all levels is needed. Everyone needs to un-
derstand and interpret the ethical principles of the organization, because not 
every situation is documented or solution written down. Bandana Sinha:

Every developer and tester needs to understand corporate ethics and incor-
porate ethical principles into the testing cycles. Testing for data protection 
is fairly standard, but testing for privacy and ethics is more difficult, more 
abstract, however also more important to reducing the outlier issues.
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machine-to-machine interfaces, and growing fully automated data exchanges, raise 
the need for advanced identity management and identity management tooling.

Access to data is next. The most advanced mechanism for access control is 
Attribute-Based-Access Control (ABAC) based on the subject, object, policy, 
and environmental attributes. ABAC enables regulatory compliance (Indu  
et al., 2018). Access control is more advanced and requires additional involve-
ment of management such as the allocation of authorizations. As a conse-
quence of the increased granularity in access management, organizations are 
more in control.

7.1.3	 Logging

In addition to data classification and identity and access management, logging 
is also important in ensuring compliance. This is predominantly related to the 
purpose of the data access and processing; consider that medical staff only 
should access patient files if they are involved in the treatment of that patient. 
Analyzing the logging of data access and data processing ensures compliance. 
In most organizations, the analysis of the logging is highly automated and pow-
ered with artificial intelligence. Nevertheless, as an integral part of data gov-
ernance, the data owner needs to review the analysis and, when required, take 
the appropriate action if there are breaches. If there is reason to do so, external 
forensic auditors can also be involved to investigate the data access and pro-
cessing (Achar, 2022).

7.1.4	 Partner selection

Organizations need to ensure compliance first; nevertheless, in collaborating with 
partners and exchanging data, the compliance obligation will be extended. There-
fore, organizations need to set and agree on compliance requirements with their 
partners. This must be an integral part of the partner selection process and govern-
ance during the collaboration.

There is additional compliance that organizations need to take into account 
while partnering, that being antitrust compliance (Pasquale, 2012). In digital 
transformations, and especially in the platform economy, antitrust legislation has 
become more and more important (Parker et al., 2020). Due to the large volumes 
of data available and the increasing strength of algorithms, this requires atten-
tion. Recently, the EU settled with Amazon on (1) using data from independent 
sellers to its advantage and (2) using nonpublic data on independent sellers for its 
retail business. This settlement precluded a fine which could have been as high 
as $47b, which is 10% of the global annual revenues of Amazon. In particular, 
independent sellers were impacted; nevertheless, protection of consumers is im-
portant (Jin and Wagman, 2021).
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COMPLIANCE RISKS – SUBJECT MATTER EXPERT 
INTERVIEW

Julia Bardmesser, financial industry strategic adviser and chief data officer

What do you see as the most significant compliance risks 
related to data (processing) in financial services?

Taking a broad view of compliance that includes compliance with financial (Ba-
sel, CCAR), AML, and privacy regulations, I see three types of data risks. First 
is the risk of getting it wrong: incomplete, inaccurate, or incoherent data can 
lead to making the wrong decisions. Let me give a few examples. Systemic risk 
evaluations depend on the ability to connect multiple sources of data relating 
to the same companies – for example, the ability to identify and fully under-
stand the entire activity spectrum of Lehman Brothers under all of its names 
and legal entities before deciding to allow it to go bankrupt. Also, the accu-
racy of RWA calculations depends on having complete, accurate data about 
a borrower, either an individual or a company; inaccurate RWA can lead to 
insufficient capital put aside or, conversely, to too much capital put aside and 
taken out of revenue-generating activity. In addition, KYC due diligence and 
AML monitoring can easily produce the wrong results if different sources of 
customer data cannot be connected in real time or do not have sufficient data.

Second is the risk of regulatory action based on the regulators’ lack of con-
fidence in the company’s reporting. Here I would like to share some additional 
examples. Large fines are often levied on financial institutions when regulators 
examine the quality of data pipelines, the available metadata such as lineage and 
descriptions, and the sufficiency of the controls. Also, business divisions can lose 
their license to operate in certain countries if regulators find significant gaps in 
the control environment, especially as it relates to AML and credit risk monitoring.

Third is the reputational risk. Consumer loss of confidence due to, for exam-
ple, mishandling of the Personal Identifiable Information (PII) data or misiden-
tifying customers in Know Your Customer (KYC) process.

How can these risks be mitigated?

Generally speaking, there are two ways financial institutions mitigate these 
risks: first, by implementing exhaustive manual controls across the entire data 
supply chain with associated people and process costs; and second, by invest-
ing in data management capabilities including data governance, master data 
management, metadata management, data quality management, and data 
integration automation.
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Usually, large financial institutions have a mixture of both manual operational 
controls and some data management capabilities, with more mature organi-
zations relying more on automation and data management vs. manual and, 
often, human error-prone operational checks.

7.2	 Privacy

Privacy legislation, in the context of data analytics and digital transformations, is a 
key element in compliance. Many countries have implemented privacy legislation4 – 
currently, the General Data Protection Regulation (GDPR) of the European Union 
and the California Consumer Protection Act in the United States are seen as lead-
ing privacy legislation (Peukert et al., 2022). Each legislation is different and sets 
detailed requirements, such as in country data storage. The cost of breaching pri-
vacy legislation is very different by country. Nevertheless, organizations must also 
take into consideration reputational damage in case of noncompliance with privacy 
legislation. The reputational damage is not limited to their customers or citizens, 
but also includes the partners of the organization. As technology, including data 
analysis, has created opportunities which are not all compliant, data governance is 
more important than ever to ensure privacy (Quach et al., 2022).

Sharing data with other organizations not only creates opportunities. In addi-
tion to managing the commercial risks of data sharing, organizations also need to 
manage the privacy risks. This is not limited to consent but also to data protec-
tion; the implementation of sufficient cyber security measures, and data encryp-
tion and masking are also important (Binjubeir et al., 2019). Organizations should 
consider the impact of algorithms on their encryption. With artificial intelligence, 
encrypted and masked data can be traced back. Furthermore, it is a misconception 
that privacy legislation is only relevant in business-to-consumer, government-to-
government, and government-to-citizen relations.

Data privacy is also affected by mass surveillance by nation states.5 Nation 
states can use mass surveillance to monitor their citizens and/or target specific in-
dividuals such as activists and journalists (Lyon and ZUreik, 1996; Parsons, 2015), 
which is a concern of human rights watchers (Watt, 2017). Nevertheless, also in-
dividuals with bad intentions might be subject of nation state mass surveillance 
by law enforcement (Dryer and Stroud, 2015). The nation state can also use social 
media (Mateescu et al., 2015).

7.3	 Regulatory technology

There is a growing market, predominantly in the highly regulated financial sector 
(Anagnostopoulos, 2018; Butler and O’Brien, 2019), of companies that offer soft-
ware to manage regulatory compliance. The regulatory change triggered by the 2008 
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global financial crisis ignited the rise of the RegTech sector. For compliancy changes, 
RegTechs provide updates to the software. This ensures compliance in a more efficient 
and faster way than internally updating the information systems. RegTechs are better 
positioned to anticipate upcoming compliance changes as this is their core business.

The core technology that RegTechs use is ETL (Extract, Transfer, Load) 
technologies to consolidate and report data (Arner et al., 2016; Deloitte, n.d.-a, 
n.d.-b). In the context of compliance and regulatory requirements, data needs 
to be decoupled, analyzed, and structured to be presented in reporting. Re-
porting is the outcome of the service performed by the RegTech. The main 
challenges are the decoupling and analysis, despite the fact that the analysis is 
predominantly focusing on the categories detailed in the applicable legislation 
and regulations. The analysis performed by RegTechs is also valuable input for 
organizations to minimize their risk profile as well as to enhance their services 
and products. The midsize and larger RegTechs are also offering consulting 
services in addition to the technology solutions to support their clients in en-
hancing their service and products.

RegTechs can be categorized by domain ranging from regulatory reporting, 
compliance, transaction monitoring, risk management, and identity management 
and control (Deloitte, n.d.-a). This is a maturing market that can be described as 
best-of-breed. Due to the large diversity in requirements on regional (region or 
city), national (country), and supranational (confederation of nations) level, it will 
remain best-of-breed for the foreseeable future. As a consequence, organizations 
need to continue to maintain deep expertise on applicable regulations and regu-
latory requirements to ensure an organization can select and manage RegTechs, 
while ensuring that all obligations of their organization are integrally met. This also 
has implications for the enterprise and IT architecture. Involvement of architects 
is essential, as the RegTech applications need to interface with the systems of the 
organization. RegTechs offer standard application programming interfaces (APIs) 
to simplify data acquisition. This reduces both the effort required from organiza-
tions and the risks related to the data consolidation performed by the RegTech.

In the long term, the RegTech market might attract the attention of big tech, 
such as AWS, Google, Microsoft, SAP, Salesforce, or ServiceNow. Big tech might 
consider acquiring start-ups and scale-ups and integrate this functionality into their 
product portfolio. When the diversity in legislation requirements converges, big 
tech acquisition can be expected.

7.4	 Ethics

Organizations are bound by legislation and regulations. Noncompliance will have 
consequences and will be enforced. Organizations can deliberately decide to be not 
compliant and accept the consequences, which is not limited to the verdict, e.g. fine 
or revoking of license to operate, but includes also reputational damage, which will 
potentially impact the relationship with current and future stakeholders.
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In addition to being compliant, an organization can decide to embrace values and 
moral principles that govern the organization’s behavior. Ethical behavior starts here. 
The United Nations Sustainable Development Goals (UN SDG) are generally ac-
cepted as the starting point for driving ethical behavior in organizations (United Na-
tions, n.d.a). In the context of data analytics, the UN SDG #5 (gender equality), #10 
(reduce inequalities), and #16 (peace, justice, and strong institutions) are relevant. 
Organizations and individuals must be mindful that cultural differences drive differ-
ent ethical behaviors. Values and moral principles change over time and, unlike leg-
islation, are difficult to anticipate. A single event combined with activism can require 
an immediate re-evaluation of the values and moral principles of an organization.

Ethics is not a new topic; for decades, organizations are integrating ethics in 
their ways of working and engaging (Jones and Gautschi, 1988). Activism and in-
trinsic motivation drive ethical behaviors of organizations and push both law mak-
ers and regulators to sharpen their pencil, as organizations define and continuously 
update their value and moral principles.

In the context of data, the increasing volumes of data and the artificial intel-
ligence (AI) and machine learning (ML) technology organizations require proper 
governance and are predominantly related to data analytics. In 6.3.3, the ethical 
rule board is introduced as a governance mechanism to ensure that only ethical 
algorithms are used.

In addition to governance, creating awareness is essential. This should not be 
limited to data scientists but rather should be expanded to citizen data scientists, 
data owners, and data stewards. Ethics must be an integral part of the DNA. When 
working with data, key questions must be asked: Does the solution deliver fair and 
equitable outcomes? Does the solution introduce or exacerbate bias? Will this solu-
tion result in humans feeling a sense of loss of control or agency? And, what is the 
impact on existing roles and employees? (SAS, n.d.)

Ethics has also an impact on the partnerships and ecosystems in which organiza-
tions are participating  (Oliveira and Lóscio, 2018). Alignment on values and moral 
principles is important with regards to data processing and data analytics and needs 
to be addressed in the selection of partners and in the evaluation of partnerships 
and ecosystems. Addressing ethics in an organization is already challenging; ad-
dressing the topic in partnerships and ecosystems is even more difficult. It requires 
involvement at a senior level of all involved organizations, candid discussions, 
and being transparent. For private sector organizations, the latter requirement is 
sometimes in conflict with commercial interests. Building trust can solve this po-
tential challenge. For public sector organizations, proper internal stakeholder man-
agement is important, including involving politicians. Due to constantly changing 
politicians and from the impact of elections, managing stakeholders is even more 
difficult for public sector organizations. This is specifically for the ethics topic very 
impactful, as the values and moral principles of politicians can be very diverse and 
typically are more diverse than the variations of replacements of executives and 
management.
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ETHICAL RISKS – SUBJECT MATTER EXPERT INTERVIEW

Julia Bardmesser, financial industry strategic adviser and chief data officer

What do you see as the most significant ethical risks 
related to data (processing) in financial services?

Ethical risks are not yet as well understood as compliance risks. The major risks I 
see come from using customers’ data in a way that is not approved or intended 
by a customer, for example, monetizing customer data without their knowl-
edge or, even worse, without depersonalization.

The other set of ethical issues can arise from using historically biased data 
sets to train ML/AI models and perpetuating existing biases in the future 
decision-making, such as mortgage lending decisions.

How can these risks be mitigated?

For the first set of risks, robust end-to-end preference management capability 
fully integrated into all of the ways customer data is consumed would be an 
approach to mitigate these risks.

The industry is still very immature on the ways to mitigate the second set 
of risks. While the new approaches and tools to create unbiased data sets con-
tinue to be developed, as we can see with ChatGPT experiments, there is still 
a long way to go.

7.5	 Conclusion

Organizations are taking advantage of having their house in order in terms of data 
quality and data governance as detailed in Chapters 5 and 6. This is instrumental 
for data compliance, privacy, and ethics. Organizations need to anticipate adjust-
ments in legislation and values and moral principles. Agility and continuous moni-
toring are essential and avoid exposure. The only way to work for organizations is 
via fully automated processes. Human intervention increases noncompliance risks. 
Tooling to onboard, process, and store data and to manage identity and access man-
agement need to be fully integrated.

This sets requirements for the internal capabilities, and typically the in-house 
data quality manager is in charge. Organizations need to have sufficient knowledge 
in-house, despite the fact that many organizations are engaging with RegTechs to 
address the complexity and dynamics in the compliance area. In addition to in-
house tooling and processes, the RegTechs also needs to be managed.
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Notes

1	 Also, proper cyber security is of utmost importance to ensure that organizations adhere to 
the law and are meeting the requirements of their regulators; nevertheless, this is a topic 
on its own and not the core topic of this book.

2	 https://rti.gov.in/.
3	 This will be detailed in Chapter 11.
4	 In addition to European Union countries and the United States, examples are Brazil Lei 

Geral de Proteção de Dados (LGPD), China – Personal Information Protection law, India –  
Personal Data Protection Bill, Japan – Act on Protection of Personal Information and 
Taiwan Personal Data Protection Act.

5	 Also, COVID apps during the pandemic raised privacy concerns. See – Ribeiro-Navar-
rete, S., Saura, J. R., & Palacios-Marqués, D. (2021). Towards a new era of mass data 
collection: Assessing pandemic surveillance technologies to preserve user privacy. Tech-
nological Forecasting and Social Change, 167, 120681.

https://rti.gov.in
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PART 3

Digital transformation phase 
powered by data analytics1

In this part, three digital transformation phases are detailed. The emphasis is on 
the evolving role of data analytics over the three phases toward data-driven organi-
zations. Innovation and the introduction and management of technology enable 
the change of business models and the addition of services to the portfolio of an 
organization.

To provide some context for this part, innovations such as the Internet of Things 
(IoT) and the metaverse can be a meaningful addition to the portfolio of an or-
ganization. Introducing these new technologies generates large volumes of data 
which can be used to improve performance, whereas blockchain technology and in 
the future quantum computing can power a digital transformation and enable the 
processing of data, among other things. Organizations that want to be successful 
in digital transformation must have the capability to adopt and integrate new tech-
nologies. Innovations need to be managed as a portfolio, and innovations that are 
piloted and cannot be scaled up must be disregarded.

Technology innovations go hand in hand with the maturing of data analytics. 
An organization must update its data processes and tooling, as well as improve 
their capabilities, not limited to data scientists. The chief digital officer and chief 
data officer are instrumental in orchestrating and aligning technology innovations, 
and maturing data analytics is key in successfully entering the next phase of the 
digital transformation. The focus of the chief digital officer is on implementing the 
change, whereas the focus of the chief data officer is on implementing structure to 
support the change. The structure includes a data strategy, as well as data processes 
and tooling.

The three digital transformation phases are detailed in Chapters 8–10: Digital 
1.0, 2.0, and 3.0. Each phase will include a section on digital leadership, oper-
ating model, digital transformation model, digital governance, capabilities, data 

https://doi.org/10.4324/9781003246770-10
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TABLE P3.1  Characteristics of the three phases of digital transformation

Characteristics Digital transformation phase

Digital 1.0 Digital 2.0 Digital 3.0

CIO-driven Chief digital 
officer and 
chief data 
officer-driven

Board of management-driven

Digital leadership Internal digital 
pioneer 
reporting to 
management

An external 
digital expert is 
aboard, which 
reports to 
management

Digital leadership embedded 
in DNA of the board of 
management and the 
senior leadership team

Operating model2 Tweaking 
operating 
models for 
pilot digital 
transformation 
projects

Redesigning 
operating 
models for 
core services/
products and 
managing 
individual 
digital 
transformations 
initiatives

Redesigning operating 
models for all services/
products and managing 
portfolio of digital 
transformation initiatives

Digital 
transformation 
model

Centrally-
managed 
handful 
of digital 
transformation 
projects and 
experiment 
with agile 
ways of 
working

Increasing 
the number 
of digital 
transformation 
projects and 
setting up 
portfolio 
management 
for digital 
transformation 
projects and 
to implement 
agile ways 
of working 
(framework 
and processes)

Scaling up the number of 
digital transformation 
projects and managing 
the digital transformation 
projects as a portfolio and 
converting fully to agile 
ways of working

leadership, and data analytics. The third phase, Digital 3.0, is the phase where 
digital has been embedded in the DNA of the organization and fully leverage data 
analytics. Any organization must quickly enter this phase to avoid being disrupted. 
These phases are summarized in the table below.

(Continued)
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TABLE P3.1  (Continued)

Characteristics Digital transformation phase

Digital 1.0 Digital 2.0 Digital 3.0

Digital 
governance

Directly 
managed by 
the board of 
management

Managed by 
steering 
committee that 
includes board 
of management 
members, 
senior business 
management, 
and innovation 
and technology 
leaders

Governed by the board 
of management and 
managed by senior 
business management and 
innovation and technology 
leaders

Capabilities Intrinsically 
motivated 
professionals 
for both 
digital and 
data

Dedicated human 
resource 
management 
focus on 
attracting, 
retaining, 
and training 
digital and data 
professionals –  
including 
the setup of 
certification 
programs and 
career tracks

Full management focus on 
digital and data talent 
management

Data leadership Chief data 
officer 
appointed and 
focus on data 
literacy

Chief data 
office in place 
including data 
governors and 
data quality 
managers 
and focus on 
improving 
the data 
quality, basic 
reporting, and 
develop a data 
management 
tooling strategy

Data ownership in place 
and data stewards 
appointed, and focus on 
advanced reporting and 
the implementation of data 
management tooling 

Data analytics Focusing on 
transaction 
data

Focusing on 
transaction data 
and internal 
data

Focusing on all data – 
including external data
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Notes

1	 Most organizations are embarking on Digital 3.0. For this reason, Chapters 8 (Digital 1.0) 
and 9 (Digital 2.0) are written in the past tense.

2	 To ensure this characteristic is applicable to both private and public sector organizations 
we use “operating model” as a label. This can also be read as “business model.”



DOI: 10.4324/9781003246770-11

In Digital 1.0, organizations are starting digital initiatives. The predominant focus 
is on the initiation of digital initiatives. A small team of digital enthusiasts ignites 
the digital transformation, and not much changes in operating models. The govern-
ance is simple, direct oversight from senior management. Digital initiatives are 
powered by data analytics but hindered by the lack of data and the low data quality. 
Not only is this a necessary first step in the implementation of digital transforma-
tions, but also there is a lot of room for improvement.

8.1	 Digital 1.0 – Digital leadership

Digital leadership did not exist before this phase. Organizations needed to explore 
and find their way in the digital era. The difficulty many organizations faced was 
that the orientation of digital was too much toward technology. As a consequence, 
the information technology department was appointed to lead digital transforma-
tions in many organizations. Digital is about innovation powered by information 
technology.

Digital leadership in many organizations was born by way of an internal digital 
pioneer who initiated digital transformation projects. The background of the digital 
pioneer varied, sometimes sales and marketing and delivery management, but also 
general management. The digital pioneer has a passion for innovation. Typically, 
the digital pioneer had a long tenure in the organization and was well connected. 
This is instrumental in the initiation of digital transformation projects. Although 
pilot digital projects are typically small and stand alone, they can only be rarely 
executed in isolation.

In this phase, the digital leadership of management is limited to facilitating the 
digital pioneer. Whereas the digital experience of management is very limited, the 

8
DIGITAL 1.0 – SUPPLEMENTING  
THE GOING CONCERN WITH  
DIGITAL INITIATIVES1
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fear of missing out is a dominant factor to facilitate the digital pioneer. To enhance 
the digital leadership of the management team, the digital pioneer sometimes also 
puts forward efforts in driving a digital awareness program for the management. 
This can include a study trip abroad, experiencing digital transformations in other 
organizations, combined with company visits from technology partners and busi-
ness schools (Beulen, 2018b). The costs and effort for the awareness program is 
significant; nevertheless, an intensive study trip can boost the digital leadership 
skills of the management.

8.2	 Digital 1.0 – Operating model

Organizations started to tweak their operating models from the traditional 
transaction-based models to service subscription model (Caputo et al., 2021). Typi-
cally, the operating model was a combined operating model in which the traditional 
transaction is supplemented by a service fee. To keep the operating model simple, 
there were two contracts, one contract for the traditional transaction and the second 
contract for delivering the services. The services are delivered in addition to the 
traditional transaction.

Pricing and cost of services increases the risk exponentially. Therefore, the 
service contracts were typically short-term subscriptions. Organizations targeted 
trusted clients to build experience in service subscriptions. The pricing of these 
subscriptions was typically cost-plus pricing. To avoid additional complexity, or-
ganizations also provided the additional services internally and typically did not 
collaborate with partners in the delivery of services.

To be able to deliver the services in combination with the products, organiza-
tions embarked on aligning infrastructure in their organization. This enabled not 
only the provisioning of the services but also ensured that the data collection re-
quired for the pricing and costing of the services was available. Also, for many 
organizations interfacing their infrastructure with the infrastructure of their clients 
was technically a challenge. Also, organizations had to deal with compliance ob-
ligations and cyber security threats. As the maturity of the infrastructure was low 
and a significant part of the activities was not automated, the risks related to the 
infrastructure were substantial.

8.3	 Digital 1.0 – Digital transformation model

Organizations centrally managed a handful of digital transformation projects. The 
digital projects were managed directly by senior management. The absence of de-
fined key performance indicators for digital transformation success leads to a low 
success rate. Many digital transformation projects should have ended earlier. Also, 
it was not always possible to scale up. However, the direct and often personal 
involvement of senior management in decision-making on digital transformation 
projects was not always based on commercial grounds, but rather on pet projects 
(Fernandez et al., 2022).
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To be able to innovate at pace, agile ways of working were introduced. Agile 
was limited to the information technology domain and was based on the Manifesto 
for Agile Software Development (Beck et al., 2001). Technical enthusiasts collabo-
rated to innovate. The agility in digital transformations was to support omnichannel 
and had an emphasis on data and analytics.

Many organizations separated the digital transformation projects, even to the 
extent that they were housed on separate floors or even in separate buildings, and/
or set up separate legal entities. The implication was that, in many organizations 
the best and most valued employees were involved in the digital transformation 
projects. This obviously had implications for the morale and motivation of the rest 
of the workforce, including attrition and even sabotage of digital transformation 
projects. In career development programs, organizations should have paid more 
attention to the HR implications for all employees. In addition, organizations ex-
perienced the impact of the pandemic, where employees were forced to work from 
home. Working from home negatively impacted the ability of organizations to in-
novate in the new agile context (Denning, 2018a, 2018b) and more specifically in a 
technology context with concepts such as DevOps (Beulen, 2019).

8.4	 Digital 1.0 – Digital governance

Traditional governance was structured top-down and focused on the alignment of 
organization and information technology. The traditional governance was also very 
descriptive, including process, roles, and responsibilities. This was a good starting 
point for digital governance, which was not fundamentally different despite the 
nature of the digital transformation projects. Risks and dependencies were much 
more complex, and external conditions were much more dynamic, while technol-
ogy was innovative (Chen, 2017; Green and Daniels, 2019). These differences re-
sulted in direct involvement of the board of management in digital governance. 
They felt that digital transformation projects were of strategic importance and 
therefore required their full attention.

Due to the nature of digital transformation projects, digital governance required 
an effort and dedication which proved to be difficult to commit and live up to 
for members of the board of management. At a minimum, the members had to 
compromise on other responsibilities. As a consequence, there was much room for 
improvement. Also, the digital profile of most members was not at level (Beulen 
and Bode, 2021). Many organizations improvised by involving strategic advisory 
firms in initiating digital transformations, as well as in implementing and manag-
ing the governance. However, their one-size-fits-all “project management offices” 
offerings also lacked true experience in digital transformations.

8.5	 Digital 1.0 – Capabilities

The capabilities were emerging with a small group of intrinsically motivated pro-
fessionals for both digital and data. Digital capabilities were and are necessary to 
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drive value (Khin and Ho, 2018). No organization had any experience and were 
figuring out on what capabilities were needed and how to grow these capabilities 
best. Organizations hand-picked their team members. The teams involved in digital 
transformations grew over time in terms of number of team members, as well as in 
capabilities. Basically, it was on-the-job learnings, sometimes combined with ex-
ternal consultants transferring their skill and building up the digital transformation 
skills of an organization.

The focus in this phase was predominantly on digital transformation projects 
and was less focused on data and data analytics. Data availability and data quality 
issues were resolved by the digital transformation project teams.

To develop the digital as well as the data and data analytics capabilities, well-
developed information management and flexible infrastructures were and are es-
sential (Levallet and Chan, 2018). The rise of agile ways of working, including 
short cycle sprints, made alignment between the organization and the agile teams, 
which consisted of organization representatives and technology specialists, more 
needed than ever. The agile frameworks were and are not fully addressing these 
challenges; proper information management was needed. Agile also increased the 
need for flexible infrastructures even further. Nevertheless, standard cloud deploy-
ment platforms, e.g. Amazon Web Services, Google, IBM, Microsoft, and Oracle, 
were and are a solid foundation for developing any functionality.

8.6	 Digital 1.0 – Data leadership

In the early days, the management of organizations did not understand the impor-
tance of data. The main argument to appoint the chief data officer was that this 
“seemed to be the right thing to do.” Mimicking was not necessary to provide the 
best starting position for a chief data officer. To put this into context, the chief data 
officer was a new role: 84% of the chief data officers were holding this role for first 
time in their organization (Egon Zehnder, 2019).

In shaping their role, chief data officers had a lot to discover and many chief 
data officers faced a dominant involvement of the IT department and experienced 
resistance from the InfoSec team, as well as from other parts of the organization. 
Unfortunately, the participation of the organization was also limited. Data was con-
sidered a problem that should be sorted out by the IT department.

The main objective of the chief data officer was to save money by improving 
the creation, management, and usages of data (Treder, 2020). Typical cost savings 
came from the reduction of headcount due to improved data quality. This was why 
the focus of most chief data officer’s was on improving data literacy. Improving 
data literacy increases data quality (Inghirami, 2021).

By initiating data literacy programs, awareness in the organization increased. 
This included also awareness of the management, which was important for secur-
ing budget for future data-related projects. But it was also helpful in establishing 
relationships with the organization.
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8.7	 Digital 1.0 – Data analytics

The focus of data analytics was on getting insights from transaction data, as the 
data quality of transaction data in most organizations was reasonably good for de-
scriptive analytics. This is basic dashboarding with a low-frequency refreshment of 
the report, at best weekly but typically monthly. This provided good insight into the 
historic performance. These insights could be used for making decisions and for the 
optimization of processes. The interpretation of the insights remains a management 
responsibility and this could not be considered as data-driven decision-making. 
Data analytics basically automated the process of information provisioning to the 
organization but still required a lot of manual activities. IT specialists performed 
most of these data analytics activities. Nevertheless, these are the first steps away 
from basing decisions on intuition only (McAfee et al., 2012).

The main driver for leveraging data analytics was the contribution to the perfor-
mance of the organization (Ferraris et al., 2019). A lot of organizations struggled 
with unlocking the resources with the capabilities to perform data analytics activi-
ties (Amalina et al., 2020). Not many universities were offering programs in this 
area; typically, professionals with education in mathematics, statistics, or computer 
science were involved in data analytics activities.

TATA CONSULTANCY SERVICES CASE STUDY: 
GREENHOUSE PERFORMANCE SYSTEM (GPS) FOR A 
SWISS MULTINATIONAL FOOD AND DRINK PROCESSING 
CONGLOMERATE CORPORATION

Client business imperative

•	 The organization emitted around 92 million tons of Green House Gas (GHG) 
in 2018. The organization wanted to understand the detailed aspects be-
hind the emission, so that this huge emission operation can be tackled. The 
major issues are – 

•	 New and continuously evolving data platform – Existing Snowflake 
implementation – Lack in scalability of the systems

•	 No reference architecture readily available – The complexity was high with 
multiple business functions spread across value chain

•	 Lack of integration scenarios with tens of source systems – No data harmo-
nization across existing source systems

•	 Data quality issues and varied data granularity – Huge data quality issues 
across systems

•	 Lack of streamlined business processes – Scattered processes and data own-
ers are working in silos
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Engagement scope

•	 The organization has selected TCS as the trusted partner to create a Green-
house Performance System (GPS) – a global system for better tracking and 
management of its carbon emission at the corporate level. This multi-year 
global program aims to 

•	 Measure and Analyze Greenhouse Gas (GHG) Emissions 
•	 Track progress in emission reductions compared against corporate targets 
•	 Provide greater transparency of the greenhouse gas (GHG) emissions across 

multiple business unit

The program is initiated with the completion of an Emissions management 
platform for Mexico Market.

Solution and differentiators

A data maturity framework was developed for storing and selecting the right 
emission factors based on emission factor provider, spend category, country of 
origin, confidence level

Key solution features: 

•	 Emission Factors Database – Snowflake based data warehouse with extensi-
ble and unified data model

•	 Calculation Methodology – Alignment with GHG protocol with customiza-
tion of methodologies

•	 Scalability – All markets, all BUs, all applicable functions of the supply chain with 
consumer use and end-of-life, almost all emissions categories (in CSV scope)

•	 Security, Reliability, and High Availability – The solution is built on Azure 
cloud platform and Snowflake ensuring very high availability with all the 
security features

•	 Auditability – To enable external audits and reporting (e.g. CDP reporting)
•	 Cost Effective – A cloud-based low operational-cost solution 

Business benefits/outcomes

The solution implemented by TCS enables the Swiss corporation to 

•	 Adhere to their Climate Commitments by having a control on the Supply 
chain emissions

•	 Strengthen their brand positioning by laying out a Decarbonization capabil-
ity through the control of Supply Chain emissions

•	 Penetrate into Green consumer markets by being a sustainable brand
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TABLE 8.1  Characteristics of the first digital transformation phase – Digital 1.0

Characteristics Digital transformation phase, Digital 1.0 – CIO-driven

Digital leadership Internal digital pioneer reporting to management
Operating model2 Tweaking operating models for pilot digital transformation 

projects
Digital transformation 
model

Centrally-managed hand full of digital transformation projects 
and experiment with  agile ways of working

Digital governance Directly managed by the board of management
Capabilities Intrinsically motivated professionals for both digital and data
Data leadership Chief data officer appointed and focus on data literacy
Data analytics Focusing on transaction data

Value delivered C&O benefits 

By integrating primary data and creating a robust greenhouse performance 
management system, the organization is expected to reduce carbon footprint 
to a huge level and offset costs by 10%–20%, estimated CHF 100+ M over 5 
years.

8.8  Conclusion

Digital 1.0 was just the beginning of the digital transformation journey. Organiza-
tions started to innovate and leverage data. In Table 8.1, the characteristics are 
summarized.

Notes

1	 Most organizations are embarking on Digital 3.0. Therefore, this chapter is written in the 
past tense.

2	 To ensure this characteristic is applicable to both private and public sector organizations, 
we use “operating model” as a label. This can also be read as “business model.”



DOI: 10.4324/9781003246770-12

In Digital 2.0, organizations rapidly mature their digital and data capabilities and 
are expanding their portfolio of digital initiatives; accordingly, the business models 
and operating models take shape. As a consequence, advanced governance is re-
quired, which involves business, innovation, and technology leaders. Data analyt-
ics is a key enabler in this phase. The chief data office is in place and large volumes 
of transaction and internal data are available to power digital initiatives. In addition 
to data analytics, basic reporting is available to support managers in performing 
their tasks, and this is a good second step in maturing the organization and enhanc-
ing value creation.

9.1	 Digital 2.0 – Digital leadership

Many organizations had mixed experiences in the first phase of digital transforma-
tion. In order to enter into the second phase, organizations realized they needed 
an experienced digital leader. Many organizations decided to appoint a chief digi-
tal officer to lead the digital transformation, typically an external candidate. This 
definitely strengthened the digital leadership of many organizations. The profile of 
the chief digital officer is a change maker who is adaptable and who understands 
technology (Kane et al., 2019). The focus is on improving the customer/citizen 
experience, which drove the implementation of new business models. This phase 
required a more active involvement of the management (Eberl and Drews, 2021).

It is important that organizations invest in technology to power digital transfor-
mations. In order to facilitate digital transformations, challenges related to agile 
ways of working need to be managed (Bresciani et al., 2021). This was new terri-
tory for many organizations and required a culture that cultivates experimentation. 

9
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The management had to facilitate the experimenting on one hand, and on the other 
hand manage the portfolio of digital transformation projects on key performance 
indicators – this is not counterintuitive, as it is aligned with agile ways of working. 
It also required the need to hire curious employees.

Before entering into the next phase, Digital 3.0, the positioning of digital lead-
ership at C-level, chief digital officer, was discussed. Having a board member ac-
countable for digital transformations  hinders achieving the ultimate objective, 
in which all board members feel accountable for digital transformations. There-
fore, many organizations debated whether to reset the positioning of the role and 
changed it to a director or head of digital transformation role. Digital transforma-
tions still have the full-time dedication of an experienced person and their team, 
but the role is no longer positioned at the C-level. This also changes the reporting 
line, typically from reporting to the chief executive officer to other members of 
the management team, such as the chief operating officer (Beulen, 2018b). For 
technology-centric organizations, reporting to the chief technology officer is also 
a viable option, reporting to the chief information officer is still not advisable, as 
digital transformations go beyond information technology.

9.2	 Digital 2.0 – Operating model

After experimenting, the organizations focused on adjusting the operating models 
of core products and/or services. Additionally, contracts were transformed from a 
traditional contract supplemented by a service contract to service contracts only. 
The structure of these contracts was modular and included additional services such 
as guarantees and a service desk.

It was essential for organizations to start experimenting with these more advanced 
operating models and contracts, as competition was innovating at a rapid rate (Kraus 
et al., 2019). This experience was also helpful in the next phase in order to involve 
partners in the delivery of the services. Service contracts also resulted in closer rela-
tionships between the organization and its clients. Due to the relatively short contract 
duration of the service contracts, typically 12–24 months, unless the economic life of 
the product was longer, the threat of a vendor lock was relatively low.

In terms of pricing, organizations shifted from cost-plus pricing to value-
based pricing (Cheng and Wang, 2022), as the comparability of the services was 
much harder than comparing the pricing for the transitional transaction and the 
service subscription in the previous phase. Value-based pricing in combination 
with scale opened opportunities to increase margin while at the same time de-
creasing the risk profile.

The internal and external infrastructure fully supported the delivery of the ser-
vice and the exchange of information between the organization and its client. The 
involvement of humans in this highly automated technology reduces the risk pro-
file. In addition, a lot of effort was put into the implementation of processes, which 
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is essential since organizations were sharing data on a large scale. By agreed pro-
cedures, compliance and commercial interest were safeguarded.

9.3	 Digital 2.0 – Digital transformation model

Many organizations have set up portfolio management to manage the growing 
number of digital transformation projects. The implementation of agile frameworks 
such as Scaled Agile Frameworks (SAFe) and Large-Scale Scrum (LeSS) helped 
organizations set priorities and facilitated adaptivity to change, but was not ma-
ture in most organizations. In addition, these frameworks provided guiderails and 
bridged the distance between team members. In most organizations, predominantly 
the information technology specialists worked in different organizations/locations 
(Busse and Weidner, 2020). While the number of organization representatives in 
the agile team was growing, which was positive and needed, the remote participa-
tion of the information technology specialist required a lot of management atten-
tion in many organizations. The availability of information technology specialists 
and the growth of the number of self-employed information technology specialists 
was a global challenge.

From managing digital transformation projects top-down, these frameworks 
enabled organizations to also manage their projects bottom-up (Denning, 2019). 
This increased the agile digital transformation projects’ success rate and ensured 
improved budget control. Nevertheless, agile software development is based on 
story points, and output-based contracting is difficult, as a story point is not an 
objective unit that represents a certain effort. Building up experience over time 
eventually might result in the opportunity to contract based on a fixed price per 
story point (Beulen and Ribbers, 2021).

9.4	 Digital 2.0 – Digital governance

In addition to agile frameworks, such as SAFe and LeSS, that were embedded in 
the digital operating model, there are a lot of frameworks that drove digital govern-
ance. The frameworks are as diverse as human rights frameworks from the EU, 
the council of Europe, or the OECD and 5G technology frameworks from ITU and 
IEEE, as described by Gasser and Almeida (2022, p. 30). This complicated digital 
governance, as it was difficult to ensure coherence in governing the digital trans-
formation projects. Furthermore, the complexity of ethical, societal, and compli-
ance issues increased (Gasser and Almeida, 2022). All of this in the context of the 
experimentation with new technologies in a growing number of digital transforma-
tion projects required a step up in digital governance. The traditional top-down ap-
proach and direct involvement of the board of management was no longer effective 
or efficient. Digital governance must grow with agile growth (Vaia et al., 2022). As 
a consequence of the conversion from waterfall projects to agile projects,  dictating 
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functional specifications was off the table and replaced by sprints. As it was still the 
early days for digital transformations, most organizations still felt that the involve-
ment of members of the board of management was necessary, but they realized 
that digital governance required additional dedication and in-depth knowledge and 
experience with digital transformations. Therefore, organizations installed a steer-
ing committee to manage the portfolio of digital transformation projects, which 
consisted of members of the board of management and senior business managers, 
as well as innovation and technology leaders. This enabled the steering committee 
to assess proposed digital transformation projects, make informed decisions on 
projects in progress, and respond to changing internal and external circumstances, 
as detailed by Vaia et al. with their phrase “sense, decide, and respond” (2022).

9.5	 Digital 2.0 – Capabilities

After ramping up, many organizations concluded that a more structural approach 
toward capability building was needed, but many organizations also experienced 
that building the capabilities was a challenge (Svahn et al., 2017). Therefore, many 
organizations instructed their human resource management to focus on attracting, 
retaining, and training digital and data professionals. This dedication resulted in a 
significantly increased attrition of digital and data subject matter experts, as well as 
in increased salaries and improved packages. Basically, organizations were search-
ing for the same small group of experienced and talented professionals. As a re-
sult, retention management was added to the human resources department.2 Many 
organizations offered specific digital and data career tracks, as well as knowledge 
certification programs.

Regarding the training of their employees, many organizations experienced that 
building dynamic capabilities, which are required to support digital transformation 
projects, was difficult (Warner and Wäger, 2019). In the dynamic capabilities, it 
was and is essential that an organization sense and shape opportunities and threats, 
seize opportunity, and maintain competitiveness (Teece, 2007, p. 1319). The first 
two were related to portfolio management, where maintaining competitiveness was 
more related to the capability to deliver digital transformation projects.

In addition to the above digital and data resource capabilities, organizations also 
needed to develop process capabilities to make the resources work effectively and 
efficiently. Furthermore, organizations also needed to develop cultural capabilities 
to make resources work together and resolve issues and/or address challenges if 
and when they occurred (Orji, 2019).

9.6	 Digital 2.0 – Data leadership

The chief data officer started off as a one-person band and gradually trans-
formed into a chief data office, including a data governor and data quality 
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managers (Kunisch et al., 2022). This increased head count enabled the chief 
data officer to further improve data quality and get basis reporting in place, as 
well as to start developing a data management tooling strategy to drive future 
data management improvements, also maintaining relationships with stake-
holders, including representatives of the organization, the IT department, and 
the InfoSec team. This is helpful in order to better understand data require-
ments and to be involved in innovation and digital transformation projects from 
the beginning. Finally, the chief data officer also focused on the development, 
maintenance, and management of the data policies, which include processes 
and data qualification.

Chief data officers were also collaborating with chief digital officers, who 
were also mostly new in their role (Singh and Hess, 2020). The focus of both the 
chief data officer and the chief digital officer was on earning money by devel-
oping data-related products and services which generated new revenue (Treder, 
2020). Initially, these new data-related products and services were powered with 
internal data as the experience with sharing data of partners was limited, and also 
the perceived commercial sensitivity was (too) high. As the internal data quality 
improved, so did the risks related to generating revenues from data-related prod-
ucts and services.

9.7	 Digital 2.0 – Data analytics

The volume of data had a significant growth, and the data involved was beyond 
transactional data. The focus in data analytics is on predictive analytics, on training 
algorithms to forecast potential future outcomes. This also opened up opportuni-
ties to enrich products and services with data. This perfectly aligns with the digital 
transformation agenda. Most organizations still limited themselves to internal data, 
as the collaboration in ecosystems was still immature. Most organizations were 
concerned about jeopardizing their commercial interests or their contribution to 
public value.

In order to structure data analytics, most organizations centralized the data sci-
entist, which in turn led to the introduction of artificial intelligence. The central 
team enabled a more structural approach to obtaining information from data analyt-
ics. This was where data-driven decision-making got started. But also this is where 
cyber security concerns started to grow.

Data analytics provided competitive intelligence (Ranjan and Foropon, 2021), 
which was achieved by the maturing of data-driven decision-making. This was 
driving additional funding for data analytics; this included attracting professionals, 
proving training, and making tooling available. Nevertheless, data analytics was 
still the domain of too few professionals and was in most organizations not embed-
ded in the organization.
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TATA CONSULTANCY SERVICES CASE STUDY: CARGOTEC 
GOES DIGITAL IN CARGO HANDLING

Rapid value delivery with cloud-based IoT platform on 
AWS and advanced analytics

Challenge

Cargotec aims to leverage digital services to transform cargo handling opera-
tions. New digital services provide huge opportunities for cargo handling in-
dustry. Cargotec’s vision is to be the leader in intelligent cargo handling by 
2020. It plans to connect its entire fleet and achieve comprehensive data ana-
lytics capabilities. The key aspects and considerations were: 

•	 Geographical spread of equipment across the globe
•	 Diverse business units and operations across the organization
•	 Disparate equipment conforming to varied specifications and protocols
•	 Integration with existing legacy systems to migrate them to a unified AWS 

Cloud Platform
•	 Need for remote onboarding and diagnostics
•	 Secure end-to-end data and communication channel

Solution

TCS and Cargotec co-create an IoT platform to collect, store, and analyze sen-
sory data. TCS leveraged its Sensor Data Analytics IoT Framework (SDAF) and 
modernized data lake using native services on AWS, to design and build a 
cloud-based platform for Cargotec. Our integrated solution enabled IoT-based, 
real-time data collection, management, and monitoring strategies. We pro-
vided a scalable solution using cloud Infrastructure as a Service, with secure 
data channels between the equipment and the cloud.

Key features

•	 Data Lake and Big Data platform, enabling storage and reporting of data 
in large quantities, algorithm-driven actions, business process automation, 
and data publication through APIs

•	 Web portals and Business Intelligence (BI)-based reports for KPIs, alerts, no-
tifications, and performance-related metrics to support internal and exter-
nal customers

•	 Cloud-based automation, leveraging advanced AWS Cloud PaaS services
•	 Provisioning for real-time and advanced analytics on equipment data
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TABLE 9.1  Characteristics of the second digital transformations phase – Digital 2.0

Characteristics Digital transformation phase, Digital 2.0 – chief digital and chief 
data officer driven

Chief digital officer and chief data officer-driven
Digital leadership An external digital expert onboarded, which reports to management
Operating model3 Redesigning operating models for core services/products and 

managing individual digital transformations initiatives
Digital 

transformation 
model

Increasing the number of digital transformation projects and setting 
up portfolio management for digital transformation projects and 
implement agile ways of working (framework and processes)

Digital governance Managed by steering committee that includes board of management 
members, senior business management, and innovation and 
technology leaders

Capabilities Dedicated human resource management focus on attracting, retaining, 
and training digital and data professionals – including the setup of 
certification programs and career tracks

Data leadership Chief data office in place including data governors and data quality 
managers and focus on improving the data quality, basic reporting, 
and develop a data management tooling strategy

Data analytics Focusing on transaction data and internal data

9.8  Conclusion

In Digital 2.0, many organizations scaled up and matured their digital transforma-
tion journey. Organizations improved on all levels, and the digital transformation 
started to get traction, while data and data analytics are playing a crucial role. In the 
following table, the characteristics are summarized.

Notes

1	 Most organizations are embarking on Digital 3.0. Therefore, this chapter is written in the 
past tense.

2	 See for additional insights in retention and talent management (Beulen, 2009).
3	 To ensure this characteristic is applicable to both private and public sector organizations, 

we use “operating model” as a label. This can also be read as “business model.”
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In Digital 3.0, organizations have embedded digital into the organizational DNA 
in order to avoid being disrupted. Digital initiatives are scaled up and business 
models are revamped. The contribution of data analytics is significant and includes 
large volume of external unstructured data. This requires ownership of both digital 
transformation and data analytics, which must be a seamless collaboration between 
management and digital and data leaders. Also, talent management is essential in 
this phase more than ever. Furthermore, organizations are fully converting to agile 
ways of working, which sets, despite agile frameworks such as SAFe and LeSS, 
some governance challenges. In the data domain, organizations must sort out data 
ownership and data management tooling in order to be in control of the continu-
ously increasing data volumes, as data powers the digital transformation projects 
and enables the implementation of new business models.

10.1	 Digital 3.0 – Digital leadership

Many organizations are on the brink of entering the third phase of the digital trans-
formation. The organizations concluded that the core leadership skills remain the 
same, including the evaluation of change and investing, owning the transformation 
and talent management, and empowering employees. But organizations also real-
ize that they need to supplement their leadership team’s need to acquire new skills 
(Kane et al., 2019).

In the third digital transformation, the agile way of working has become the 
norm (Bresciani et al., 2021). This is setting a significant challenge for digital 
leadership; managing agile at scale implies that communicating targets is beyond 
sending a simple top-down message. Engaged leadership is needed to ensure that 
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the objectives are met. In the aftermath of the pandemic, (partly) remote working 
is still the norm in many organizations. Whether this is related to agile software 
development or to fostering innovations, remote working has presented some ad-
ditional challenges.

On top of that, the platform economy is emerging. Digital leaders need to 
make sure that the infrastructure is integrated to facilitate a platform (Benitez  
et al., 2022). This is not only an information technology architecture challenge, but 
it is also an enterprise architecture challenge. The positioning of an organization 
toward a platform is challenging for deciding which platform(s) you would like to 
participate in, as well as initiating your own platform as an alternative. Obviously, 
the combination of participating in one or more platforms and initiating your own 
platform is also a viable option that needs to be explored. In short, the rise of plat-
forms has added an additional challenge for digital leaders.

10.2	 Digital 3.0 – Operating model

Subscription-based operating models are expanded to all products and services 
(Cheng and Wang, 2022). In the delivery of the products and the services, artificial 
intelligence is becoming more and more important. On the one hand, subscription-
based operating models drive efficiencies for the organization, and reduces the 
risk profile. On the other hand, it drives additional insights for their clients, which 
creates additional value (Chen et al., 2021b). Public sector organizations create 
public value by collaborating with private sector organizations, typically social 
entrepreneurs, in public-private partnerships (Battisti, 2019).
An increasing number of subscriptions includes the collaboration with partners 
(Caputo et al., 2021). This increases the complexity of value chains and the com-
plexity of collaboration. Sharing of data is becoming more complex; in the pro-
cesses, the ownership of data needs to be agreed, as well as the cost and benefit 
allocation related to data sharing needs to be included in the contracts. The com-
mercial interest of the partners and the client’s interests need to be taken into ac-
count. As a consequence, the duration of the contracts is increasing.

The collaboration with partners and data sharing also increase the dependencies, 
especially in the context that organizations can be a partner in one market and at 
the same time a competitor in another market. For public sector organizations, the 
interests of the citizens drive their behavior (Battisti, 2019).

10.3	 Digital 3.0 – Digital transformation model

The organization has evolved with greater maturity and agility, where all organiza-
tion representatives, including information technology representatives, work seam-
lessly in agile digital transformation projects. Agility has fully expanded to the 
entire organization. This is why, for organizations that have adopted agile ways 
of working, business and information technology alignment as described by Hen-
derson and Venkatraman is still relevant (1999). Portfolio management of digital 
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transformation projects sets priorities for the different projects, where agile frame-
works such as SAFe and LeSS set priorities within projects.

In addition to the frameworks, they need an agile architecture (Dragičević and 
Bošnjak, 2019). This is a bit of a balancing act, as an architecture provides structure 
and  clarity on roles and responsibilities, and it also enables efficiencies. On the 
other hand, architecture limits the degrees of freedom of agility teams, which might 
hinder effectiveness. In this day and age, organizations are considering multiple 
technology stacks for their software development to address the needs and prefer-
ences of the information technology team and to avoid a vendor lock-in.

Finally, in innovating, leveraging ecosystems is also important. Collaborating 
with partners is an integral part of any digital operating model. Finding the right 
partners and maintaining relationships with partners is essential. The number of 
partners and the rate of change in partners is increasing. This makes setting up eco-
systems much harder. There is also a need to be a network ecosystem fit in order to 
be successful in digital transformations (Xu and Koivumäki, 2019).

10.4	 Digital 3.0 – Digital governance

Due to the growing number of digital transformation projects and the nearly 100% 
shift toward agile ways of working, digital governance has become even more 
important (Chen, 2017). The budgets related to the digital transformation projects 
have increased accordingly. Financial commitments need to be managed and or-
ganizations must adopt fast experimentation, including acceptance of failure (Beu-
len, 2018b). Also, organizations need to ensure their multidisciplinary teams are 
disciplined and cooperative in resolving issues, blockers, and dependencies.

Due to the increasing importance of ecosystems for digital transformation pro-
jects, digital governance is no longer based on closed organization boundaries, but 
rather is has permeable boundaries (Vaia et al., 2022). Digital governance has to be 
expanded on the strategic level of who our partners are and who our future partners 
will be, as well as on the tactical level of how issues with partners in the digital 
transformation project are dealt with (Green and Daniels, 2019).

Due to the number and size of the digital transformation projects portfolio, digi-
tal governance requires a dedicated steering committee with senior business man-
agers, and innovation and technology leaders, supported by a project management 
office, preferably internally staffed, to manage the portfolio. Due to the importance 
of the digital transformation projects, this steering committee is supplemented by 
direct oversight of the board of management. Their governance ensures that there 
is a next level to ensure alignment with the strategy, to reflect and, if necessary, to 
respond quickly and serve as the escalation level.

10.5	 Digital 3.0 – Capabilities

Due to the increase of digital transformation projects and the full adoption of agile 
ways of working, many organizations have a full focus on digital and data talent 
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management. This means that in the recruiting process as well as in the assessment 
and performance reviews of staff, there is an expectation that, to a certain degree 
any employee has digital and data capabilities. Each year the expectation of these 
capabilities exceeds the expectation of the previous year. By raising the bar, organ-
izations are working toward embedding digital and data capabilities in their DNA.

This requires a strategic renewal of organizational culture (Warner and Wäger, 
2019, pp. 334–335). On the one hand, organizations require deep specialized knowl-
edge to innovate, to add value, and to remain relevant, and on the other hand, it is also 
important for organizations to ensure that  strategic objectives are met. This requires 
a lot of alignment and stakeholder management so that the organization continues to 
operate in a coherent way toward the strategic objectives. This is even more compli-
cated as, due to the rise of ecosystems, collaboration with partners also needs to be 
managed. Managing the partnership is becoming a key and core capability of many or-
ganizations. Not many organizations are excelling in this capability (Beulen, 2022a).

10.6	 Digital 3.0 – Data leadership

After the internal focus of the chief data officer, it is time to focus on the organization. It 
is important to ensure proper ownership of the data in the organization and to designate 
data stewards to support the data owners. The chief data officer has to orchestrate this 
and provide support to both the data owner and the data stewards. In addition, the chief 
data office focuses on the implementation of advance reporting and data management 
tooling. Advance reporting is established in close cooperation with data owners and data 
stewards. Information needs drive the setup and structure of the advanced reporting. 
For the implementation of data management tooling, the IT department and the InfoSec 
team are partners for the chief data office. The objective for data management tooling 
is to avoid human involvement; fully automated data processing is the ultimate goal.

The chief data officer has the objective of staying ahead of competition by 
leveraging data (Treder, 2020). This is quite a step up from generating additional 
revenue. Innovation and continued collaboration with the chief digital officer are 
needed and happening. Through improved data quality and growing experience 
with managing ecosystems and collaboration with partners, the reuse of data has 
become more feasible, but most organizations are still in the early stages.

By means of providing a perspective, in many organizations, the chief data of-
ficer is still not an established role (Kunisch et al., 2022), or the organization de-
cides to position the role of the chief data officer on management level, e.g. director 
of data and data analytics or head of data and data analytics. Depending on the cir-
cumstances this might be justifiable, as C-level is not required in any organization.

10.7	 Digital 3.0 – Data analytics

Data analytics is performed on all data, including external data (Amalina et al., 
2019). As a consequence, the data volumes are unprecedented. The focus of data 
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analytics is on prescriptive analytics, drawing specific recommendations from arti-
ficial intelligence algorithms. This makes a full focus on cyber security even more 
necessary – data management, tooling, access management, and data classification 
remains a top priority. But also, this opens up excellent opportunities to perform 
data analytics and gain insights and transform an organization into a data-driven 
organization (Hariri et al., 2019). Organizations need to think through their knowl-
edge management. Due to the increased data literacy, the employees also have 
an increased responsiveness to knowledge (Ferraris et al., 2019). Furthermore, a 
natural outcome of increased data literacy is increased data democratization. This 
makes data management and data quality an imperative.

Organizations are also introducing machine learning, which sets requirements 
for ethical awareness, in addition to the revisions organizations need to make re-
lated to their data governance in ethical rule boards.

As a next step, following competitive intelligence as defined by Ranjan and 
Foropon (2022), organizations are using data analytics to provide ecosystem intel-
ligence, which requires the sharing of data outside of the organization. This will be 
detailed in Chapter 12.

As a consequence, in combination with the growing pool of employees with 
data-analytic skills, data analytics is becoming part of the DNA in many organiza-
tions. Performing data analytics is no longer the exclusive domain of the central 
data science teams, many units in the organization also have their own data science 
teams. Furthermore, citizen data scientists work alongside these decentralized data 
science teams.

TATA CONSULTANCY SERVICES – GOOD PRACTICES AND 
ROADMAPS

Themis Michaelides – Tata Consultancy Services 
Global head advisory and consulting for BTG – data and analytics

Good practices that help organizations head in the right direction are first and 
foremost the importance of understanding the data maturity perspective. How 
mature is an organization’s data strategy? This is about understanding what 
you have at the moment, where do you want to go, and identifying the gaps to 
getting there. Themis Michaelides: “This is very important. Once there is a clear 
understanding of an organization’s data maturity, then you’re in a better posi-
tion to make some decisions on the roadmap.” Part of the maturity is having 
an organizational-wide data strategy in place that is aligned with the business 
strategy, vision, and goals and identifying what you are trying to achieve as an 
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organization. This is part of the broader maturity journey which lays out the 
roadmaps to achieving organizational goals.
For roadmaps, it is good practice to be a bit pragmatic, not try to boil the 
ocean. This is especially true for large complex multinational organizations. 
Themis Michaelides:

Start with a point of view that you can build on, which could be finding 
the right people to support you or finding the right kind of maturity in the 
organization, build from there and develop the right approach. These are 
the key components that are quite important to aligning analytics to organi-
zational goals. 

Looking for these capabilities, educating staff becomes a priority to achieving 
those goals. One strategy is educating your own people and bringing them up 
the ladder, which could be a very good strategy. The other is supplementing 
existing staff with the right profile, the right experience, and then use this to 
further mature. Themis Michaelides: “The pace of maturity in today’s organi-
zations favors the supplemental approach. Bring in the right skills where you 
need them and use those skills to educate your own.” Building a strategy to 
educate everyone as a dependency to moving on with the roadmap is prob-
ably not going to give the velocity needed to achieve goals and keep the pace. 

There are four good benchmarks for organizations to measure their matu-
rity level and priorities, enabling them to develop a roadmap to address those 
priorities and aligning the roadmap to the business strategy. These four bench-
marks are (1) governance, (2) leadership, (3) technology, and (4) incentives. 
Themis Michaelides also provides a sector perspective.

Governance

Governance builds the understanding of who is accountable and who is re-
sponsible, and that will drive to some extent where you are going to start – 
with business priorities. This is key because business professionals will always 
want to know what’s in it for me, why am I doing this, why should I spend 
time? What does the business professional gain from taking ownership and 
accountability for data? Themis Michaelides:

The concept of ‘my data’ is the correct kind of thinking. Understanding the 
data and what does good quality data look like is inherent in the business 
DNA to successfully run their business every day. Governance is just a way 
to formalize this business knowledge. 
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Depending on the size of the organization, governance models tend to be ei-
ther centralized or federated. Large organizations tend to have more success 
with federated models. To be successful, a federated approach must have clear 
guidelines and policies for the varying business-driven governance models to 
stay aligned with the overall data strategy. Generally, a Center of Excellence 
(CoE) will be in control of the approach to driving data strategy and frame-
works. While the constituent parts of the federated model will have their own 
capabilities to make their own decisions based on what works for that business, 
but within the guidelines and frameworks set by the CoE.

Leadership

Consensus from business leaders is another key indicator of maturity. Embark-
ing on a journey to build out an analytics capability has to be led from the top. 
There have to be oversight and governance components to ensure analytics 
is focused on the right priorities, meeting the business needs, and the right 
controls are in place to ensure that results are accurate, trustworthy, and ethi-
cal. Themis Michaelides: “A clear vision, funding, and support from the top is 
critical to ensuring a successful analytics journey.”
Support for the data analytics program must be part of the C-Suite agenda. 
The C-Suite is there to provide oversight and priority for the program, ensure 
it is progressing as planned, and empower the organization to make decisions 
at all levels, but not driving it in a dogmatic way. Themis Michaelides: “The 
best people to make decisions about data are the people who actually own, 
understand, and work with the data – that’s where you find the edge in data-
driven decision making.” C-Suite support for federated models empowers the 
organization without dictating. Chief Data Officers are now joining the board 
as priority and focus for data analytics is morphing into various data flavors 
across the traditional roles – Chief Information Officer, Chief Financial Officer, 
Chief Digital Officers all have certain data elements to consider and manage. 
The Chief Data Officer is now a peer, setting data management standards for 
their organization.

Leaders need to clearly communicate so that people understand what the 
organization is trying to achieve and why these goals are in place. Having the 
right experts in place to execute these goals is crucial. Themis Michaelides:

Anyone can Google and find ten different frameworks for data govern-
ance, but having the experience of implementing and executing any of the 
frameworks is what sets experts apart from amateurs. For example, a retail 
organization brought in new leadership for data governance and the first 
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thing they changed was the approach to the people. This breathed new life 
into the program, brought it in a new direction, and improved adoption. 
Every organization has a unique people culture, and the data governance 
approach must adapt to the culture. 

Data-driven leadership at the highest levels of the organization sets the tone for 
creating data-driven organizations. Intuition is supplemented and backed up 
by analysis to make good decisions. Themis Michaelides:

Creating data-driven organizations means you give people the data where 
they need it, when they need it, and with good quality, which reaps the 
benefits of improved data-driven decision-making from all levels of the or-
ganization with the increase of data democratization. 

Technology

It is good to have an understanding of the various technologies in play and not 
be hesitant to experiment with emerging technologies. Themis Michaelides: 
“There are new technologies emerging all the time, and there is no one silver 
bullet to solve all data governance concerns.” Best of breed technologies must 
be pieced together like a puzzle to solve for various business and data govern-
ance challenges. Often emerging technologies can provide new insights and 
new perspectives for elusive solutions.

One key emerging technology trend is data mesh and data fabric. Many 
organizations will begin looking at this technology over the next two to three 
years to further support data democratization. Understanding will grow that 
having data in a single data lake is not the answer to everything. Themis 
Michaelides: “Data mesh and fabric will enable accessing data, sharing data, 
and creating policies and procedures to govern the data – all at the source.” 

The emerging data mesh trend is another factor in the convergence of IT 
and business skills. Business professionals are gaining a greater understanding 
of the IT data perspective. It used to be IT’s problem to create a report with a 
sliver of information and the business had to deal with it. Themis Michaelides: 
“Now more business professionals are involved in analyzing more data than 
ever before, asking their own multilayered questions and finding their own 
insights.” There is a lot of convergence of analytics skills, which is linked to the 
benefits of data democratization. Data mesh and fabric technologies will only 
further enable business analytics over the next few years. Access to trustworthy 
data at source will bring analytics and data-driven decision-making into the 
everyday workspace. The convergence of data analytics skills will transform to 
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become true business skills, achieving the “Data Citizen” status. Adoption of 
data mesh technologies promises to accelerate this transformation. 

Incentives

The fourth good practice is to build incentives for people to use analytics in their 
day-to-day job. With data democratization, data analytics is no longer just in the 
data science or technology domain. Analytics now becomes part of every team’s 
workspace to some extent. It is quite important to build the kind of culture of 
incentives for people to use data analytics as part of their day-to-day work. 

Incentives for analytics usually come down to financials: either cost savings 
from synergies identified by the analytics or increased revenue from opportuni-
ties identified by the analytics. Depending on where a person is in the organi-
zation, if it is part of their job is to manage costs and/or increase revenues, then 
analytics becomes even more important. Enabling these business professionals 
with access to trusted data and training on analytics tools will incentivize them 
to incorporate analytics into their daily work practices. Themis Michaelides:

From the executive level, analytics is incentivized by time-to-market for both 
cost savings and revenue initiatives – the ability to make good decisions in a 
faster way with trusted data will provide the edge to outperform the market, 
which is driving analytics at the top level. 

Sector perspective

Financial Services is a bit more ahead of the game overall because purely from a 
compliance perspective, there is a carrot and stick kind of approach. This sector 
was forced to adapt. On the Retail Consumer Packaged Goods (CPG) side, espe-
cially retail, it’s all about the customer. The marketing divisions are the earliest 
adapters of data analytics for analyzing customer preferences and defining prod-
uct strategy. Digital transformation in Retail is all about an enhanced customer 
experience. If a retail organization does not have a digital strategy in place, they 
will not be able to reach customers through the customer journey. Improving 
the customer journey can mean the difference between success and failure. 

Sectors that are a bit more behind include for example Manufacturing to 
some extent, as well as Travel/Hospitality, although you’d expect them to be 
more customer-centric. For the manufacturing sector, governing the avalanche 
of data from inventory management, supply chain optimization, demand fore-
casting, logistics, quality improvement, and countless other important metrics 
can be a heavy burden to bear. 
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For Hospitality, many organizations are embarking on analytics programs to 
improve the guest experience and are looking to other industries, such as retail, 
CPG, and banking for inspiration on building analytics cultures and programs. 
However, many organizations are struggling with sluggish implementations or 
are failing to see value from their efforts. Themis Michaelides: “Often it is because 
the organization fails to sufficiently plan for the data requirements because data 
exists in a myriad of proprietary and highly customized systems such as property 
management, CRM, and central reservations.” Also, often data generated from 
the same vendor can look very different. This complex data infrastructure repre-
sents a huge barrier to success for the Hospitality analytics program.

10.8	 Conclusion

In Digital 3.0, organizations have a full focus on digital transformation, and data and 
analytics are critical in the continuous innovation and advancing collaboration in eco-
systems. Organizations improved further on all levels, and the digital transformation 
thrives on data and data analytics. In Table 10.1, the characteristics are summarized.

TABLE 10.1  Characteristics of the third digital transformation phase – Digital 3.0

Characteristics Digital transformation phase, Digital 3.0 – board of 
management driven

Board of management-driven
Digital leadership Digital leadership embedded in DNA of the Board of 

management and the senior leadership team
Operating modela Redesigning operating models for all services/products 

and managing portfolio of digital transformation 
initiatives

Digital transformation model Scaling up the number of digital transformation projects 
and managing the digital transformation projects 
as a portfolio and converting fully to agile ways of 
working

Digital governance Governed by the board of management and managed 
by senior business management and innovation and 
technology leaders

Capabilities Full management focus on digital and data talent 
management

Data leadership Data ownership in place and data stewards appointed, 
and focus on advanced reporting and the 
implementation of data management tooling 

Data analytics Focusing on all data – including external data

a	 To ensure this characteristic is applicable to both private and public sector organizations we use  
“operating model” as a label. This can also be read as “business model.”
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Not so long ago, data sharing in most organizations was limited to sharing internal 
data. This is a good starting point, but it is not sufficient for achieving digital trans-
formation success. In the context of the growing importance of ecosystems, data 
must be shared with partners. This is an additional requirement and is not straight-
forward. Many organizations are struggling with externally sharing the data and, as 
a consequence, with making partnerships work. The dynamics in many ecosystems 
do not make external data sharing easier.

To enable data sharing, organizations need to adjust their data management and 
governance. This provides the internal perspective on data sharing and is detailed 
in Chapter 11. Furthermore, there are competitive and sustainability, compliance, 
privacy, and ethical considerations. This provides the external perspective and is 
detailed in Chapter 12. In the last chapter of this part, the structuring of partner-
ships in ecosystems and the data sharing are detailed. The degree of exclusivity and 
the contractual relationships between partners in ecosystems are also detailed. This 
chapter provides guidance on how to make data sharing work.

PART 4

Data sharing-centric digital 
transformations
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Data sharing in organizations is essential in digital transformations. This sets sig-
nificant internal challenges for data management and governance. For data man-
agement, these challenges are not only data and identity & access management, 
but also data classification, as there are also competitive as well as compliance 
risks. Monitoring data usage has become more important than ever. The challenges 
in data governance are related to the expanded use of data, data analytics is no 
longer limited to a central team of data scientists. Organizations need to facilitate 
innovation, which often starts with sharing data. How can organizations structure 
data sharing in the early stages of establishing ecosystems? In short, organizations 
need to design their data sharing approach. Internal guidance is required, and this 
requires an update of the data strategy. Also, the concept of governing data prevails 
over data management (Vial, 2023), as this facilitates innovation in iterative gov-
ernance mechanisms and has a focus on evaluation in context.

11.1	 Identity and access

Organizations that innovate and collaborate, including sharing data, need to do 
so faster. This implies that properly working identity and access management is 
essential. Including external users presents additional challenges, predominantly 
in identity management. Organizations need to align with technical and security 
standards and protocols. In particular in international collaborations, due to multi-
ple jurisdictions, this is not straightforward. By stacking requirements, sometimes 
it becomes no longer practical and might become a blocker for sharing data or even 
for setting up or continuing the collaboration.

11
DATA MANAGEMENT AND 
GOVERNANCE IMPLICATIONS  
OF DATA SHARING
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Many organizations create a mutual domain where the partnering organizations 
process, store, and analyze data. Organizations typically outsource the hosting and 
management of a mutual domain to ensure that responsibilities and liabilities are 
clear.

Regarding access management, partnering organizations who share data need 
to map the roles of all partnering organizations and align on access rights. Further-
more, organizations need to align on the classification of the shared data,1 and espe-
cially for data generated over time, this is complex. Data analytics will potentially 
impact the classification of shared data over time. As a consequence, partnering 
organizations that share data need to periodically review the mapping of roles and 
the mapping of the data classification. Not limited to partnering organizations that 
share data, deleting data is an important measure to avoid unwanted or not legiti-
mate situations. The deletion of any data needs to be monitored and logged, as well 
as based on unambiguous and aligned policies and guidelines. This is doable, but it 
is not always as straightforward as an organization might think.

11.1.1	� RBAC and ABAC

For identity and access management, many organizations have implemented a com-
bination of role-based access controls (RBAC2) and Attribute-Based Access Controls 
(ABAC3). In identity management, many measures can be implemented such as biom-
etrics, password, public-key infrastructure, single sign-on, token, smart card, and two/
multifactor authentication. We must also consider organizations using Lightweight 
Directory Access Protocols (LDAPs) (Tsegaye and Flowerday, 2020). These network 
protocols detail how data from a directory service can be accessed, for example TCP/
IP. For access management organizations can apply role-based, situation-based, at-
tribute-based, discretionary, or mandatory rule sets (Tsegaye and Flowerday, 2020).

11.1.2	� Emergency access controls

Emergency access controls are also relevant in the context of digital transforma-
tions and collaboration in ecosystem partnerships, and both result in unpredictable 
demands in terms of data sharing, data analytics, and users. As a consequence, 
emergency access controls are required to facilitate these dynamics (Nazerian 
et al., 2019). The dynamic can manifest itself as an emergency, which is an antici-
pated emergency situation. In this situation, policies can be pre-defined and, if not 
pre-defined, an organization has to deal with it as an exception. There are unantici-
pated emergency situations, where policies cannot be pre-defined (Nazerian et al., 
2019). For improving security, the concept of Binding of Duty can be implemented 
to enforce security policies. This entails that an organization performing an action 
is bound to perform another action.

When initiating a partnership, the involved partners should be prepared for both 
emergency situations. For anticipated emergency situations, playbooks have to 
be prepared, whereas for the unanticipated emergency situations, scenarios and 
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starting points have to be prepared. The playbooks as well as the scenarios have 
to be evaluated frequently as the context, including the competitive landscape, and 
applicable legislation and regulatory requirements might have changed. Typically, 
a semiannual review is sufficient.

11.2	 Advanced data classification

Advanced data classification is needed to enable data sharing – partners need to op-
erate off the same playbook. Individual organizations can have their own additional 
classifications, but the baseline set of classifications must be agreed across the eco-
system to eliminate friction points and ensure smooth data sharing. Furthermore, it 
also avoids data loss and includes procedural and technical controls; despite these 
controls, user awareness is important. The user needs to understand the sensitivity 
of the data and the implications of data analytics on the sensitivity of data. In par-
ticular, the latter is important for citizen data scientists; the data scientist typically 
has a better understanding of the sensitivity of data as they have more experience in 
data analytics. Nevertheless, this requires periodic programs, tailored to the specific 
data user groups of the partnering organizations. These programs can also include 
certification, which can be linked as a prerequisite to access and analyze the data.

The sensitivity of the data drives the risk level and sets the data classification. 
By data classification level, partnering organizations need to decide on the encryp-
tion level, type of storage, and transmittal requirements. This sets requirements 
for the enterprise and information technology architecture and the alignment of 
architecture between organizations that share data.

To set data classifications, there are several standards that can be applied, in-
cluding the ISO 27001 & 27002 and the NIST special publication NIST 800-60 
Volumes 1 and 2 – Guide for Mapping Types of Information and Information Sys-
tems to Security Categories. For ISO 27001 specifically, the control objective A.8.2 
“Information Classification,” and for ISO 27002 specifically, control objective 5.12 
(“Classification of Information”), are relevant. The DLP technical controls are sup-
portive in the implementation of data classification in partnership where data is 
shared outside the organization.

TATA CONSULTANCY SERVICES CASE STUDY: SCOTTISH 
NATIONAL DOG CONTROL DATABASE

Business context

The Scottish Government wants to establish a Scottish National Dog Control 
Database which will enable all 32 Local authorities and Police Scotland to seam-
lessly discover and exchange Dog Control Notice (DCN) data recorded within 
Scotland in a controlled environment. Currently, there is no Central Platform/
database to discover and access DCNs issued by local authorities.
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What was done

An interactive prototype of a national database for dog control notices was 
developed as Proof of Concept with design thinking workshops during the dis-
covery phase of the pilot.

•	 Conducted user interviews and workshops to identify key challenges
•	 Designed a prototype to demonstrate the user journeys and validated them 

with target users
•	 Ingest anonymized Dog Control Notice data and data structures used within 

the participating Local Authorities
•	 Identify reusable workflows and processes and inform the specification of 

a more permanent solution (including the development of a National Dog 
Control Database by the end of December 2021

•	 Build data pipelines to ingest DCN data and enabled dashboards and re-
porting through TCS Dexam

•	 Derive useful learning for the Improvement Service and for participating 
Councils

Value delivered

•	 Visibility of DCN data across Councils and Police Scotland
•	 DCN data easily searchable and discoverable to key internal and external 

stakeholders who need to be able to access this information if there is an 
incident

•	 Implemented the pilot requirements in a manner fully compliant with the 
DCN legislation in Scotland

•	 Created dashboards and heatmaps and visualized data about Dog Control 
Notices

•	 Dexam can be a strategic enabler for exchange of data to cater other use 
cases also other than DCN

11.2.1	 Classification of open data

When sharing data, specific attention is required for open data, as in data analyt-
ics, open and restricted data can be used in conjunction. The insights coming 
from data analytics of hybrid data obligate participating organizations to decide 
how the insights will be classified. Will this be an expansion of the open data set? 
Nevertheless, by applying the FAIR principles (findable, accessible, interoper-
able, and reusable),4 which originate from academic research, and making the new 
insights part of the open data set might have commercial or societal implications. 
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This sets requirements for implementing open data metrics, which needs to be re-
sponsible and evidence-based. Specifically for open data, it is important to ensure 
that supportive infrastructures and maintenance are in place, and for open data 
this is more complicated, as it needs to be provided by a neutral organization, 
where ecosystem and partnership agreements for allocating costs and providing 
support can be based on the anticipated added value for each of the involved 
organizations.

11.3	 Monitoring data usage

Monitoring the data usage is important for ensuring compliance with data policies, 
security policies and cost allocation of data usage. Data policies focus on data 
identity and access management in the context of internal data users as well as data 
users from partners, whereas security policies focus on ensuring cyber resilience. 
The cost allocation of data usage is becoming more important due to increasing 
data volumes and frequency of running queries.

11.3.1	� Data usage – Data policies

To enforce the data in line with data policies, organizations need to implement 
data management tooling and processes. If an organization has done a proper job 
on both accounts, the organization will be in control. However, the allocation of 
access rights will involve human interventions, including management approvals. 
This includes a “one-click” access removal of an off-boarded user from all systems. 
In data management and data discoverability, it is crucial to ensure that all systems 
can be automatically closed with “one click” of a human. Also, there can be abrupt 
changes required in the allocated rights, for example, when there are fraudulent 
suspicions toward an individual employee or employee of a partner, or toward a 
partner. Therefore, monitoring the access rights remains important and necessary. 
Monitoring is available 24/7 to quickly identify anomalies, as well as periodically 
to ensure that the rights of users related to data and specific data sets are in line with 
the data policies. Typically, the chief data office is involved in ensuring that 24/7 
monitoring is in place, which is mostly outsourced, like cyber security monitoring. 
Also, the periodic reporting will typically be performed by the chief data office. 
Most organizations conduct a monthly check on the rights of the users.

11.3.2	� Data usage – Security policies

In the context of cyber security, the classification of data is important, as this drives 
the measure an organization implements to protect their data. This includes moni-
toring data usage. In the context of cyber security, the monitoring of data is out-
sourced by many organizations, as this is a 24/7 responsibility. Most organizations 
are simply too small and/or lack the expertise to perform this task. Organizations 
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typically employ a senior cyber security expert who will, in close collaboration 
with the chief data office, engage with the external monitoring service provider.

Furthermore, compliance has become more important for many organizations, 
for sector- or antitrust regulators, but also for more generic privacy regulators. En-
suring that data usage is compliant is therefore becoming more complex and will 
become even more complex due to anticipated increased regulatory compliance. 
This is where RegTechs can support organizations to be compliant.

11.3.3	� Data usage – Cost allocation

Volumes of data and the query frequency are increasing at an unprecedented speed. 
As a consequence of that, required processing power and storage capacities are in-
creasing accordingly. This will have a cost impact, despite the continuous decreas-
ing unit prices for processing power and storage. Most data users are simply not 
aware of the costs associated with their data usages; in many organizations, the costs 
related to data usage are an integral part of the IT costs and are allocated by the num-
ber of employees or the revenue of an organization. This must change; organizations 
need to provide cost transparency related to data usage and chargeback models for 
individual organizational units to account for storage consumption. It is important to 
replace federated flat rate models, as data is just growing too quickly. Organizations 
should be aware of their consumption and the anticipated return on investment. This 
requires not only the implementation of tooling but also setting up awareness ses-
sions to explain and guide users on how costs can be saved. This can also be used in 
the cost allocation between partners who collaborate in an ecosystem.

Furthermore, there are also architectural considerations that have to be taken 
into account. Most organizations are currently turning to cloud processing and 
cloud storage solutions. Uploading in the cloud does not trigger any charges from 
the cloud service provider, whereas downloading triggers charges. This is becom-
ing more important, as most organizations currently have a dual or even multi-
cloud strategy, e.g. Amazon Web Services, as well as Azure and potentially also 
Google, IBM, and/or Oracle cloud. The charging mechanisms impact how to build 
the application landscape on top of the cloud solutions.

11.4	 Data-steering committee

Sharing data requires additional governance mechanisms. Organizations are begin-
ning to implement a data-steering committee which ensures proper use of data in 
the organization, as well as in collaboration for data sharing with external partners; 
see, for example, data-steering committees in the medical sector in the European 
Union5 or the data management committee of the University of Richmond in the 
US.6 Furthermore the data management committee is branded as a data leadership 
committee by Tableau.7 The basis for the data-steering committee is the data policy. 
Therefore, the chief data officer in close cooperation with the CIO is in the lead. 
Typically, (selected) data owners are also members of the data-steering committee 
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to ensure that their interests are also safeguarded. The data-steering committee also 
creates support for data sharing. The data-steering committee can build on this 
trust by initiating an (external) audit on compliance of the data policy. Typically, a 
data-steering committee meets every quartile. In these meetings, not only are risks 
and compliance discussed and adjustments of data policies are approved and also 
opportunities in data analytics and data sharing are discussed and explored.

11.4.1	� Data committee: Royal FloraHolland8

For over a hundred years, Royal FloraHolland (RFH) has been a cooperative in the 
floriculture market that represents the interests of growers. And it will continue to do 
so by creating and maintaining the best possible marketplace, as well as in our fast-
changing global floriculture market.9 The venue of RFH is €5.6b (2021). RFH has 
their Floriday trading platform, which in 2021 transacted over €1b of direct sales.10

RFH has established a data committee at the end of 2020 to discuss and evaluate 
the implementation of RFH’s data and information policy. The data committee mon-
itors compliance with the data and information policy. The data committee consists 

DATA COMMITTEE ROYAL FLORAHOLLAND – EXTERNAL AUDIT12

As a platform, Floriday provides a secure environment for confidential grower 
and buyer data. That was the conclusion of the second independent audit con-
ducted by Royal FloraHolland at the request of the data committee. The audit 
in 2021 had already confirmed the effectiveness of measures previously taken 
to ensure Floriday users’ confidentiality of their information. The current audit 
re-examined this over a longer period and also tested its efficacy.

The audit involved looking at strictly confidential data in Floriday. This 
means the information to which only the relevant grower and buyer have ac-
cess. Consider the price agreements in contracts and the consumer prices on 
the stickers. It has been established that strictly confidential data will not be 
shared outside of Floriday. It has also been established that the limited group 
of Royal FloraHolland employees, who have access to these data, can only view 
them on account of their position. Think of a Floriday support person. They 
must be able to support users when they need help.

Periodic audit of accounts – One of the recommendations from the 
audit is that growers and buyers should be reminded to periodically have their 
permissions checked in Floriday. From this fall, all main users will receive an 
email twice a year asking them to check which people have access to the Flori-
day account and with which permissions they have access. It also recently in-
troduced the option for users to use two-factor authentication while logging in 
to increase account security.

Data Policy – https://www.floriday.io/en/data-policy

https://www.floriday.io
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of the CIO, manager of Business Intelligence and data science, representatives from 
the growers, the buyers, the transporters, and an independent data expert.11

11.5	 Conclusion

Data sharing has further complicated data management and data governance. This 
is where the chief data officer can help to structure and reduce the risk profile by 
setting and maintaining data policies and addressing the data aspects in security 
policies, as well as providing input to the enterprise architecture and information 
technology architecture.

Also, by implementing the data steering committee as an additional govern-
ance mechanism,  organizations are able to better structure data sharing with their 
partners. Doing so will facilitate the communication, alignment between partners, 
and transparency.

Notes

	 1	 This will be explored in more detail in the next paragraph, Section 11.2.
	 2	 See NIST INCITS 359-2012 for a definition of RBAC: https://csrc.nist.gov/Projects/

Role-Based-Access-Control.
	 3	 See NITS for a definition of ABAC: https://www.nist.gov/publications/guide-attribute- 

based-access-control-abac-definition-and-considerations-1.
	 4	 See also https://www.go-fair.org/fair-principles/.
	 5	 https://www.ema.europa.eu/en/documents/scientific-guideline/guideline-data- 

monitoring-committees_en.pdf.
	 6	 https://itgovernance.richmond.edu/data-management/index.html.
	 7	 https://www.forbes.com/sites/tableau/2021/05/26/how-to-create-a-data-leadership- 

committee-and-get-everyone-on-the-same-page/.
	 8	 As an independent member, Erik Beulen is a member of the data committee of Royal 

Flora Holland. This section is based on information available on the website.
	 9	 https://www.royalfloraholland.com/en/about-us/our-cooperative-company - accessed 20 

December 2022.
	10	 https://np-royalfloraholland-production.s3-eu-west-1.amazonaws.com/8-Over-ons/

Documenten/Royal-FloraHolland-Annual-Report-2021.pdf.
	11	 https://www.royalfloraholland.com/en/news-2022/week-49/audit-of-confidential-data- 

in-floriday-was-again-completed-successfully.
	12	 https://www.royalfloraholland.com/en/news-2022/week-49/audit-of-confidential-data- 

in-floriday-was-again-completed-successfully.

https://csrc.nist.gov
https://csrc.nist.gov
https://www.nist.gov
https://www.nist.gov
https://www.go-fair.org
https://www.ema.europa.eu
https://www.ema.europa.eu
https://itgovernance.richmond.edu
https://www.forbes.com
https://www.forbes.com
https://www.royalfloraholland.com
https://np-royalfloraholland-production.s3-eu-west-1.amazonaws.com
https://np-royalfloraholland-production.s3-eu-west-1.amazonaws.com
https://www.royalfloraholland.com
https://www.royalfloraholland.com
https://www.royalfloraholland.com
https://www.royalfloraholland.com


DOI: 10.4324/9781003246770-16

Sharing data in ecosystems and value chains demands well-considered decisions to 
ensure the competitive position of the organization is not jeopardized. It is impor-
tant to understand that most organizations participate in multiple ecosystems and 
value chains and that, over time, there will be changes in the ecosystems and value 
chains in which organizations choose to participate. Adding value applies to both 
private and public sector organizations. On top of that, data sharing outside the 
organizations might have sustainability, compliance, privacy, and ethical implica-
tions. This chapter details approaches and good practices to fuel digital transforma-
tion by data sharing across ecosystems and value chains.

To start, data sharing also addresses societal challenges (BCG, 2021a). There 
are five ways to generate value from data sharing: (1) create trust – establish a sin-
gle source of truth and provide timely transparency; (2) facilitate coordination – 
streamline logistics, align incentives, and create new business models; (3) raise 
awareness, make distant challenges visible, and provide an understanding of their 
magnitude, (4) validate the hypothesis, understand the cause and effect more 
quickly and accurately, thereby using fewer resources; and (5) enable innova-
tion, enrich data through aggregation, and match data with innovators. The use of 
tooling for data sharing mitigates three risks (BCG, 2021b): data breaches, data 
mis-sharing and misuse, and data quality risks related to validation and authenti-
cation. Nevertheless, three challenges require attention of organizations: (1) dark 
data/aggregation complexity; (2) barriers to interoperability, which can be ad-
dressed by RESTful APIs to securely exchange information on the internet; and 
(3) barriers to transfer, which can be resolved by transfer and streaming tools 
(BCG, 2021b).

12
DATA SHARING – COMPETITIVE AND 
SUSTAINABILITY, COMPLIANCE, 
PRIVACY, AND ETHICAL IMPLICATIONS

https://doi.org/10.4324/9781003246770-16
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12.1	 Competitive implications

The competitive implications of data sharing are not limited to private sector or-
ganizations. Competitive implications are about adding value for both private and 
public sector organizations. Many organizations are expanding their data sharing. 
Data related to products, services, markets, and customers or citizens is shared to 
add value. This information also enables the organizations involved to make more 
informed decisions. Organizations should be aware that sharing data might impact 
their future ability to add value, as they can potentially be disintermediated in a 
value chain. Organizations can also have conflicting interests as they might par-
ticipate in different ecosystems and value chains. This increases the complexity of 
making decisions on data sharing.

However, in addition to increased added value and also improved efficiency 
and effectiveness of supply-chain processes, data sharing also supports risk man-
agement and disruption mitigation, and it creates resilience (Colicchia et al., 
2019).

12.1.1	� Agreeing on data-sharing permissions and obligations

In data sharing, it is key to agree on the format of data. This includes anonymiz-
ing and/or masking and setting different levels of confidentiality. Also, aggrega-
tion levels and time lags need to be agreed on. Finally, the data life cycle, and 
if and when shared data must be disposed, needs to be agreed on. This also in-
cludes clear obligations on data removal when an organization decides to discon-
tinue the collaboration and as a consequence, will not receive shared data in future. 
All these techniques can be deployed to protect the interests of the participating 
organizations.

Typically, the shared data is analyzed, which results in additional insights for 
the analyzing organization. The participating organizations need to decide whether 
these additional insights have to be shared back or if these are solely beneficial to 
the analyzing organization.

Also, agreement is required on the ownership of the shared data. Are receiving 
organizations allowed to reshare or even sell the shared data with other organiza-
tions? For obvious reasons, this is rarely allowed. Nevertheless, the situation be-
comes more complex when receiving organizations conduct analysis on the shared 
data and reshare or sell their analysis.

Finally, organizations also need to agree on and assure meeting compliance 
obligations and the security of the data, especially if the shared data is sensi-
tive data, such as privacy or medical data, but also commercially sensitive 
data in the context of antitrust legislation. The cost and governance related to 
these obligations can be significant, as can be the exposure when these risks 
materialize.
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TATA CONSULTANCY SERVICE CASE STUDY: 
GOVERNMENT OF INDIA – SUPPLY-CHAIN ECOSYSTEM 
FOR SCALING UP INDIGENIZATION OF DIAGNOSTICS 
TEST KITS

Client needs

•	 Centre for Cellular and Molecular Platforms (C-CAMP) wanted to scale up 
indigenous Covid-19 diagnostic test-kit production capacity to a million test 
kits a day

•	 Objective is to build a robust, scalable supply-chain ecosystem of Indian Micro, 
Small and Medium Enterprises (MSMEs) capable of producing large quantities 
of reagents and other components needed for diagnostic test kits for COVID-19

What was done

TCS developed and deployed a dynamic digital supply-chain platform which is 
powered by TCS Dexam solution that allows medium- and small-scale enterprises 
to embrace new ecosystem-based business models, giving them the ability to 
bridge information gap and bring efficacies and scale across the entire value chain

The solution facilitates

•	 Easy self-service onboarding of Suppliers and Manufacturers
•	 Product and WANT publishing 
•	 Transaction capability with unlimited price negotiation
•	 Advanced Search and discovery
•	 Interactive Analytics and Visualization
•	 Dashboards for all stakeholders
•	 Insights on registered products, manufacturers, and quality analysis

The project entails eliminating supply-chain bottlenecks and handholding MS-
MEs to help them bridge capability gaps, meet necessary quality standards, and 
expand capacities to be able to indigenously produce a million test kits a day.

Impact

•	 Witnessed 190+ Members (Manufacturers, suppliers, service providers, etc.) 
onboarded and 370+ products registered

•	 Visibility on supplier-specific quality levels, capacities, and inventories 
across the ecosystem

•	 The cost for a RTPCR kit to manufacturers, which was INR 1800 in June 2020 
has reduced to INR 50 by June 2021

•	 C-CAMP eyeing InDx as Strategic enabler to Integrate with international 
Marketplaces & Exchanges
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12.1.2  Agreeing on data-sharing costs or pricing

Collaborating and sharing data in ecosystems and value chains is also not free and 
requires investments, as well as proper governance. In the context of dynamics and 
collaborations, it is important to distinguish between the initial investment, such as 
setting up databases and parameterized software, and related commitments and the 
operating costs, such as with community clouds. Preferably, the cost allocation is 
linked to volumes of data shared and unit transfer pricing. Uncertainty related to 
volumes can be an argument to agree on periodic cost allocations. Also, the cost al-
location is not necessarily aligned with the achieved benefits. Often, dominant and 
larger organizations accept a larger part of the costs to make it attractive for other, 
smaller organizations to be part of an ecosystem and/or value chain – cross-sub-
sidizing. Furthermore, agreement on the implications of exiting the collaboration 
is important. The exit clause details what costs are owed. Furthermore, remaining 
organizations might need to adjust the allocation of the operating cost of the data 
sharing. To manage the data exchange and the cost allocation, participating organi-
zations need to set up a governance structure to ensure that collective interests are 
protected and decisions are made.

As an alternative to sharing costs and benefits, one of the participating organiza-
tions might decide to offer data sharing as a service. Typically, this organization 
is in direct contact with the consumer or citizen, and the charges are subscription-
based and/or unit pricing. The insights from the consumer or citizen are of value 
for the partners that are more upstream in the value chain. Contractual agreements 
detail the charging and mutual obligations. This alternative is more straightforward 
and is more equipped to respond to changes in participating organizations, as well 
as market dynamics.

12.2	 Sustainability implications

The sharing of sustainability data is becoming increasingly important and subject 
to legislation. Understanding the contribution to the carbon footprint, as well as 
ensuring that your organization and the partners in ecosystems and value chains 
contribute to sustainability and meet sustainability goals, has also become more 
important for many organizations.

The most recent disclosure requirements include those of the Securities and Ex-
change Commission (SEC), which announced new environmental, social, and gov-
ernance (ESG) disclosure requirements for companies in 2022.1 Public companies 
must enhance and standardize climate and climate risk-related disclosures. This 
potentially includes logging these risks in the risk register. The European Union 
established the Corporate Sustainability Report Directive2 to also achieve stand-
ardized reporting on company environmental and social impact activities, starting 
from the fiscal year 2023 onwards. Furthermore, the United Nations principles of 
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responsible investments play an important role in achieving sustainability goals: 
approximately 3,750 financial institutions have signed up on these principles 
(KPMG, 2021). Nevertheless, ESG reporting is globally maturing; the concerns 
and issues related to the reporting are detailed in the next paragraph.

12.2.1	� Standardized ESG disclosure as a business imperative3

Materiality has and will always be applicable to any financial report. Implicit inclu-
sion of ESG disclosure is not good enough (Sustainalytics, 2020). Only a handful 
of companies had proactively self-identified pandemic risks as a material factor in 
the S1 and 8-K form (Waters Technology, 2020a). A global non-financial report 
standard for integral ESG disclosure is needed (XBRL, 2020), as regulators are 
enforcing ESG disclosure to increase transparency and improve sustainability. In 
this matter, the European regulators are in the lead. Shareholders and investors 
need ESG disclosures and include ESG data in their portfolios to hedge risks and 
find alpha (Waters Technology, 2020b). Organizations should embrace the opportu-
nities of ESG disclosure; in addition to doing good, this creates value (McKinsey, 
2020c).

Unfortunately, there is still no true golden ESG standard – current examples of 
standards are SASB,4 CDP,5 CSDB,6 GRI,7 and IIRC8 (KPMG, 2021). Furthermore, 
many organizations generate self-reporting ESG data, which lacks transparency 
and comparability (Hoepner and Schneider, 2018). On top of this, it is challenging 
to analyze the ESG properly due to a lack of historic data, with data sets running 
only 5–10 years back (Waters Technology, 2020b), which is further complicated 
by definitions that have changed and been revised over time, as well as significant 
consolidation of the selling market, e.g. Morningstar/Sustainanalytics and Dow 
Jones Index/Robeco SAM. There are two issues with the reports of these rating 
agencies: black-boxing (Waters Technology, 2020c), which hinders a data-centric 
approach; and unrelated ESG disclosure of different rating agencies, as the correla-
tion of five ratings agencies was on average 0.61 – compared to a 0.99 correlation 
of Moody’s and S&P credit rating (Berg, 2019). Also, EGS data is confronted with 
signal behavior. Society and regulators have adjusted metrics and weightings of 
metrics over time – E, S, and G – and within categories (Clayton, 2020; McKinsey, 
2020c). In addition back testing is difficult or even impossible, as ESG has been 
differently priced by the market over the years (Water Technology, 2020b). Finally, 
there is still a lot of greenwashing (Nemes et al., 2022).

12.3	 Compliance implications

Organizations that share data should be knowledgeable on the compliance obliga-
tions of the sector and the jurisdictions involved. In particular, data sharing be-
tween organizations operating in different countries might run into different, and 
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sometimes even conflicting, compliance requirements. Involvement of legal sub-
ject matter experts, compliance and risk managers is needed to avoid organizations 
being not compliant. As compliance regulations are subject to change, the legal 
involvement is not limited to the initiation of the data sharing; over time, legal 
checkpoints are required to ensure compliance. Also, involving RegTechs across 
an ecosystem will ensure compliance of the ecosystem and the partners involved 
in the ecosystem.

In the context of compliance, the ownership of data is important to ensure high 
quality data. Poor data quality of shared data might result in noncompliance. Moni-
toring the data quality of shared data is important. The quality of the transaction 
data is typically high. The focus related to data quality should be on the non-trans-
action data that are shared, where a further focus on the data quality of sensitive 
data is required. Attention to data quality is becoming even more important when 
partners apply data analytics to the shared data, as data analytics triggers decision-
making and therefore an increased risk of impact due to poor quality of shared 
data. This stresses the importance of management attention to compliance in data 
sharing. As part of the data-sharing agreement and the data-sharing governance, 
liability needs to be detailed and captured in the governance. This requires involve-
ment of the chief data office.

In addition to compliance rulings and legislation that reduces and/or hinders 
data sharing, there is also legislation that enforces data sharing. Open banking is 
the most prominent example of enforced data sharing. This will be detailed shortly 
in Section 12.3.1.

Finally, transparency is also an important concept that promotes data sharing. 
Politically, this was advocated nearly a decade ago by the G20’s anti-corruption 
working group (ACWG) – open data was expected to advance public sector trans-
parency and integrity. The workgroup detailed this in six principles (G20, 2014). In 
Section 12.5, additional ethical implications are detailed.

12.3.1	� Open banking

In the context of digital transformation and data sharing, open banking is a good 
example of compliance implications. The Payment Services Directive (PSD2) of 
the European Union gives customers more control over their personal account data. 
PSD2 entered into force on 12 January 2016, and EU Member States had until 13 
January 2018 to transpose it into national law.9 Basically, the customer can request 
their financial institution to share their personal account data with a competiting 
financial institution to transact with the competitor. Fintech benefits from this leg-
islation, where this legislation exposes the exclusive ownership of the client. This 
exclusive ownership, combined with the high barriers to switching from one finan-
cial institution to another financial institution, has protected this regulated market 
for a long time.
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The possibility that customers could request to share their personal account data 
boosted innovation and set requirements for financial service providers to adopt 
application program interfaces (APIs). Traditional financial service providers are 
struggling to keep up, as they have legacy technology stacks and typically sig-
nificant technical debt. The competitive services of fintechs can potentially disrupt 
these traditional financial service providers.

12.4	 Privacy implications

Privacy implications are not only a European matter. The United States is mov-
ing forward with data privacy and protection. Nevertheless, the United States has 
a different approach. Their legislation is captured predominantly in state and, to 
a lesser extent, federal laws, and there is no general data privacy protection or 
all-encompassing legislation, as there is in Europe. However, the United States is 
progressing by introducing the Consumer Online Privacy Rights Act in 2019 and 
the Setting an American Framework to Ensure Data Access, Transparency, and 
Accountability Act (the Safe Data Act) in September 2020. This legislation is sup-
plementing legislation, for example, the California Consumer Privacy Act (2018) 
and California Privacy Rights Act (2020).10

The European Union has implemented the General Data Protection Regulation 
(GDPR), which replaced the Data Protection Directive. This regulation protects 
the data privacy of EU citizens. Organizations must provide an adequate level of 
privacy protection. If not adequate, these can be supplemented by Binding Cor-
porate Rules, for privacy protection within the organization, or Standard Con-
tract Clauses (SCCs), Article 49 derogations, and international trade agreements 
to transfer personal data (Calia, 2022). The GDPR is challenged serval times 
(Schrems I and II). In the first challenge, the Safe Harbor route was blocked by 
the Court of the Justice of European Union. The rationale was that the annual 
self-certification, including compliance with seven basic data protection and pri-
vacy principles, was not sufficient to address the concerns over US government 
surveillance implications for the privacy of EU citizens. This was repaired by an 
improved international trade agreement, the EU-US Privacy Shield Framework. 
This framework included an “ombudsperson mechanism” (article 29). This agree-
ment was invalidated. The route for data transfer to the United States is Stand-
ard Contractual Clauses (SCCs). The European Commission introduced two new 
SCCs for use between controllers and processors and for the transfer of personal 
data to third countries. Data localization is suggested and challenged as a possible 
solution. The opponents argue that localization neither solves the problem of for-
eign surveillance nor enhances personal privacy while undermining other values 
embraced by the European Union (Chander, 2020, p. 771). Data privacy continues 
to be a sensitive topic related to the transfer of personal data from the European 
Union to the United States.
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12.5	 Ethical implications

When sharing data, organizations need to be very aware of potential ethical im-
plications and implement ethical principles.11 The ethical implications for exter-
nal data sharing are obviously bigger, but also internal data-sharing organizations, 
need to take into account the ethical implications of data sharing. There is criticism 
on the big data industry as coined by Martin; nevertheless, selling data is not wrong 
but requires governance (2020). Important in this matter is to obtain guidance from 
the software manufacturers and consulting organizations involved. These can sup-
port your organization (Beulen et al., 2022). Microsoft, followed by Amazon and 
IBM, made a bold move by not being willing to sell facial recognition technology 
to US police departments on ethical grounds. To put things bluntly, they had no 
confidence that US police departments would use their products ethically (Forbes, 
2020). Other vendors might have a different view and might be willing to sell this 
technology to the US police department; nevertheless, the responsible use of facial 
recognition technology remains with the government.

In the accountable organization, one should be mindful for upstream as well as 
downstream accountability. Organizations need to consider what can be done with 
the data; data analytics will generate new insights. Organizations need to be confi-
dent that potential insights can still be considered ethical. If organizations share for 
a longitudinal period, this will become harder. Additional agreements are required 
on the usage of data and the data life cycle.

Furthermore, organizations need to be mindful that ethical norms are constantly 
changing and are contextual. This must be taken into account in data-sharing deci-
sions and might result in an adjustment in or pausing data sharing and a periodic 
review of the ethical norms is necessary.

Finally, governments need to consider the ethical implications of sharing and 
analyzing data gathered by mass surveillance. The implications of mass surveil-
lance can be serious and possibly nasty. For individual citizens living in and or-
ganizations operating in these countries, there is not much room to maneuver. 
International public sector organizations such as the United Nations, public sector 
organizations, and activists might consider expressing their concerns, but not much 
more can be done. In democratic countries, citizens and activists might consider 
initiating litigation.

12.6	 Conclusion

Data sharing is needed and required, but for many organizations, it is still the early 
days. Data sharing in the context of compliance requires additional standard set-
ting, where data sharing in ecosystems as well as value chains requires trust, cour-
age, and experimentation. All data-sharing learnings will ultimately create value. 
Advancing technologies and maturing tooling supports data sharing and reduces 
the risks of data sharing.
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The compliance and privacy requirements will further increase over time, as will 
the demands from ethical considerations. Data sharing will become not only more 
difficult but also more needed, as data sharing continuous to be an integral part of 
doing business. As a consequence, organizations need to build capabilities in this 
area and adjust their data policies, as well as their security policies, accordingly.

Driven by both compliance and privacy requirements, ethical demands, and the 
need to create value, organizations must step up.

Notes

	 1	 See https://www.sec.gov/news/press-release/2022-46.
	 2	 See https://finance.ec.europa.eu/capital-markets-union-and-financial-markets/company- 

reporting-and-auditing/company-reporting/corporate-sustainability-reporting_en.
	 3	 This section is largely based on online webinar of XBRL Europe – 2 November 2020 – 

Erik Beulen – “Tackling globally standardized ESG disclosure is a business imperative.”
	 4	 https://www.sasb.org/.
	 5	 https://www.cdp.net/en.
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	 7	 https://www.globalreporting.org/.
	 8	 https://www.integratedreporting.org/.
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en.html.
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No organization can do without partnering in ecosystems. Both private and public 
sector organizations need to collaborate with ecosystem partners in multiple value 
chains to develop their product and service offerings. In addition, the dynamics in 
markets and ecosystems are increasing at an unprecedented rate. Identifying the 
most beneficial value chains and finding the right ecosystem partners is a challenge 
for many organizations. The identification and initiation of ecosystem partnerships 
can be very costly and do not guarantee returns. On top of this are the challenges to 
maintain partnerships and continuously innovate value creation. The wider context 
of partnering in ecosystems is a combination of continuous technology innovation, 
stricter (global) legislation, and cyber security threats. All of the above make part-
nering in ecosystems an even greater challenge.

Partnering in ecosystems powers digital transformations. The creation of eco-
system partnering requires proper governance. In addition to formal contracts with 
partners in value chains, relational contracting and psychological contracts are es-
sential, as it is difficult to capture all details in formal contracts, as well as make 
the contractual commitments accessible and comprehensible for the large number 
of stakeholders involved in ecosystem partnering. To be successful in partnering in 
ecosystems, organizations must also continually keep up their partnering capabili-
ties, including retaining and attracting the right talent.

In this chapter, the results of a global survey (N = 82) will be presented.
First, the context for partnering in ecosystems and value chains is detailed. 

Next, the selection of ecosystem partners and value chains is discussed, fol-
lowed by a deep dive into ecosystem capabilities in conjunction with digital 
transformation. Then, contracting in ecosystems addresses the dilemma of 
short-term versus long-term contracting as well as the contracting exclusivity 
predicament. Subsequently, data sharing across value chains is detailed. This 

13
PARTNERING IN ECOSYSTEMS1 – HOW 
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includes upward and downstream data sharing and data analytics with the goal 
of increasing value creation and strengthening partnerships.

13.1	 Introduction to ecosystems and value chains

A value chain is a business model that describes the full range of activities needed 
to create a product or service that typically involves multiple organizations. Organ-
izations collaborate in ecosystems across value chains. In this section, four topics 
are addressed. The first topic is the number of value chains in which organizations 
are operating. For organizations to create value through ecosystem partnerships, 
they need to understand how many value chains they are operating in, which value 
chains provide the most value, and in which value chains they should or want to 
be operating. This understanding is not limited to the number of value chains, as 
quantity does not necessarily equal quality. Ecosystem partnership is very differ-
ent from a commercial business-to-business contractual relationship. In ecosystem 
partnering, collaboration with the end-client in mind is the starting point for value 
creation. Think of classic examples such as Philips’ and Douwe Egberts’ Senseo 
collaboration to increase sales by portion-packed consumption2 and Walmart and 
Shopify creating Walmart’s Marketplace3 to compete with Amazon.

The second topic is the value chain integration. Integration strategies, e.g. for-
ward as well as backward integrations, determine value creation. A perfect example 
is Ideal for online payments in the Netherlands.4 It was founded by ABN Amro, 
ING Bank, Postbank, and Rabobank; Ideal sets  the standard and ensures interoper-
ability. Also, organizations need to identify what investments are required to initi-
ate and maintain operation in value chains. Initiating value chains can be costly and 
return on investment must be evident.

Funding is the third topic, which is a balancing act, requiring a well-considered 
strategy and strong operational discipline. A good example is the Randstad Tech & 
Touch strategy that includes the Randstad Investment Fund.5

Finally, as the fourth topic, competitive position requires attention. Competi-
tive positions change over time. The competitive position will increase by improv-
ing the conditions with ecosystem partners and/or by increasing the exclusivity in 
the ecosystem, e.g. remove alternative partners from the ecosystem. Organizations 
need to ensure that their positions are improving rather than deteriorating over time 
and might consider focusing on the creation of intellectual property to improve 
their competitive position within value chains.

13.1.1	� Number of value chains

Most organizations operate in multiple value chains in parallel. The organizations 
which operate in up to five value chains are predominantly in the non-profit sec-
tor. Operating in +10 value chains are mostly global organizations with revenues  
of +1,000m euro. Most organizations gradually expand the number of value chains, 
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and also in many cases continue participation in a value chain for a period of five 
years or more. This stability can be explained by the effort required to initiate and 
participate in a value chain.

13.1.2	� Value chain integration

Nineteen organizations are expanding their presence in value chains forward, where 
about one-third of the organizations are expanding their presence forward and back-
ward in value chains. Only four organizations are expanding their presence only 
backward. The concern is with the 26 organizations that are not expanding their pres-
ence in value chains. These 26 organizations are predominantly organizations with 
revenues under 1,000m euro and in the governmental sector. Organizations in the 
banking and financial sector are underrepresented. Only 1 of the 11 organizations 
in the banking and financial sector is not expanding its presence in the value chains.

13.1.3	� Funding value chains

Organizations might consider funding the participation of key partners, typically 
smaller or specialized organizations or start-ups. The participation of these key 
partners will create a network effect that is beneficial for all partners. It increases 
access to resources and markets and improves competitive positions. Nearly 70% 
of the organizations fund value chains. Over two-thirds of organizations (N = 40) 
fund less than 20% of their value chains, of which 30% of organizations (N = 
12) fund for more than 12 months. There are also 15 organizations which fund 
more than 20% of value chains. This major cross-subsidizing results in significant 
IP creation. Also, there are 25 organizations that never funded their value chains. 
These organizations are typically smaller organizations, < 250m euro revenue, and 
create no (N = 7) or minimal IP (N = 13).

13.1.4	� Competitive position

Improving competitive position is important for both profit and non-profit organi-
zations. Just over one-third of the organizations improved their competitive posi-
tion compared to 36 months ago, whereas just under 60% of the organizations 
(N = 48) neither improved nor deteriorated their competitive position. Only four 
organizations reported a deterioration of their competitive position compared to 
36 months ago. Successful organizations are predominantly focused on forward 
integration, sometimes combined with backward integration. Furthermore, these 
organizations are mainly involved in value chains for +60 months, but they are 
also active in participating in new value chains initiated less than 18 months ago. 
The survey data does not indicate that size matters, nor is there a differentiation by 
sector for the successful organizations. As expected, the creation of IP positively 
relates with the competitive position. Finally, funding value chains has a higher 
adoption in successful organizations.
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INTELLECTUAL PROPERTY IN ECOSYSTEMS

Creating intellectual property (IP) in ecosystems requires partners to have trust 
in the network. To foster trust, transparency combined with proper govern-
ance and fair contractual commitments are crucial. The creation of IP is also 
important, as this is a solid indicator of innovation and reassures trust with other 
partners, while also improving competitive advantage in the value chain. Our 
research shows that 80% of the responding organizations create IP in ecosys-
tems, where 41% of the responding organizations create substantial IP in eco-
systems, while just over 20% of the participating organizations that created no 
IP; see Figure 13.1). Not surprisingly, most of the participating organizations 
that create substantial IP in ecosystems operate predominantly in the business-
to-business market (66%). As the differentiation in sectors is too scattered, the 
data do not allow for a deep dive into sectors. Furthermore, our survey data does 
not provide evidence of the contribution of increased IP creation into success for 
organizations which improved their competitive position in most value chains 
compared to 36 months ago, versus organizations which did not improve their 
competitive position. However, as expected, IP creation is positively related to 
the number of value chains: nearly 40% of the participating organizations with 
a significant IP creation participate in +25 value chains, whereas only 13% of the 
participating organizations with no IP creation participate in +25 value chains.

41%

39%

20%

Significant IP creation

Minimal IP creation

No IP creation

FIGURE 13.1 � Creation of intellectual property (N = 82)

13.2	 Selection of partners

Ecosystems start with the selection of value chains. Organizations need to manage 
this as a portfolio. In assessing the potential of partnering in an ecosystem, organi-
zations have to identify market synergies, including increased volumes, market 
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penetration, and contribution to brand awareness, as well as operational synergies 
e.g. more efficient creation of products or services.

In the survey, except for one organization in travel, transportation, and hospi-
tality, no organizations with an active or predominantly active selection of value 
chains based on strategic decisions and underpinned with a thorough market re-
search experienced deterioration of their competitive position in value chains com-
pared to 36 months ago. As expected, these organizations are predominantly the 
larger organizations with +1,000m euro revenue, as they have power over smaller 
organizations in value chains. Also, except for one large travel, transportation, and 
hospitality organization, all organizations with a passive selection strategy, by ac-
cepting partnering proposals, deteriorated or did not improve their competitive po-
sition in most of their value chains compared to 36 months ago. It is remarkable 
that 7 out of the 11 life sciences and healthcare organizations have a passive or 
predominantly passive selection strategy.

13.2.1	� Participation selection criterion

Decision-making on participating in value chains requires a decision criterion. The 
organizations preferred long-term revenue and gross margin over the generation of 
revenue and gross margin from the start. Most for-profit organizations listed one 
of these financial criteria as the most important. Remarkably, one non-profit Dutch 
organization also listed one of these financial criteria as the most important. This 
organization operates in a small number of value chains and has a revenue under 
250m euro. Similarly, two large Dutch governmental organizations have listed one 
of these financial criteria as most important.

Interesting is that 34 organizations indicated an indirect financial decision 
criterion for participating in value chains: exposure/prestige; leverage and ex-
tended skills and capabilities; or accelerate innovations and time to market. 

26%

14%

42%

18%
Active: strategic decision
including thorough market
research

Passive: accepting partnering
proposals

Both active and passive - pre-
dominantly active

Both active and passive - pre-
dominantly passive

FIGURE 13.2 � Selection strategies for value chains (N = 82)
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Eleven organizations indicated exposure/prestige as the most dominant deci-
sion criterion, and this includes over 50% governmental organizations (N = 6).  
Between five and ten other organizations indicated capabilities as the most 
dominant decision criterion. Leverage and extended skills and capabilities were 
mostly mentioned by Dutch organizations with a revenue up to 250m euro. 
Larger global organizations might have fewer difficulties in getting access to 
capabilities due to their footprint and/or size. Finally, eight other organizations 
indicated accelerated innovation and time to market as the most dominant deci-
sion criterion. Most likely due to the small data set, no common characteristics 
were identified of these eight organizations, including their ability and success 
in creating IP.

13.2.2	� Compliance considerations in selecting ecosystem partners

Ethical and compliance considerations are of increasing importance for any or-
ganization. Both topics are frequently and at length discussed by managers and 
executives. Globally, ethical awareness and consciousness are rising and compli-
ance obligations are more strict, and they will continue to be even more strict in the 
future. Organizations must take both ethical and compliance considerations into 
account when selecting ecosystem partners.

The ethical considerations are detailed in the text frame. In compliance, there 
is an increasing focus on privacy but also on antitrust legislation. In the context of 
ecosystem partnering, the latter is extremely important. For just under 30% of the 
organizations, there is no need to closely monitor the antitrust legislation; different 
from what we expected, this includes only four non-profits and a mix of global and 
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onwards
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Non-financial criterion
Leverage and extend skills and
capabilities

FIGURE 13.3 � Participation primary selection criteria – financial criteria and non-financial 
criteria (N = 82)
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Dutch organizations, as well as mix of small and large organizations, whereas the 
organizations which require closely monitored antitrust legislation are typically 
large, for-profit organizations. With regard to anticipation of future legislation, we 
conclude with surprise that 44% of the organizations only reactively anticipate on 
future legislation. The profile of organizations which have no anticipation are, as 
expected, Dutch organizations with revenues up to 250m euro. The profile of the 
organizations that do anticipate future legislation in all markets is foreseeable as 
the opposite – global and large organizations.

ETHICAL CONSIDERATIONS IN SELECTING VALUE 
CHAINS

Ethical considerations should not be abstract and should align with cor-
porate guidance that defines what is within the norms and values of the or-
ganization and what is not. Examples of ethical considerations are informed 
consent, voluntary participation, do no harm, or only assess relevant com-
ponents. For further reference, see the European Union framework for eth-
ics in artificial intelligence: https://digital-strategy.ec.europa.eu/en/library/
ethics-guidelines-trustworthy-ai.

Given the increased awareness and consciousness, we would expect that 
nearly all organizations would indicate ethics as a knock-out criterion in select-
ing value chains, but only one-third indicated ethics as a knock-out criterion; 
see Figure 13.4. What is even more remarkable is that 12 organizations in “sen-
sitive” sectors did not indicate ethics as a knock-out criterion: five governmen-
tal, four life sciences and healthcare organizations, and three financial services 
organizations. By expanding the responses to 5 and higher (1–7 Likert scale), 
we see predominantly the larger organizations, +1,000m euro revenue. Study-
ing the lower end of the spectrum, there are scores of three and lower for five 
organizations.

We observe that most of the organizations scoring a four or lower are ac-
tive in ≤ 10 value chains. The implication of being active in a smaller number 
of value chains might be that organizations hold strong, long-term ties with 
their business partners. However, the data does not clearly indicate a longer 
duration of the partnerships for organizations with a lower number of value 
chains. As expected, most organizations scoring a four or less operate in the 
B2B sector. To be clear, ethics are also important in the B2B sectors, but to a 
lesser degree than for the B2C and governmental and non-profit organiza-
tions. In the B2B sector, transparency and pressure from public opinion are 
less direct.

https://digital-strategy.ec.europa.eu
https://digital-strategy.ec.europa.eu
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13.3	 Ecosystem capabilities

To be successful in ecosystem partnering, organizations need to have a data-driven 
strategy, in which data analytics are crucial. Especially in ecosystem partnering, 
organizations have limited control, many stakeholders are involved, and markets, 
society, and legislation are continuously in motion. This is even more difficult 
for smaller organizations, as smaller organizations can have less impact on value 
chains, making their position in ecosystem partnering less competitive. However, 
smaller organizations can also inherently bring more risk into the value chain – 
value chains are as strong as their weakest link. In addition to scale, stable manage-
ment also contributes to the success of ecosystem partnering. Organizations with 
a large number of management changes are perceived as fundamentally unstable 
and difficult to deal with, since trust needs to be maintained on an organizational 
as well as personal level. These management changes impact trust levels, in ad-
dition to potential changes in strategy, resulting in possible changes in ecosystem 
partnering.

Furthermore, the collaboration has to be anchored in the top of an organiza-
tion. Doing so ensures aligned objectives in ecosystem partnering, which is more 
straightforward for national than for international organizations. It is important to 
assign an owner to each value chain who has a sufficient mandate in their own 
organization. These partner executives have a management profile, with significant 
operational experience, as well as market knowledge. This profile will ensure that 
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FIGURE 13.4 � Degree ethical considerations are taken into account when select-
ing value chains (1–7 Likert scale, 1 = not taken into account and 
7 = knock out criterion) (N = 82) (Beulen, 2022a)
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partner managers are fully-fledged counterparts within their own organization as 
well as for the business partners. The ecosystem capabilities are not limited to the 
strategic layer of organizations but also on the tactical and operational layers of the 
organization’s ecosystem capabilities, mainly in monitoring the ecosystem partner-
ships and creating value by working with partners. The capabilities in the latter 
are distinctly different capabilities required for more transactional relationships. 
In ecosystem partnering, there is a more collective mindset and responsibility for 
value creation.

In addition, organizations need to create a governance structure to align the in-
volvement and objectives of all value chains. On top of that, this governance struc-
ture also facilitates value chain portfolio management to ensure continuity. The 
structure and objectives are not different from the governance structures which or-
ganizations have implemented for their supplier management. The learned lessons 
from supplier management can be applied to managing ecosystem partnership, but 
the complexity and impact are of much more significant magnitude. In addition 
to this internal governance, external governance, together with the business part-
ners, has to be implemented. This implementation is detailed in Section  13.4 – 
contracting in ecosystems.

13.3.1	� Partnering capabilities

In ecosystem partnering, it is important that all partners have equal partnering ca-
pabilities to ensure a smooth and seamless collaboration. In our survey, 51% of the 
respondents had equally mature partnering capabilities, and only 20% of the or-
ganizations had a difference of > 2, in a 1–7 Likert scale, in partnering capabilities. 
Therefore, about 80% of the survey organizations met this ecosystem partnering 
key performance indicator. However, just under one-third of the survey partici-
pants have a partner capability maturity > 5 for both their own and their partner’s 
capabilities (1–7 Likert scale), so there is still room for improvement.

Remarkably, the respondents assessing their partnering capabilities as less ma-
ture than the capabilities of their business partners outnumber the respondents as-
sessing their partnering capabilities as more mature. There is no distinct survey 
participant profile (sector, organization size, or geographical spread) for each of the 
three partnering capability profiles.

Respondents in the low maturity quadrant (e.g. < 3 for both partnering capabili-
ties, on a 1–7 Likert scale) are predominantly smaller Dutch organizations, 9 out 
of the 14 organizations are non-Dutch, and only five organizations have a revenue 
+1,000m euros. The respondents in the high maturity quadrant (e.g. > 5 for both 
partnering capabilities, in a 1–7 Likert scale) are predominantly international or-
ganizations, however, the size of these organizations lacks a distinct profile and 
ranges from organizations with the revenue of 25m to +10,000m euro.

To collaborate with business partners, supporting processes and tooling are im-
portant. The survey results show that the partnering capabilities and the maturity of 
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the supporting processes and tooling are aligned; organizations with a mature busi-
ness partnering capability have mature supporting processes and tooling, where 
organizations with an immature business partnering capability have immature sup-
porting processes and tooling.

Just over 50% of the organizations report partnering capabilities and the ma-
turity for the supporting processes with an equal or difference of one on a 1–7 
Likert scale, and when comparing the partner capabilities of their business partners 
and their support processes, these capabilities score similarly. The overlap of both 
percentages is over 65%. For tooling, the percentages are similar; however, there 
are no scores of 7 for the tooling of their own organization or the business partner 
organizations.

The differences in the Likert score (1–7) between the maturity of the partner-
ship capability and the supporting process maturity are detailed in Figure 13.6. In 
Figure 13.7, the differences between the partnership capacity and the tooling are 
detailed.

Remarkably, the organizations in highly regulated sectors (N = 17 which equals 
50% of the highly regulated sector) such as government and public services, life 
sciences and healthcare, banking and financial services, insurance, and telecom-
munications do not have a high maturity in supporting processes. For tooling, the 
maturity for the organizations in highly regulated sectors is only slightly better. In 
support processes, only 21% of organizations from highly regulated sectors have a 
5 or higher (1–7 Likert scale, N = 7), where for tooling, only 17% of the organiza-
tions from highly regulated sectors has a maturity score of 5 or higher (1–7 Likert 
scale, N = 6).
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13.4	 Contracting with ecosystem partners

Transparency is important in contracting when considering the objectives of an 
organization. Transparency will increase trust levels between business partners in 
ecosystems. In addition to formal governance, informal governance is also im-
portant, as detailed in the text box. Organizations also benefit from implementing 
a psychological contract that includes a simple outline of objectives and starting 
points, in addition to the formal contract. A psychological contract is extremely 
helpful; contracting in ecosystems is extremely difficult, as not all stakeholders, 
managers, and involved staff see the big picture. A psychological contract may be 
of help.

Furthermore, it is important that all business partners in an ecosystem get their 
fair share. Engaging in an ecosystem has to be favorable for all ecosystem partners. 
This requires the implementation of a governance structure throughout the value 
chain. In this governance structure, partner managers frequently monitor and, if 
required, adjust the ecosystem and the underlying agreements to ensure the eco-
system continues to be favorable for all involved business partners. For the larger 
ecosystems, this implies weekly or at a minimum, monthly meetings, in addition 
to daily operational meetings. For smaller ecosystems, a lower meeting frequency 
suffices.

Finally, ecosystem partners might consider investing in onboarding new eco-
system partners to ensure that these new ecosystem partners gain enough from 
participating in the ecosystem. Obviously, this subsidizing needs to be temporary. 
If permanent subsidizing is required, the ecosystem partners need to consider alter-
natives, such as the acquisition of the business partner or building up capabilities 
within one or more ecosystem partners to replace the subsidized ecosystem partner.

ECOSYSTEM GOVERNANCE

In any contracting, it is difficult to document every detail and accommodate all 
possible future circumstances. Incomplete contracts are a reality that organiza-
tions and their business partners in ecosystems have to deal with. Therefore, in-
cluding objectives in a formal contract is a good practice. These objectives can 
be used to discuss and agree on any topic which is not fully described in the 
contract – relational governance. Adding relational governance to formal gov-
ernance is good practice in contracting. Most organizations combine formal 
and relational contractual governance (N = 37), whereas there are 23 organiza-
tions that predominantly rely on formal contractual governance. There is no 
evident difference in the improvement in their competitive positions between 
organizations relying on both types of contractual governance, compared to 
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13.4.1	� Exclusivity and pricing commitments

Exclusivity in commitments in ecosystem partnerships is a big challenge in the 
dynamics that most organizations are facing. On the other hand, the investments 
required to successfully participate in ecosystems are significant. The organiza-
tions offering a limited exclusivity, where less than 25% of revenue is related to 
exclusive value chains, represent a mix of smaller and larger organizations, where 
due to their market dominance, predominantly larger organizations were expected 
(N = 22).

Similar for the organizations which are characterized as significant exclusiv-
ity, we observed a mix of smaller and larger organizations; however, these pro-
files only include five organizations. These organizations combine exclusivity with 
long-term price commitments and benefit sharing. The other organizations have 
either pricing commitments up to and including 12 months or pricing commitments 
over 12 months combined with benefit sharing, where the degree of exclusivity is 
positively related to the latter.

36 months ago, as detailed in Figure 13.8. There is also a distinctly different 
profile between organizations of the two different types of contractual differ-
ence. There are only four organizations which predominantly rely on informal 
contract governance; none of the four organizations have a revenue +1,000m 
euro revenue, and three out of four have a revenue under 250m euro.
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In the distinction for the pricing commitments, we observe no difference in size 
of the organization, nor is any sector over- or underrepresented. Both pricing com-
mitment and benefits sharing can be instrumental in not only building ecosystems 
but also maintaining and expanding ecosystems, as they remove uncertainties for 
the involved organizations. The downside of pricing commitments in dynamic 
markets is, of course, that due to price increases, the pricing commitments are no 
longer competitive or even cause for loss. This is where objectivity in formal con-
tracts and relational contractual governance is important. Ecosystem partners can 
revise agreed pricing commitments including the agreement on benefits sharing.

13.5	 Data sharing in ecosystems

Data sharing is essential for value creation in ecosystem partnering. However, or-
ganizations have significant challenges in sharing data across value chains. These 
challenges are not limited to their own organization. They also include challenges 
for their business partners. Multi-party computation (MPC) is an emerging solution 
to preserve privacy and confidentiality. MPC makes use of secret sharing protocols, 
which do not disclose the shared data of individual partners, but only the outcome 
of the protocol, which is needed for all participating partners, as sharing all data of 
individual partners is not always necessary, practical, or wise in ecosystems.

As expected, for their own organization, the survey responses included chal-
lenges related to data quality. Data quality concerns were predominantly directed 
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toward unstructured data. In general, low data quality negatively impacts the value 
that data analytics can add. Furthermore, the survey responses include data govern-
ance, privacy and information architecture in combination with the maintenance 
of interfaces (APIs), and the use of data in conjunction with new technologies 
such as Robotica. However, concerns about the environment were also reported, as 
(large-scale) data processing, including data analytics, has a carbon footprint. One 
of the respondents listed cultural and social aspects and indicated challenges in the 
internal collaboration between business and technology representatives. Another 
respondent put forward an additional architectural challenge related to the platform 
of choice, with data storage and data analytics in the cloud definitely a compliance 
challenge that needs to be addressed in ecosystem partnering.

The data sharing and data analytics challenges for the business partners echo 
many of the challenges of their own organization. Business partner-specific data 
sharing and data analytics challenges are predominantly about standardization  
of data formats, which is related to data sharing and data analytics. Furthermore, 
the ability to share large volumes of data has been indicated as a challenge. Access 
to data lakes and databases of business partners set challenges for their own organi-
zation as well as for business partners. These challenges are not limited to identity 
and access management (IAM); they also significantly increase the risk profile in 
terms of confidentiality and security risks.

As expected, most organizations share data equally with their business partners 
in ecosystems (82%). There are six organizations that share more data than their 
business partners share with them, this is a mix of smaller and larger organizations, 
including two large life sciences and healthcare organizations with revenues of 
+10,000m euro. Furthermore, there are five organizations which share less data 
than their business partners share with them, surprisingly these are also a mix of 
organizations, including two large organizations with revenues of +10,000m euro, 
and three smaller organizations.

In our study, we differentiated between data ranging from transaction data only 
to transaction data supplemented by additional insights, meaning no aggregation 
or anonymizing. Any organization needs to be aware of the increasing strength of 
artificial intelligence and machine learning, and generating insights from aggre-
gated and anonymized data is continuously becoming more feasible. In ecosystem 
partnering, all organizations need to take this into account when agreeing on shar-
ing data with ecosystem partners.

ALTERNATIVES TO DATA-SHARING TECHNOLOGY

Data sharing across an ecosystem requires technology. There are three technol-
ogy alternatives, data sharing by a platform, a trust framework, and centralized 
technologies. The platform is an independent organization that connects part-
ners and provides data-sharing services as a transaction. Typically, platforms are 
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FIGURE 13.10  �Data quality of shared data, 1–7 Likert scale (1 = deficient and 7 =  
excellent), grouped by competitive position compared to 36 months  
ago (N = 61) (Beulen, 2022a)

used in ecosystems with a large number of non-exclusive partners, processing 
standard transactions, and where transactions with a relatively small value and 
costs are combined with data sharing. Platforms can deal with any ecosystem 
dynamic and new partners can be easily onboarded. Second, trust frameworks 
can be used, e.g. the European Union’s trust framework electronic identification 
and trust services eIDAS or DIGiD in the Netherlands. These trust frameworks 
do not share the actual identity but only confirm the identity. Trust frameworks 
enable electronic transactions of any kind and are not limited to B2C transac-
tions. These trust frameworks can be an integral part of platforms as well as 
centralized technologies. Centralized technology provides the functionality to 
more stable and long-term ecosystem partnerships. The nature of the transac-
tions is more bespoke and complex and typically represents a large monetary 
value and costs. Investment in implementing and maintaining centralized tech-
nology solutions are known problems, which can only be overcome by larger 
organizations processing the abovementioned transaction type.

13.5.1  Data quality in ecosystems

Data sharing in ecosystems sets additional requirements for data quality, which is 
still a challenge in many organizations. Among the organizations, 61% rate data 
quality as low to moderate – < 4 score in a 1–7 Likert scale. There is no distinct 
profile of organizations and their shared data quality rating, nor for their current 
competitive position compared to 36 months ago; see Figure 13.10.
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The delta in data quality of the shared data score indicates that the data quality 
of the shared data is higher for the surveyed organizations than their scores for data 
quality of the shared data of their business partners. The data quality of the shared 
data of the larger organizations, over 1,000m euro revenue, is lower than the data 
quality of shared data of smaller organizations – see Figure 13.11. There is no dis-
tinct profile of organizations and the delta in the shared data quality rating.

13.5.2	� Data governance in ecosystems

As for data quality, data governance and supporting tooling have also been rated 
low. Two-thirds of the organizations rate their data governance low to moderate 
(< 4 score); furthermore, only seven organizations have a 6 or higher data govern-
ance score on a 1–7 Likert scale. Organizations with an immature data governance 
are extremely vulnerable, not only from their competitive position but also from a 
compliance perspective and, to a lesser degree, also in terms of ethical disregard. 
There is no distinct profile of the organizations and their data quality rating, nor for 
their current competitive position compared to 36 months ago; see Figure 13.12.

The delta in rating data governance and tooling supporting data sharing is lim-
ited, and 77% of the organizations have a similar rating, whereas 21% of the or-
ganizations have a delta of one. This indicates that the focus area in data sharing is 
data quality over data governance and support tooling.
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13.6	 Successful operating in ecosystems

There are three ground rules for ecosystem partnership: explore business models, 
be transparent toward ecosystem partners, and focus on maximizing added value 
for the ecosystems over added value for individual partners. Designing ecosystems 
is all about exploring business models. What business model is attractive to all 
partners? Answering this question and others, while ensuring long-term value crea-
tion, sets the first ground rule: full transparency from the start. Obviously, even in 
ecosystem partnering, there are conflicting commercial interests for involved part-
ners; however, this can go hand in hand with full transparency. This is particularly 
important for ensuring long-term value creation, and as a consequence, partners 
need to commit to the ecosystems in which they are participating.

Partnering in ecosystems also requires that partners keep each other honest. 
Evaluating how collaboration and value creation evolve over time for all involved 
partners is the second ground rule. Again, here transparency is important. In the 
governance of ecosystem partnerships, organizations need to discuss the value 
creation by pre-set parameters. These discussions have to take place regularly to 
ensure that the interests of all partners are taken care of.

This results in the third ground rule. Involved partners have the obligation to ad-
just the business model and underlying commercial agreements in order to ensure that 
participation in the ecosystem is beneficial for all partners. However, if in ecosystems 
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one or more partners no longer create value, more fundamental discussions need to 
be held. Potentially, ecosystems will be dismantled, or partners will be swapped. 
Partners must initiate these changes with caution and should avoid opportunism.

In order to successfully operate in ecosystems, there are four areas that require 
action: partnering, contracting, data sharing, and compliance and ethics. The re-
mainder of this section includes good practices for these four areas.

13.6.1	� Ecosystem good practices – Partnering

Developing partnership capabilities is essential. These capabilities are centered 
around defining and updating the partner strategy, managing individual partner-
ships, and managing a portfolio of partnerships. Typically, organizations appoint 
analysts to continuously monitor the portfolio of partnerships and explore new 
opportunities and partner managers to manage individual partnerships. The focus 
of partner managers is external and internal. Partner managers will also be respon-
sible for value creation in the ecosystem.

For managing a portfolio of partnerships, organizations appoint executives to 
ensure strategic alignment across the portfolio and serve as the escalation level. 
Furthermore, these executives are the custodians of the three ecosystem partnering 
ground rules. They also consolidate and review the new opportunities identified 
by the analysts and initiate additional new opportunities. Usually, all opportunities 
will be presented to management by the executives responsible for the portfolio of 
ecosystem partnerships.

13.6.2	� Ecosystem good practices – Contracting

Despite trust being the center of ecosystems, contracting remains important. Part-
nerships are designed by trust and are managed by contracts. In contracting, terms 
and conditions need to be attractive to all partners. Contracting is not only limited 
to formal contracts but also to relational governance, including a psychological 
contract that explains the contracting starting points to stakeholders who are not 
directly involved. For successful contracting in ecosystem partnering, rigorous 
governance is a must.

The focus of governance is on both monitoring and change management pro-
cedures. The dynamics in ecosystems and/or the market will impact ecosystem 
partnership. Partners must collectively understand this impact. Proper change man-
agement procedures enable partners to adjust contracting and ensure that partici-
pation in the ecosystem remains attractive to all partners. In case this is no longer 
feasible, the partners need to agree on modifications in the ecosystem, again fol-
lowing the change management procedures including clear parameters, such as 
minimal volume products or services and/or (indexed) price level thresholds. This 
will protect all partners from being negatively impacted by opportunistic behavior 
from one or more partners in the ecosystem.
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13.6.3	� Ecosystem good practices – Data sharing

As in any collaboration, also in ecosystem partnerships, sharing data is exciting 
and risky. Partners may have the feeling that they will jeopardize their competitive 
position and give up any intellectual property rights. In fact, to mitigate potential 
risks, organizations should/need to start small with data sharing and expand over 
time. It is important to have a controlled expansion that includes benefit tracking, 
which is an integral part of contractual governance. Organizations need to decide 
on the transparency of the shared data, e.g. anonymized, aggregated, or real time 
versus time lag. Organizations must take into account the growing impact of ad-
vancing technology such as artificial intelligence and machine learning. Over time, 
partners might decide to make changes to the agreed transparency of the shared 
data, meaning reducing the data transparency to protect the interest of partners in 
the ecosystem. To monitor the shared data, organizations need to implement proper 
tooling across the participating organizations. This tooling also helps to improve 
the quality of the data.

Furthermore, data sharing does not necessarily mean that the data changes. Data 
ownership must be clear at all times. This will also improve data quality, as the data 
owner holds the responsibility for data quality.

Due to monetization, data becomes more complex due to diffused data owner-
ship. If data is enriched and included as an embedded part in a service or product 
by a partner that is not the data owner, how will benefits be shared between part-
ners? This requires a good understanding of the efforts and contributions of all 
partners to the value creation, as this ultimately drives the distribution of profits. 
In monetization data, there is a specific challenge in sharing customer experience 
data with all partners. The ultimate customer experience is relevant for all partners 
but typically owned by the last link of the value chain, which is for sure not the 
sole partner that created this value. Therefore, partners specifically need to align 
on sharing customer experience data in ecosystem partnerships. There is a distinct 
need to build a feedback loop on customer experience that goes back up the value 
chain to all ecosystem partners.

TATA CONSULTANCY SERVICE CASE STUDY: EMBRACING 
INDUSTRIAL IOT

The data analytics culture is transforming processes and 
improving efficiencies at Tata Chemicals’ mother plant

Tata Chemicals (TCL) is among the largest soda ash companies in the world 
with a global capacity of about 5.5 million tons per annum. Its Mithapur plant 
in Gujarat, India, alone has the capacity to manufacture 900,000 tonnes of 
soda ash per annum.
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Even though the soda ash segment has been growing, the business is facing 
increased pricing pressures. To stay competitive, TCL recognized the need to 
drive operational excellence and embarked on a digital journey.

Early shoots

In 2017, TCL partnered with Tata Consultancy Services (TCS) to conduct a Dis-
covery Value Assessment (DVA) at its Mithapur plant. “Increasing efficiency 
was set as one of the key business objectives,” recollects N Kamath, plant head, 
Tata Chemicals, Mithapur. “And the team set out to identify use cases to deliver 
the objectives.”

Analysis of six months’ operational data of the carbonation towers and high-
pressure boilers indicated high process variance as a key issue, resulting in loss 
of efficiency and yield.

“When you reduce variation, you ensure steady efficiency,” says Mr Kamath, 
adding, “And once you achieve steady efficiency, you can find ways to improve 
it. The carbonation towers were at 67.8 percent efficiency; we set a target of 70 
percent.” Even one percent improvement in yield, adds as much as $400,000 
to the annual margin.

This was an ideal ‘digital twin’ use case for carbonation towers and boilers, 
both of which are critical assets. “In the true spirit of agile, three towers and 
two boilers were identified as part of the proof-of-value pilot. Our approach 
was to demonstrate results early and then scale-up to the rest of the towers and 
boilers,” says Sayantan Roy from TCS who has been spearheading these efforts 
with Tata Chemicals.

While the team was building a business case, there was skepticism if this 
was ‘just another technology project.’ The project needed to deliver the key 
performance indicators (KPI) improvements as well as financial savings. This 
skepticism, in hindsight, became a driver for the results-oriented approach.

An eye-opening field trip

In 2018, a field visit was organized for Tata group companies; from Tata Chemi-
cals, its MD & CEO, Mr Mukundan, led a cross-functional team. The objective 
was to learn how Industry 4.0 is being implemented to deliver the KPI improve-
ments as well as financial savings.

Importance of historical data

“Even though we had started the DVA earlier, the field visit made two things hap-
pen,” Mr Kamath says, adding, “We got a boost from the senior management, 



Partnering in ecosystems – How to structure collaboration?  185

and we returned with the belief that analytics could indeed add value to the 
plant.” The plant has data from over 32,000 sensors, stored in multiple deci-
sion support systems (DCS), to provide a single view to the operator on how 
the plant is running. The operator changes certain parameters on the equip-
ment to get the right output.

While the DCS does store historical data, it goes back only a couple of 
months. Decision support systems require operational data of the equipment 
going back 12–18 months. The first step was getting the historical data in place 
and an historian implementation was initiated. In parallel, the value assess-
ment exercise was completed for carbonation towers and boilers.

Carbonation towers

Carbonation is a critical process in soda ash production and it determines 
the yield of soda ash. Any process variation results in lower yield. A single 
operator monitors 15 carbonation towers and adjusts control loops based on 
quality of the results and upstream process variation to get the best possible 
yield. Since the process is highly complex, even with sophisticated control 
systems in place, it was not possible to analyze the data manually and act 
in real time.

With the historian in place, a prescriptive analytics system was developed 
for the carbonation towers. The new solution didn’t just report data, as was 
the case earlier, but also recommended actionable insights to the operator. The 
plant operator is now enabled with advisory to change the temperature, pres-
sure, or flow to a very specific value.

These new insights were integrated within the single-pane-of-glass in the 
control room itself. The operator would execute the prescribed action and 
change the parameters, using the existing DCS screen. With the digital twin 
of the carbonation towers, the operator knows exactly what parameters to 
change and by how much so that the towers work at peak efficiency.

With three towers going live in September 2019 and the remaining 11 in 
May 2020, the AI-led actionable insights are enabling proactive measures in 
real time. There are fewer process inconsistencies, average efficiency has im-
proved, standard deviation has substantially reduced, and the average yield 
has improved by 0.5%.

Boilers

The performance and reliability of the power plant are critical in reducing pro-
cess variations and maximizing output. When boilers operate at sub-optimal 
efficiencies, they consume more fuel.
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A low steam-to-fuel ratio also affects the boiler adversely, which in turn 
affects its availability since maintenance processes have to be run more fre-
quently. All of this increases the operating costs and impacts the profit margins.

To improve the power plant’s boiler efficiency, a digital twin was developed. 
The AI-driven algorithm generates set points on real-time basis which enables 
operators to correct the processes and thereby improve the boiler’s efficiency. 
Like with the carbonation towers, these algorithms work in the background, 
and the operator gets actionable insights which in the earlier world were en-
tirely dependent on their tacit knowledge.

In April 2020, the implementation was completed for two boilers. The new 
insights have brought down the rate of increase in the boiler stack temperature 
and reduced fuel consumption; thus, operators are able to maintain a high 
steam-to-fuel ratio.

Big learnings come from challenges

The most important building block of an effective data model is clean data 
across a duration of 12–24 months at least. It was decided to build the data 
model for boilers first. The team found that data for a longer duration was 
unavailable as the DCS had the capacity to store data for just a month or two. 
“We quickly shifted our focus from boilers to the carbonation towers where 
such data was available,” says Prasanna Wadke, technology evangelist at Tata 
Chemicals. If this decision had not been taken, it would have caused a six-
month delay in realizing outcomes.

To implement the decision support system on the carbonation towers and 
boilers, the two pieces of equipment had to be independently connected to a 
local area network. This was not possible as they shared the same IP address 
with other assets connected to the various distribution control systems across 
the plant. “But changing the IP addresses of two of the most critical assets 
required them to be powered down, which would have taken six months. We 
worked with our IT teams to find a solution that required no down time. This 
was a breakthrough that helped save time,” says Mr Wadke.

From the business side change management was crucial. Workers on the 
plant floor were given adequate training on the new ways of working and 
the benefits thereof. “The biggest takeaway is when you’re positioning a 
technology-led transformation with business, you have to quantify savings in 
cold rupee terms. Most projects fail because they are unable to define that. 
The Digital Value Assessment approach enabled the upfront quantification of 
benefits. This made change management easier,” he adds.

Like Tata Steel, Tata Chemicals also faces challenges in hiring talent due to 
Mithapur’s remote location. Tata Chemicals worked with TCS as its strategic 
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partner. “Even though we didn’t have talent in AI and machine learning (ML), a 
lot of our managers have Six Sigma certification,” Mr Wadke says. “This helped 
because they could appreciate this kind of an improvement initiative. We also 
created key roles such as data scientist in-house.”

The cross-functional team from TCL and TCS did not just include AI and 
ML experts but also those who had worked on boilers for ten years and knew 
the vagaries of running one. The team also had chemical engineers who had 
run process plants. “Cross-functional teams don’t just bring diversity of ex-
pertise, they also ease communication and increase your chances of success,”  
Mr. Wadke says.

Driving sustained results

“To sustain the program, you need to constantly revalidate the mathematical 
and data model that has been built. You need experts who understand these 
models,” he says. TCL has retained a core team, led by a digital advisor, for 
engaging with the plant managers to ensure operator adoption is smooth and 
to monitor outcomes. They also plan new use cases for future implementation.

Our connected future

Tata Chemicals is already seeing the benefits. The digital twins for carbonation 
towers and boilers are delivering savings of approximately Rs. 5.2 crore per 
year. As a result, there is strong buy-in of how digital can create an impact, 
which otherwise would not have been possible.

“We are now looking at digital to offer solutions to many of our problems,” 
Mr Kamath says. Whether it is using ISRO satellites to analyze the color of the 
condensers across the unmanned 36,000 acres of salt works or using camera 
imaging to do a headcount at an assembly point during a drill, digital is of-
fering answers to questions no one thought of asking earlier. “As part of our 
next project, we are looking to improve the throughput of the cement plant by 
minimizing the variation in clinker quality and reducing unplanned downtime 
of critical equipment,” he adds.

13.6.4  Ecosystem good practices – Compliance and ethics

Compliance and ethics are two distinct but closely related topics. Any organi-
zation has to adhere to legislation, and compliance is the minimum threshold. 
Ethics goes beyond legislative adherence; ethical principles and policies are de-
termined and driven at the organizational level and need to be aligned throughout 
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the value chain. In addition, organizations need to be on top of their compliance 
set and maintain their ethical standards.

Regarding compliance, it is important that organizations anticipate upcoming 
legislation. The volume and impact of upcoming legislation is and will increase 
significantly. For ecosystem partnering, upcoming legislation related to antitrust 
and privacy regulations are the dominant forms of legislation to watch. Anticipa-
tion is important as legislation might impact the business models and/or agreed 
processes and procedures. Partners need time to adjust their arrangements, fol-
lowed by adjusting the underlying processes and procedures.

With regard to ethics, aligning on norms and values in the partnership design 
and over the duration of the ecosystem partnerships is crucial. This requires that 
partners maintain their ethical guidelines, as norms and values continuously influx. 
To maintain ethical standards, specific governance must be implemented. In addi-
tion to an ethical rule board with diverse members, an algorithm rule board also 
must be installed. The rule board reviews the data sets and algorithms in use to 
avoid unethical decision-making.

13.7	 Conclusion

Organizations recognize the need to improve in ecosystem partnerships, but they 
are still in preparation mode. This is a concerning observation. Increased manage-
ment attention is required for increased value creation by better partnering with the 
ecosystem.

Most organizations still operate in traditional customer/supplier relationships. 
For over a decade platforms have structured many markets. The business model of 
the platform is different, but in essence, the platforms provide only a marketplace. 
Transforming business models in ecosystems requires a different mindset. Trust is 
crucial in building ecosystems but it needs to be backed by contracts. Ecosystem 
partners must have the long-term perspective but they also need to be mindful of 
opportunistic behaviors from ecosystem partners and their own executives.

In addition to developing partnering capabilities and applying adequate con-
tracting mechanisms, the real challenges are in data sharing, ensuring compliance, 
and safeguarding ethical behavior. The latter two are conditional for successful 
ecosystem partnering. The implication is not that compliance and ethics are simple 
and straightforward. Both have a very dynamic nature, increasing numbers of up-
coming legislation and continuously changing ethical norms. These topics require 
continuous management attention and need to be included in any decision-making 
as an integral part of the norms and values of any organization.

Data sharing is the binding factor in ecosystem partnerships, as data fuels value 
creation. Data also impacts competitive relations, creates dependencies between 
partners, and in some cases even creates intellectual property. Data-sharing con-
cepts are at the heart of ecosystem partnership design, as well as in managing 
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partnerships, and enabling data analytics. Management requires a continuous align-
ment between partners and the willingness of partners to adjust the collaboration 
and underpinning agreements to foster continuous value creation for all partners 
involved. In the ever-growing dynamics and globalization of markets, this is the 
ultimate challenge for executives in the next decade.

Notes

1	 This chapter is based on HPDO report Excelling in the Digital World – Ecosystem Part-
nering (Beulen, 2020b).

2	 See https://www.senseo.us/.
3	 See https://marketplace.walmart.com/.
4	 See https://www.ideal.nl/en/ideal-information/.
5	 See https://www.randstad.com/about-randstad/randstad-innovation-fund/.
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To stay ahead of the curve, organizations need to continuously innovate. A digital 
transformation is not a one-off project. Analyzing data for digital transformations 
never stops, and insights from analyses and new and generated data are input for 
more advanced analyses providing new insights and/or improving data-driven 
decision-making. Therefore, organizations need to develop and implement strate-
gies; these are built on the phases detailed in Part 3. These strategies are different 
for organizations within public and private sectors. Chapter 14 details a scenario 
for four types of organizations. Beyond these strategies and scenarios, the big-
ger aims for 2030 are detailed in Chapter 15. There are many uncertainties, but 
organizations can be assured that technology will move faster than expected and, 
that ecosystems will be more dynamic than ever, while compliance will continue to 
be more stringent, and the threat of cybercrime will be more significant. In short, 
there will be a lot of opportunities for organizations that set the right strategies, are 
responsive, and are able to attract, retain, and train their employees, as the demand 
for digital and data capabilities will continue to grow.

PART 5

Aligning at the crossroads 
of data analytics and digital 
transformations
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In this chapter, scenarios for four types of organizations are detailed. These sce-
narios include “good practices” and are based on Chapter 10, as well as follow to 
detail the same seven characteristics. The four types of organizations are central 
government (public sector), local government (public sector), private sector or-
ganizations providing services, and private sector organizations providing services 
as well as products. The central government and private sector organizations pro-
viding services will be fully described, where for the local government only the 
differences with the central government, and for private sector organizations with 
services and products only the difference with private sector organizations with 
services will be described. In this chapter also the impact of size and geographical 
spread will be addressed. Obviously, there are also differences per region, but these 
are too specific to address in this book.

14.1	 Good practices and roadmaps for central public  
sector organizations

Central public sector organizations must balance between supporting G2B and G2C 
digital transformation and data analytics initiatives. Supporting one will positively 
impact the other. Focusing on core themes will increase the digital and data analyt-
ics savviness of the inhabitants. A good example of bold moves is e-voting, as this 
increases the involvement of the citizens. Estonia started a blockchain that allows 
e-voting in 2005 and has conducted +10 nationwide elections (Ehin et al., 2022). 
Countries implementing e-voting must be aware of the digital divide, but must also 
use e-voting to reduce the digital divide and ensure digital inclusion by actively 
increasing the savviness of their citizens. Another example is Know Your Cus-
tomer (KYC) legislation and regulations, as this prevents criminal and fraudulent 
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financial transactions. However, there is room for improvement in many coun-
tries. First, KYC requires significant efforts from financial institutions including 
management attention, resources, and investments in adjusting internal processes 
and tooling. Second, KYC is not efficient, as it is conducted in every individual 
financial institution. Finally, KYC is not very customer friendly, customers expe-
rience delays in the execution of financial transactions and they have to provide 
information multiple times. Similar to the case for e-voting, blockchain could be 
a technology that can address these three KYC challenges. The introduction of a 
blockchain-based self-sovereign identity also addresses privacy concerns (Schlatt 
et al., 2022). In the legislation and regulations, central public sector organizations 
must embrace innovative technologies to achieve their objective, namely, prevent-
ing criminal and fraudulent financial transactions.

As digital and data analytics become more important and an integral part of 
doing business and of our lives, it is essential that central public sector organiza-
tions police violation of legislation, regulations, and ethical standards. Policing 
violations will generate trust. The policing of violations by the central govern-
ment impacts both externally, toward businesses as well as citizens, and inter-
nally, toward central public sector organizations. Central organizations need to 
lead by example.

For external violations, the focus of public sector organizations must be on en-
suring online trust and cyber resilience. Especially in Europe, many laws are and 
will come into place. First, there is the Digital Service Act package, which consists 
of the Digital Service Act focusing on improving the mechanisms for the removal 
of illegal content and the effective protection of users’ fundamental rights online, 
and the Digital Markets Act, ensuring that large online platforms, i.e. gatekeepers,  
behave in a fair way online. Second, there are, related to cyber resilience, the NIS2 
Directive, the AI Act, the Cybersecurity Act, the Digital Operational Resilience 
Act, and the Cyber Resilience Act. Some of these are proposed, while others are 
adopted, or applicable,1 but these are all to come. The legislation is going beyond 
the digital space. For example, the Cyber Resilience Act focuses on cyber security 
for all products with digital components and sets obligations for the manufacturers, 
including enforcing cyber security by design, providing clear and understandable 
instructions, documenting cybersecurity risks, reporting obligations of actively 
exploited vulnerabilities and incidents, handling vulnerabilities effectively and 
providing security updates. This legislation will improve cyber security and cyber 
resilience. Central public sector organizations must actively police violations of 
online trusts and cyber security legislation and regulations, as this will increase the 
trust of businesses and citizens and their willingness to engage in digital transfor-
mation and apply data analytics.

In addition to external violations, central governments also need to police in-
ternal violations. The pandemic has been a challenge for many central govern-
ments. Tracking software has been used extensively to alert citizens; this practice 
has raised privacy and ethical concerns in many countries. However, the pandemic 
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was unprecedented and unanticipated. Central governments need to plan and de-
velop strategies on how to better handle this in the future. A more clear-cut example 
that amplifies the need for central public sector organizations to anticipate better 
is Cambridge Analytica in 2016, which was hired by Leave. EU and the UK Inde-
pendence Party. The democratic process was manipulated, as personal data from 
millions of Facebook users was collected without consent.2 Another example in ar-
tificial intelligence is the Dutch government using data and algorithms in fraud de-
tection. The Dutch government deployed artificial intelligence to handle childcare 
benefit applications that disproportionately denied benefits to ethnic minorities and 
charged them with fraud. As a consequence, the Dutch cabinet resigned in January 
2021. In response to this and other data and privacy issues, the Dutch government 
launched an improvement program, which has increased the focus on data quality 
and responsible data analytics names “Open Op Orde.”3

External and internal policing requires strong governance. Central public sector 
organizations need to establish authorities to deal with data protection and privacy. 
An example in the European Union is the European Data Protection Board, which 
is composed of representatives of the national data protection authorities, and the 
European Data Protection Supervisor. Furthermore, there is the OECD initiative on 
enforcement of privacy legislation including recommendations – see Action Plan 
for the Global Privacy Enforcement Network (2012/2013).4

14.1.1	�� Roadmap – Digital leadership for central public  
sector organizations

In achieving the next level, the digital leaders of central public sector organiza-
tions need to get connected with supranational organizations and exchange lessons 
learned related to digital transformations and data analytics. Good examples in 
this context are the United Nations Development Program5 and the Organization 
for Economic Co-operation and Development (EOCD).6 There are similar connec-
tions with compliance, as digital leaders must ensure compliance with existing and 
upcoming legislation and regulations. In addition to connecting with the regulators, 
digital leaders must consult legal, compliance, and risk managers, as well as tech-
nology advisers, and build a knowledge ecosystem to ensure a timely anticipation.

All this networking and knowledge management is also input for updating the dig-
ital strategy and the data analytics strategy. External input and validation prepare cen-
tral public sector organizations for entering the next phase of digital transformation.

14.1.2	� Roadmap – Operating model for central public 
 sector organizations

Central public sector organizations should update the operating model and 
strengthen the operating model by increasing data analysis and adding data in or-
der to increase the value creation. The emphasis on data analytics and adding data 
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must be done by design. Therefore, involvement of enterprise and IT architects in 
addition to the chief data office is required.

Central public sector organizations need to develop an operating model which 
provides insight to businesses and citizens, ‘sharing back’ is the central theme of the 
next digital transformation phase. The format of the data needs to support usability, 
and the sharing of these insights needs to be transparent. Businesses can use the in-
sights in doing business and create added value for their clients, and citizens should 
benefit from an even more convenient interaction with the central government.

14.1.3	� Roadmap – Digital operating model for central public  
sector organizations

Agile ways of working have already been fully adopted in Digital Transformation 
Phase 3.0, and this includes fully embracing agile frameworks such as SAFe and 
LeSS. The next level is to document and share priorities with politicians, busi-
ness, and citizens. By adopting this approach, a central public sector organization 
provides full transparency, potentially followed by involvement and participation 
in priority setting. Just to be clear, this will not be easy, nor straightforward and 
requires a mature organization with a strong agile governance. Many central public 
sector organizations are not there yet, but if you do proper stakeholder management 
and the decision-making and processes are unambiguous, this provides a good op-
portunity to participate.

14.1.4	� Roadmap – Digital governance for central public  
sector organizations

The focus of many central public sector organizations in the digital transformation 
phase 3.0 was still on budget-driven governance, simply because this is how many 
central public sector organizations have operated since their establishment. Focus 
on setting priorities and managing digital and data analytics initiatives must be 
converted towards generating maximum public value. As a consequence, an ad-
ditional budget is needed for digital transformations. This change means steering 
the available budget from the opportunities that generate the most public value in 
order to allocate the budget towards any opportunity that generates sufficient pub-
lic value. This will result in the shift of traditional budgets to digital transformation 
and data analytics budgets.

14.1.5	� Roadmap – Capabilities for central public  
sector organizations

The most important change central public sector organizations need to make in tal-
ent management is changing the capability perspective to a sourcing perspective. 
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One of the pain points of central public sector organizations is the large number 
of self-employed contractors. The explanation for this phenomenon is that the 
compensation packages of central public sector organizations are restricted to 
civil servants. Contracting is providing additional room to maneuver; neverthe-
less,  most countries also have a maximum hourly/day rate in place. In the sourcing 
perspective, central organizations need to either offer the self-employed contract 
employment or replace them with talent that is motivated to contribute to the crea-
tion of public value and accepts the compensation packages. Alternatively, central 
public sector organizations contract with service providers. This strategy enables 
central public sector organizations to agree on output obligations and volume dis-
counts. Furthermore, the dependency from self-employed contractors is reduced, 
as service providers are committed to replacing their staff if and when required 
(Beulen and Ribbers, 2021).

14.1.6	� Roadmap – Data leadership for central public  
sector organizations

Maturing the data stewards and having 100% automated data management tooling 
in place elevates central public sector organizations to the next digital transforma-
tion phase. The maturing of the data stewards is important as the volumes of the 
data sets are growing, as well as the number of data consumers. Typically, not only 
the seniority of the data stewards’ advances, but also the number of data stewards 
increases. If necessary, organizations also might decide to appoint additional data 
owners by splitting data sets across multiple data owners. This will make the role 
of the data owner more manageable, as this is a key role. The increased use and 
reuse of data also sets requirements for the data management tooling. Any manual 
intervention could jeopardize data quality.

14.1.7	� Roadmap – Data analytics for central public  
sector organization

Focusing on getting insights from unstructured external data will bring central 
public sector organizations to the next digital transformation phase. Unstructured 
external data sets set additional requirements for the onboarding and classification 
of data, as well as the allocations of rights to use the data. Furthermore, the verifica-
tion of algorithms applied on data sets including external unstructured data sets is 
more complex. This sets requirements and raises the bar for central public sector 
organizations.

In this next digital transformation phase, central public sector organizations 
also need to look for potential additional data sets that can increase public value. 
Balancing data volumes and having data life cycle management in place protects 
against becoming data obese, which also contributes to sustainability objectives.
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14.2	 Good practices and roadmaps for local public  
sector organizations

Local public sector organizations have similar but different challenges as central 
public sector organizations. For starters, the scale of most local public sector organ-
izations is smaller. This will affect data analytics and their digital transformations. 
Local public sector organizations should consider collaborating with other local 
public sector organizations by implementing shared technology and service centers 
(SSCs). This helps local organizations to build at scale, and as a consequence, to 
introduce new technologies and innovate (Richter and Bruehl, 2020). An important 
success factor in implementing and managing SCCs is managerial involvement and 
no political involvement. The electoral motives and whims for politicians are not 
helpful for digital transformations and data analytics success.

The primary good practice of the central government that will apply to a smaller 
degree to local public sector organizations is the supporting role in policing viola-
tions of legislation and ethical standards, where this is the primary responsibility 
of the central public sector organizations. This will be detailed in Section 14.2.1 –  
structuring collaboration between local public sector organizations, and Section 
14.2.2. – sharing digital and data analytics resources between local public sector 
organizations.

The other three good practices of central public sector organizations (focus on 
critical processes, balance between G2B and G2C digital and data analytics initia-
tives, and lead by example) also apply to local governments, but they are not dif-
ferent from the good practices for central governments.

Most of the seven characteristics for central governments are not different for 
local governments; this includes operating models, digital operating model, digital 
governance, digital leadership, and data analytics. The distinct differences for the 
local public sector organizations are in the characteristics of digital leadership and 
capabilities. These are detailed in the following subsections.

14.2.1	� Roadmap – Digital leadership for local public  
sector organizations

In addition to the good practices to set up shared service centers, local public 
sector organizations must connect with central public sector organizations to 
share lessons learned and insights, as well as budget allocation related to digital 
transformations and data analytics. This is similar to the central public sector or-
ganizations connecting with supranational organizations; it facilitates knowledge 
management. Also, as national legislation and regulations typically are prepared 
and implemented by central public sector organizations, connecting with them 
ensures local public sector organizations are prepared for upcoming legislation 
and regulations.
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14.2.2	� Roadmap – Capabilities for local public sector organizations

In setting up shared services centers with other local public sector organizations, 
staffing requires management attention. Many local public sector organizations 
are constrained in their abilities to make nonperforming civil servants redun-
dant. Furthermore, many local public sector organizations also do not have a 
performance-driven culture. This increases the risk that participating local public 
sector organizations use the SSC as an opportunity to transfer their nonperforming 
civil servants into the SSC. This will resolve a problem in their organization but 
create a problem in the SSC. The onboarding of civil servants requires significant 
management attention from all participating local public sector organizations. Only 
with capable staff can a SCC successfully support the participating local public 
sector organization in the next digital transformation phase.

14.3	 Good practices and roadmaps for private  
sector organizations providing services

In the act of monetizing, data producing organizations face fierce competition. In 
this competition, significantly increased insights are expected at the same or even 
slightly reduced charges. This presents challenges for private sector organizations 
providing services in entering the next digital phase. As an example, financial in-
stitution organizations need to go beyond dashboarding, and they need to provide 
insights into competitors and sector developments, as well as investment advice, 
based on open data, anonymized, and masked data, in order to avoid commercially 
sensitive data being shared. In addition, private sector organizations providing ser-
vices shift from risk protection to risk prevention (Bain, 2023). Think about the use 
of health apps, in return for reduced insurance fees, or installing an app to monitor 
driving behavior, in return for a reduced car insurance fee.

Similar to public sector organizations, private sector organizations must also 
anticipate upcoming regulations and legislation. They need to make sure that they 
are ready and compliant. Furthermore, private sector organizations need to con-
sider going beyond the compliance requirement. This is not limited to benefiting 
from a responsible and social image but also avoids continuously playing catch-up. 
It offers the opportunity to lead by example and potentially contribute to social 
discussions.

14.3.1	� Roadmap – Digital leadership for private  
sector organizations providing services

In achieving the next level, the digital leaders of private sector organizations need 
to get connected with their peers and exchange lessons learned related to digital 
transformations and data analytics.
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Also, for compliance, connecting with peers is important. This ensures com-
pliance with existing and upcoming legislation and regulations. In addition to 
connecting with the supranational and central public sector organizations, digital 
leaders must consult legal, compliance, and risk managers as well as technology 
advisers and they must build a knowledge ecosystem to ensure timely anticipation 
of legislation and regulatory changes.

All this networking and knowledge management is also an input for updating 
the digital strategy and the data analytics strategy. External input and validation 
prepare private sector organizations for the next digital transformation phase.

14.3.2	� Roadmap – Operating model for private sector 
organizations providing services

Private sector organizations must advance monetization by increasing data analytics 
and adding data. This will provide additional insights and, therefore, will result in in-
creased value creation. Analytics by design is required, and immediate involvement 
of the enterprise and IT architects, in addition to the chief data office is essential.

Private sector organizations must develop operating models that provide in-
sights to the ecosystem partners; “sharing back” is the central theme of the next 
digital transformation phase. The format of the data needs to support usability, and 
the sharing of these insights needs to be transparent and not jeopardize the com-
mercial interest and ethical value of any of the ecosystem partners.

14.3.3	� Roadmap – Digital operating model for private sector 
organizations providing services

Private sector organizations have already fully adopted agile ways of working in 
the digital transformation phase 3.0, this includes fully embracing agile frameworks 
such as SAFe and LeSS. The next level is to document and share priorities with 
stakeholders and ecosystem partners while avoiding commercial conflicts of inter-
est. By adopting this approach, a private sector organization provides full transpar-
ency, potentially followed by involvement and participation in priority setting. Just 
to be clear, this will not be easy nor straightforward and requires a mature organi-
zation with a strong agile governance. Many private sector organizations are not 
there yet, but if you do proper stakeholder management and the decision-making 
and processes are unambiguous, this provides a good opportunity to strengthen the 
partnerships and basis for collaboration and innovation.

14.3.4	� Roadmap – Digital governance for private sector 
organizations providing services

In most private sector organizations, governance has already transformed from budget-
driven to generating added value. In the next phase of the digital transformation, digi-
tal governance is more decentralized, in addition to embracing agile ways of working,  
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business will be able to align better and faster with the continuously changing demands 
and requirements. This is furthermore increasing the involvement of employees, as due 
to the decentralized governance additional managers are mandated to prioritize innova-
tive ideas, which drives innovation. As a consequence, budgets should be allocated at 
a lower level in the organization. The challenge for private sector organizations is to 
align all decentralized digital transformation and data analytics budgets with enterprise 
objectives. This requires a balancing act, since strict monitoring and managing of the 
decentralized initiatives will demoralize employees and stifle innovation, and too little 
monitoring and managing will jeopardize the achievements of organizational objectives.

14.3.5	� Roadmap – Capabilities for private sector organizations 
providing services

The most important change that private sector organizations make in talent man-
agement, is turning the capability and sourcing perspective into a full sourcing 
perspective. Different from public sector organizations, employment packages are 
typically not a problem in private sector organizations, although large organiza-
tions and some sectors, e.g. financial services, provide more attractive employment 
packages than other private sector organizations.

The pain points for private sector organizations are the large number of IT pro-
fessionals from different service providers, as well as the large number of self-
employed contractors. The explanation for this phenomenon is that the growth in 
demand in the last decade was simply too large to acquire enough qualified em-
ployees. The most important step in sourcing is vendor consolidation. By reduc-
ing the number of service providers, the vendor management effort reduces, and 
the potential volume discount is on the horizon, along with transforming contracts 
from best effort contracts to output contracts (Beulen and Ribbers, 2021). Also, 
from the sourcing perspective, private sector organizations need to either offer the 
self-employed contract employment or replace them with fresh talent.

14.3.6	� Roadmap – Data leadership for private sector organizations 
providing services

This characteristic of private sector organizations is quite similar to that of public 
sector organizations. Also, for private sector organizations, maturing the data stew-
ards and having 100% automated data management tooling in place is important 
to enter the next digital transformation phase. This is important, as the volumes 
of the data sets are growing, as are the number of data consumers; basically, each 
employee is a citizen data scientist, and therefore the seniority of the data stewards 
advances as the number of data stewards increases. Also, additional data owners 
must be appointed as data sets are split and allocated to multiple new data owners. 
This sets additional challenges for digital governance.

Unlike public sector organizations, most private sector organizations have al-
ready fully automated their data management tools.



202  Data analytics and digital transformations  

14.3.7	� Roadmap – Data analytics for private sector organizations 
providing services

In addition, the roadmap for data analytics for private sector organizations is quite 
similar to the roadmap for public sector organizations. The focus must be on get-
ting insights from unstructured external data, unlike public sector organizations, 
many private sector organizations buy the unstructured external data. These pro-
cured data sets are either stored or accessed directly via an API. This still results 
in additional requirements for the onboarding and classification of data, as well as 
the allocations of rights to use the data. Also, the verification of algorithms applied 
to data sets, including external unstructured data sets, is more complex and has an 
increased risk profile due to the large volumes of procured unstructured external 
data. This sets requirements and raises the bar for private sector organizations.

14.4	 Good practices and roadmaps for private sector 
organizations providing services and products

Private sector organizations that manufacture products and provide services have 
the same challenges as private sector organizations that provide only services. 
They need to provide significantly increased insights at the same or even slightly 
reduced charges. In addition, they have to decide in how they would like to invest, 
as products also require investments, in addition to investments in services. It is  
difficult to make trade-offs, as the products also generate revenue streams.

With regard to anticipating upcoming regulations and legislation, there is not 
much of a difference. What is discriminating is the size of an organization. For 
larger organizations, it is easier to stay informed, and where larger organizations 
might struggle to implement changes due to legacy constraints and technical debt, 
smaller organizations might face difficulties in allocating sufficient and qualified 
resources to implement the change.

Most of the seven characteristics for private sector organizations providing ser-
vice only are not different for private sector organizations providing services and 
products, but this also includes digital leadership, digital operating models, digital 
governance, capabilities, and data analytics. The distinct differences are in the op-
erating model and in data leadership. These are detailed in the below subsections.

14.4.1	� Roadmap – Operating model for private sector 
organizations providing service and products

While provision of services and manufacturing products, the operating model has 
to be transformed into a 100% services model with usage-based subscription fees. 
This increases the risk profile but is necessary to meet the expectations of clients. 
Private sector organizations need to be mindful that innovation is not slowed down 
due to outdated products. Service demands set the pace and might result in writing 
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off manufactured but outdated products. Furthermore, upcoming legislation, e.g. 
the Cyber Resilience Act, related to product-related cyber security obligations fur-
ther increases the risk related to products.

14.4.2	� Roadmap – Data leadership for private sector organizations 
providing services and products

The change in the operating model also impacts the profile of the data stewards. 
The data stewards related to products need to change as the operating model has 
changed from a hybrid operating model addressing products as well as services, 
into an operating model with solely services. The new data stewards need to be 
trained and integrated in with the existing data stewards. Typically, there are no 
changes to the data owners, as the data owners related to the product do not change 
when the product is not changing.

14.5	 Conclusion

Despite the distinct difference between the four types of organizations, there are a 
lot of similarities. Any organization needs to set their strategy, adjust if and when 
required, and push as hard as they can to remain relevant. The most important 
changes, regardless of the type of organization, are the increasing applicable legis-
lation as well as the full focus on services in any operating model. The context of 
continuously growing data sets and dynamics creates opportunities for any organi-
zation to improve and increase added value.

Notes

1	 For more insights, see https://www.europarl.europa.eu/news/en/headlines/security/ 
20221103STO48002/fighting-cybercrime-new-eu-cybersecurity-laws-explained.

2	 See for more context https://www.theguardian.com/news/series/cambridge-analytica-files
3	 See https://www.rijksoverheid.nl/documenten/rapporten/2021/04/06/open-op-orde-

generiek-actieplan-informatiehuishouding-rijksoverheid - in Dutch.
4	 See for more details https://www.privacyenforcement.net/content/home-public.
5	 See https://digitalstrategy.undp.org/.
6	 See https://www.oecd.org/digital/.
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In Chapter 10, we looked back as well as ahead to the short term, and we defined 
digital transformation phases. For the mid-term, we detailed a scenario for four 
types of organizations in Chapter 14. The focus of this chapter is on the long term. 
What should organizations do today to ensure they are relevant in 2030? The focus 
is on the potential impact of emerging technologies, such as quantum computing 
and the metaverse, as well as how to anticipate on upcoming legislation and the 
growing emphasis on ethics.

15.1	 Leveraging data analytics

There are five challenges related to data analytics: being in control of the data, in-
creasing engagement with RegTechs and ensuring cyber resilience, increasing data 
sharing in ecosystems, ensuring adequate processing power, and increasing rigor of 
ethical assessments of algorithms.

Organizations have successfully improved their data quality by assigning data 
owners and data stewards. The next challenge is to control data, by means of rel-
evance, as well as volumes and usage. Relevance can be improved by data set 
certification. This provides good guidance to data consumers in selecting data sets 
in the service catalog for performing data analytics. Being in control of volumes 
and usage ensures cost control and contributes to sustainability as well as reduces 
compliance risks and cyber security risks.

With regard to managing the compliance risks, organizations need to increase 
the use of RegTechs. The increasing legislation and regulations make building up 
an in-house capability very difficult and is not always cost-effective. For most or-
ganizations, it will already be a challenge to build up and maintain the capability to 
manage RegTechs and compliance advisers. The cyber security risk is expected to 
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continue to increase. Data analytics is an important tool for cyber security special-
ists in monitoring cyber security to ensure cyber resilience.

An additional challenge is to increase data sharing in ecosystems combined with 
making the shared data also available for citizen data scientists, instead of only for 
the data scientists. This sets additional requirements for governance but ultimately 
creates value by stimulating innovation.

Technological development is ongoing; this is related to traditional processors, 
including base frequency, maximum turbo speed and hyper-threading, and inno-
vative technologies such as quantum computing. For many organizations, quan-
tum computing is a promise for the foreseeable future; nevertheless, organizations 
need to continuously explore new innovative technologies. There is skepticism that 
quantum computing is suitable for data analytics (Beulen, 2020a).

As algorithms have become more complex, the number of data scientists and 
citizen data scientists has increased. On top of that, ethical awareness is growing 
significantly, and what is considered as ethical is changing rapidly. This sets re-
quirements for advancing the rigor of the ethical assessment of algorithms. Audit 
firms are offering frameworks and consulting services to perform this type of as-
sessment. These are still the early days, but in the foreseeable future, audit firms 
will be able to provide some type of ethical algorithm assurance (Beulen et al., 
2022).

15.2	 Achieving digital transformation success

There are three challenges related to digital transformations: investing in talent and 
partners, focusing on sustainability, and empathizing in connecting.

Organizations need to invest in talent and partners. Digital transformations are a 
capability play, and technology is important, but access to talent is more important. 
Organizations need to balance between training their employees and recruiting, 
outsourcing, and partnering. The distinction between outsourcing and partnering 
is not always clear. In outsourcing, the service provider provides services, whereas 
partnerships collaborate and co-create services. Outsourcing services are typically 
standard services, whereas partnership services are more innovative.

Furthermore, sustainability is getting more and more important. Many organiza-
tions have embraced the United Nations Sustainability Development Goals. These 
provide good guidance on how sustainability can be achieved and can be used 
to explore partnerships and promote the organization in retaining and recruiting 
employees. In addition, as these goals are widely adopted, organizations can use 
the goals to position and profile their organization. To be clear, sustainability is not 
limited to environmental themes; social themes such as inclusion are also becom-
ing more and more important in digital transformations.

Finally, organizations need to include empathy in connecting. This is with em-
ployees, contractors, service providers, and partners, as well as with customers 
for private sector organizations, regardless of whether the organization operates in  
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a B2B or B2C market, and citizens and business for public sector organizations. 
This is becoming more important as online communication matures from portals 
and online video chat to more immersive communication on, for example, the 
metaverse. This is a new era and requires a more personal and inclusive approach, 
which is not straightforward in a global setting with different and blending cul-
tures, norms and beliefs.

TATA CONSULTANCY SERVICES – 2030 PERSPECTIVES

Themis Michaelides – Tata Consultancy Services 
Global head advisory and consulting for BTG – Data and analytics

While it may seem that 2030 is a long way off, when looking back and thinking 
about what was happening in data 8 years ago, it was mostly traditional busi-
ness intelligence. Data governance and data-driven decision-making were just 
beginning to emerge into the mainstream, following the early adopters driven 
mostly by compliance initiatives. Now, data-driven decision-making is in every 
industry including the governmental sector. Themis Michaelides: “We should 
expect and plan for the same level of dramatic change in the next eight years, 
especially in productizing data, data ethics and data sharing.” Furthermore, 
organizations should keep an eye on tooling. Organizations have to invest in 
tooling to get better insights from their data. Themis Michaelides: “Finally organ-
izations need to ensure they are compliant in regards to the data they keep and 
respect privacy legislation at all times. Also this is and will be a moving target.”

Productizing data

We expect to see more data marketplaces, brokering deals between data con-
sumers and data providers.  Data becomes a commodity across industries and 
ecosystems, to be traded, bartered, priced, indexed, exchanged, and derived.  
Themis Michaelides:

You’ll be able to give data to someone else and they can reciprocate with 
some of their data. That is the whole course of data democratization, data 
sharing, and data monetization and commoditization. Imagine if you could 
tie passenger information or profile avatars within the tourist or travel 
industry – from airlines to car rentals to hotels to restaurants.

Artificial Intelligence (AI)/Machine Learning (ML), analytics, and ethics will dras-
tically mature over the next decade. Today data scientists are still struggling to 
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find the right data, in the right quantity, at the right time – this will become 
seamless, as well as accessing the data in the right place with the right ethics. 

Ethics

Ethics is a challenging topic to predict. When you are doing a Google search 
and moments later Facebook is prompting you with advertising on the same 
topic, that can be unnerving for those not comfortable with that kind of data 
sharing and immediate targeted marketing. But then again, it’s nice to see no-
tifications of things you might like. Themis Michaelides: “So it’s a double edge 
sword.” There’s a whole generation growing up with and born into this kind 
of targeted AI-based marketing, and there is nothing unnerving about it – it is 
just typical marketing. Unfortunately, but understandably, governments are far 
behind in the development of regulations and policies requiring ethics in AI. 
Themis Michaelides: “Governments tend to be reactive rather than proactive. 
Industry experts will need to work with governmental agencies to bring poli-
cies in line with technology advancements.”

Data sharing

The true value of data sharing is outside the organization. Naturally, there is 
value in internal data sharing, but if you really want to expand data sharing, or-
ganizations must think about it in a wider, cross-organizational context. Themis 
Michaelides: “When we think about ecosystems, and also in the context of digi-
tal transformation, we must think about the commercial confidentiality and 
guardrails around data sharing across organizations.” The data mesh approach 
promises centralized data access, ownership, and clear guidelines, procedures, 
and policies with security layered on top of it. What someone can and cannot 
do with the data needs to be very clearly defined. In addition to clearly defined 
ethical guidelines, governance processes need to be in place.

Tooling

What is needed to support a setup of the data mesh and fabric is primarily 
technology and process. Organizations must select best-of-breed technolo-
gies. Many organizations have a scattered, diverse landscape of technologies 
with a lot of custom interfaces, where uniformity is far on the horizon. Themis 
Michaelides: “For example, one organization has four different MDM tools, 
four different vendors, six different reporting platforms, and multiple clouds – 
they are integrating platforms without having a strategy in place.” Data mesh 
promises a virtual layer across all these environments so that as environments 
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continue to expand, the data mesh technology will scale with the evolving 
technology architecture. Organizations may have to just accept that, especially 
for multinationals, there will always be an element of many tools in use, multi-
ple environments, multiple licenses, that integration and consolidation efforts 
will always be the laggard and never come to full fruition.   Themis Michaelides: 
“Try to eliminate too many tools doing the same job, but also understand that 
some will still exist. We are now trending towards implementing a common 
layer.” Organizations should focus on a common architecture that provides a 
quality communication protocol, quality layer, for these tools to communicate 
with each other in a usable way. Nevertheless, this is still a big challenge.

Compliance and privacy

With data and digital transformation, highly regulated compliance and privacy 
obligations are a constant theme. Any kind of change in architecture needs to 
account for compliance and data privacy, which can be an inhibitor for change 
and frustrating for organizations wanting to change. Themis Michaelides: “But 
it is not really a choice – compliance and privacy are a constant no matter the 
change in strategic or technology or business direction.” A provocative posi-
tion to consider is Facebook as an example; do they consciously make decisions 
to not always comply with the rules and assume the risk for the advancement 
of their business strategy? It is all about data sharing, connecting the world, if 
the compliance and privacy regulations have not caught up with technological 
strategies for the greater good, do they take the risk and move forward anyway, 
anticipate the challenges, make the case, and expect the rules can and will 
adjust to accommodate their greater good objectives? 

Themis Michaelides: “The questions come down to who owns the data – 
what are the owners red lines and is it flexible enough for owners to control and 
adjust their own red lines to suit their needs and preferences?” Some may not 
want their data shared by Facebook without permission, while others will be 
ok with it. Some may not want their data shared with Cambridge Analytica for 
political purposes but may be ok with sharing their data with Walmart and Tar-
get so that they can receive coupons and discounts. Data owners set their own 
parameters for data sharing, opt in/out, on top of a common layer of standard 
regulatory compliance and privacy policies and rules. Themis Michaelides:

Put the power in the hands of the people, where data owners also reap the 
benefits of data sharing, participate in the economics of data sharing, and 
receive a share of the profits for data sharing. This is already apparent in 
power consumption, individual homes with solar rooves selling extra elec-
tricity back to the grid This is the future of data sharing as well.
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15.2	 Closing words

This book details our perspective on the combination of data analytics and digital 
transformations. In short, we believe that the journey has just begun. Also, after 
2030, new technologies and continuously increasing data volumes will set new 
challenges and will elevate organizations to the next level, whereas other organi-
zations will be disrupted or become no longer relevant. We trust that you are as 
excited as we are to experience what this journey will look like and how we all can 
contribute and shape it. Exciting times are ahead, indeed!



https://taylorandfrancis.com
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