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Deep learning has developed for more than 10 years. Many novel models are proposed. Among 
others, the attention models have greatly impacted the deep learning area. Similar to the atten-
tion mechanism of human beings, the attention mechanism improves the performance of many 
deep learning models based on its discovery of important information hidden in data and moti-
vates the emergence of many new deep learning models, like Transformer and its variants.

This book includes eight chapters and aims to introduce some interesting works on the 
attention mechanism. Chapter 1 is a review of the attention mechanism used in the deep learn-
ing area, while Chapters 2 and 3 present two models that integrate the attention mechanism 
into gated recurrent units (GRUs) and long short-term memory (LSTM), respectively, making 
them pay attention to important information in the sequences. Chapter 4 designs a multi-atten-
tion fusion mechanism and uses it for industrial surface defect detection. Chapter 5 enhances 
Transformer for object detection applications. Moreover, Chapter 6 proposes a dual-path archi-
tecture called dual-path mutual attention network (DPMAN) for medical image classifica-
tion, and Chapter 7 proposes a novel graph model called attention-gated graph neural network 
(AGGNN) for text classification. In addition, Chapter 8 combines the generative adversarial net-
works (GAN), LSTM, and the attention mechanism to build a generative model for stock price 
prediction. These chapters introduce new designs of the attention mechanism and demonstrate 
their effectiveness using extensive experiments and ablation studies on various applications.

This book can be used by college students (undergraduate or graduate) chosen to major 
in computer science, artificial intelligence, electrical engineering, and mathematics, or others 
who study or have the potential to use deep learning algorithms. It could be of special inter-
est to professors who research pattern recognition, machine learning, computer vision, neural 
language processing, and related fields, or engineers who apply deep learning models to their 
products. On the other hand, the reader is assumed to be already familiar with basic computer 
programming, machine learning, pattern recognition, and computer vision.

The works presented in this book are mainly supported by the National Key Research and 
Development Program of China under Grant No. 2018AAA0100400, HY Project under Grant 
No. LZY2022033004, the Natural Science Foundation of Shandong Province under Grants 
No. ZR2020MF131 and No. ZR2021ZD19, Project of the Marine Science and Technology 
Cooperative Innovation Center under Grant No. 22-05-CXZX-04-03-17, the Science and 
Technology Program of Qingdao under Grant No. 21-1-4-ny-19-nsh, and Project of Associative 
Training of Ocean University of China under Grant No. 202265007. We want to thank Qingdao 
AI Computing Center and Eco-Innovation Center for providing inclusive computing power and 
technical support for MindSpore during the completion of this book. Moreover, we would like 
to give our special thanks to Zhaoyang Niu and Jiajia Dong, who provided essential aid to edit 
this book, and all chapter authors, who performed research and delivered so many interesting 
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welcome (E-mail address: gqzhong @outlook . com).

Guoqiang Zhong and Jinxuan Sun
January 29, 2023
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The attention mechanism is currently a hot topic in the deep learning, computer vision, and 
natural language processing areas. Many attention models have been proposed, and they are 
applied to various tasks, such as text classification, image recognition, and graph analysis. 
This book includes eight chapters and aims to introduce some interesting works on the atten-
tion mechanism. Chapter 1 is a review of the attention mechanism used in the deep learning 
area, while Chapter 2 and Chapter 3 present two models that integrate the attention mechanism 
into gated recurrent units (GRUs) and long short-term memory (LSTM), respectively, making 
them pay attention to important information in the sequences. Chapter 4 designs a multi-atten-
tion fusion mechanism and uses it for industrial surface defect detection. Chapter 5 enhances 
Transformer for object detection applications. Moreover, Chapter 6 proposes a dual-path archi-
tecture called dual-path mutual attention network (DPMAN) for medical image classifica-
tion, and Chapter 7 proposes a novel graph model called attention-gated graph neural network 
(AGGNN) for text classification. In addition, Chapter 8 combines the generative adversarial 
networks (GANs), LSTM, and an attention mechanism to build a generative model for stock 
price prediction.

Book Description





1.1 Introduction1

Attention is a complex cognitive function indispensable for human beings [1, 2]. One important 
property of human perception is that one does not tend to process whole information at once. 
Instead, humans tend to selectively concentrate on a part of the information when and where it 
is needed, while ignoring other perceivable information. For instance, when humans perceive 
things, we usually do not see all the scenes from the beginning to the end but observe and pay 
attention to specific parts according to our needs. When humans find that a scene often has 
something they want to observe in a certain part, they will learn to focus on that part when 
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Attention is arguably one of the most powerful concepts in the deep learning field now-
adays. It is inspired by the human biological system, which focuses on the distinctive 
parts when processing large amounts of information. With the development of deep neural 
networks, attention mechanism has been widely used in diverse application domains. In 
this chapter, we review the different neural network structures that integrate attention and 
define a unified model suitable for most attention structures. Specifically, we propose a 
taxonomy of attention models according to four dimensions: positions, forms, input repre-
sentation, and output representation. Furthermore, we introduce specific implementation 
forms of the attention mechanism in diverse application domains. In addition, we discuss 
the interpretability that attention brings to deep neural networks to a certain extent and 
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similar scenes appear again in the future and focus more attention on the useful part. This is 
a means for humans to quickly select high-value information from massive information using 
limited processing resources. The human biological attention mechanism greatly improves the 
efficiency and accuracy of information processing.

A human’s attention mechanism can be divided into two types according to its genera-
tion method [3]. The first is bottom-up unconscious attention, called saliency-based atten-
tion. Saliency-based attention driven by external stimuli does not require active intervention. 
Therefore, it has nothing to do with the task similar to the max-pooling and gating [4, 5] mecha-
nisms in deep learning. The second type is top-down conscious attention, called focused atten-
tion. Focused attention refers to the attention that has a predetermined purpose and relies on 
specific tasks. It enables humans to focus attention on a certain object consciously and actively. 
Most of the attention mechanisms in deep learning are designed according to specific tasks, so 
most of them are focused attention. The attention mechanism introduced in this chapter usually 
refers to focused attention except for special statements.

In the case of information overload, the attention mechanism uses limited computing 
resources to process more important information as a resource allocation scheme. Some 
researchers also bring attention to the computer vision area. Some researchers also bring 
attention to the computer vision area. Itti et al. [6] proposed a saliency-based visual attention 
model that extracts local low-level visual features to get some potential salient regions. In the 
neural network, Mnih et al. [7] used the attention  mechanism on the recurrent neural network 
(RNN) model to classify images. Bahdanau et al. [8] use the attention mechanism to simul-
taneously perform translation and alignment on machine  translation tasks. Subsequently, 
attention mechanism has become an increasingly common ingredient of neural architectures 
and has been applied to various tasks, such as image  caption generatoin [9, 10], text clas-
sification [11], machine translation [12–15], action  recognition [16–18], sentiment analysis 
[19], speech recognition [20–22], recommendation [23, 24], and graph data analysis [25, 26].

In addition to providing performance improvements, the attention mechanism can also be 
used to explain incomprehensible neural architecture behavior. The lack of interpretability will 
constitute both a practical and ethical issue for the application of neural networks in medical, 
financial, military, insurance, and other industries [27]. However, the interpretability of deep 
learning has been a problem so far. Although whether the attention mechanism can be used as a 
reliable method to explain deep networks is still a controversial issue [28, 29], it can provide an 
intuitive explanation to a certain extent [30–33]. For example, the weights computed by atten-
tion mechanism could reflect the correlation between input and output.

This survey is structured as follows. In Section 1.2, we summarize network architec-
tures applicable to the attention mechanism. In Section 1.3, we define a general attention 
model by introducing a well-known model proposed by Bahdanau et al. [8] as an instance. 
Section 1.4 presents our taxonomy of attention models. Section 1.5 elaborates on the uses of the 
attention mechanism in various computer vision (CV) and natural language processing (NLP) 
tasks. In Section 1.6, we discuss the interpretability that brings attention to deep neural net-
works to a certain extent. In Section 1.7, we conclude this chapter.

1.2 Network Architectures with Attention

In this section, we elaborate on three salient neural network architectures used in conjunction 
with attention.
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1.2.1 Sequence to Sequence

Here, we briefly describe the Sequence-to-Sequence (also called RNN Encoder–Decoder) 
architecture proposed by Cho et al. [4], and Sutskever et al. [14] used it in machine translation 
tasks. This architecture consists of two recurrent neural networks (RNNs) that act as an encoder 
and a decoder pair.

The encoder maps a variable-length source sequence x x xTx= ( , , )1   to a fixed-length vec-
tor c. The most common approach is to use an RNN such that

 h f x ht t t= ( )-, ,1  (1.1)

and

 c q h hTx= { }( )1, , ,  (1.2)

where ht is a hidden state at time step t, and c is a context vector generated from the sequence of 
the hidden states. f and q are nonlinear activation functions. For example, f may be as simple as 
an element-wise logistic sigmoid function and as complex as a gated recurrent unit (GRU) [4] or 
long short-term memory (LSTM) [5], while q may be as the hidden state hTx  of the last time step.

The decoder is trained to generate a variable-length target sequence y y yTy= ( , , )1   by pre-
dicting the next symbol yt given the hidden state ht. However, unlike the encoder, both yt and ht 
are also conditioned on yt-1 and on the context vector c. Hence, the hidden state of the decoder 
at each time step t is computed by

 h f h y ct t t= - -( , , ).1 1  (1.3)

And each conditional probability is modeled as

 p y y y c g y h ct t t t( | , , , ) ( , , ).1 1 1 - -{ } =  (1.4)

The encoder and decoder of the proposed model are jointly trained to maximize the conditional 
probability of a target sequence given a source sequence. Since this Encoder–Decoder struc-
ture does not limit the length of the input and output sequence, it has a wide range of applica-
tions, such as image and video captioning, visual question answering, and speech recognition. 
Moreover, the encoder and decoder can also be composed of other architectures, not necessarily 
RNNs. Although the attention model can be regarded as a general idea and does not depend on 
a specific framework itself [7, 34, 35], most attention models are currently accompanied by the 
Encoder–Decoder framework.

1.2.2 Memory Networks

The memory network [36–39] saves some task-related information in the auxiliary memory by 
introducing external auxiliary memory units, and then reads it when needed. It not only effec-
tively increases the network capacity but also improves the network computing efficiency. A 
well-known example is a differentiable end-to-end memory network architecture proposed by 
Sukhbaatar et al. [38], which can read information from external information multiple times. 
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The core idea is to convert the input set into two external memory units: one for addressing by 
comparing the correlation with query and the other for output. End-to-end memory networks 
can be regarded as a form of attention: the key-value pair attention mechanism. Unlike the 
usual attention, instead of modeling attention only over a single sequence, they use two external 
memory units to model it over a large database of sequences.

1.2.3 Networks without RNNs

Encoder–Decoder architectures-based RNNs typically factor computation along the sym-
bol positions of the input and output sequences. This inherently sequential nature results in 
computational inefficiency, as the processing cannot be parallelized. On the other hand, the 
computational complexity of establishing long-distance dependence for a sequence of length n 
through RNN is O(n). To address these problems, researchers try to abandon RNNs in network 
architectures.

In contrast to the fact that recurrent networks maintain a hidden state of the entire past, 
convolutional networks do not rely on the computations of the previous time step, so it allows 
parallel computing of each element in a sequence. Gehring et al. [40] proposed an architecture 
based entirely on convolutional neural networks. This architecture enables the network to cap-
ture long-distance dependencies by stacking multiple layers of CNN; the computational com-
plexity becomes O n k( / ) for a multi-layer CNN with a convolution kernel size of k. Moreover, 
this convolution method can discover the compositional structure in the sequence more easily 
because of its hierarchical presentations.

Vaswani et al. [15] proposed another network architecture, the Transformer, which relies 
entirely on a self-attention mechanism to compute representations of its input and output 
without resorting to RNNs or CNNs. The Transformer is composed of two components: posi-
tion-wise feed-forward network (FFN) layer and multi-head attention layer. Position-wise 
FFN is a fully connected feed-forward network, which is applied to each position separately 
and identically. This method can ensure the position information of each symbol in the input 
sequence during the operation. Multi-head attention allows the model to focus on informa-
tion from different representation subspaces from different positions by stacking multiple 
self-attention layers, just like multiple channels of CNN. In addition to being more paralleliz-
able, the time complexity of establishing long-distance dependence through the self-attention 
mechanism is O( )1 .

Additionally, since there are no RNNs in the above architectures, they cannot learn where 
they are in the sequence through the recurrent hidden state computation. To this end, they intro-
duced position embeddings, which are a combination of positional encodings and input embed-
dings. There are many choices of positional encodings, learned and fixed [40]. And the overall 
structure of these models is still Encoder–Decoder.

1.3 Attention Mechanism

In this section, we first describea well-known machine translation architecture using atten-
tion introduced by Bahdanau et al. [8] and take it as an instance to define a general attention 
model.
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1.3.1 An Example of an Attention Model

Bahdanau et al. [8] applied the attention mechanism to the task of machine translation, where 
their model is called RNNsearch. The models proposed before that for neural machine trans-
lation often belong to a family of encoders–decoders and encode a source sentence into a 
fixed-length vector from which a decoder generates a translation. A potential issue with the 
architecture is that a neural network needs to be able to compress all necessary information of 
a source sentence into a fixed-length vector. This may make it difficult for the neural network to 
cope with long sentences, especially those longer than the sentences in the training corpus. The 
authors conjecture that using a fixed-length vector is a bottleneck in improving the performance 
of this basic Encoder–Decoder architecture.

In order to address this issue, they propose a novel architecture consisting of a bidirectional 
RNN [41] as an encoder and a decoder that emulates searching through a source sentence dur-
ing decoding a translation, as shown in Figure 1.1.

The encoder calculates annotations ( , , )h hT1 ¼ , which are the hidden state of the BiRNN 
based on the input sequence ( , , )x xT1 ¼ ,

 ( , , ) ( , , ).h h x xT T1 1¼ = ¼BiRNN  (1.5)

The decoder emulates searching through a source sentence during decoding the translation, 
which consists of the attention function and an RNN. At each time step t, the output yt is deter-
mined jointly by a context vector ct provided by the attention function and the hidden state st of 
the subsequent RNN

 p y y y x g y s ct t t t t( | , , , ) ( , , ).1 1 1¼ =- -  (1.6)

The context vector ct is computed as a weighted sum of these annotations hj:

 c ht

j

T

tj j=
=
å

1

a . (1.7)

Figure 1.1 Illustration of a single step of decoding in attention-based neural machine translation [8].
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The attention weight atj  of each annotation hj is computed by

 atj
tj

tk
k

T

e

e
=

=å
exp( )

exp( )
1

. (1.8)

where

 e a s htj t j= -( , ),1  (1.9)

and a is a learnable function that reflects the importance of the annotation hj to the next hidden 
state st according to the state st−1. Using this new approach of introducing an attention mecha-
nism, the information of the source sentence can be distributed in the entire sequence instead 
of encoding all information into a fixed-length vector through the encoder, and the decoder can 
selectively retrieve it at each time step. This formulation enables the neural network to focus 
more on relevant elements of the input than on irrelevant parts.

1.3.2  A Unified Attention Model

Figure 1.2 shows the unified attention model we defined, which comprises a core part shared by 
almost all models found in the surveyed literature. The implementation process of the attention 
mechanism can be divided into two steps: one is to compute the attention distribution on all 
input information, and the other is to compute the weighted average of the input information 
according to the attention distribution.

When computing the attention distribution, the neural networks encode the source data 
feature as K, called key. K can be expressed in various representations according to differ-
ent tasks and neural architectures. For instance, K may be features of a certain area of an 
image, word embeddings of a document, or the hidden states of recurrent neural networks, as 
it appears with the annotations in RNNsearch. Moreover, it is usually necessary to introduce 
a task-related representation vector q, the query, similar to that in the previous hidden state 
of the output st-1 in RNNsearch. q can also be in the form of a matrix [15] or two vectors [43] 
according to specific tasks.

Keys

Values

Query

Context vector

product sum

Energy scores Distribution 
function

Score function Attention weights

Weighted values

ik

iv

iz

q

f
e

g

c

Figure 1.2 The architecture of the unified attention model.
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Then, we can compute the correlation between queries and keys through the score function 
f to obtain the energy score e, which reflects the importance of queries with respect to keys in 
deciding the next output, 

 e f q k= ( , ). (1.10)

The score function f is a crucial part of the attention model because it defines how keys and 
queries are matched or combined. Other authors also call it an energy function [44] or compat-
ibility function [45].

In Table 1.1, we list some common score functions. The two most commonly used atten-
tion mechanisms are additive attention (like the alignment model in RNNsearch) and compu-
tationally less expensive multiplicative (dot-product) attention [13]. Britz et al. [12] empirically 
compared these two score functions. Moreover, Vaswani et al. [15] proposed a variant of multi-
plicative attention by adding the scaling factor of 1

dk

, where dk is the dimension of keys. While 

for small values of dk the two mechanisms perform similarly, additive attention outperforms 
multiplicative attention without scaling for larger values of dk. Besides multiplicative attention, 
Luong et al. [13] also presented general attention, concat attention, and location-based attention. 
General attention extends the concept of multiplicative attention by introducing a learnable 
matrix parameter W, which can be applied to keys and queries with different representations. 
Concat attention is a different approach that aims to use the joint representation of the keys and 
queries combined instead of comparing them. It is similar to additive attention except for com-
puting q and K separately. In location-based attention, the alignment scores are computed solely 
from the target hidden state. In other words, the energy scores are only related to q and not to K. 
Conversely, self-attention [46] may be computed only based on K, without any q. Sordoni et al. 
[43] added a learnable bias that allows bias in the attention mechanism toward certain symbols 
that tend to be important across the questions independently of the search key, called bias atten-
tion. Graves et al. [36] presented a model that compares the similarity between K and q using 
the cosine similarity.

Table 1.1 Summary of score function f. v b W W W, , , ,1 2  are learnable parameters, and D is the 
dimension of the input vector. act is a nonlinear activation function, such as tanh and ReLU.

Name Equation Ref.

additive f q k v act W k W q b( , ) ( )= + +T
1 2 [12]

multiplicative
(dot-product)

f q k q k( , ) = T [12]

scaled multiplicative
f q k

q k

D
( , ) =

T

 
[15] 

general f q k q Wk( , ) = T  [13] 

concat f q k v act W k q b( , ) ( [ ; ] )= +T  [13] 

location-based f q k f q( , ) ( )=  [13] 

bias f q k k Wq b( , ) ( )= +T  [43] 

similarity 
f q k

k v
k v

( , ) =
×
×

 [36] 
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After that, energy scores (e) are mapped to attention weights (a) through attention distribu-
tion function (g)

 a g e= ( ), (1.11)

The distribution function g corresponds to the softmax in RNNsearch, which normalizes all 
energy scores to a probability distribution. This method is the most common method, and some 
researchers have modified it according to specific tasks. A limitation of the softmax function 
is that the resulting probability distribution always has full support, i.e., softmax( )z > 0  for 
every term of z . This is a disadvantage in applications where a spares probability distribution is 
desired, in which case, Martins and Astudillo [47] proposed sparsemax that may assign exactly 
zero probability to some of its output variables. Kim et al. [48] used another distribution func-
tion, the logistic sigmoid, which scales energy scores between 0 and 1. And the two functions 
perform better or worse on different tasks in the author’s experiment. Besides, there are many 
attention architectures based on positions and their weight allocation methods are different, 
which will be explained in Section 1.4.1.

Next, the attention weight a is combined with the values V to obtain a new weighted repre-
sentation Z, with

 z a vi i i= . (1.12)

Each element of V corresponds to one and only one element of K. And in many architectures, 
the two are the same representation of the input data, just like the annotations in RNNsearch. 
Based on previous work [49–52], Daniluk et al. [53] hypothesized that such overloaded use of 
these representations makes training the model difficult and proposed a modification to the 
attention mechanism that explicitly separates these functions. They use different representa-
tions of the input to compute the attention distribution and the contextual information. In other 
words, V and K are different representations of the same data in their key-value pair attention 
mechanism. In particular, Q, K, and V are three different representations of the same data in the 
self-attention mechanism [15].

The last step is to combine the new weight representation Z to generate the context vector c

 c z
i

n

i=
=
å

1

. (1.13)

The above describes the most common architectures in the attention model. Quoting Vaswani 
et al. [15], the attention mechanism “can be described as mapping a query and a set of key-value 
pairs to an output, where the query, keys, values, and output are all vectors. The output is com-
puted as a weighted sum of the values, where the weight assigned to each value is computed by 
a compatibility function of the query with the corresponding key.”

1.4 Taxonomy of the Attention Mechanism

We divide the attention mechanism into four categories according to four aspects. In this sec-
tion, we introduce the different types of attention mechanism in detail in several seminal papers. 
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In addition, we would like to emphasize that these categories are not mutually exclusive, and 
there may be multiple types of attention in an attention model (as shown in Table 1.2).

1.4.1 Positions

The attention proposed by Bahdanau et al. [8], as mentioned above, belongs to soft (determin-
istic) attention, which uses a weighted average of all keys to build the context vector. For soft 
attention, the attention module is differentiable with respect to the inputs, so the whole system 
can still be trained by standard back-propagation methods.

Correspondingly, the hard (stochastic) attention is proposed by Xu et al. [10], where the 
probability distribution over weights is used to stochastically sample keys as context vector. In 
this way, the distribution function in Section 1.3.2 may be replaced by the following:

 a g e= ( ), (1.14)

and

 a Multinoulli ai~ ({ }).  (1.15)

Since making a hard decision at every position of the input renders the resulting module non-
differentiable and difficult to optimize, the whole system can be trained by maximizing an 
approximate variational lower bound or equivalently by REINFORCE [56].

Luong et al. [13] proposed the global attention and local attention mechanism for machine 
translation. Global attention is similar to the soft attention. Local attention can be viewed as an 
interesting blend between the hard and soft attention, in which only a subset of source words is 
considered at a time. This approach is computationally less expensive than global or soft atten-
tion. At the same time, unlike hard attention, this approach is differentiable almost everywhere, 
making it easier to implement and train.

In addition, Hermann et al. [57] proposed two attention models for natural language read-
ing comprehension tasks, the attentive reader and the impatient reader corresponding to static 
attention and dynamic attention, respectively. Static attention computes a weight distribution 
probability for the whole sentence, while dynamic attention computes weight distribution prob-
ability for each token dynamically, like soft attention mechanism.

1.4.2 Forms

The attention mechanisms can be divided into item-wise attention and location-wise attention, 
according to the forms of the input sequence for different tasks. The item-wise attention can be 
used in tasks where each input item is given or extracted. For example, the item could be a vec-
tor, a matrix, or feature map. However, location-wise attention is related to tasks where input 
items are hard to get. Therefore, we accept a feature map (like vision tasks) or make a transfor-
mation on that feature map to help the encoder utilize it at a later phase.

Another difference is how it is calculated when combined with soft/hard attention. The 
item-wise soft attention calculates a weight for each item and then makes a linear combination. 
The location-wise soft attention accepts an entire feature map as input and generates a trans-
formed version through the attention module. Instead of a linear combination of all items, the 
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item-wise hard attention stochastically picks one or some items based on their probabilities. The 
location-wise hard attention stochastically picks a sub-region as input, and the location of the 
sub-region to be picked is calculated by the attention module.

1.4.3 Input Representation

There are two features about the input representation in most of the attention models mentioned 
above:

(1) These models include a single input and the corresponding output sequence;
(2) The keys and queries belong to two independent sequences.

This kind of attention is called distinctive attention [58]. In addition, the attention  mechanism 
has many different forms of input representation. 

Lu et al. [42] presented a multi-inputs attention model for visual question answering task, 
the co-attention, that jointly reasons about image and question attention. And co-attention can 
be performed in parallel or alternatingly. The former generates an image and question attention 
simultaneously, and the latter sequentially alternates between generating an image and ques-
tion attentions. Furthermore, co-attention can be coarse-grained or fine-grained [59]. Coarse-
grained attention computes attention on each input, using an embedding of the other input as a 
query. Fine-grained attention evaluates how each element of an input affect each element of the 
other input. And co-attention has been used successfully in a variety of tasks, including senti-
ment classification [60], text matching [61], named entity recognition [62], entity disambigua-
tion [63], emotion cause analysis [64], and sentiment classification [65].

Wang et al. [66] presented an inner (self ) attention that computes attention only based on 
the input sequence. In other words, the query, key, and value are different representations of 
the same input sequence. Such a model has proven to be effective by several authors, who have 
exploited it in different ways [15, 67–71]. A well-known application is Transformer [15], the first 

Figure 1.3 An example of hierarchical attention and co-attention [42].
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sequence transduction model based entirely on self-attention without RNNs. Applications of 
this model in different fields will be described in Section 1.5.

Attention weight can be computed not only from the original input sequence but also from 
different abstraction levels, which we refer to as hierarchical-input attention. Yang et al. [46] 
proposed a hierarchical attention network (HAM) for document classification, which has two 
levels of attention mechanisms applied at the word level and sentence level. The hierarchical-
input attention allows the HAM to aggregate important words into a sentence and then aggre-
gate important sentences into a document. And the hierarchy can be extended further. Wu et al. 
[72] added a user level on top, applying attention at the document level. Contrary to the above 
model weight learning from a lower to a higher level, the model proposed by Zhao and Zhang 
[44] also uses hierarchical-input attention, but the attention weight is learned from a higher to 
a lower level. Except for natural language processing, hierarchical-input attention can also be 
used in computer vision. For instance, Xiao et al. [73] proposed a two-level attention method: 
object-level and part-level attention. It is the first fine-grained image classification method that 
does not use additional part information and only relies on the model to generate attention 
weight.

1.4.4 Output Representation

In many applications of convolutional neural networks (CNNs), it has been proved that multi-
ple channels can express input data more comprehensively. Also, in attention models, in some 
cases, using single attention distribution of the input sequence may not suffice for downstream 
tasks. Vaswani et al. [15] proposed multi-head attention that linearly projects the input sequence 
(Q, K, V) to multiple subspaces according to learnable parameters, then applies scaled dot-
product attention to its representation in each subspace, and finally concatenates their output. 
This allows the model to jointly attend to information from different representation subspaces 
at different positions. Li et al. [74] proposed three disagreement regularizations to augment the 
multi-head attention model on the subspace, the attended positions, and the output representa-
tion. This approach encourages diversity among attention heads so that different heads can 
learn distinct features.

Another approach is the multi-dimensional, proposed by Shen et al. [55], which computes 
a feature-wise score vector for ki by replacing weight scores vector a with a matrix A. This is 
especially useful for natural language processing where word embeddings suffer from the poly-
semy problem. Lin et al. [67] and Du et al. [75] have successfully applied it to various tasks, 
including author profiling, sentiment classification, textual entailment, and distantly supervised 
relation extraction. Furthermore, they apply regularization penalties to enforce the distinction 
between models of relevance Eq. 1.16

 P AA I
F

= -( ) ,T 2
 (1.16)

where ×
F

 is the Frobenius norm of a matrix and I is an identify matrix.
Besides, Barbieri et al. [76] proposed label-wise attention, which computes a separate atten-

tion distribution for each label. In addition to improving performance, this method can provide 
a degree of interpretability about how different features are used for predictions.
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1.5 Applications

In previous sections, we have shown that attention models have been widely applied to various 
tasks. Here we introduce some specific applications of attention models in computer vision and 
natural language processing. Moreover, we do not offer a comprehensive account of all neural 
architectures that use attention mechanisms, and that would be impossible and rapidly become 
obsolete. In the following, we focus on several general attention methods.

1.5.1 Computer Vision

In this part, we introduce attention mechanisms in computer vision through several typical 
papers in different dimensions of neural architectures.

Spatial attention allows neural networks to learn where they should be focused. This 
attention mechanism transforms the spatial information in the original picture into another 
space and the key information is retained. Mnih et al. [7] presented a spatial attention model 
that is formulated as a single RNN, which takes a glimpse window as its input and uses the 
internal state of the network to select the next location to focus on and to generate control 
signals in a dynamic environment. Jaderberg et al. [34] introduced a differentiable spatial 
transformer network (STN), which can determine the areas that need to be paid attention in 
the feature map through transformations such as cropping, translation, rotation, scale, and 
skew. Unlike pooling layers, the spatial Transformer module is a dynamic mechanism that 
can actively spatially transform an image (or a feature map) by producing an appropriate 
transformation for each input sample.

Channel attention allows neural networks to learn what should be focused on. Hu et al. 
[54] proposed the squeeze-and-excitation (SE) network that adaptively recalibrates channel-
wise feature responses by explicitly modeling interdependencies between channels. In their SE 
module, they used global average-pooled features to compute channel-wise attention. Li et al. 
[77] proposed SKNet that improves the efficiency and effectiveness of object recognition by 
adaptive kernel selection in a channel attention manner. Besides, Stollenga et al. [78] proposed 
a channel hard attention mechanism that improves classification performance by allowing the 
network to iteratively focus on the attention of its filters.

Capturing long-range dependencies is of central importance in deep neural networks, 
which is beneficial to visually understanding problems. Wang et al. [70] applied the self-atten-
tion mechanism to the computer vision task to solve this problem, called non-local attention. 
They proposed the non-local module, which obtains attention masks by calculating the correla-
tion matrix between each spatial point in the feature map, and then the attention guides dense 
contextual information aggregation. However, this method also has the following problems: 
(1) Only the positional attention module is involved, not the commonly used channel attention 
mechanism. (2) When the input feature map is very large, there is a problem of low efficiency. 
Although there are other methods to solve this problem, such as scaling, it will lose information 
and is not the best way to deal with it. To address these problems, the researchers improved the 
non-local method and combined the channel attention to propose mixed attention [79–85].

CCNet [86] used positional-wise attention, different from previous studies, to generate a huge 
attention map to record the relationship between each pixel-pair in the feature map. The crisscross 
attention module collected contextual information in horizontal and vertical directions to enhance 
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pixel-wise representative capability. And the recurrent crisscross attention allows to capture dense 
long-range contextual information from all pixels with less computing and memory costs.

1.5.2 Nature Language Processing

In this part, we first introduce some attention methods used in different tasks of natural lan-
guage processing, and then introduce some general pre-training word representations suitable 
for natural language processing tasks.

Machine Translation uses neural networks to translate text or speech from one language 
to another. Bahdanau et al. [8] introduced the attention mechanism into the neural network to 
improve neural machine translation by selectively focusing on parts of the source sentence dur-
ing translation. Afterward, several works have been improved on this basis. Luong et al. [13] 
proposed the local/global approach. Lee et al. [87] presented interactive attention, which can 
keep track of the interaction history. Vaswani et al. [88] proposed supervised attention learned 
with guidance from conventional alignment models. Liu et al. [15] presented the Transformer 
model composed entirely of a self-attention mechanism.

Text Classification aims at assigning labels to text and has broad applications, including 
topic labeling [89], sentiment classification [90, 91], and spam detection [92]. Zhang et al. [93] 
proposed a new CNN model that jointly exploits labels on documents and their constituent 
sentences. Letarte et al. [30] proposed the self-attention network (SANet) that models the inter-
actions between all input word pairs. Yang et al. [46] proposed a hierarchical-input attention 
network with two levels of attention mechanisms applied at the word and sentence level.

Text Matching is also a core research problem in NLP and Information Retrieval, which 
includes question answering, document search, entailment classification, paraphrase identifica-
tion, and recommendation with reviews. Many researchers have come up with new approaches 
in conjunction with attention comprehensions, such as memory networks [38], attention-over-
attention [94], inner attention [66], structured attention [48], and co-attention [42, 61].

Pre-trained word representations are a key component in many neural language  understanding 
models. However, previous studies [95, 96] only determined one embedding for the same word, 
which could not achieve contextual word embedding. Peters et al. [97] introduced a general 
approach of context-dependent representation with Bi-LSTM to solve this problem. Inspired by 
the Transformer model [45], the researchers proposed the BERT [98] and GPT [99–101] methods 
according to the encoder and decoder parts. BERT is a bidirectional language model with two 
pre-training tasks: (1) masked language model (MLM). Simply masking some percentage of the 
input tokens randomly, then predicting those masked tokens; and (2) next sentence prediction. 
They use a linear binary classifier to determine whether two sentences are connected. GPT is a 
one-way model, and its training method roughly uses the previous word to predict the next word. 
Experiments show large improvements when applying them to a broad range of NLP tasks. 

1.6 Attention for Interpretability

Interpretability is an particular concern for many current deep learning models. As they become 
increasingly complex and learn decision-making functions from data, ensuring our ability to 
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understand why a particular decision occurred is critical [27]. The attention layer in a neural 
network model provides a way to reason about the model behind its predictions [30–33, 102], 
but this is often criticized as opaque [28, 29].

As shown in Figure 1.4(a), Bahdanau et al. [8] visualized attention weights annotations that 
clearly show the (soft-)alignment between words in a generated translation (French) and those 
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Figure 1.4 Examples of visualizing the weight of the attention mechanism. (a) Alignment of French and 
English sentences in MT [8] (b) Relevant image regions for image captioning [13] (c) An example of 
visualizing the weight of the word “making” in the Transformer model [15].
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in a source sentence (English). Figure 1.4(b) shows the attended regions corresponding to the 
underlined word in the neural image caption generation process [10]. As we can see, the model 
learns alignments that correspond very strongly with human intuition. Finally, Figure 1.4(c) 
show an example of visualization in the encoder self-attention layer in the Transformer model 
proposed by Vaswani et al. [15]. Different colors represent different heads.

Chan et al. [20] observed that the content-based attention mechanism can identify the start 
position in the audio sequence for the first character correctly. Voita et al. [103] evaluated the 
contribution made by individual attention heads to Transformer model performance on transla-
tion. They discovered that different heads have different importance through pruning operations. 
Besides, Lee et al. [87] and Liu et al. [104] provided some tools for visualizing attention weights 
of deep neural networks. Furthermore, Sen et al. [105] proposed novel attention-map similarity 
metrics to quantify similarities between human and attention-based neural network models.

However, some recent studies [28, 29] suggested that attention cannot be considered a 
reliable means to interpret deep neural networks. Jain and Wallace [28] performed extensive 
experiments across a various NLP tasks and proved that attention is inconsistent with other 
explainability metrics. They found that it is often possible to construct adversarial attention 
distributions, which means that different attention weight distributions yield equivalent predic-
tions. Serrano and Smith [29] applied a different analysis based on intermediate representation 
and found that attention weights are only noisy predictors of even intermediate importance of 
components. On the contrary, Wiegreffe and Pinter [33] have made a rebuttal to their work with 
four alternative tests. Whether or not attention is used to explain neural networks is currently an 
open debate.

1.7 Conclusion and Prospects

Attention models have become ubiquitous in deep neural networks. In this chapter, we 
 summarize the network architectures and various variants of the attention mechanism, define a 
unified attention model and propose our taxonomy. Since Bahdanau et al. [8] used the  attention 
mechanism for alignment in machine translation task, various variants have emerged. The 
Transformer model, which only uses self-attention mechanism proposed by Vaswani et al. [15], 
is an important milestone in the attention mechanism, and its variants [98, 100, 106–108] have 
been successfully applied in various fields. Recent studies [109, 110] have shown that there is 
much room for improvement in the design of the attention mechanisms. We hope that survey 
will provide a better understanding of the various ways to improve attention mechanisms.
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2.1 Introduction

Recurrent neural network (RNN) is a widely used method in the field of deep learning. It has 
been proven to be very successful in both classification and generation tasks (see, e.g. [1–3]). 
Unlike other artificial neural networks, such as deep belief nets [4] and convolutional neural 
networks [5], RNN is commonly used to deal with sequence modeling problems. One of the core 
ideas of RNN is to connect previous neurons with the current processing unit, to have a memory 
function for the previous information. Theoretically, RNN can capture any long-term depend-
ency information. However, it is difficult to do so in practical applications due to the gradient 
exploding and vanishing problems [6–8]. One of the most promising ways to solve this prob-
lem is to change the architecture of RNN, e.g., by using a gated activation function to achieve 
the trade-off between the old time and new time information. Both long short-term memory 
(LSTM) [9] and gated recurrent unit (GRU) [10] are RNN extensions. They use the gated acti-
vation functions and, to some extent, alleviate the gradient vanishing and exploding problems.

However, compared with LSTM, GRU reduces the number of gate control units from three 
to two, and the model is simpler and has higher efficiency. Józefowicz et al. [11] compared GRU 
with LSTM, finding that GRU can achieve results equivalent to LSTM on many issues and is 
easier to train. Therefore, GRUs are increasingly used in natural language processing tasks. 
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Recurrent neural network (RNN) has been successfully applied in many sequence learning 
problems, such as handwriting recognition, image caption, natural language processing, 
and video motion analysis. After years of development, researchers have greatly improved 
the internal structure of RNN and introduced many variants of it. Among others, gated 
recurrent unit (GRU) is one of the most widely used RNN models. However, GRU lacks 
the capability of adaptively paying attention to certain regions or locations, so it may cause 
information redundancy or loss during learning. In this chapter, we propose a novel RNN 
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mechanism into the interior of GRU by adding an attention gate.
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For example, Shang et al. [12] used GRUs in neural response machines, and Kiros et al. [13] 
replaced the traditional LSTM with GRU in the implementation of a language model. In this 
work, we focus on GRUs because they have been shown to be easier to train than LSTM and 
have good performance.

Attention mechanism is a resource allocation mechanism. For example, in human visual 
processing, even if human eyes have the ability to accept a large visual field, one’s eyes are usu-
ally fixed on a certain part. That is, with limited visual resources, one needs to first select a spe-
cific part of the visual field and then process it. For example, when one is reading, the word to be 
read is usually focused on a specific time. Just like people’s perception mechanisms, computer 
vision should also pay attention to a specific part of the input rather than assigning all inputs the 
same weight. Therefore, the attention mechanism is a simulation of human attention allocation 
mechanism and is used to allocate limited resources to important parts. The nature of atten-
tion has been studied extensively in the previous literatures [14–18]. The attention mechanism 
is originally applied to image classification tasks [16] in computer vision and is subsequently 
applied to image caption problems [19]. In natural language processing, the attention mecha-
nism is usually used by combining with the encoder–decoder model [2, 20], and the application 
is very extensive.

We have found that although GRU solves the problem of memorizing longer-term informa-
tion, it does not highlight the important content of the information. Fortunately, the learning 
model based on the attention mechanism can pay close attention to the part that needs attention 
and suppresses unimportant information. Motivated by it, we propose the recurrent attention 
unit (RAU), a novel RNN architecture that combines the strengths of both GRU and the atten-
tion mechanism. In RAU, we apply the attention model to the interior of GRU by seamlessly 
adding an attention gate. The attention gate enhances RAU’s ability to remember long-term 
information and helps memory cells quickly discard unimportant content.

The contributions of this chapter can be summarized as follows:

 1. We propose a novel RNN architecture called RAU. Usually, attention mechanisms are 
implemented as an additional layer connected to the original RNN. The attention module 
may require additional training. In contrast, RAU seamlessly adds the attention gate in the 
memory cell of GRU, which makes the model simpler and easier to train.

 2. Compared with LSTM and GRU, the attention gate can help RAU better remember the 
more important long-term information and discard the less important information in the 
sequential data. Extensive experiments demonstrate that RAU outperforms both LSTM 
and GRU models.

 3. As a substitute for LSTM and GRU, RAU can be applied to many sequential data learning 
problems. Experiments show that RAU is suitable for image classification, language mod-
eling, and sentiment classification tasks.

2.2 Related Work

RNN and its variants have been successfully applied to a variety of tasks, especially with time-
dependent data. Handwriting recognition [21], image caption generation [19, 22], natural  language 
processing generation [2, 3, 23], video caption generation [24], and so on, all need a model that can 
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learn sequence data. Therefore, research on RNN has always played a very important role in the 
field of deep learning.

2.2.1 Recurrent Neural Networks

Theoretically, an RNN can capture any long-term dependence of the input sequence. But in 
practice, an RNN must maintain an activation vector for each time step, which makes RNN 
very deep. This depth, in turn, makes the RNN suffer from gradient vanishing and explod-
ing problems [7], resulting in the difficulty of training an RNN. There have been a number of 
attempts to address the problem of training RNNs. LSTM is an improved RNN model proposed 
in [9]. It can effectively alleviate the long-distance dependence problem of RNN by construct-
ing special memory units to store historical information so that each time state preserves the 
previous input information. Later, Cho et al. [10] proposed a simpler and more convenient GRU 
architecture, which not only has the advantage of LSTM but also is easier to train and performs 
better.

Except for LSTM and GRU, there are many other variations in RNN research. In 2015, 
Le et al. [25] proposed a new structure IRNN, which can significantly improve RNN’s per-
formance by making only minor changes to RNN. The key to the practice is to initialize the 
weight of RNN to a unit matrix and use rectified linear unit (ReLU) as a non-linear activation 
function. Józefowicz et al. [11] proposed three different variants of GRU: using tanh in the gate 
to increase nonlinearity, removing the dependence on the hidden state in the gate, and using 
the above changes in the calculation of the hidden state. Li et al. [26] proposed an independent 
recurrent neural network (IndRNN). It replaces the matmul product with the Hadamard prod-
uct in the recurrent input and uses the unsaturated function, such as ReLU, to handle longer 
sequences. Bradbury et al. [27] proposed a new network architecture called QRNN that replaces 
the traditional recurrent structure (vanilla RNN, LSTM, GRU) with a convolution operation. 
QRNN can be thought of as a special structure between RNN and convolutional neural network 
(CNN). Since the convolution operation has no time dependence on the recurrent structure, 
the calculation parallelism of QRNN is high. There are also many studies that use the hidden 
layer unit of LSTM to construct a multi-dimensional [28] or grid-structured [29] LSTM. Most 
of RNN’s variants focus on improving its structure to achieve better results, such as changing 
its activation function, adding convolution operations, and adding connections. These variants 
yield better results than GRU in some scenarios, but none of them can always outperform GRU.

In this work, we improve the working ability of RNNs from a new perspective. Based on the 
advantage of the attention mechanism to adaptively extract important information, we design 
an efficient and simple attention gate that enables the network to quickly discard unwanted 
information and emphasize important information.

2.2.2 Attention Mechanisms

The attention mechanism is similar to the human visual attention mechanism. The core goal 
is to select information that is more critical to the current mission. The attention mechanism 
was originally used for computer vision [30]. With the development of deep neural networks, 
attention mechanism has become an important concept in the field of neural networks. Recently, 
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variants of the attention model have been used to address unique features in different applica-
tion areas, such as image caption [19, 31], text classification [32], machine translation [2, 3, 
33–35], action recognition [36–38], and sentiment analysis [39].

Wang et al. [19] introduced soft attention and hard attention to the image caption field 
and used visualization to understand the effects of the attention mechanism. The soft attention 
mechanism assigns an attention weight of 0–1 to each pixel of the image. Soft attention is a com-
pletely differentiable deterministic mechanism that can propagate through the attention mecha-
nism while propagating to other parts of the network. In contrast, hard attention is a random 
process, which randomly selects an area of the image as the attention area, the attention weight 
of this part is 1, and the attention weight of other areas is 0. In order to achieve backpropagation 
of the gradient, Monte Carlo sampling is needed to estimate the gradient of the module. Luong 
et al. [20] proposed the global attention and local attention mechanisms for machine transla-
tion. In the encoder–decoder model of machine translation, the global attention mechanism 
considers all hidden states of the encoder when calculating semantic vectors. In local attention, 
only a part of the encoder hidden state of each target word is concerned. Sutskever et al. [35] 
proposed the self-attention mechanism for machine translation. For a sentence, each word in 
the sentence is evaluated with attention to all words in the sentence. The purpose is to learn the 
word dependence within the sentence and capture the internal structure of the sentence. Song 
et al. [37] proposed a combination of temporal attention and spatial attention for human action 
recognition. Temporal attention is used to assign appropriate importance to different frames. 
Spatial attention is used to assign appropriate importance to different joint points.

The attention model mentioned previously focuses on designing appropriate weights for 
specific task information (such as pixels or blocks of the input image, words of the input sen-
tence, frames of input video, or bone points) as input to the RNN. However, they have not paid 
attention to the importance of information within the RNN. In other words, their attention 
mechanism emphasizes the network level rather than the RNN block level. Inspired by this, we 
are committed to exploring the RAU with an attention mechanism. The attention mechanism 
can suppress the forward movement of invalid information. In fact, the attention mechanism 
also facilitates the backpropagation of gradient information. This is particularly effective for 
preventing the disappearance of gradients during the long-term memory of information in the 
RNN.

2.3 Recurrent Attention Unit

It has been proved that GRU can maintain a long period of input information [40]. However, the 
existing GRU architecture is difficult to adaptively pay attention to information exactly useful at 
the hidden layer state and each time step, especially when data have complex potential connec-
tions, which are common in language modeling and sentiment classification tasks. To overcome 
this problem, we propose a novel recurrent neural network architecture called RAU. RAU can 
not only quatify information to be preserved over time but also suppress redundant information. 
We integrate the attention mechanism seamlessly into the interior of GRU by adding an atten-
tion gate. The attention gate can enhance GRU’s ability to remember long-term memory and 
help memory cells quickly discard unimportant content.

In the following, we introduce the basic structure of RAU based on GRU and explain why 
RAU can adaptively pay attention to key information.
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2.3.1 Gated Recurrent Unit

LSTM is an improved RNN that can learn long-term dependency information. GRU is a variant 
of LSTM that makes the model simpler and has similar characteristics to LSTM.

LSTM is a complex network structure that consists of three gates: the forgotten gate, the 
input gate, and the output gate. These three gates are used to increase or decrease the informa-
tion in the cell state. The GRU combines the forgotten gate and the input gate in the LSTM into 
a single update gate while also removing the cell state. GRU also has a reset gate. Its structure 
is shown in Figure 2.1.

In Figure 2.1, xt is the input data at time t and ht is the output at time t of the GRU. In the 
GRU structure, the update gate zt controls how much of the past information is brought into the 
current state. The update gate is computed based on the previous hidden states ht−1 and the cur-
rent input xt as follows :

 zt z t t z= +( )-s W x h b[ , ] ,1  (2.1)

where σ represents the sigmoid function, Wz represents the update gate weight, and bz indicates 
the update gate bias.

In addition, rt is a reset gate. It outputs a value ranging from 0 to 1 based on the previous 
hidden states ht − 1 and the current input xt. rt decides whether the past information is retained or 
discarded. Value 0 means completely discarding, allowing it to forget the previously computed 
state, and 1 means full reservation.

 rt r t t r= +( )-s W x h b[ , ] ,1  (2.2)

where σ represents the sigmoid function, Wr represents the reset gate weight, and br indicates 
the reset gate bias.

Then, a new candidate value vector is created and added to the state. The formula for this 
process is as follows:

 

 

h h ht t t ttanh r= +( )-W x h b[ , ] ,1  (2.3)

Figure 2.1 Gated recurrent unit.
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where tanh is the hyperbolic tangent function, W
h
 represents the update candidate value, b

h
 

refers to the update candidate bias, and ht  refers to the candidate value.
Finally, determining the value of the output, this process retains the information of the cur-

rent unit and passes it to the next unit. We have

 h ht t t t tz z= - +-( ) .1 1
h  (2.4)

2.3.2 The Recurrent Attention Unit Model

For an RAU block, we propose an attention gate to enable the RNN neurons to have the atten-
tive capability. The response of an attention gate is a vector at for each input element as follows:

 ct = +-W h W xhc t xc t1 ,  (2.5)

 a
c

c
t
i t

i

t
i

i

k
=

=å
exp( )

exp( )
,

1

 (2.6)

 ˆ a W h W xht t hu t xu tLU= +- Re ( ),1  (2.7)

where W ,Whc hu
K NÎ ´  and W ,Wxc xu

K MÎ ´  are the learned parameters, xt is the external 
m-dimensional input vector at time t, and ht−1 is the n-dimensional hidden state at the last 
moment. The attention weight at and input ct are vectors. ReLU is an unsaturated activation 
function.

Due to the special structure of the RNN, when it is used to process data, the output ht 
depends on the input xt and the hidden information ht−1. In theory, the hidden state ht encodes 
the semantics of the input sequence from time 1 to time t. However, for a long-sequence prob-
lem, encoding all semantic information into a fixed-length vector will cause information loss 
to some extent. To solve this problem, we use attention weight to enhance the memory of key 
semantics and to discard useless information in time.

Figure 2.2 is a complete RAU architecture. There is an attention gate, which generates a 
weight vector at based on the previous hidden states ht−1 and the current input xt. We use layer 

Figure 2.2 Recurrent attention unit
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normalization [41] on the attention gate. ĥt  in Equation (2.7) is the hidden layer information 
after the attention is applied.

In Figure 2.2, xt is the input data at time t, and ht is the output at time t of RAU. In the RAU 
gate structure, the update gate zt controls how much of the past information is brought into the cur-
rent state. It is computed based on the previous hidden states ht−1 and the current input xt as follows:

 z W [x ,h ] b ,t z t t z= +( )-s 1  (2.8)

where σ represents the sigmoid function, Wz represents the update gate weight, and bz indicates 
the update gate bias.

In addition, rt  is a reset gate. It outputs a value ranging from 0 to 1 based on the previous 
hidden states ht−1 and the current input xt. rt  decides whether past information is retained or 
discarded. Value 0 means completely discarding, allowing it to forget the previous state, and 
1 means full reservation.

 rt r t t r= +( )-s W [x ,h ] b1 ,  (2.9)

where σ represents the sigmoid function, Wr represents the reset gate weight, and br indicates 
the reset gate bias.

Then, a new candidate vector is created and added to the state. The formula for this process 
is as follows:

 

 

h h ht t t ttanh r= +( )-W [x , h ] b1 , (2.10)

where tanh is the hyperbolic tangent function, W
h
 represents the update candidate value, b

h
 

refers to the update candidate bias, and ht  refers to the candidate value.
Finally, for an RAU block with an attention gate, the output responses ht at time t are cal-

culated as

 h ( z ) h z .t t t t t t= - + +-1 1 

h ĥ  (2.11)

The advantage of adding an attention gate is to pay more attention to important information. 
When the update gate is opened, there are only two terms in ht — ht  and ĥt . At this time, our 
attention gate will help the cell to enhance the past useful information and to prevent the loss 
of important information. Therefore, by using this simplified attention mechanism, the model 
can help memory cells quickly discard unimportant content and increase attention to important 
information, thus enhancing the network’s ability to remember long-term memory.

2.4 Experiments

We evaluate the performance of RAU on four different datasets: Modified National Institute 
of Standards and Technology (MNIST), Fashion-MNIST, Penn Treebank (PTB), and Internet 
Movie Database (IMDb). In other words, we verify the effectiveness of RAU in image classifi-
cation, language modeling, and sentiment classification tasks. Furthermore, we take LSTM and 
GRU as the baseline methods.
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2.4.1 Application to Row-wise Sequences of the MNIST Dataset

The MNIST dataset is one of the most famous datasets in machine learning, derived from 
the National Institute of Standards and Technology. It consists of 0–9 handwritten numeral 
labels, which are divided into a training set and a test set. Figure 2.3 shows a sample dia-
gram of MNIST data for 10 × 10. The training set contains 60,000 handwritten digital 
images, while the test set contains 10,000 handwritten digital images; each of the images 
has been normalized to a digitally centric 28 × 28 gray-scale map. We evaluate RAU against 
the GRU and LSTM on the MNIST dataset by generating the sequential input row-wise (one 
row at a time). The row-wise sequence generated from each image is a 28-element signal of 
length 28.

In our experiments, the networks read one row at a time in scanline order (i.e., starting 
at the first row of the image and ending at the last row of the image). The networks are asked 
to predict the category of the MNIST image only after seeing all 28 rows. This is a medium 
long-range dependency problem because each recurrent network has 28 time steps. All net-
works have 128 recurrent hidden units. We stop the optimization after it converges or when it 
reaches 100,000 iterations and report the results in Table 2.2 (related characteristics are listed in 
Table 2.1). It is clear from Table 2.2 that the proposed RAU architecture outperforms the other 
baseline architectures when using the same hyperparameters.

We also compare our RAU with a recurrent model of visual attention (RAM) [42] on 
MNIST. RAM is a visual attention model that is formulated as a single RNN. The results are 
shown in Table 2.3. Our RAU outperforms RAM on this dataset. Our RAU achieves 98.80% 
test accuracy on MNIST, while RAM achieves the highest 98.71% test accuracy.

Figure 2.3 MNIST dataset examples.
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2.4.2 Application to Row-wise Sequences of the Fashion-MNIST Dataset

Fashion-MNIST is a dataset similar to MNIST, and all items are based on the classifications on 
the Zalando website. Each of Zalando’s fashion items has a set of photographs taken by profes-
sional photographers, showing different aspects of the product, such as the appearance of the 
front and back, details. Fashion-MNIST is also stored in a 28 × 28 gray-scale map. It contains 
70,000 pictures, 10 classes, and 7000 pictures per class. And it randomly selects 6000 pictures 
from each class to form training sets and the other 1000 to form test sets. Figure 2.4 shows some 
examples.

We also perform experiments on the Fashion-MNIST dataset. As shown in Table 2.1, we 
compare the three architectures with the same parameter configurations. We use the RAU, 
GRU, and LSTM network with a single layer of 128 hidden units to solve the classification 
task. Each time we read one row of an image, it is equivalent to an image being a sequence of 
28 lengths. In Figure 2.5, we plot the learning curves of three models on Fashion-MNIST. We 
observe that RAUs tend to make faster progress over time. This behavior is observed both when 
the number of parameters is constrained and when the number of hidden units is constrained. In 
Table 2.2, we can see that our proposed RAU achieves 89.60% accuracy in the Fashion-MNIST 
dataset, which is 1.71% higher than GRU.

We also apply the model proposed in [42] to the Fashion-MNIST dataset, and the compari-
son results are shown in Table 2.4. As shown in the table, when the glimpse is set to four, the 
highest accuracy of 88.43% is obtained on the Fashion-MNIST dataset. But our RAU model 
outperforms four-glimpses RAM, which improves the accuracy to 89.60%.

2.4.3 Application to Language Modeling Task

In this chapter, we carry out a series of experiments on the Penn Treebank Corpus to verify that 
our proposed model can solve the language modeling task. The Penn Treebank Corpus [43] is an 
English tree library, established by the University of Pennsylvania, commonly used to conduct 
natural language processing tasks such as part-of-speech tagging and syntactic analysis. It is 
widely used in the language mode field.

A common indicator of the quality of a language model is perplexity. In simple terms, the 
perplexity value characterizes the probability of occurrence of an estimated sentence through 

Table 2.1 Network model characteristics

Model MNIST Fashion-MNIST IMDb

Hidden Units 128 128 128

Gate Activation Sigmoid Sigmoid Sigmoid

Activation Softmax Softmax Softmax

Epochs 213 213 100

Optimizer Adam Adam Adam

Dropout — — 50%

Batch Size 128 128 128

We have set the number of iterations to 100,000 steps in MNIST and Fashion-MNIST datasets, so we calculated the epoch 
number to be 213.
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a certain language model. For example, when you already know (ω1, ω2, ω3, , ωm) that the 
sentence appears in the corpus, then the probability of this sentence would be calculated by 
the language model as higher as possible, while the perplexity value as small as possible. The 
formula for calculating the perplexity value is as follows:

 log ( )
( | , , , )

( )
1 2 1

perplexity S
P

m

i i
=
-å -w w w w

 (2.12)

Table 2.3 Comparison between the recurrent model of visual attention (RAM) [42] and RAU 
on raw-wise MNIST data

Model Accuracy (%)

FC, 2layers 98.65

1 Random Glimpse 57.15

RAM, 2glimpses 93.73

RAM, 3glimpses 97.3

RAM, 4glimpses 98.27

RAM, 5glimpses 98.45

RAM, 6glimpses 98.71

RAM, 7glimpses 98.53

RAU 98.80

For the comparison to LSTM and GRU, please refer to Table 2.2. FC denotes a fully connected network with two layers of 
rectifier units. Instances of the attention model are labeled with the number of glimpses.

Figure 2.4 Fashion-MNIST dataset example.
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In fact, the concept represented by perplexity is the average branch factor, which is the average 
number of choices when the model predicts the next word. For example, if the perplexity of a 
language model is 83, it means that 83 words may be a reasonable choice for the next word.

We implement the three models with three different sizes of configurations in the Penn 
Treebank Corpus. We use the same experimental setup during the experiment set (the same 
training, development and test data, and the same vocabulary limit). This also helps to compare 
different language model techniques. We first performed the experiment of PTB using a small 
size: 2 layers with 200 units. The experimental results are shown in Table 2.2. In the last epoch, 
our proposed RAU model is reachable at 45.72 perplexity on the training set. The verification 
set and the test set can reach the perplexity of 118.99 and 113.89, respectively. Compared with 
the experiments of GRU and LSTM, it is clear that the model of RAU is more effective.

Figure 2.5 Validation learning curves of three different architectures: RAU, GRU, and LSTM with the 
same number of hidden units. The curves represent training up to 100,000 steps.

Table 2.4 The comparison between our model RAU and the RAM model in [42] on the 
Fashion-MNIST dataset

Model Validation (%) Test (%)

RAM, 2glimpses 82.71 82.56

RAM, 3glimpses 82.99 82.76 

RAM, 4glimpses 88.01 88.43

RAM, 5glimpses 87.55 87.92

RAM, 6glimpses 87.81 87.86

RAM, 7glimpses 85.94 85.64

RAU - 89.60 

Instances of the attention model are labeled with the number of glimpses.
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As shown in Table 2.5, in the PTB-medium experiment, we reduced the initial scale of 
the network weight value because the smaller initial value is beneficial to moderate training. 
The learning rate is unchanged, and the number of layers of the network stacked is unchanged. 
Here, the number of expansion steps of the gradient backpropagation is increased from 20 to 
30, and the number of hidden layer units is also increased by three times. Because the number 
of iterations of learning increases, the decay rate of the learning rate will be smaller. As the 
Penn Treebank is a relatively small dataset, we prevent overfitting by using dropout technology.

In the case of a medium configuration, the loss of the three models is shown in Figure 2.6. 
It can be seen that the proposed model can significantly reduce the perplexity of the language 
model.

Table 2.5 Parameters of different sized models on PTB dataset

Model PTB-small PTB-mediun PTB-large

Weight Initial Scale 0.1 0.05 0.04

Number Layer 2 2 2

Hidden Units 200 650 1500

Batch Size 20 20 20

Learning Rate 1 1 1

Learning Rate Decay 0.5 0.8 1/1.5

Epochs 13 35 55

Dropout 0 50% 65%

Vocabulary 10,000 10,000 10,000

Figure 2.6 The validation loss curve of the three network models (RAU, GRU, and LSTM) in a medium 
configuration.
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The large configuration model further reduces the initial scale of the weight values in the 
network while increasing the hidden layer size to 1500; because the complexity of the model 
increases, the dropout rate increases from 50% to 65%. Compared with LSTM and GRU in 
Table 2.2, we can see that the RAU is highly competitive. We observe that the performance of 
recurrent methods depends on the size of the hidden states: they perform better as the size of 
the hidden states gets larger.

2.4.4  Application to Sentiment Classification Task

We evaluate the RAU architecture on a popular document-level sentiment classification bench-
mark, the IMDb movie review dataset [44]. The dataset consists of a balanced sample of 25,000 
positive and 25,000 negative reviews, which are divided into equal-size train and test sets, with 
an average document length of 231 words [45]. We have trained three different architectures 
using the three constant base learning rates of 10−3, 10−4, and 10−5 over 20 epochs.

In the training process, we employ a 100-dimensional architecture and adopt a batch size of 
32. We have observed that, using the constant base learning rate of 10−5, performance is good, 
whereas performance is uniformly progressing over profile-curves, as shown in Figure 2.7. 
Table 2.2 summarizes the results of accuracy performance, which shows comparable perfor-
mance among RAU, GRU, and LSTM. Table 2.1 also lists the number of parameters in IMDb 
dataset.

2.5 Conclusion

Attention mechanism is an intuitive method that is widely used in the field of computer vision 
by giving different weights to different parts of the input. We have proposed an RAU that inte-
grates the attention mechanism seamlessly within the GRU by adding an attention gate. It not 

Figure 2.7 Train learning curves of three different architectures: RAU, GRU, and LSTM with the same 
learning rate (10−5). The curves represent training up to 12,500 steps.



  Recurrent Attention Unit 37

only amplifies the power of GRU but also enables the network to adaptively pay attention to the 
part that should be emphasized. We apply our model to three tasks: image classification, lan-
guage modeling, and sentiment classification. The experimental results demonstrate that RAU 
outperforms both the LSTM and GRU. Therefore, RAU can be used as an alternative to LSTM 
and GRU in many application scenarios.
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3.1 Introduction

With attention mechanism, humans can naturally focus on important information and ignore 
irrelevant information during one’s perception and cognition [1, 2]. Based on this fact, many 
brain-inspired learning models have been deeply studied and widely applied in recent years 
[3–10]. However, although many deep learning models can learn effective representations of 
data and memorize the information, they cannot pay attention to important parts of the data. 
For example, a long short-term memory (LSTM) [11] model is widely used for sequence learn-
ing. However, it has no attention mechanism.

To address this problem, some studies have tried to apply the attention mechanism to LSTM. 
Nevertheless, most of these models only add the attention mechanisms outside the LSTM cells 
and have not thoroughly solved the issue that LSTM has no attention mechanism itself [2, 12, 13].

Here, we propose a novel method called attention mechanism-based long short-term mem-
ory (AM-LSTM), which seamlessly integrates the attention mechanism into the inner cell of 
LSTM. In this case, an AM-LSTM model can remember historical information and notice 
crucial details in the sequences. Through the experiments, the advantage of the AM-LSTM 
model over LSTM is demonstrated.
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3.2 Related Work

In this section, we review some earlier work related to AM-LSTM, including LSTM and several 
models using the attention mechanism.

3.2.1 LSTM

LSTM is a powerful learning model for sequential data and has been widely used in many 
learning tasks, such as speech recognition and handwritten character recognition [14, 15]. The 
cell of LSTM includes an input gate, a forget gate, and an output gate. These gates and the state 
of the cell can be calculated as follows:

 f h x bt f t t f= +( )-s W [ , ] ,1  (3.1)

 i W h x bt i t t i= +( )-s [ , ] ,1  (3.2)

 

 

C W h x bt c t t c= +( )-tanh [ , ] ,1  (3.3)

 C f C i Ct t t t t= * + *-1
 , (3.4)

 o W h x bt o t t o= +( )-s [ , ] ,1  (3.5)

 h o Ct t t= * tanh( ). (3.6)

Here, W W W Wf i c o, , ,


 are the weight parameters and b b b bf i c o, , ,


 are the biases. The forget gate ft 
can change the cell state by forgetting the previous moment information. Moreover, the input 
gate it and output gate ot  can decide what information will be input to the LSTM cell and output 
at the current moment, respectively. These three gates are important parts of the LSTM cell, 
which is applied to update the current state of the LSTM cell Ct  and derive new cell output ht .

In order to optimize the performance of LSTM, many extensions of LSTM have been pre-
sented in recent years [16–19]. In [20], the spatiotemporal LSTM (ST-LSTM) cells are designed 
for memorizing both spatial and temporal information. [21] introduces a convolutional LSTM 
(ConvLSTM) model, which extends the fully connected LSTM to have convolutional archi-
tectures in both the input-to-gate and gate-to-gate transitions. In addition, [17] proposes a ten-
sorized LSTM model, which represents the hidden states with tensors.

As mentioned earlier, LSTM and its extension models mainly focus on processing the 
sequential data but cannot pay attention to the important parts of the sequences. In this chapter, 
we present a model that can integrate the attention mechanism into the inner cell of the LSTM.

3.2.2 Models Using the Attention Mechanism

In the human cognitive system, humans can pay attention to important information and ignore 
unrelated information by attention mechanism [2, 22, 23]. Similarly, in the machine cognitive 
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and learning area, the main function of the attention mechanism is selection and allocation [1, 
10]. That is, with an effective information choice ability, the attention mechanism can concen-
trate the computing power on the important parts of input data [1]. In recent years, the attention 
mechanism has been widely applied, such as in the work to resolve the human visual neural 
computational problem [24] and model the retrieval mechanism of associations from the asso-
ciative memory [25].

Furthermore, many attention-based deep learning models have been proposed recently. For 
example, [26] proposes the structured attention model, which incorporates graphical models to 
generalize simple attention. Alternatively, [27] presents a self-attention mechanism network, 
which can replace the common recurrent and convolutional networks. This network completely 
relies on the attention mechanism to compute feature representations of its input and output. 
In addition, in [5], the selective attention for identification model (SAIM) is used for visual 
search applications. The SAIM simulates the human ability to complete translation invariant 
recognition of multiple scenes. In addition, in [28], a recurrent attention mechanism model is 
introduced. It is an end-to-end memory learning model applied to language modeling tasks.

As mentioned earlier, several attention-based models have been presented to handle visual 
or language processing problems. However, rare work has integrated the attention mechanism 
inside the cell of LSTM to improve its performance in sequence learning.

3.3 The Proposed Model

In this section, we introduce the proposed AM-LSTM model in detail, which seamlessly inte-
grates an attention gate into the cell of LSTM. For clarity, we first depict the added attention 
gate in Section 3.1 and then describe the architecture and learning of the AM-LSTM model in 
Section 3.2.

3.3.1 The Attention Gate

Figure 3.1 shows the structure of the attention gate of the AM-LSTM model, which receives the 
inputs from the input gate and the forget gate. Equation (3.7) is the computational formula of 
the attention gate:

 A A f i A f i A At t t t t t t t t= ( ) = Äy ˆ [ , ], [ , ] ˆ ,   (3.7)

where Ât and At are defined as follows:

 ˆ [ , ] ,ˆ ˆA W f i bt a t t a= +( )s  (3.8)

 

 

A W f i bt a t t a= +( )tanh [ , ] . (3.9)

Here, Wa  and Wâ  are the weight parameters, while ba  and bâ  are the biases. The sigmoid func-
tion σ is used to compute the value of Ât, which denotes the ratios of the attention elements, as 
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shown in Equation (3.7). Moreover, the tanh function is used to derive the candidate attention 
values At.

In Equation (3.7), Ä is the element-wise multiplication. We multiply the elements between 
At and Ât to derive the output of the attention gate At. The attention gate determines the attention 

distribution of the information in the current cell. In the following, we introduce how it can be 
seamlessly integrated into the LSTM cell.

3.3.2 AM-LSTM

In order to seamlessly integrate the attention mechanism into the LSTM, we propose the AM-LSTM 
model, which integrates the attention gate introduced above into the cell of LSTM. Figure 3.2 is a 
diagram of the AM-LSTM cell. Particularly, the AM-LSTM model consisting of the AM-LSTM 
cells can focus on important information in the sequences during its learning process.

The AM-LSTM model inherits the three gates (forget gate, input gate, and output gate) of 
the LSTM model. For updating the AM-LSTM cell state, we can compute it as

 

ˆ

ˆ .

C C A

f C i C A

f C i C A A

t t t

t t t t t

t t t t t t

= +

= * + * +

= * + * +

-

- Ä
1

1





 (3.10)

Figure 3.1 An illustration of the attention gate.

Figure 3.2 The AM-LSTM cell. The module with red color is the attention gate.
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Here, At is the output of the attention gate and Ct is the original LSTM cell state. In this case, we 
integrate the attention mechanism into the LSTM unit, such that the new AM-LSTM model can 
not only memorize the sequential information but also pay attention to important information 
in the sequences.

Accordingly, the output gate of the AM-LSTM model can be updated as

 h o Ct t t= * tanh( ).ˆ  (3.11)

In the AM-LSTM model, the attention mechanism is applied inside the LSTM cell, unlike 
previous attention-based LSTM models, in which attention is added after the whole sequence 
has been handled by all LSTM cells. Therefore, the AM-LSTM model is quite different from 
the LSTM model and most of its attention-based variants. The AM-LSTM model enables the 
sequence learning to focus on important parts of the input data and automatically ignore irrel-
evant parts to improve its performance.

3.4 Experiments

To evaluate the proposed AM-LSTM model, we have conducted extensive experiments on two 
sequence learning tasks: image classification and semantic analysis. In the following, we report 
the experimental settings and results.

3.4.1  Experiments on the Image Classification Task

In this section, we used the MNIST and Fashion-MNIST datasets to verify the performance of 
the AM-LSTM model. MNIST is a handwritten digit dataset. It contains 70,000 28 × 28 grayscale 
images, which belong to 10 classes. Of all images, 60,000 are used for training and the other 
10,000 for testing [29]. Alternatively, Fashion-MNIST is an image dataset, while its image for-
mat and number are identical to the MNIST dataset [30]. In our experiments, we considered the 
rows of an image as sequential data to perform image classification.

To verify the performance of the AM-LSTM model, we compared it with some related 
models. As the AM-LSTM model integrates the attention mechanism inside the LSTM cell, the 
most closely related model to the AM-LSTM model is LSTM. Therefore, LSTM is our com-
pared baseline. In addition, we compared the AM-LSTM model with the gated recurrent unit 
(GRU) [31], bidirectional LSTM (Bi-LSTM) [32], and nested LSTM (NLSTM) [33] models in 
our experiments.

Table 3.1 demonstrates the image classification results obtained by the AM-LSTM model 
and the compared models on the MNIST and Fashion-MNIST datasets. As we can see, the 

Table 3.1 Accuracy obtained by AM-LSTM model and related models on the MNIST and 
Fashion-MNIST datasets

Data set LSTM (%) GRU (%) Bi-LSTM (%) NLSTM (%) AM-LSTM (%)

MNIST 97.47 97.79 97.81 97.75 97.85

Fashion-MNIST 87.46 88.16 88.18 88.32 86.60
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AM-LSTM model outperforms all compared models. This shows the advantage of the 
AM-LSTM model over LSTM and other related models during image classification learning.

To further analyze the advantage of AM-LSTM over LSTM, we draw the learning curves 
of LSTM and AM-LSTM models acquired on the Fashion-MNIST dataset in Figure 3.3. 
Figure 3.3(a) denotes the accuracy curves against the training steps, while Figure 3.3(b) is the 
loss curves against the training steps. As can be seen from these figures, the AM-LSTM model 
consistently performs better and converges faster than the LSTM model.

3.4.2 Experiments on the Sentiment Analysis Task

Sentiment analysis is an interesting task in the deep learning area [34–36]. In order to evalu-
ate the performance of the AM-LSTM model, we conducted experiments on both the ordinary 
sentiment analysis and aspect-based sentiment analysis tasks.

3.4.2.1 Ordinary Sentiment Analysis
In this experiment, we used the internet movie review database (IMDb) [35] dataset to verify 
the effect of the AM-LSTM model on an ordinary sentiment analysis task. IMDb is a crawler 
dataset about internet film reviews. Based on the emotion polarities of the reviews, this dataset 
divides all movie reviews into positive and negative categories.

In our work, we compared AM-LSTM with LSTM and a hybrid deep belief network 
(HDBN) [37], which is an effective deep network for sentiment analysis. The error rates and the 
running time of the AM-LSTM model and the compared models are shown in Figure 3.4(a) and 
3.4(b), respectively. As we can see, among the compared model, AM-LSTM obtains the best 
classification accuracy and uses the least running time.

3.4.2.2 Aspect-Based Sentiment Analysis
Aspect-based sentiment analysis is one of the classical tasks of semantic analysis [38]. In order 
to test the effect of the AM-LSTM model on aspect-based sentiment analysis, we conducted 
experiments on two datasets. One was the SemEval-2014 Task 4 (SemEval14) dataset [36], 
which contains two domains (Restaurant domain and Laptop domain). The other was the 

Figure 3.3 The accuracy and loss curves of LSTM and AM-LSTM model on the Fashion-MNIST data-
set. (a) The accuracy curves; and (b) the loss curves.
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Twitter dataset collected by Dong et al. [34]. In these two datasets, the aspect terms of each 
review are labeled by three sentiment polarities: positive, neutral, and negative. For example, in 
the sentence “I loved the food in this restaurant, but the service is horrible,” the polarity of the 
aspect term food is positive, but for the aspect term service, its polarity is negative. Concretely, 
the statistics of the two datasets are provided in Table 3.2.

In this experiment, we used Accuracy and Macro-averaged F-measure (Macro-F1) as the 
metrics to evaluate the effect of AM-LSTM and the compared models [34, 39]. The experi-
mental results obtained by AM-LSTM and the compared methods are shown in Table 3.3. In 
this table, “Cabasc” is a content attention model for aspect-based sentiment analysis [38] and 
“ATAE-LSTM” is an attention-based LSTM with aspect embedding, which can focus on the 
parts of a sentence when several aspects are taken as input [40]. Although there are many 
attention-based variants models, they are quite different from the AM-LSTM model. We can 
also apply the attention mechanism outside the AM-LSTM cell as same as them.

Figure 3.4 The error rates and the running time of LSTM, HDBN, and AM-LSTM model on the IMDb 
dataset. (a) The error rate obtained by the three models; (b) their running time.

Table 3.2 The statistics of the SemEval14 and Twitter datasets

Data set Positive Neutral Negative 

Train Test Train Test Train Test

SemEval14(Restaurant) 2164 728 637 196 807 196 

SemEval14(Laptop) 994 341 464 169 870 128

Twitter 1561 173 3127 346 1560 173 

Table 3.3 The experimental results obtained on the SemEval14 and Twitter datasets

Method SemEval14 (Restaurant) SemEval14 (Laptop) Twitter 

Acc.(%) Macro-F1 Acc.(%) Macro-F1 Acc.(%) Macro-F1 

Cabasc 78.12 0.6743 70.84 0.6552 69.51 0.6707 

ATAE-LSTM 77.86 0.6718 69.75 0.6425 69.65 0.6762 

LSTM 77.41 0.6686 69.74 0.6394 68.93 0.6699 

AM-LSTM 78.57 0.6801 71.16 0.6559 69.94 0.6911
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From Table 3.3, we can see that AM-LSTM performs best among the compared models. 
In other words, AM-LSTM outperforms both LSTM and previous attention-related models, 
including the model that applies the attention mechanism outside the cell of LSTM.

3.5 Conclusion

In this chapter, we propose a novel AM-LSTM model to alleviate the problem that LSTM lacks 
attention mechanism. The key idea behind this model is to seamlessly integrate the attention 
mechanism inside the cell of LSTM. Experiments show that the AM-LSTM model performs 
better than LSTM, variants of LSTM, and other related networks. Therefore, AM-LSTM can be 
seen as a substitute for LSTM in the sequence learning tasks.
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4.1 Introduction

Smart manufacturing is a new manufacturing model that applies artificial intelligence to indus-
try. Smart manufacturing can transform the original complex and labor-intensive manufactur-
ing process into an intelligent and efficient machine-automated production process. Industrial 
surface defect detection is one of the key aspects of smart manufacturing. Traditional defect 
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Abstract

The rise of artificial intelligence provides a new method for industrial surface defect detec-
tion. However, the lack of sufficient labeled defect samples and the desire for greater detec-
tion accuracy are the major obstacles to deep learning-based defect detection. To address the 
aforementioned issues, this chapter proposes the novel data augmentation algorithm mixForm 
and the multi-attention fusion mechanism (MAF). First, the MAF focuses on the spatial and 
channel features of the defect samples and integrates these features into the spatial pyramid 
structure with the attention mechanism, which enables the classification and localization of 
complex defect features and improves the accuracy of defect detection. Second, this chap-
ter proposes a data augmentation scheme for defect detection. The spatial and shape-wise 
transformations for target defects improve the detection model’s ability to recognize mul-
tiple types of defects. Third, this chapter considers edge computing in industrial scenarios 
to achieve a federated learning (FL) framework for building defect detection models in low 
computing power situations with multiple devices cooperatively, called split federated learn-
ing (SFL). Meanwhile, the defect detection algorithm based on the MAF module is applied 
to the SFL framework. This effectively improves the model training efficiency and maintains 
high-accuracy detection for defective samples. Finally, the experimental results show that 
the defect detection model with the MAF module and mixForm data augmentation achieves 
higher detection accuracy than the comparison scheme, reaching 82.91 mAP on the NEU-
DET dataset. Compared with other attention mechanisms, the defect detection technique 
employing MAF improves by at least 1.89 mAP. The experiments validate that SFL achieves 
faster convergence and higher detection accuracy than Faster R-CNN using traditional FL.

Key Words: Surface defect detection, Attention mechanism, Federated learning, Data augmentation

In: Attention Augmented Learning Machines
Editors: Guoqiang Zhong and Jinxuan Sun
ISBN: 979-8-88697-780-6
© 2023 Nova Science Publishers, Inc.



Xiaoli Yue and Guoqiang Zhong  50

detection is done by manual or machine vision algorithms based on hough transform [1], wave-
let transform [2], and Fourier transform [3] to select products containing defects, which is not 
only less accurate but also time-consuming. Nowadays, the rapid development of artificial intel-
ligence has led to the creation of new defect detection solutions. The use of object detection 
algorithms allows for automated and rapid inspection of defects in products [4].

The current research on defect detection based on object detection is divided into two main 
categories: one-stage algorithm and two-stage algorithm. Among the one-stage algorithms, 
typical algorithms include YOLO [5], RetinaNet [6], and SSD [7]. Such algorithms sacri-
fice part of the detection accuracy in exchange for having high detection efficiency. Among 
two-stage algorithms, typical algorithms include Faster R-CNN [8] and Cascade R-CNN 
[9]. These algorithms improve detection accuracy by increasing the screening of candidate 
frames. However, the above two types of algorithms still have the problem of low detection 
accuracy for the detection of complex defects. As shown in Figure 4.1, a typical defect sample 
of rolled steel has various types of defects, small defect targets, and inconspicuous features. 
This makes it difficult for the existing defect detection to accurately locate and identify the 
defective regions in the sample. At the same time, the lack of sufficient annotation data is also 
a challenge that hinders further improvement of detection accuracy. Therefore, this chapter 
tries to propose a new defect detection scheme from the perspective of model design and data 
processing.

The scheme in this chapter is divided into two parts: multi-attention fusion  mechanism 
(MAF) and mixForm data augmentation algorithm. MAF is inspired by the attention  mechanism 
in deep learning, and it is proposed by applying the attention mechanism that fuses  multiple 
functions for defect detection. Because of the single function of extracting features in the 
 previous attention mechanisms, it is difficult to acquire various features in defect  samples. MAF 
can obtain a variety of features to enable the subsequent modules to detect defects  better. Unlike 
the direct masking or splicing data augmentation methods such as MixUp [10] and CutMix 
[11], mixForm takes advantage of the more homogeneous background in the defect samples. 
The mixForm recombines defective regions and incorporates them into the defect-free image 

Figure 4.1 Example of defects on the steel surface.
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to generate a new defect sample. Both MAF and mixForm can be successfully applied to the 
detection algorithm and to improve the accuracy of defect detection. In this chapter, the training 
problem of defect detection is further considered. Training a defect detection model using FL 
[12] allows the training task to be assigned to multiple smart terminals. This distributed idea 
can effectively save the training time of the model. Also, we optimize the traditional federation 
learning algorithm to propose the SFL algorithm, which greatly reduces communication over-
head. The specific contributions of this chapter are as follows.

 (1) To enhance the feature extraction capability of the network, this chapter proposes an atten-
tion mechanism based on multidimensional information fusion. The MAF integrates the 
location and shape information of defects into the defect detection model, which improves 
the defect detection accuracy while avoiding adding more model complexity.

 (2) To fully use the limited annotation data, this chapter designs the mixForm data augmentation 
scheme applicable to defect detection. The mixForm expands the dataset and effectively 
enhances the model’s ability to recognize multiple defects, improving detection accuracy.

 (3) To promote the application of defect detection in industrial scenarios, this chapter consid-
ers the problem of training defect detection models collaboratively by numerous intelligent 
devices. Applying SFL to it, we can achieve the defect detection model with high compu-
tational efficiency and generalizability while ensuring data privacy.

 (4) The experimental results show that the mixForm data augmentation algorithm effectively 
enriches the data diversity. The MAF with mixForm achieves higher accuracy detection 
of target defects and reaches 82.91 mAP on the NEU-DET dataset. Using MAF, the defect 
detection scheme achieves at least 1.89 mAP improvement over defect detection using 
SE (Squeeze-and-Excitation) [13], CBAM (Convolutional Block Attention Module) [14], 
and CA (coordinate attention) [15] attention. Experiments also validate the effectiveness 
of MAF on SFL. Compared to Faster R-CNN with FL, SFL achieves faster convergence 
speed and higher detection accuracy.

4.2 Related Work

In this section, we review the defect detection approaches from the perspective of manual fea-
tures and deep learning.

For the traditional defect detection methods, the features used by the algorithm are broadly 
classified into three categories: texture, color, and shape [16]. For example, Prasitmeeboo et al. 
[17] designed a two-step SVM method using color histogram features and implemented a defect 
detection function for particle board using smoothing and thresholding techniques. Wang et al. 
[18] used the fast-hough transform technique to achieve defect detection on the bottle surface. 
Nevertheless, defect detection faces more significant challenges in natural complex industrial 
environments, such as diverse types of defects, slight differences from the background, diffi-
culty in distinguishing defects, and noisy images. Traditional machine vision algorithms have 
the problems of low detection precision, detection of only specific features, and poor robustness.

For the deep learning methods, defect detection can be considered a practical application 
of object detection models in industrial scenarios to obtain accurate locations and category 
information. Moreover, algorithms based on deep learning gradually occupy a critical position. 
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Jin et al. [19] achieved 96.74 mAP using an improved Faster R-CNN for rail surface defect 
detection. Huang et al. [20] proposed a multi-scale feature pair approach to improve Cascade 
R-CNN to accomplish defect detection of metal cans. Liu et al. [21] used the MobileNet-SSD 
network to achieve 94.3 mAP on the support component dataset of a high-speed railway cate-
nary. Zhang et al. [22] improved the YOLO-v3 network by introducing a focal loss function 
and pre-training weights, thus improving detection precision. Cheng et al. [23] improved the 
performance of the RetinaNet model by optimizing anchor configuration and introducing chan-
nel attention and adaptive feature fusion modules. However, there are still challenges in deep 
learning-based defect detection, such as the lack of generalization of the model and low preci-
sion of detection for small objects.

4.3 Industrial Surface Defect Detection Scheme

In this section, we introduce the proposed MAF in the scheme, the mixForm data augmentation 
algorithm, and the SFL framework for industrial defect detection.

4.3.1 Multi-Attention Fusion Mechanism

The detailed structure of MAF is shown in Figure 4.2, which encodes both channel and spa-
tial dimensions. MAF helps the defect detection model find vital information in the image by 
focusing on “what are the features” and “where are the features.” The channel attention module 
introduces a spatial pyramid structure that captures semantic information using different pool-
ing sizes to construct different structural information. Moreover, the spatial attention module 
performs contextual modeling of spatial pixel points. The proposed attention mechanism of the 
scheme considers the inter-channel and spatial information interactions. It enhances the data’s 
global and local correlation to develop a more comprehensive feature attention approach than 

Figure 4.2 A schematic diagram of the architecture of MAF is proposed in this chapter. The blue dashed 
box refers to the channel dimension, and the orange dashed box refers to the spatial dimension. Here, r 
is the reduction factor for both channel and space branches, and we set it to 16. In addition, ⊕ denotes 
element-wise sum, and ⊗ denotes element-wise product.
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other single- dimensional attention mechanisms in the following, we introduce the individual 
modules separately.

4.3.1.1 Channel Attention Module
Channel attention can effectively learn the relevance of each channel, that is, the importance of 
each channel, and strengthen the essential features to weaken unimportant features. Given an 
input feature map X RH W CÎ * * , the average pooling is performed by three different size pooling 
kernels (1*1, 2*2, 4*4) to obtain different scale features, preserving the structural information of 
the feature map. Then, the 1D feature vector is obtained by reshaping and concatenating opera-
tions. Finally, the operation of nonlinear activation can derive the output attention map of the 
channel module. Equation (4.1) is shown below.

 Z Conv Conv C R P R P R Pc = ( ) ( ) ( )( )( )( )( )d 1 2 4, , , (4.1)

where P1, P2, and P4 represent the three scales of pooling operations to obtain three feature maps 
with X R C

1
1 1Î * * , X R C

2
2 2Î * * , and X R C

4
4 4Î * * , respectively. This reduces the loss of spatial 

information caused by the global average pooling operation. R ×( ) refers to the reshape opera-
tion, which yields three 1D vectors with v c1 = , v c2 4= , and v c3 16= , respectively. C ×( ) refers 
to the concatenate operation. δ is the ReLu nonlinear activation function, and Conv is two 1*1 
convolution functions. They are stitched together and convolved, and this step is an interaction 
of the information on multiple feature maps.

4.3.1.2 Spatial Attention Module
Because the distribution of defect features is uneven on different image pixels, spatial attention 
can effectively focus the model on informative features and strengthen the ability of feature 
representation in crucial regions, thus strengthening the regions of interest and weakening the 
background regions. Therefore, this scheme designs a spatial pixel attention module, focusing 
on generating respective weights for each pixel point. The feature map X RH W CÎ * *  is similarly 
fed into the 1*1 convolution and nonlinear activation function to obtain the output attention map 
Z Rs

H WÎ * *1 of the spatial module, which can be described as follows:

 Z X Conv Conv Xs ( ) ( )( )( )= .d  (4.2)

4.3.1.3 Integration Method
The above two modules are parallel. First, the obtained attention maps Zc and Zs are combined 
by add operation. Then, after the sigmoid function normalizes Zc and Zs to between (0,1) and 
obtains the whole attention map Z X RH W C( )Î * * , it is applied to the input feature map to obtain 
the final weighted output feature map ¢X . The calculation process can be expressed as follows:

 Z X Z X Z Xc s( ) = ( ) + ( )( )s ,  (4.3)

 ¢ = + Ä ( )X X X Z X . (4.4)
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4.3.1.4 Implementation
The attention mechanism can be flexibly inserted into the defect detection models as a plug-and-
play module to improve the detection performance. In the scheme, the aim is to capture long-
term dependencies and improve the backbone network to enhance feature extraction; therefore, 
the proposed MAF is inserted behind the residual block of ResNet [24] (i.e., behind the one with 
more channels). Figure 4.3 shows how attention is added to the backbone.

4.3.2 MixForm Data Augmentation

Traditional augmentation methods use horizontal and vertical flips, changing brightness, 
and Gaussian perturbation [25]. These methods reduce the dependence of models on the 
location of the object’s appearance and reduce the models’ sensitivity to color. However, 
the traditional methods have limited improvement in the accuracy of the defect detection 
model. Furthermore, methods like MixUp [10], CutMix [11], and mosaic destroy the struc-
tural information of the image and introduce some unnecessary defects. Therefore, to get 
sufficient training data and make full use of the limited annotation information, this chapter 
proposes a data augmentation algorithm for industrial surface defects called mixForm. We 
consider that the image background is primarily consistent with industrial defects; so we 
propose a diverse combination of defect features and background fusion, and the algorithm 
is shown below.

First, the defective region image Ddefect is cropped from the defective image according to the 
annotation information and input to the algorithm together with the clean sample dataset Dclean. 
Second, the algorithm randomly selects a clean image and multiple defective region images. 
Moreover, it randomly transforms these defective region images in shape and size. The algo-
rithm calculates the percentage of the overlapping area of these defective region images to avoid 
adding defective region images with a too-sizeable overlapping area on the background image. 
Finally, to prevent the defective region images from being too prominent in the background 
image due to their significant differences, the algorithm employs Poisson fusion to seamlessly 
integrate the defective region images into the background image. This approach enables the 
creation of a single image that encompasses multiple defects, resulting in more realistic images 
that align with the industrial scenario. The dataset is expanded in the data preprocessing stage 
to improve the defect detection model’s ability to recognize multiple defects.

Figure 4.3 Implementation approach for ResNet network architecture.
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Algorithm 1 MixForm data augmentation

Input: Images of all defective areas in the defect dataset Ddefect, Clean sample dataset Dclean, Number of images generated 
by data augmentation N, Defective area overlap threshold T
Output: Data augmentation defects dataset Daug

 for i to N do
  imgc ¬  random_select(Dclean)
  // Randomly select one of the clean samples as the background image.
  Ndefect ¬ random_int(2,4)
  // Randomly determine the number of defects present in an image.
  j ¬ 0

  while j Ndefect<  do
   d ¬ random_select(Ddefect) // Randomly select a defective area image.
   s ¬  random_resize(d ) // Randomly generate defect areas with shape and size.
   p ¬  get_position(d ) // Generate defect areas and positions for background.
   if DecideOberlap(d s p imgc, , , ) < T  then
     // Calculate the overlap of the currently added defect area with the existing defects in the background.
     imgc ¬  seamlessClone(d s p imgc, , , )
     //Add defect areas to the background image.
     j j= +1

    end if
  end while
  D imgaug c¬  // Add the generated images to the data augmentation dataset.
 end for
 return Daug

4.3.3 Split Federated Learning

FL can be deployed on numerous intelligent devices to achieve distributed training in defect 
detection in the industrial Internet of Things. The aggregation approach demonstrated in 
Equation (4.5) is the core principle of the FedAvg [12] algorithm.

 w
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,  (4.5)

where K K C1< £( )  is the number of participants in the current communication round, nk is 
the number of training data of the k-th participant, and n is the number of training data of all 
participants who participated in the current aggregation round.

However, due to the problems of device heterogeneity and data heterogeneity, devices with 
weak computational power will slow down the FL model parameter aggregation. Models with 
different data distributions will interfere with each other in the aggregation stage, which even-
tually significantly reduces the efficiency and effectiveness of FL. Therefore, SFL is inspired 
by transfer learning [26] to propose an FL algorithm applicable to object detection, which 
improves the computational efficiency and the generalization of the global model compared 
to FedAvg. The core principle of the algorithm is shown in Equation (4.6). The corresponding 
model parameters wk t

s
,  are obtained by extracting the generic part of the object detection model 

f ×( ) for different devices.
For example, devices with different computing power may use different numbers of ResNet 

blocks in the object detection model. The algorithm can select the part of the model that is 
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common and has better transferability. Then the model parameters wk t
s
,  are aggregated and dis-

tributed to all participants according to the FL process. The participants use the combination of 
local-specific model parameters wk t

f s
,
-  and global model parameters 

k

K
k

k t
sn

n
w

=å 1
,  as a new local 

model to continue the training. The SFL process is shown in Figure 4.4.
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where fk t, +1 is the local model for the k-th participant’s t + 1 communication round, and f – s is 
denoted as the difference set between the model f and the generic part s (i.e., the model-specific 
part). The heterogeneity problem of FL is effectively solved with the above algorithm, and the 
speed of model convergence is also improved.

4.4 Experiment

This section first describes the three parts of the dataset, performance evaluation, and imple-
mentation details required to conduct the experiments. The following experiment results for 
defect detection are shown, including comparison experiments with different algorithms, abla-
tion experiments, and comparisons with other attention methods. Finally, defect detection 
results based on SFL are shown.

4.4.1 Dataset

To validate the performance of the defect detection model, we used the steel surface defect 
dataset NEU-DET [27] for evaluation. In addition, this dataset consisted of 1800 samples of six 
different types with the size of 200*200.

4.4.2 Performance Evaluation

For detection tasks, the model effectiveness is usually evaluated using the mean average preci-
sion (mAP), which is the average of the average precision (AP) over multiple categories. AP is 

Figure 4.4 SFL defect detection process.
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the area formed by the PR curve plotted against the axes based on the obtained precision and 
recall data; that is, it is a trade-off between these two. The above metrics can be defined as

 mAP
N

AP= å1
, (4.7)

 AP precision recall d recall= ( ) ( )ò0
1

, (4.8)

 precision
TP

TP FP
=

+
, (4.9)

 recall
TP

TP FN
=

+
, (4.10)

where TP, FP, and FN represent the number of true positive, false positive, and false negative 
samples, respectively. N refers to the number of categories.

4.4.3 Implementation Details

4.4.3.1 Computation Platform
The model was implemented on PyCharm based on PyTorch 1.10.1, CUDA 11.3, Python 3.8, 
and the experiments were completed on Intel(R) Xeon(R) Silver 4214R CPU and NVIDIA RTX 
3090 GPUs platform.

4.4.3.2 Parameter Setup
All experiments used a Faster R-CNN algorithm with COCO pre-trained ResNet50-FPN as the 
backbone. For fine-tuning, the learning rate was set to 0.02, and the weight decay and momen-
tum were 1e−4 and 0.9, respectively, during the training process. Due to the limitation of GPU 
memory, the batch size was set to 10, and the epoch was 40. The training, validation, and test 
sets of the dataset were divided according to the ratio of 6.8:1.2:2.

4.4.4 Experiment Results

4.4.4.1 MixForm Data Augmentation
The mixForm data augmentation can address the drawback of having only the same type of 
defects in each image of the NEU-DET dataset. MixForm incorporated different defects into 
clean samples and improved the diversity of the training data. Figure 4.5(a) and Figure 4.5(c) 
compare the traditional data augmentation with mixForm. The traditional data augmentation 
only rotates, flips, and blurs the image, and the number of generated samples is limited and does 
not change much compared with the original image. MixForm can specify the number of defec-
tive features in the image, which is generally set to two to four in the experiment. Thus, a rich 
set of defect data can be generated, allowing the defect detection model to identify the defect 
location while correctly classifying the defects. In addition, the mixForm algorithm considers 
that multiple defects may overlap when added to the background image. Hence, the algorithm 
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determines whether overlap occurs between defects and thus guides the calculation of defect 
positions in the background image.

Figure 4.5(b) shows the data generated by mixForm without background fusion. It can be 
clearly seen that these defect features differ significantly from the background image after addi-
tion due to different illumination at the time of the shooting. Defect detection models can quickly 
identify defective regions in such images, but it is challenging to obtain accuracy improvement. 
Therefore, background fusion is significant for mixForm, and in Figure 4.5(c), the defects have 
been well integrated into the background. It is worth noting that to avoid the presence of the 
augmented training set data in the validation set, the model gets convincing results in predic-
tion. Specifically, mixForm expands the data only for the training set.

4.4.4.2 Comparison of Accuracy with Different Models
To evaluate the effectiveness of our model, we compared it with several mainstream object 
detection algorithms. Table 4.1 shows the detection results on the NEU-DET dataset. It 
includes the AP values on various types of defects and the final mAP values. The compared 
algorithms include the one-stage object detection network represented by YOLOv3, YOLOX, 
and RetinaNet, and the two-stage object detection network represented by the original Faster 
R-CNN. The original dataset was first divided. The training set was expanded to 6120 images 
using mixForm and then trained using the defect detection model proposed in this study.

Table 4.1 shows the defect detection results of the methods mentioned above. Moreover, 
Ours* represents the detection results that do not use mixForm. Table 4.1 shows that the method 
proposed in this study achieved the highest precision of 82.91 mAP and the best detection 
results on the categories patches, rolled-in_scale, and scratches, with 95.04, 76.32, and 99.56, 
respectively. In the crazing category, where the defect features are less obvious, our method also 
significantly improves the detection precision to 55.42. Notably, the precision of our model only 

Figure 4.5 Results generated by different data augmentation.

Table 4.1 Detection results on the NEU-DET dataset

Method YOLOv3 RetinaNet YOLOX Faster R-CNN DEA_RetinaNet Ours Ours*

mAP 69.40 75.33 74.77 75.21 79.11 82.91 78.98

crazing 68.39 53.02 48.23 40.29 60.93 55.42 43.87 

inclusion 61.88 78.74 82.01 81.44 82.49 85.41 85.74 

patches 71.44 93.33 88.95 92.93 94.27 95.04 94.14 

pitted_surface 68.33 91.37 76.80 88.44 95.79 93.30 92.89 

rolled-in_scale 72.66 62.00 65.71 60.47 67.16 76.32 61.60 

scratches 73.71 73.49 89.40 96.90 74.05 99.56 98.49 
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using MAF has reached 78.98 mAP without expanding the dataset, and the highest detection 
precision of 85.74 is achieved in the inclusion category. The examples of the detection results of 
this scheme on the NEU-DET dataset are shown in Figure 4.6.

4.4.4.3 Ablation Studies
The ablation experiments used Faster R-CNN as a baseline to verify the effects of mixForm and 
MAF. Also, we verified the effect of the attention mechanism in the reduction factor r on the 
model performance.

MAF and mixForm. The baseline is the Faster R-CNN algorithm with ResNet50-FPN as 
the backbone. Table 4.2 shows that the third column is the improved backbone network using 
MAF. The mAP of the model is improved from 75.21 in baseline to 78.98, which effectively 
improves the model performance. The second column shows the results after mixForm expands 
the training set to 6120 images, and the number of validation and test sets remains the same, 
which increases 5.28 mAP compared to the baseline. When both modules are used, its mAP 
reaches a maximum of 82.91, which is 2.42 mAP higher than using the data augmentation 
scheme alone and 3.93 mAP higher than using only the attention mechanism.

The effect of r. The reduction factor r is a vital hyperparameter to reduce the number of 
channels of the model. To investigate the effect of different reduction factors of this attention 
mechanism on the model performance, we tried to vary the size of r on the NEU-DET dataset 
before and after the expansion, respectively, and observe the change in performance. We con-
ducted experiments on the MAF-ResNet50-FPN-based architecture with r of 16, 24, and 32. 
As shown in Table 4.3, the model gradually performs better as r decreases on both the original 
and expanded datasets. The reduction factor decreases when the reduction is 16 compared to 
32, leading to a more significant number of channels and the introduction of more parameters 
to improve the model performance. Therefore, r = 16 is used for all experiments in this chapter.

4.4.4.4 Comparison with Other Attention Mechanisms
We compared the MAF proposed in this study with the mainstream attention mechanisms, 
including the SE, CA, and CBAM in Table 4.4. The upper part of the table represents the 

Figure 4.6 Examples of defect detection results on NEU-DET.

Table 4.2 Performance of the two module usage methods

baseline mixForm MAF mAP

✓ 75.21

✓ 78.98+3.77

✓ 80.49+5.28

✓ ✓ 82.91+7.70
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detection effect after expanding the training set, and the lower part is unexpanded. As seen in 
Table 4.4, the use of the SE attention mechanism has improved the detection performance of the 
model by 1.57 and 1.88, respectively. CA and CBAM contribute less to the model performance 
or even reduce the detection accuracy. However, when using the attention mechanism of this 
scheme, the defect detection model captures more semantic information than other attention 
mechanisms, and the best detection results are obtained experimentally. In addition, Figure 4.7 
shows the loss variation using different attentions on the NEU-DET dataset.

4.4.4.5 The Performance of SFL
SFL changed the previous design of FL to upload the complete model and instead selected the 
common part of the defect detection model for aggregation. In the experiments, the shared one-
layer SFL selected ResNet50’s conv5_x layer for aggregation. The shared two layers selected 
the conv4_x and conv5_x layers for aggregation. Similarly, the shared three layers selected the 
conv3_x, conv4_x, and conv5_x layers for aggregation. In addition, the three sets of experi-
ments mentioned earlier were compared with the shared backbone, shared full model, and Faster 
R-CNN using the original dataset of FL. The FL using the original dataset divided 1224 training 
images equally among 10 participants, and the other FL experiments all used mixForm aug-
mented 6120 training images divided equally among 10 participants. The experiment allowed 

Table 4.3 Comparison of the performance of MAF-based models under different r

Settings r mAP

baseline — 75.21 

+MAF(Ours) 16 78.98 +3.77

+MAF(Ours) 24 77.93 +2.72

+MAF(Ours) 32 77.6 +2.4

+MAF(Ours)* 16 82.91 +7.7

+MAF(Ours)* 24 81.84 +6.63

+MAF(Ours)* 32 81.69 +6.48

Table 4.4 Comparison of different attention mechanisms on the NEU-DET dataset before and 
after expansion

Settings mAP

ResNet50-FPN 80.49 

∼+SE 82.06 +1.57

∼+ CBAM 80.78 +0.29

∼+ CA 80.64 +0.15

∼+ Ours 82.91 +2.42

ResNet50-FPN 75.21 

∼+SE* 77.09 +1.88

∼+ CBAM* 73.13

∼+ CA* 72.97 

∼+ Ours* 78.98 +3.77
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the participants to share the model parameters with the server every three epochs. The rest of 
the settings were the same as in the previous chapter.

Figure 4.8 shows the average mAP of the 10 participants for every epoch. From the figure, 
it can be seen that SFL can achieve a similar mAP as when FL shares all model parameters. 
Meanwhile, SFL has a more stable training process compared to traditional FL. Compared 
with FL using the original dataset and Faster R-CNN, SFL demonstrates a clear advantage of 
faster convergence and effective improvement of defect detection accuracy on FL. The shared 

Figure 4.7 Loss changes during training on different attentions.

Figure 4.8 Defect detection in FL mAP.
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two-layer SFL improves 6.35 mAP over the FL using the original dataset and Faster R-CNN. 
Table 4.5 compares the number of uploaded parameters for different sharing methods. Sharing 
only part of the model reduces the number of uploaded parameters to the server, significantly 
reducing the communication overhead and speeding up the aggregation of the global model.

4.5 Conclusion

To satisfy the requirements of industrial quality inspection, this chapter proposes a scheme 
for surface defect detection. This scheme effectively improves the accuracy and achieves col-
laborative training of the defect detection model. Experimental results show that this chapter’s 
scheme outperforms previous schemes. The model achieves 78.98 mAP on the original NEU-
DET dataset and 82.91 mAP after mixForm. In addition, SFL significantly saves computational 
resources and improves the generalizability of the model. In the future, we will continue to 
study the defect scale problem and design an effective feature fusion module to further improve 
the defect detection model.
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5.1 Introduction

Since AlexNet [1] won the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in 
2012, and 10.9% performance transcended the second place, deep convolutional neural net-
works (CNNs) have rapidly garnered tremendous attention and deeper investigation. With the 
advancement of CNN models increasing, e.g., VGGNet [2], GoogleNet [3], and ResNet [4], 
the application is explored to serve different fields of computer vision tasks, including object 
tracking [5], object detection [6, 7], image compression [8], and instance segmentation [9]. 
With respect to modern computer vision, CNNs have shown unparalleled potential and proven 
to be a very successful paradigm. Although CNN is particularly impressive in extracting local 
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information, it is invented on pixel matrices in image processing, only considering sequen-
tial n-grams that are consecutive on the surface string and neglecting long-distance dependen-
cies. It does not gain further achievements in a computational and parametric-efficient manner 
besides deepening the networks.

Transformer is a type of neural network mainly based on the self-attention mechanism 
[10], which can provide relationships between different features. Attention mechanism allows 
the modeling of dependencies regardless of their distance in the input or output sequences. It 
is widely used in the field of natural language processing (NLP), e.g., the famous BERT [11] 
and GPT-3 [12] models. The whole community is inspired by the power of these Transformer 
models to investigate their use for visual tasks such as DERT [12] and ViT [13]. However, it is 
typically not enough to train a network with good statistical prediction unless it can sufficiently 
be pre-trained on data with similar attributes.

We consider here to help it deliver super performance while releasing it from large-scale 
datasets. We find that the information across the entire image is integrated by attention even in 
the lowest layers, and the average distance, where the information is integrated between image 
space across, is parallel to the receptive field size in CNNs. This suggests that the highly local-
ized attention may play a similar function as early convolutional layers in CNNs.

This chapter proposes a new lightweight network with rare performance loss. The entire 
architecture is shown in Figure 5.1. An efficient way is proposed to further improve the per-
formance of the object detection model through a combination of Transformer module and 
CNNs. It establishes the balance between accuracy with computational consumption and real-
time memory occupancy during training. The last module of GhostNet [14] is replaced by our 
Transformer module, which acts as the backbone of the network. Before entering the backbone, 

Figure 5.1 The overall structure of the proposed network. The GhostNet backbone receives ground 
truth after it is sliced. The Transformer module takes place of the original last module in GhostNet. The 
dominant component named multi-head attention is shown in detail in Figure 2.1. FC represents the fully 
connected layer and the output of the detection head is a vector in n + 5 and n is the number of identifi-
able objects.
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the pixels of the image x C H WÎ ´ ´ 0 0  are reconstructed into low-resolution images, aggregating 
the  information of H, W dimension into the C space to attain the improvement of the perceptual 
field, which has a similar quality of information to the original one. Then the random images are 
fed into the  backbone after being shuffled. At the bottom of the network, CNN forces the  capture 
of local  structure using local receptive fields, shared weights, and spatial subsampling, and thus 
also achieves highly localized features with less effort compared with Transformer. Further, the 
 perspective fields are explored with network depth, which is beneficial for the Transformer  module 
to integrate  information globally.

First, a standard Transformer is utilized to process the sequence of patches corrupted by the 
local information of a patch. Given a 2D image x C H WÎ ´ ´ , we uniformly split it into N patches 
xp

N P CÎ ´
2

 [13], where the ( , )P P  is the resolution of each image patch, and N HW P= / 2, which 
serves as the effective input sequence length for the Transformer. Then, the projected tokens are 
flattened into 1D for subsequent process with a trainable linear projection map (Eq. 5.1),

 I x x E x E Eclass p p
n n pos= +[ ; ;...; ] ,1 1  (5.1)

where E i Ni P C DÎ Î´( 2 ) , ,
  is the mapping matrix, and E pos N DÎ + ´( )1  is obtained from the 

linear operation as position embedding. A learnable embedding is prepended in the sequence 
of embedded patches z xclass0 = . It contains latent information, and more information about the 
sequence is accumulated through self-attention, which is later used for classification.

The main contributions of this chapter are as follows:

 1. Extending Transformer-based architecture to lightweight network for objection detection, 
releasing it from huge datasets.

 2. Introducing a combination of Transformer and CNN based on their different internal 
representations when processing the image data. The experiments demonstrate that this 
approach improves the performance and provides network flexibility with less real-time 
memory and storage.

The rest of the chapter is composed of the following parts. Section 5.2 includes a review of 
the network lightweight and vision Transformer. Section 5.3 describes details of the proposed 
Transformer module and the other auxiliary lightweight work. Section 5.4 is devoted to the 
experiments and results to analyze the effectiveness and validity of the Transformer module. 
Section 5.5 includes the conclusions of this work and open research lines.

5.2 Related Works

In this section, we review some existing literature on deep network compression and vision 
transformer separately.

5.2.1 Deep Network Compression

Neural networks are intensive in terms of both computation and memory. Therefore, deep net-
work compression is introduced to address this limitation. It includes heuristic methods [15], 
reinforcement learning methods [16], and genetic and evolutionary algorithms [17]. Knowledge 
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distillation [11, 18, 19] refines the knowledge in a complex machine learning model or an ensem-
ble of models into a smaller single model that is much easier to deploy without significant loss in 
performance. Another approach is approximating a matrix by one whose rank is less than that 
of the original matrix [20]. The goal of this approach is to obtain more compact representations 
of the data with limited loss of information. In addition, neural structure design [21–23] has 
great potential for building compact deep networks.

However, the neglect of abundant, even redundant, information about these methods in the 
feature maps loses a comprehensive understanding of the input data. In that case, GhostNet [14] 
uses cheap linear transformations to generate many ghost that could fully utilize information. 
Therefore, we use GhostNet as our architectural bias. 

5.2.2 Vision Transformer

The major success of the Transformer architectures in the field of NLP has inspired researchers 
to apply Transformer to computer vision tasks. In classification, Chen et al. trained a sequence 
Transformer to achieve auto-regressively to predict pixels [24] on image classification tasks. A 
model named ViT [13] was applied on sequences of image patches using a pure Transformer. 
Touvron et al. proposed a competitive convolution-free Transformer [25] called a data-efficient 
image Transformer through the help of a teacher–student strategy. Besides image classification, 
Transformer models have been applied to address other vision tasks, including object detec-
tion [12], video understanding [26], image processing [27], and semantic segmentation [28]. 
Additionally, Zhu et al. [29] extended the network slimming approach for reducing the dimen-
sions of linear projections in both FFN and attention modules. To sum up, Transformer-based 
models attract more and more researchers to improve a wide range of visual tasks. However, 
they need the quadratic complexity resulted by the number of tokens, and they are not compu-
tationally efficient.

5.3 Approach

This section introduces our proposed model in detail, including the pre-process layer and the 
Transformer module, as well as its entire structure.

Figure 5.2 Slicing operation and the Transformer module: (a) Slicing projection is performed by draw-
ing the pixels of the image at intervals circumferentially and concatenating it for channel expansion. (b) 
The structure of the Transformer in blocks. (c) A particular demonstration of the Transformer module. (d) 
The details of multi-head attention.
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5.3.1 Pre-Process Layers

An approach is proposed to enhance the network computing speed. The pixel points of the 
high-resolution image are periodically drawn out to be reconstructed using the low-resolution 
image. For example, we start by stacking the four adjacent positions of a pixel to reduce the 
information from the W H,  dimensions to the C dimension. It achieves a sharp decrease in the 
amount of computation for speeding up. Figure 2.1(a) illustrates this operation. Input images 
are obtained for every few pixels after being sliced (the default here is 2) to concat. This simi-
lar operation called Focus is used in previous You Only Look Once (YOLO). Three layers of 
convolution for downsampling from CNNs are replaced. Additionally, Focus is no longer used 
in the current YOLO version.

 
params K K C C

FLOPs K K C C H W
h w in out

h w in out

= ´ ´ ´
= ´ ´ ´ ´ ´

,

.
 (5.2)

This Focus is used to transform the image of x C H WÎ ´ ´ 0 0  to x
C

H W

Î
´ ´


4 0

2
0

2 . According to 
Equation (5.2), there is a significant reduction in computation and the number of parameters 
without information loss.

5.3.2 Vision Transformer Module

Two main parts are contained in our Transformer module, as shown in Figure 2.1c: multi-head 
self-attention (MSA) module and multi-layer fully connected (MLF) module.

After tokenization, we model the interactions between these visual tokens. In the self-
attention module, the inputs I N DÎ ´  obtained in Equation 5.1 are linearly transformed to, i.e., 
queries Q N DkÎ ´  and keys K N DkÎ ´ , where N is the sequence length and D and Dk are the 
dimensions of inputs. The scaled dot-product attention is applied to Q K,  as

 A QK W I I Wp
T

q
T

k
T= =  . (5.3)

where Wq and Wk are the weight matrices corresponding to queries and keys of sequence, 
respectively. We accumulate Ap using the values V N DvÎ ´  with its weight matrix. Finally, a 
linear layer named MAS is used to produce the output after the normalization with the softmax 
function:

 M MSA I Softmax
A

D
IW Wp

p
v o= =

æ

è
ç

ö

ø
÷( )  . (5.4)

The MLF constructed with two pointwise convolutions is applied after multi-head self- attention 
block for feature transformation. It is parameterized by w D n1 Î ´ , b n1 Î  and w D n2 Î ´ , 
b n2 Î , where n equals the number of neurons in the middle layer of the MLF:
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We combine the output of the Transformer module with the feature map to refine its pixel–array 
representation as

 O MLF MSA I MSA I
i i

=
æ

è
çç

ö

ø
÷÷ Å

= =
å å

1 1

( ) ( ). (5.6)

 O LN O FeedForwardNetwork O1 = +( ( )). (5.7)

 Module I O( ) .= 1  (5.8)

CNNs neglects long-distance dependencies as they only consider sequential n-grams that are 
consecutive on the surface. In this way, the model is more efficient to extract high quality infor-
mation with rare computation expense increase compared with using GhostNet alone.

5.3.3 The Entire Backbone Architecture

We abstract a compact form of Transformer to offset the lack of distance dependencies, which 
plays an important role in accessing complete information and strengthening the network. CNN 
is essential for its local inductive bias, and less time and data are required with a lower number 
of parameters to accurately fit the data. After combining both of the above in a proper position, 
an architecture with high-performance and cost-effective computation is designed.

5.4 Experiment

5.4.1 Dataset

Two medium-sized datasets are used for verifying the enhancement effect of the detection net-
work: one is the vessel detection dataset named ships in various scales and resolutions. There 
are approximately 9800 images, with 8833 for training and 967 for testing.

The other dataset is named drinks. It is used in unmanned detection scenarios and is com-
posed of indoor beverage pickup and vending machines. It has 6,478 images, including 5,821 
images in the train set and 657 in the test set. It has unified scale and size with seven classes, 
representing different colors and brands of beverages, such as Coca-Cola, Pepsi, Sprite, Fanta, 
Vitsoy, Mizone, and Coca-Cola Bottle.

5.4.2 Data Enhancement

A range of operations is included by data enhancement, such as scale, horizontal or verti-
cal flip, shear, rotate, transparency change, object copy–paste, Hue, Saturation, Value (HSV) 
change, and mixup. A fraction of samples in the total dataset is selected to investigate the opti-
mal hyper-parameters through a genetic algorithm in the basic processing of images. Each is 
treated as a chromosome, which represents the parameters being optimized, and each integer 
within the chromosome is known as a gene. An initial population of chromosomes is gener-
ated at random, and the smallest cost values are chosen as the best and are then subjected 
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to operations involving reproduction, crossover, and mutation to capture the adaptation of 
hyper-parameters for CNNs training in different combinations. Finally, we obtain the best 
hyper-parameters.

Table 5.1 illustrates the effectiveness of the data enhancement to the dataset. It delivers a 
higher accuracy (mAP) with an improvement of almost 30% through just training the enhanced 
input images. Therefore, we apply the data enhancement to both the ships and drinks datasets 
before feeding them to the object detection network.

5.4.3 Baseline

We use YOLOv5 as our baseline as it effectively predicts the locations and class of multiple 
boxes immediately and is able to model fine structures using end-to-end object detection and 
recognition method. Without producing the extracting proposals and the sliding window, the 
whole graph is used by YOLO to train the model. It is able to distinguish the target of the input 
data with superior speed enhanced by the time saved from generating proposals.

There are mainly three components to make up the YOLO model:

 ● Backbone is mainly used for the key extraction from ground truth.
 ● Neck is the dominant part for generating feature pyramids.
 ● Head uses anchor boxes to compose the vector output of the network with class probability 

and the coordinate bounding box scores. It mainly appears in the detection period.

5.4.4 Comparison

Table 5.2 delivers the results based on the comparison combining with parameters, model stor-
age, GLOPS, and mAP.5 between the baseline and proposed architecture. The mAP@[.5,.95] 
demonstrates the confidence level of the category representing the accuracy. In the case that the 
parameters and calculation consumption reduce by about 50%, we achieve comparable accu-
racy. We get a low-storage model to speed up its reasoning and facilitate deployment. The 
high performance is embodied in the multi-scale and multi-resolution input images to show the 

Table 5.1 Comparison results (%) between the original input images and enhanced images 
on ships. There are three scales of networks: baselinel, baselinem, and baselines. The data 
enhancement is applied to the baseline drBaselinescale for achieving higher performance.

Backbone Params GFLOPS Storage runtimeGPU mAP@.5 mAP@[.5,.95]

baseline_l 20.9m 48.1 42.2M 11.2G 65.4 45.1

baseline_m 7.0m 15.9 14.4 M 6.01G 62.1 36.9

baseline_s 1.8m 4.2 3.8M 2.94G 59.5 36.4

drBaseline_l 20.9m 48.1 42.2M 11.2G 80.2 58.4 

drBaseline_m 7.0m 15.9 14.4 M 6.01G 78.6 56.0

drBaseline_s 1.8m 4.2 3.8M 2.94G 76.9 53.4
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powerful capability for the extraction of deep feature. The PR curve shown in Figure 5.3 gives 
a better visualization of the performance improvement of the Transformer module.

Table 5.3 illustrates the results obtained on the drinks dataset compared with Table 5.2. The 
whole architecture doubles the speed (GFLOPS) and halves the number of parameters (params) 
on the multi-category datasets, with an improvement in accuracy. In the task of classification, 
the Transformer module presents impressive properties.

5.4.5 Ablation Experiments

Finally, we examine the function and effect of each module with ablation experiments. The 
results are shown in Table 5.4. There are mainly three components to be checked out in the 
following:

 ● noFocus: Replacing the Focus module with down sampling.
 ● noTR: There is no substitution of the last block in GhostNet instead of using the Transformer 

module.
 ● neither: Combination of the above two operations.

Table 5.2 Experimental results (%) compared between baseline YOLOv5 and our model on 
the ships dataset. Large, middle and small are the scales of the network

Backbone Params GFLOPS Storage runtimeGPU mAP@.5 mAP@[.5,.95]

baseline_l 20.9m 48.1 42.2M 11.2G 80.2 58.4 

baseline_m 7.0m 15.9 14.4 M 6.01G 78.6 56.0 

baseline_s 1.8m 4.2 3.8M 2.94G 76.9 53.4 

ours_l 11.2m ↓ 19.6 ↓ 22.9M ↓ 10.2G ↓ 79.5 58.3

ours_m 4.3m ↓ 8.4 ↓ 9.0M ↓ 5.78G ↓ 78.4 56.8

ours_s 1.1m ↓ 2.4 ↓ 2.5M ↓ 3.36G 76.6 53.1

Figure 5.3 (a) The PR curve of the proposed model; (b) the PR curve of the baseline. They are both 
trained on the ships dataset on a large scale.
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With respect to the experience noFocus, it is obvious that the Focus operation lightweights the 
image processing (Storage). At the same time, the Transformer module achieves improvement 
and even realizes better detection capabilities, increasing mAP by almost 3% on both middle 
and large-scale networks. The loss of our network is shown in Figure 5.4.

5.5 Conclusion

In this chapter, a Transformer module is introduced to enhance the performance of a lightweight 
network for objection detection. We are inspired by the low relational inductive bias of convo-
lution as it is adept at vision-based problems due to their invariance to spatial translations as 
well as the mechanism of attention-head to process images. Attention-head works efficiently 

Table 5.3 Experimental results (%) obtained by our model and the YOLO baseline on the 
drinks dataset

Backbone Params GFLOPS Storage runtimeGPU mAP@.5 mAP@[.5,.95] 

baseline_l 20.9m 48.1 41.2M 10.2G 97.8 68.7 

baseline_m 7.0m 15.9 14.0M 6.5G 97.9 66.5

baseline_s 1.8m 4.2 3.7M 4.3G 97.6 63.8 

ours_l 11.2m ↓ 19.6 ↓ 22.3M ↓ 7.77G ↓ 98.1 67.5 

ours_m 4.3m ↓ 8.5 ↓ 8.8M ↓ 4.36G ↓ 97.4 66.8 

ours_s 1.1m ↓ 2.4 ↓ 2.5M ↓ 2.41G ↓ 97.1 64.8

Table 5.4 Experimental results (%) obtained by ablation experiments on the ships dataset to 
demonstrate further the effectiveness of the method proposed in this chapter

Methods Params GFLOPS Storage runtimeGPU mAP@.5 mAP@[.5,.95]

noFocus_l 11.2m 19.6 84.9M 10.7G 79.6 57.9 

noFocus_m 4.3m 8.4 33.6M 6.1G 78.2 55.6 

noFocus_s 1.1m 2.4 9.1M 2.5G 75.3 52.4

noTR_l 8.5m 18.4 17.2M 10.2G 77.6 55.5 

noTR_m 3.7m 8.2 7.6M 6.5G 75.8 52.6 

noTR_s 0.9m 2.3 2.2M 4.3G 75.9 53.5 

neither_l 8.5m 18.4 67.8M 11.2G 79.3 57.8 

neither_m 3.7m 8.2 29.6M 6.7G 78.4 56.2 

neither_s 0.9m 2.3 8.1M 4.5 75.8 52.9 

ours_l 11.2m 19.6 22.9M 10.2G 79.5 58.3

ours_m 4.3m 8.4 9.0M 5.78G 78.4 56.8

ours_s 1.1m 2.4 2.5M 3.36G 76.6 53.1
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only at the top layer, while the effect is similar to that of convolution at the bottom. Obviously, 
the convolution has a better performance. We design architecture by properly combining the 
Transformer and CNN. Compared with baseline YOLOv5, we use GhostNet as a backbone, and 
its last module is substituted with the Transformer module for both lightweight and high perfor-
mance. It is demonstrated as a computationally efficient objection network through experiments.

In our experiments, the Transformer module is verified to achieve good results, regardless 
of the scale, resolution of the image, and target category. The increase in accuracy and decrease 
in consumption is mainly contributed by the Transformer module through ablation experiments.

Recently, Dai et al. proposed CoAtNet [30], combining CNN and Transformer by stacking 
the two disparate blocks in a novel way. Hassani et al. introduced the ViT-Lit [31] using the 
inductive biases of CNN to free the Transformer from depending on large datasets for training. 
In future work, we are aiming to better integrate the transformer module in object detection 
theoretically for an integrated structure with improvements in their performance.
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6.1 Introduction1

Deep learning is playing an increasingly important role in the field of medicine. In traditional 
medical diagnosis, the experience of experts is almost a decisive factor. However, there are 
very few experts with rich experience, and under high-intensity repetitive working conditions, 
doctors are prone to making mistakes due to fatigue, and it may take a long time to deal with 
complex images. With the rapid development of deep learning and artificial intelligence, more 
and more attempts have been made to realize certain medical diagnoses through deep learning 
methods [1–3]. However, deep learning usually requires a lot of data for training in order to 
achieve good results; medical images are difficult to obtain due to privacy issues in the medical 
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domain [4], and the labeling of medical images requires experienced professionals so that the 
provided datasets are generally not large enough to sufficiently train a deep learning model [5].

To solve the problem of over-fitting caused by the lack of medical image data, Pan and Yang 
[6] propose transfer learning. Transfer learning is to transfer the learned model parameters to a new 
model for new model training. Using rich training data to help target data learning can improve task 
performance with limited data. However, due to the large domain mismatch between the usual natu-
ral images and the medical images, this type of transfer is difficult to succeed in the medical domain.

Hinton et al. [7] propose knowledge distillation, which has been an effective and widely used 
technique in recent years. The output of the pre-trained complex model (teacher model) is used 
as a supervision signal to train another simple network (student model). Knowledge distillation 
is generally on the same dataset so that the two networks are forced to be as close as possible 
in terms of output. It is a means to transfer the information learned from a complex network to 
a small network and to improve the effect of the student network. Nevertheless, the complex 
teacher network requires lots of computation resources. To address this problem, Zhang et al. [8] 
proposed mutual learning (ML), which directly discards the teacher network and allows student 
networks to learn from each other to improve classification accuracy. ML distils the unpretrained 
networks to improve their performance. In this way, it is possible to obtain a compact network 
with better performance than a network extracted from a strong and static teacher network. In 
this chapter, we propose an ML strategy that is suitable for medical image classification.

In addition to the scarcity of data, medical images also have higher intra-class variation and 
inter-class similarity than natural images. Specifically, two diseases may show extremely simi-
lar colors, shapes, and textures, making them more difficult to distinguish than natural images. 
To deal with the above problems, we propose a dual-path architecture, which can learn the pre-
diction information and complementary inter-class knowledge of the two networks at the same 
time. To obtain more accurate intra-class and inter-class knowledge learned by the network, we 
propose the aggregation attention module (AAM) to concentrate the information learned by 
the network and aggregate the features from two networks. In addition, medical image datasets 
usually have a serious class imbalance because some diseases are common and others are rare. 
Directly transferring the conventional classification methods from computer vision to medical 
image classification, the extracted knowledge may be biased toward the majority class, lead-
ing to insufficient representation of minority classes, resulting in poor performance. Therefore, 
we use weighted cross-entropy loss to strengthen the networks attention to minority classes, 
thereby reducing the impact of class imbalance.

In summary, we propose a dual-path mutual attention network (DPMAN), which obtains 
the specific features of each category through ML between the two networks and concentrates 
the intra-class features through the AAM. At the same time, to solve the problem of class imbal-
ance, we use weighted cross-entropy loss to add feature representation for a few categories. Our 
method achieves higher accuracy on the used datasets.

Our contributions can be summarized as follows:

 (1) We propose a new dual-path architecture to solve the medical image classification problem.
 (2) We propose the AAM, which can jointly learn intra-class and inter-class features by aggre-

gating features from two networks and weighting attention for each network to selectively 
emphasize their characteristics. Meanwhile, we propose an ML strategy that can achieve 
good results without distilling the complex teacher network in learning.

 (3) Finally, our method achieves a better performance on three used datasets, and its effective-
ness is demonstrated through extensive experiments.
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6.2 Related Work

In this section, we review some work related to the DPMAN model, including medical image 
classification, transfer learning, and attention mechanism.

6.2.1  Medical Image Classification

Medical image diagnosis usually requires careful judgment by experienced doctors to draw 
conclusions, especially for intractable diseases such as cancer, which even requires multiple 
doctors to diagnose at the same time to get the most reliable conclusion. Before the emergence 
of deep learning, manually defined image features (e.g., texture, shape of the image, and gray 
histogram of the image) were often used and then classified based on machine learning models 
(e.g., support vector machine, logistic regression, and random forest) after feature selection. The 
typical representative is the imaging histology method, which has achieved many important 
results in the stage of tumor typing and prognosis prediction of treatment [9]. However, the reli-
ability and robustness of classification are largely affected by the manual definition of features 
and the method of feature selection.

Recently, leveraging deep learning and computer vision-based techniques to automate 
medical imaging diagnosis at the point of care in a robust manner has been widely studied 
[10–12], which can obtain more accurate and objective clinical assessments, as well as improve 
screening efficiency and quality control [13]. Esteva et al. [14] demonstrated dermatologist-level 
accuracy in detecting melanoma. Zhu et al. [15] presented a fully automated lung computed 
tomography (CT) cancer diagnosis system, DeepLung. DeepLung consists of two components: 
nodule detection (identifying the locations of candidate nodules) and classification (classifying 
candidate nodules into benign or malignant).

The above networks have achieved good results, but the training of deep learning models 
requires a lot of data, and medical imaging data are difficult to collect due to labeling difficulties 
and privacy regulations.

6.2.2 Transfer Learning

The large scale of deep learning models is in sharp contrast with the scarcity of medical 
imaging diagnostic training data, which makes transfer learning a necessary condition for 
this task [16, 17]. By learning the knowledge obtained in the source task, instead of using the 
randomly initialized weight training model from the beginning, which can achieve a better 
training effect when the new task has less training data. Transfer learning not only improves 
accuracy but also reduces training time [18, 19]. Kerman et al. [20], Ayang et al. [21], and 
Gu et al. [22] proposed a transfer learning method for medical image classification, which 
achieved good results with only a small amount of data. However, the characteristics of natu-
ral images and medical images are different, and this transfer method is difficult to convince 
the medical domain.

Knowledge distillation [7] is an effective and widely used technology to transfer knowledge 
from the teacher network to the student network on the same dataset so that the two networks 
are as close as possible in terms of output. The information learned by the teacher network is 
transferred to a student network and hopes to maintain a better effect or improve the student 
network’s effect. Qin et al. [23] proposed the first systematic knowledge distillation framework 
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for medical image segmentation, incorporating cutting-edge knowledge distillation techniques 
from the field of artificial intelligence into medical imaging problems. This framework enables 
the transfer of complex models’ predictive capabilities to lightweight models. However, when 
it comes to teacher networks, researchers often lean towards designing more intricate networks 
and accumulating larger datasets in pursuit of better performance. Nevertheless, the complex 
modules involved entail numerous parameter calculations, leading to an escalating demand for 
hardware resources (such as memory and GPUs), resulting in a substantial computational burden.

In contrast, ML [8] breaks this pre-defined “strong-weak relationship” by fostering a col-
laborative learning approach, where multiple student networks learn from and guide each other 
throughout the training process. This dynamic framework eliminates the need for a predefined uni-
directional knowledge transfer path between teachers and students. Instead, it facilitates bidirec-
tional knowledge exchange among the networks. Zhang et al. [24] present a novel modality-aware 
mutual learning (MAML) method for effective and robust multi-modal liver tumor segmentation, 
which utilizes ML and achieves good results. Here, we also introduce ML into our method.

6.2.3 Attention Mechanism

The attention mechanism can improve the fineness of observation in some aspects, which 
means, through learning and training, the deep neural networks can learn the areas that need 
attention in each new image. It can be noted that the essence of the attention mechanism is to 
obtain a set of weight distributions that can be applied to the original image through learning. 
The most classic and well-known mechanism is SENet [25], which effectively constructs the 
interdependence between channels by simply squeezing each two-dimensional feature map. 
CBAM [26] further advances this idea by introducing space information. Hou et al. [27] embed-
ded location information into channel attention and proposed a novel mobile network attention 
mechanism, which performs well in ImageNet classification.

Attention mechanism is widely used in medical segmentation, classification, registration, 
etc. Sinha and Do [28] introduced an attention mechanism to fully express the context depend-
ence on long range, which can help in the fusion of local features and global features; meanwhile, 
it can also filter out irrelevant noise information. Attention U-Net [29] proposes the attention 
gate to replace the attention method used in image classification and the external organ posi-
tioning model used in image segmentation and improves the model’s sensitivity to foreground 
pixels. Song et al. [30] proposed a self-attention mechanism specifically for cross-modal image 
registration, which achieves good results in prostate cancer biopsy through accurate fusion of 
transrectal ultrasound (TRUS) and magnetic resonance (MR) images. MDNet [31] introduces 
the auxiliary attention sharpening (AAS) module to assist the attention module in generating a 
more effective attention map, which can automatically generate a complete diagnosis report and 
display the image attention area when describing the image.

6.3 Method

In this chapter, we attempt to improve classification accuracy by mainly addressing the 
problems of a small amount of labeled data and high intra-class variation in medical image 
classification. To achieve this goal, we propose the AAM and ML strategy to form a dual-
path network, as shown in Figure 6.1. For an input image, the features are extracted by two 
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different pre-trained networks, and the obtained features are fused and fed into the AAM to 
obtain the attention weights. At the same time, the ML strategy is used to promote the two 
networks to jointly learn the information they ignore. In this section, we introduce our net-
work in detail.

6.3.1 Motivation

Compared with natural images, medical images have problems, such as a small amount of data, 
unbalanced classes, and high similarity between classes. To tackle these problems, predecessors 
have used transfer learning, distillation learning, and other methods to solve them, but these 
methods include a lot of parameters and calculations because they usually need a deep network 
for learning. On the other hand, attention mechanisms have been shown to be effective for high-
level visual tasks by focusing on more informative channels [25] or spatial locations [32].

Therefore, we propose a dual-path architecture and an ML strategy that do not need a deep 
network as a teacher network but allow the two networks to learn from each other’s distributions 
to correct their learned inter-class information. At the same time, to further learn to obtain the 
features between the dual paths, we propose an aggregate attention module to fuse and weight 
the features extracted from the two paths. Finally, considering the class imbalance in medical 
images, we use weighted cross-entropy loss to alleviate this problem.

6.3.2 Dual Path

Figure 6.1 shows the proposed dual-path structure. For a given input image, we use different 
pre-trained networks, ResNet-50 and InceptionV3, to extract features and obtain the features 

Figure 6.1 Overview of the architecture of DPMAN. The input image is fed to two pre-trained networks 
at the same time to extract the features, and the extracted features are added together to get fusion fea-
tures. Meanwhile, the ML strategy is used within the dual path. After a series of convolutions, they are 
input into our proposed AAM module to output their respective feature maps. The features extracted by 
the pre-trained network are multiplied with their own feature maps element by element and finally fused 
and predicted.
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F ii( { , })Î 1 2  learned from different angles, respectively. F1 and F2 are added to fuse their infor-
mation and obtain the fusion feature Fu. The fused feature Fu is fed into a convolutional layer 
with a kernel size of 5×5, and feature Fi is fed into a convolutional layer with a kernel size of 
3×3. All convolutional layers are followed by a batch normalization layer.

The two sets of features are simultaneously input to our proposed aggregation module 
AAM to generate the corresponding attention map. F1, F2, and their respective attention maps 
are multiplied element by element; subsequently, they are added to obtain the final output after 
FC and sigmoid. The whole process can be expressed as the following formulas:

 F AAM f F f F f Fa u1 5 5 3 3 1 3 3 1= ×´ ´ ´( ( ), ( )) ( ), (6.1)

 F AAM f F f F f Fa u2 5 5 3 3 2 3 3 2= ×´ ´ ´( ( ), ( )) ( ),  (6.2)

 F softmax F Fa a a= +( ),1 2  (6.3)

where f3×3 represents a convolutional layer with a kernel size of 3×3, f5×5 represents a convolution 
with the filter size of 5×5, denotes element-wise multiplication, and softmax denotes the softmax 
function.

After obtaining the final output from the FC and sigmoid function, we can calculate the 
classification loss. Because of the class imbalance, we use the weighted cross-entropy (WCE) as 
a loss function, which strengthens its contribution for the minority class and reduces its contri-
bution for the majority classes. The formula of the WCE loss is as follows:

 L y f x y f xwce

i

n

i i( , ( )) ln ( ),= -
=
å

0

w  (6.4)

where ωi is calculated according to the dataset in advance. Specifically, suppose the training 
dataset has M classes, and the number of samples in each class is ni. We find that the median 
number of these M samples nx, and the coefficient of the corresponding category is set to n nx i/ .

6.3.3 Aggregate Attention

As illustrated in Figure 6.2, we propose AAM to measure the contribution of each pre-trained 
network, fusing their features and weighting attention for them. Although the fusion feature Fu 
encodes both information extracted by InceptionV3 and ResNet-50, it also inevitably introduces 
redundant noise. Instead of obtaining straightforward prediction from Fu, we propose AAM 
to aggregate the intra-class and inter-class information. From the work of CBAM [26], we can 
draw a conclusion that using both average-pooling and max-pooling operations simultaneously 
can greatly improve the representation ability of networks rather than using each independently. 
Thus, we use these two operations in our AAM.

For Fi extracted by a pre-trained network, such as InceptionV3 or ResNet-50, we use global 
average pooling to prevent losing too much high-dimensional information, and transfer the 
overall feature information to the next module for feature extraction. For the fusion feature Fu, 
we use global max-pooling to filter more useless information to select the features with bet-
ter classification discrimination. After pooling, the features are extracted by 1×1 convolution. 
In order to further obtain useful information, we use 3×3 dilation convolution to expand the 
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receptive field and obtain the attention map Ai  by 1×1 convolution with the sigmoid function. 
Finally, the added features are multiplied with the attention map element by element to get the 
output of attention. Specifically, the aggregation attention is computed as

 F f GMP F f GAP Fa i u= +´ ´1 1 1 1( ( )) ( ( )), (6.5)

 A f f Fi dc a= ´s ( ( ( ))),1 1  (6.6)

 F A Faam i a= × . (6.7)

In the above formulas, f1×1 represents a convolution with the filter size of 1×1, fdc represents a 
dilation convolution with the filter size of 3×3, GMP means global max pooling, GAP means 
global average pooling, and σ denotes the sigmoid function.

6.3.4 Mutual Learning Strategy

In order to solve the problem of lack of medical data, we introduce an ML strategy, as shown in 
Figure 6.3. For the two branches, InceptionV3 and ResNet50, we use softmax to get the predic-
tion and the WCE loss as their own supervised learning loss. In addition, to not only learn the 
network’s prediction of images but also pay attention to the error category information learned 
by the network, we use the soft Softmax, which is inspired by the distillation network [7], to get 
more useful information, such as intra-class variance and inter-class distance. The soft SoftMax 
is formulated as

 p
z T

exp z T
i

i

j

=
å
exp( / )

( / )
, (6.8)

where T is a temperature that is set to 2 in our method.

Figure 6.2 The architecture of our proposed aggregation attention module. The features extracted by 
pre-trained networks are aggregated with the fusion feature, where we use 3 × 3 dilation convolution to 
expand the receptive field. Finally, the added features are multiplied with the attention map to generate 
the outputs of AAM.
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We use the Wasserstein distance to measure the difference between the probability distri-
butions of the two branches. Wasserstein distance is a measure of the difference between two 
probability distributions by computing the cost of transform from one distribution to another. 
Compared to KL, even at low latitudes and when there is no overlap between distributions, the 
value of the Wasserstein distance still provides useful information. The Wasserstein distance 
loss Lw is shown as follows:

 W p p E x y x yS p p( , ) ( , ) || ||].1 2 ( 1, 2 )
[= -infg  (6.9)

We minimize the Wasserstein distance loss to promote learning from each other to achieve the 
effect of getting twice the result with half the effort. In summary, the loss we use to optimize our 
DPMAN contains two parts: one is cross-entropy loss, which keeps the prediction close to the 
ground truth, and the other is the Wasserstein distance loss, which makes the features learned 
by the two networks more similar. The total loss is shown as follows:

 L W p p L y f xwce= +a b( , ) ( , ( )),1 2  (6.10)

Where α and β are the hyper-parameters.

6.4 Experiments

This section introduces our experimental settings and results. First, we report the details of our 
experiment setup. To verify the universality of our method in medical image classification, we 
report experimental results on three datasets with four comparative methods as follows: Yan 
et al. [33] (who utilized prior information by regularizing attention maps with regions of inter-
est (ROIs) for melanoma recognition); Zhang et al. [34] (who proposed an attention residual 
learning convolutional neural network model, the proposed attention learning mechanism aims 
to exploit the intrinsic self-attention ability of DCNNs, i.e., using the feature maps learned 
by a high layer to generate the attention map for a low layer for skin lesion classification in 

Figure 6.3 The architecture of our proposed mutual learning strategy. Each network is trained with 
weighted cross-entropy loss as a supervised learning loss, and a Wasserstein distance-based mimicry loss 
to match the probability estimates of its peers.
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dermoscopy images); Xiao et al. [35] (who designed global and local networks, respectively, 
based on the combination of the LBP texture features and the deep Conv-features derived from 
DCNNs, and conducted several fusion strategies on the Global-DNN and Local-DNN for better 
performance); and Datta et al. [36] (who proposed soft-attention to boost the value of important 
features and suppress the noise-inducing features).

The three datasets used are the APTOS, HAM10000, and Brain Tumor datasets. From the 
perspective of image type, these datasets contain fundus photography, dermatoscopic images, 
and MRI. From the point of view of the lesion site, these datasets include eye, skin, and brain. 
In addition, we perform ablation experiments to prove the effectiveness of our AAM and ML 
strategy.

6.4.1 Implementation Details

We used the Adam [37] optimizer with an initial learning rate of 0.0001 to update the model 
weights during the training. In addition, when the accuracy of the validation set does not 
decrease within 10 epochs, we reduce the learning rate. We evaluated classification perfor-
mance by overall accuracy (ACC), balanced multi-class accuracy (BMA), average precision 
(AP), and F1 score. Due to class imbalance, BMA was the most important indicator to measure 
multi-class tasks, which is defined as
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where RPc represents the total positive samples available for class c in the dataset, TPc repre-
sents the true positives for class c, and FNc represents false negatives for class c.

All the compared methods were randomly initialized. We used the Keras framework to con-
duct all experiments, which were implemented on the NVIDIA GeForce GTX 1080ti platform. 

6.4.2 Results on HAM10000

The HAM10000 skin cancer dataset consists of 10,015 dermoscopic images. Cases include 
a representative collection of all important diagnostic categories in the realm of pigmented 
lesions: Actinic keratoses and intraepithelial carcinoma/Bowen’s disease (akiec), basal cell car-
cinoma (bcc), benign keratosis-like lesions (solar lentigines/seborrheic keratoses and lichen-
planus–like keratoses, bkl), dermatofibroma (df), melanoma (mel), melanocytic nevi (nv), and 
vascular lesions (angiomas, angiokeratomas, pyogenic granulomas and hemorrhage, vasc) [38, 
39]. More than 50% of the lesions are confirmed through histopathology; the ground truth for 
the rest of the cases is either follow-up examination, expert consensus, or confirmation by in-
vivo confocal microscopy.

We used 193 images provided by Kaggle as the validation set; for the other 10,015 images, 
we used 85% of these images as the training set and 15% as the test set. The original image size 
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is 600 × 450. Each image was resized to 256 × 256 in our experiments. In addition, to reduce 
the image noise caused by equipment lighting, we processed the dataset with a color constancy 
algorithm, which can help in clearly distinguishing the pathological area of the image from the 
background, as shown in Figure 6.4. For data augmentation, we adopted on-the-fly random 
shift, rotation, and horizontal flip for all training data to alleviate the over-fitting problem.

The class imbalance phenomenon in the HAM10000 dataset is serious. To alleviate this 
problem, we used a WCE loss, as described in Section 6.3.2, and the loss weights used in 
training were AKIEC 1.57, BCC 1.0, BKL 0.47, DF 4.49, MEL 0.46, NV 0.08, and VASC 3.63, 
respectively.

We evaluated the performance of our proposed method with the backbone we considered: 
ResNet50 and InceptionV3 and the state of-the-art methods on HAM10000. As shown in the 
following table 6.1, the proposed method outperforms existing methods with an improvement 
of 1.9%, 1.7%, and 3.4% in BMA, further validating the effectiveness of our proposed method.

6.4.3 Results on APTOS

The APTOS blindness detection dataset is captured by Aravind technicians of Aravind Eye 
Hospital and then relies on highly trained doctors to review the images and provide a diagnosis. 

Table 6.1 Results of the proposed network and other state-of-the-art methods on HAM10000. 
The best results are highlighted using boldface.

Model Year Accuracy(%) BMA (%) AP(%) F1(%)

InceptionV3 2015 80.1 60 78.1 78.4

ResNet50 2016 81.5 61.4 80.0 80.2

Yan et al. [33] 2019 83.6 73.9 78.7 80.1

Zhang et al. [34] 2019 84.7 74.1 85.1 82.4

Xiao et al. [35] 2020 85.1 74.6 85.5 85.1

Datta et al. [36] 2021 85.3 72.4 85.9 85.3 

Ours 2021 86.7 75.8 86.8 85.6 

Figure 6.4 The (a)–(g) images are the original image in the dataset. Due to factors such as lighting and 
equipment, the color of the lesion area is very close to that of the background area. The (h)–(n) images 
are the processed images after the color constancy algorithm. As we can see, it is easy to distinguish 
between lesions and background.
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This dataset contains 3662 fundus images, which are classified into five grades according to the 
severity of diabetic retinopathy (DR), namely, normal cases, mild DR, moderate DR, severe DR, 
and proliferative DR cases [40]. We divided the dataset by 6:2:2, including 60% training set, 
20% validation set, and 20% test set. Because the original image size is inconsistent, the original 
images were resized to 256 × 256. The data augmentation method was the same as in Section 6.4.2.

As shown in Figure 6.5, the class imbalance phenomenon in the APTOS dataset is serious; 
it can be clearly seen that the category with the most data volume is nearly 10 times different 
from the category with the least data volume. To alleviate this problem, we used a WCE loss, as 
described in Section 6.3.2, and the loss weights used in training are normal cases 0.2, mild DR 
1.0, moderate DR 0.37, severe DR 1.93, and proliferative DR cases 1.25, respectively.

We compared the same methods as in Section 6.4.2. The classification results are summa-
rized in the table 6.2. Under the same experimental setup and data augmentation, our method 
performs the best in all indicators.

6.4.4 Results on the Brain Tumor Dataset

The brain tumor dataset consists of 3264 MRI images, including four categories: glioma tumor, 
meningioma tumor, no tumor, and pituitary tumor [41]. We divided the datasets into train (60%), 

Figure 6.5 The data distribution of the APTOS dataset.

Table 6.2 Results of the proposed network and other state-of-the-art methods on the APTOS 
dataset. The best results are highlighted in boldface.

Model Year Accuracy(%) BMA (%) AP(%) F1(%)

InceptionV3 2015 79.4 59.8 78.2 78.5

ResNet50 2016 79.1 56.0 78.0 77.4

Yan et al. [33] 2019 80.7 63.2 81.4 79.1

Zhang et al. [34] 2019 83.2 64.6 80.1 81.9

Xiao et al. [35] 2020 82.6 46.1 81.4 81.3

Datta et al. [36] 2021 79.1 64.2 80.2 79.5 

Ours 2021 83.4 65.7 82.6 82.8 
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validation (20%), and test (20%) splits. The datasets were resized to 256 × 256. To ensure fair-
ness, we adopted the same comparison method as in Section 6.4.2.

We compared the same methods as in Section 6.4.2. The table 6.3 shows our experimen-
tal results on this dataset. It can be seen from the table that the task is not difficult because its 
category is balanced; even so, our method has improved other state-of-the-art approaches in all 
indicators.

6.4.5 Ablation Study

We conducted an ablation study to demonstrate the effectiveness of each component (AAM and 
ML strategy) of our method on the APTOS dataset.

In order to validate the effectiveness of the AAM, we removed the AAM and simply pre-
dicted with the fusion feature Fu, which was obtained by features extracted from the two pre-
trained networks: ResNet50 and InceptionV3. The results are shown in Table 6.4. Obviously, 
compared with our complete architecture, we can see that the AAM is necessary and plays a 
great role.

To validate the effectiveness of the ML strategy, we removed the interrelation and used only 
the Lwce as the total loss of the network, which can be expressed as L = Lwce. We conducted exper-
iments on the APTOS dataset and compared the results with the proposed DPMAN, which are 
shown in Table 6.4. Our ML strategy leads to better performance with higher classification 
accuracy. The results suggest that ML strategy is a feasible means to obtain good representa-
tions for the dual-path architecture.

Table 6.3 Results of the proposed network and other state-of-the-art methods on the Brain 
Tumor dataset. The best results are highlighted in boldface.

Model Year Accuracy(%) BMA (%) AP(%) F1(%)

InceptionV3 2015 90.5 90.9 90.6 90.5

ResNet50 2016 93.0 93.0 93.0 92.9

Yan et al. [33] 2019 95.7 95.2 95.4 95.1

Zhang et al. [34] 2019 96.5 96.8 96.8 96.9

Xiao et al. [35] 2020 95.1 95.6 95.5 95.1

Datta et al. [36] 2021 94.0 94.5 94.1 94.0 

Ours 2021 97.3 97.6 97.3 97.2

Table 6.4 Ablation study for the mutual learning strategy and AAM

Mutual learning strategy AAM Accuracy BMA AP

79.7 60.1 79.9 

✓ 81.4 62.9 80.4 

✓ 81.7 60.9 81.0 

✓ ✓ 83.4 65.7 82.6 



  Dual-Path Mutual Attention Network 89

6.5 Conclusion

Based on analyzing the problems existing in medical image classification, such as the small 
number of labeled images, high intra-class similarity and inter-class variance, and serious class 
imbalance, we propose a dual-path architecture and ML strategy to achieve better results with 
a small amount of data and prevent from overfitting due to small amount of data. Further, in 
order to solve the problem of high intra-class similarity and inter-class variance, we propose 
an AAM to fuse and weight the features extracted by dual paths to learn the features within 
the classes better. In addition, to solve the problem of data imbalance in medical images, we 
use WCE loss to drive the network training to focus more on classes with few samples so as to 
prevent the network predictions from tending to the categories with large amounts of data. The 
effectiveness of our proposed method is demonstrated by several comparative experiments and 
ablation experiments on three datasets.
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7.1 Introduction1

Text classification is the process of assigning tags or categories to text according to its content, 
which has been widely studied and addressed in many real applications, such as sentiment 
analysis, topic labeling, spam detection, and intent detection [1]. In the early days, text clas-
sification was mainly done by manual annotation. However, the time consumed and expenses 
incurred are the main disadvantages. With the occurrence of machine learning, many research-
ers have found that machine learning techniques for text classification can alleviate problems. 
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Abstract

Text classification is a fundamental task in natural language processing. There have been 
many graph-based neural networks for this task with the capacity to learn complicated 
relational information between word nodes. Many studies have shown that graph-based 
neural networks are effective for text classification. However, existing research still has 
potential deficiencies in the capacity to learn complicated relational information between 
word nodes. In this chapter, we propose attention-gated graph neural network (AGGNN), 
a novel graph-based model in which every document is represented as a text graph, which 
can propagate and update the semantic information of each word node from their one-hop 
neighbors. In addition, we propose TextPool, a text-pooling method based on an attention 
mechanism. Keyword nodes with discriminative semantic information are extracted via 
TextPool, which also aggregates document embedding. In this case, text classification is 
transformed into a graph classification task. Extensive experiments on four benchmark 
datasets demonstrate that the proposed model outperforms the state-of-the-art methods 
for text classification.
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Traditional machine learning approaches involve naive Bayes [2], support vector machine [3], 
and k-nearest neighbors [4]. However, they are dictated by handcrafted features ineffective.

With the development of deep learning technologies, text classification has benefited a lot 
from them due to their potential to reach high accuracy with less need of engineered features. 
For example, convolutional neural networks (CNNs) [5] and recurrent neural networks (RNNs) 
[6] have made considerable contributions to text classification. However, in CNNs, the shape of 
filters seriously affects the effectiveness of the acquired context information, while RNNs are 
biased models and result in a large weight of the following locations. In order to alleviate the 
above problems of CNNs and RNNs, Lai et al. [7] proposed recurrent CNNs, and Wang et al. [8] 
proposed convolutional RNNs for text classification. However, their work focuses on the local-
ity of words and cannot thus model long-distance dependencies, especially for non-continuous 
words.

To deal with this problem, graph neural networks (GNNs) [9] are widely used in text clas-
sification, which can establish an effective relationship structure and maintain global structure 
information. Specifically, one text graph is constructed when words or documents are repre-
sented as nodes, and their relationship is described by edges. On this basis, Yao et al. proposed 
TextGCN [10], where the text graph contains words and documents from the entire corpus 
as nodes and transforms the text classification problem into a node classification problem. 
Nevertheless, TextGCN adopts the means of building one graph for the entire corpus. There 
are two main drawbacks. First, because the entire corpus needs to be considered, the edge 
needs to occupy huge memory resources. Second, the expression ability of the edges is severely 
restricted. To be specific, the graph constructed using TextGCN involves the global relationship 
between words and documents, in which a large number of edges are used to capture the global 
structure, but the semantic relationship is fuzzy. Therefore, a graph that relies on the whole 
corpus contains too much redundancy, which weakens context-aware semantic information and 
leads to insufficient learning.

To avoid deficiencies, we propose a novel attention-gated graph neural network (AGGNN), 
which can capture long-distance dependencies between discontinuous words and learn con-
text-aware semantic information. Instead of constructing one graph for the whole corpus, we 
construct a separate graph for each document, where nodes represent words and edges denote 
the semantic interactions obtained by word co-occurrence statistics. The information of the 
word node is propagated in the local neighborhood through the gate mechanism to obtain effec-
tive node embedding (i.e., the semantic information is aggregated). Thereafter, we propose an 
attention-based pooling method labeled TextPool, implemented by global and local attention 
mechanisms, to extract the most important word nodes as components for document embed-
ding since the category of the text is usually determined by several keywords. In the end, the 
embedding of each document is constructed from the features of the extracted keyword nodes. 
Comprehensive experiments on four text classification datasets demonstrate the effectiveness 
of our proposed model.

In a nutshell, the contributions of this chapter can be summarized as follows:

 ● We propose a novel AGGNN, in which each word node aggregates the semantic informa-
tion from its attention-weighted local neighbors.

 ● An attention-based text-pooling method (i.e., TextPool) is designed to extract semantically 
representative keyword nodes. We devise global and local attention mechanisms to make 
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the pooling strategy adapt to documents of different lengths and improve the accuracy of 
text classification.

 ● Extensive experiments on several benchmark datasets demonstrate that our proposed 
method outperforms the state-of-the-art methods for text classification.

7.2 Related Work

In this section, we review some related text classification methods, including traditional 
approaches, deep learning approaches, and graph-based approaches.

7.2.1  Traditional Methods for Text Classification

Traditional methods mainly focus on feature engineering. In addition to the commonly used 
bag-of-words features, many researchers have made other attempts. For example, Wang et al. 
[11] utilized n-grams and Chenthamarakshan et al. [12] utilized entities of ontologies in text 
classification. Other researchers have converted texts into graphs and applied feature engineer-
ing to graphs [13–15]. However, they have primarily depended on the handcrafted features at 
the cost of manpower and resource. On the contrary, our method can learn word representations 
without manual intervention.

7.2.2  Deep Learning for Text Classification

With the development of deep learning, many researchers have applied deep neural networks 
to text classification. Kim [5] designed a CNN with one-dimensional convolutions for sen-
tence classification. Tai et al. [16] and Liu et al. [17] presented a training framework based on 
LSTM for text representation. Additionally, other researchers have shown that the effectiveness 
of word embeddings in deep learning can significantly improve the accuracy of text classifica-
tion [18, 19]. Although the above methods have achieved promising results, they have critical 
limitations; that is, they have mainly focused on consecutive word sequences under a local 
space and failed to learn the contextual semantic information of words. In order to remedy this 
problem, we propose our graph-based method, which can build the relationship among words 
via the word co-occurrence information. In this manner, it can realize the interaction among 
non-consecutive words and make full use of the contextual information.

7.2.3  Graph Neural Networks for Text Classification

Recently, graph neural networks have received widespread attention [20–22], which can model 
data in non-Euclidean space, especially for relational data. Inspired by the success of CNNs, 
Kipf and Welling present a graph convolutional network (GCN) for several graph datasets 
[23]. Since then, many GCN-based methods have emerged for text classification tasks [10, 
24–28]. Yao et al. proposed TextGCN and achieved promising results on several datasets [10]. 
However, TextGCN considers the words and documents of the entire corpus as nodes in the 
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graph, resulting in information redundancy and a lack of context-aware information. Huang 
et al. employed a message-passing mechanism for convolution [24], and Zhang et al. employed a 
gated graph neural network to receive information from adjacent neighbors [28]. Their methods 
have produced competitive results. However, in their model, the information on word nodes is 
not fully updated. To solve this problem, we design an attention gate to capture the relation-
ship between the current word node and its one-hop neighbors. In this way, the effective node 
embeddings and the text-level graph embeddings are learnt.

7.3 Methodology

In this section, we introduce our novel graph-based text classification model in detail. There 
are four key components: graph construction, AGGNN, attention-based TextPool, and readout 
function. The overall architecture is shown in Figure 7.1. 

7.3.1 Graph Construction

The input graph is constructed in the case of a given document, in which each unique word is 
described as a vertex, and the co-occurrence relationship between words is represented as an 
edge. Formally, the graph of text is defined as G V E= ( ), , where    =( )n  is the set of vertices 
(i.e., words) and   is the set of edges. Let X n dÎ ´  represent the feature matrix containing all 
n word nodes with their features, where d denotes the dimension of each word node. We define 
the adjacency matrix of the input graph   as A, where Aij =1, if there exists an edge ( , )v vi j Î  

and Aij = 0 otherwise. D is a diagonal degree matrix, where D Aii
j

ij=å  and Â D AD=
- -

1
2

1
2  is the 

Figure 7.1 Diagram of a graph-based text classification model. For the input graph of the document, 
each node represents a word and is updated from its neighbors through AGGNN to generate a word 
representation. For example, the information propagation process of blue nodes and green nodes is rep-
resented by blue edges and red edges, respectively. The text representation is aggregated by the extracted 
key nodes for classification.
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symmetric normalized adjacency matrix of the graph. The co-occurrence relationships describe 
the relationship between words that exist within a fixed-size sliding window (the size of the 
window is three at default) and are represented as undirected edges.

In addition, before the training phase, we utilize some preprocessing techniques on the text 
in a standard manner, including tokenization and stop word removal [14, 29]. The embeddings 
of the vertices h n dÎ ´  are initialized by the feature matrix of words X n dÎ ´ . When the input 
graph of text is fed into AGGNN, the feature information of word nodes will be propagated to 
their neighbors, and the aggregating process of word representation begins.

7.3.2 Attention-Gated Graph Neural Network

Considering that long-term dependence exists among words, especially for non-consecutive 
words, we employ the gated graph neural networks [30] to control the information flow process 
of the word nodes and propose a novel AGGNN to aggregate the information of the word nodes. 
AGGNN comprises three gates: attention gate, update gate, and reset gate. An illustration of 
AGGNN is shown in Figure 7.1. Specifically, the input of AGGNN consists of two parts: the 
embeddings of word nodes ht nt d- - ´Î1 1

 , which are initialized by the feature matrix X, and 
the information at aggregated from every word node hi

t-1 and its one-hop neighbor words hj
t-1, 

jÎ . In addition, each word embedding can be propagated and aggregated from high-order 
neighbors by stacking AGGNN.

The attention gate is designed to capture the relationship between the central node and its 
one-hop neighbor nodes, determine how much neighbor information contributes to the central 
node, and will be incorporated into the central node. For each neighbor of the central node, the 
attention score is calculated by

 att sof h
exp h W

exp h W
i
t

i
t i

t

j
t

j

= =-
-

-

Îå
tmax ( )1

1

1

( )

( )
,



 (7.1)

Figure 7.2 An illustration of AGGNN. The update gate zt determines the transmission ratio of feature 
information of one-hop neighbor nodes, and the reset gate rt determines the masking ratio of one-hop 
neighbor node feature information. In addition, the attention gate attt enhances the propagation of one-
hop neighbors’ semantic information. The place where two curves merge represents the concatenation 
operation between matrices, and where two curves bifurcate represents the replication operation.
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where W dÎ ´ 1 denotes a shared linear transformation applied to each node and   denotes 
the set of one-hop neighbors of the center node (including the center node itself). The softmax 
function is employed to normalize the attention vector attt .

Then, we obtain the attention-weighted embedding vector of each node vi:

 ˆ ,h att hi
t

j

j
t

j
t= ×

Î

-å


1  (7.2)

where   denotes the set of one-hop neighbors of node vi (including vi itself).
For the t-th AGGNN, the new embedding matrix ht is updated as

 a A h Wt t t
a= - -ˆ 1 1 , (7.3)

 z W a U h bt
z

t
z

t
z= + +( )-s 1 , (7.4)

 r W a U h bt
r

t
r

t
r= + +( )-s 1 , (7.5)

 h W a U r h bt
h

t
h

t t
h= + ( ) +( )-tanh 

1 , (7.6)

 h h z h z ht t t t t t= + -( ) +-


 

1 1 ˆ , (7.7)

where zt and rt are the update gate and reset gate, respectively; all W and U are trainable weight 
matrices; all b are trainable bias vectors;   is the Hadamard product; and σ is the sigmoid 
function.

The feature embedding of each node will be enhanced by the 1-hop neighbors that are 
closely related to the center node. Therefore, in this way, the representative nodes could be 
excavated in the node extraction phase.

7.3.3 Attention-based TextPool

AGGNN allows each node to update its embedding through the propagating and aggregating 
procedure. After that, hierarchical feature representations, which are crucial for text classifica-
tion, should be learned. However, there is no natural notion of spatial locality in the text graph. 
In order to overcome this problem, we devise an attention-based text-pooling method (referred 
to as TextPool in Figure 7.1), which enables the model to focus on the most important nodes for 
the current text semantics.

A schematic diagram is shown in Figure 7.3. The whole process contains three steps. First, 
the attention score for each node is calculated via the attention function. Second, we extract the 
most valuable nodes based on their attention scores. Eventually, we aggregate feature embed-
dings from one-hop neighbors to the selected node. Therefore, even though the size and struc-
ture of the text graph are varied, TextPool will adaptively retain a portion of the nodes of the 
current text graph.
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We define attention function as F ( )× , under the premise of the current hidden state ht and 
adjacency matrix Ât, which generates a positive coefficient for each node. With a pooling ratio 
aÎ ( , ]0 1 , which is a hyper-parameter, the top k nt= é ùa  nodes are extracted. The formulas of 
the process can be written as

 S F ht t= ( ), (7.8)

 idx top rank S kt t= _ ( , ), (7.9)

where St nt
Î ´ 1 is an attention vector and top rank_ ( )×  is a sorting function that returns the 

indices of top k nodes.
The hidden state of the current graph is updated with the attention score:

 ¢ = ¢ Î ´h S h ht t t t nt d
 , .  (7.10)

With the indexes of the extracted nodes, a subgraph is constructed whose adjacency matrix is 
described as ¢ = ÎA A i idxi

t
i
t tˆ , . In order to characterize the properties of the new subgraph, the 

hidden state of the next graph layer will be updated as

 h A h ht t t t k d+ + ´= ¢ Î1 1, ,  (7.11)

Since the distance between the nodes in the new subgraph represents the distance between 
the clusters representing the nodes in the original graph [31], the adjacency matrix is rescaled. 
Therefore, the new adjacency matrix is expressed as

Figure 7.3 The schematic diagram of TextPool. According to the calculated attention score, the keyword 
nodes are extracted, and their feature embeddings are further updated. Then, a new subgraph is con-
structed using an adjacency matrix Ât+1 and hidden state ht+1.
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 ˆ ˆ , ˆ .A A A A At t t t T t k k+ + ´= ¢ ¢ Î1 1( )   (7.12)

Finally, we obtain a higher-level representation of the graph with ht+1 and Ât+1. In particular, in 
order to generalize to graphs of different scales, the attention function F ( )×  can be implemented 
in two forms: global attention and local attention mechanisms.

7.3.3.1 Global Attention Mechanism
Naturally, each node needs to consider its contribution to the final text classification task. Under 
this circumstance, we can reckon the attention scores of all nodes in the given graph, which is 
referred to as the global attention mechanism. The generalized equation for calculating global 
attention is as follows:

 F h softmax h W
exp h W

exp h W
i

t
i

t i
t

j
t

j n

( ) ( )= =

Îå
( )

( )
,  (7.13)

where W dÎ ´ 1 is a shared linear transformation.
For text graphs with small scale, global attention effectively extracts the representative 

nodes in semantics and facilitates the training process of the model.

7.3.3.2 Local Attention Mechanism
The word information contained in large-scale text graphs is intricate, and the global attention 
mechanism is hysteretic, resulting in huge time consumption. Furthermore, by propagating and 
aggregating information among nodes, a node will have analogous feature embeddings with its 
neighbors, that is, Laplacian smoothing [32]. In this case, the attention score of one node may 
have a close value with its neighbors, leading to the attention being stuck in a narrow region 
and the redundancy in a local scope. Calculating the local attention score for every node with 
its one-hop neighbors rather than all nodes of the graph could address this question. Therefore, 
we redesign the attention function called the local attention mechanism. It is defined as follows:

 F h
A h W

A h W
Ai

t ii i
t

ij j
t

j
j

ij( )
( )

( ( ))
= ×

×
Î

Îå å
ˆ

ˆ
ˆ ,

exp

exp

q
q




 (7.14)

where W dÎ ´ 1 denotes a shared linear transformation,   denotes the set of one-hop neigh-
bors of each node (including the center node itself), and θ is a learnable parameter served as a 
regulative scalar.

In fact, the fractional part of equation (7.14) is a weighted softmax function, in which the 
attention score of each word node is produced with a distance between the vertex i and j (i.e., 
Âij). Moreover, we take the degree of each node into consideration to eliminate the negative 
impact induced by the number of neighbors and improve the applicability, that is, multiplied by 
the degree of each node.

7.3.4 Readout Function

When the information of word nodes is sufficiently propagated and the most significant nodes is 
extracted, a text-level graph representation h  is obtained. Since the nodes in the final pooling 
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layer are critical for the text’s category, we utilize an averaging method and a maximum method 
to integrate the information of each node. The readout function is defined as

 h
k

h h
v

k

v
t

v

k

v
t

 =
=

+

=

+å1

1

1

1

1|| max , (7.15)

where || denotes the concatenation operation.
The predicted text label will be output based on h :

 ˆ ( ( )),y soft LU Wh b= +max Re   (7.16)

where W is a transformation matrix mapping the graph embedding into an output space, and b 
is a bias.

Finally, the cross-entropy loss function  is devised to minimize the distance between the 
ground truth label and the predicted label. It is denoted as follows:

  = -å
i

i iy log y( ),ˆ  (17.17)

where yi is the i-th element of the one-hot ground truth label.

7.4 Experiments

In this section, we describe our experimental details and report our results. First, the benchmark 
datasets and related baseline models are introduced in detail. Then, we introduce the experi-
mental setups. Third, the effectiveness of the proposed model is proved by comparing it with 
other graph-based models. Finally, we discuss the ablation study and parameter sensitivity.

7.4.1 Datasets

Extensive experiments were conducted to verify the performance of our graph-based model 
on four benchmark datasets for text classification, including Ohsumed, R8, R52, and Movie 
Review (MR). Table 7.1 summarizes the statistics of four datasets. It is noted that the statistics 
of these datasets are from Yao et al. [10].

 ● The Ohsumed dataset1 is a collection consisting of medical abstracts with 23 cardiovascular 
disease categories. Each document in the collection has one or more associated categories. 
Considering that our task is a single-label text classification, we selected 7,400 documents 
with only one category and excluded the remaining documents. The training set contains 
3,357 documents, and the test set contains 4,043 documents.

1  http://disi .unitn .it /moschitti /corpora .htm

http://disi.unitn.it
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 ● The R8 and R52 datasets2 are both subsets of Reuters-21578 text categorization collec-
tion. R8 has eight categories split into 5,485 training and 2,189 test documents. R52 has 
52 categories split into 6,532 training and 2,568 test documents.

 ● MR3 is a movie review dataset, and each review is associated with one sentiment label, 
which is positive or negative. The entire corpus consists of 5,331 positive and 5,331 nega-
tive reviews. In our experiments, we split them following the setups in [33].

Before the above datasets were fed into the model for training, we first pre-processed them by 
cleaning and tokenizing the text, similar to Kim [5]. We then removed stop words defined in 
Natural Language Toolkit (NLTK)4 and low-frequency (less than five times) words in the above 
datasets except for MR, which is too short.

7.4.2 Baselines

We compared our method with the following baseline models:

 ● TF-IDF+LR: Bag-of-words model with term frequency-inverse document frequency 
weighting. The text classifier is established by Logistic Regression.

 ● CNN: Convolutional neural network defined by Kim [5], which is proposed for sentence-
level classification with pre-trained word embeddings.

 ● LSTM: It is an RNN model defined by Liu et al. [17] for text classification with pre-trained 
word embeddings.

 ● Bi-LSTM: Bi-directional LSTM model pre-trained with word embeddings.
 ● TM: A Tsetlin Machine proposed by Yadav et al. [34], which extracts semantically related 

words from pre-trained word representations as input features.
 ● fastText: A model proposed by Joulin et al. [18] and treats average word or n-gram embed-

dings as document embeddings.
 ● SWEM: A simple word embedding model [35] in which simple pooling strategies are oper-

ated over word embeddings.
 ● Graph-CNN: A graph-CNN model proposed by Defferrard et al. [36], who operated con-

volutions over word embedding similarity graphs with Chebyshev filter.

2  https://www .cs .umb .edu/ smimarog/textmining/datasets/
3  http://www .cs .cornell .edu /people /pabo /movie -review -data/
4  http://www .nltk .org/

Table 7.1 The statistics of datasets.

Dataset Docs Training Test Words Classes Average length 

Ohsumed 7,400 3,357 4,043 14,157 23 135.82 

R8 7,674 5,485 2,189 7,688 8 65.72 

R52 9,100 6,532 2,568 8,892 52 69.82 

MR 10,662 7,108 3,554 18,764 2 20.39 

https://www.cs.umb.edu
http://www.cs.cornell.edu
http://www.nltk.org
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 ● TextGCN: A graph-based text classification method proposed by Yao et al. [10], which 
constructs a single large graph for the whole corpus.

 ● SSGC: This technique uses a modified Markov Diffusion Kernel to derive a variant of 
GCN [37].

 ● Huang: A graph-based text classification method that builds graphs for each input text 
with global parameters sharing [24].

7.4.3 Experimental Settings

For all above data sets, 90% of the text in the training set was randomly selected for training and 
the remaining 10% for validation. We utilized the Adam optimizer [38] with an initial learning 
rate of 0.01 and L2 weight decay was set to 10−4. The Xavier initializer [39] was used to initialize 
the parameters. We set the dropout rate as 0.5 and the epoch number as 400. The length of the 
sliding window was set to 3, and the pooling ratio α in TextPool was 0.5. For baseline models, 
we used default parameter setups as in their published papers. Additionally, for all models with 
pre-trained word embeddings in our experiments, we employed 300-dimensional pre-trained 
GloVe word embeddings [40] as the input word features.

In our work, we stacked two AGGNN layers to propagate the semantic information from 
neighbors. In the node extraction phase, the Text Pool layer is used. As with the text classifier, 
we constructed a two-layer fully connected layer with Rectified Linear Unit (ReLU) activation 
function. The number of AGGNN layers was adjusted according to the inherent attributes of 
different datasets, and we discuss them in the parameter sensitivity subsection.

7.4.4 Test Results

As shown in Table 7.2, it is discernible that graph-based models generally perform better than 
other types of models, such as TF-IDF+LR, CNN, LSTM, Bi-LSTM, and fastText, which 
indicate that graph-based models have a good ability to learn text information. Specifically, 
the graph constructed for each text contains effective word representations and relationships 
between words, and the graph-based model can propagate and aggregate information from vari-
ous neighbors to the central node, which is a defect of other types of models.

It is worth noting that our model outperforms other graph-based models such as Graph-
CNN, TextGCN, and Huang’s methods. Graph-CNN utilizes a large-window bag-of-words 
model to represent documents, which cannot effectively distinguish information between dif-
ferent words. TextGCN constructs a single text graph for the entire corpus, which considers the 
global relationship between words and documents. However, due to the information redundancy 
in the process of tag message transmission, word embedding has not been fully learned. Huang 
proposed a message-passing mechanism to collect information from neighbors, and the edges of 
the graph are globally fixed between words [24]. Huang’s and our graph models have promising 
results compared to other graph models. Because the graphs in Huang and our model are built 
for each document rather than the entire corpus, the burden of dependency between a single 
text and the entire corpus is removed. Nevertheless, Huang employs global shared edge weights 
in the whole corpus, resulting in the model needing to utilize an extra matrix to store the edge 
weights, and its shape is | | | | ´ . Overall, our graph-based model has a more stable and excel-
lent performance than Huang’s method.
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7.4.5 Ablation Study

7.4.5.1 The Attention Gate in AGGNN
In this subsection, we validated the effectiveness of the attention gate in AGGNN that utilizes a 
gate mechanism to update the semantic information between nodes. As exhibited in Table 7.3, 
the model without an attention gate in AGGNN is denoted by w/o A, while w/ A denotes the 
model with an attention gate in AGGNN. By observing and comparing the experimental results, 
we notice that the attention gate of AGGNN can significantly improve the performance of our 
model, no matter whether TextPool is achieved through global or local attention. Therefore, the 
attention gate is conducive to the dissemination of semantic information between nodes in the 
update phase of word embedding.

7.4.5.2 The Attention Mechanism in TextPool
As shown in Table 7.3, we discussed different attention mechanisms in TextPool, including 
global and local attention. As for the performance of TextPool, we can find that local attention 
performs better than global attention in long documents, such as on the Ohsumed dataset, while 
global attention is a great choice in short documents, such as in the MR dataset. The results 
reveal that in short documents, global attention is a simple but great choice, while in long docu-
ments, local attention pays more attention to different semantic scopes and ignores redundant 
semantic information.

7.4.6 Parameter Sensitivity

Figure 7.4 exhibits the performance of our model by stacking various numbers of AGGNN lay-
ers. The stacking of AGGNN layers allows for the indirect propagation of semantic information 

Table 7.2 Test accuracy (%) of our method and other compared models. We ran all models 10 
times, and the variation range of results is reported with mean ± standard deviation. Notice 
that some baseline results stem from Yao et al. [10], and the best results are highlighted with 

boldface.

Model Ohsumed R8 R52 MR 

TF-IDF+LR 54.66 ± 0.00 93.74 ± 0.00 86.95 ± 0.00 74.59 ± 0.00 

CNN [5] 58.44 ± 1.06 95.71 ± 0.52 87.59 ± 0.48 77.75 ± 0.72 

LSTM [17] 51.10 ± 1.50 96.09 ± 0.19 90.48 ± 0.86 77.33 ± 0.89 

Bi-LSTM 49.27 ± 1.07 96.31 ± 0.33 90.54 ± 0.91 77.68 ± 0.86 

TM [34] - 97.50 ± 1.12 88.59 ± 1.20 77.51 ± 0.60 

fastText [18] 57.70 ± 0.49 96.13 ± 0.21 92.81 ± 0.09 75.14 ± 0.20 

SWEM [35] 63.12 ± 0.55 95.32 ± 0.26 92.94 ± 0.24 76.65 ± 0.63 

Graph-CNN [36] 63.86 ± 0.53 96.99 ± 0.12 92.75 ± 0.22 77.22 ± 0.27 

TextGCN [10] 68.36 ± 0.56 97.07 ± 0.10 93.56 ± 0.18 76.74 ± 0.20 

SSGC [37] 68.50 ± 0.10 97.40 ± 0.10 94.50 ± 0.20 76.70 ± 0.00 

Huang [24] 69.40 ± 0.60 97.80 ± 0.20 94.60 ± 0.30 78.86 ± 0.34 

Ours 70.26 ± 0.38 98.18 ± 0.10 94.72 ± 0.29 80.03 ± 0.22 
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from more neighbors rather than just one-hop neighbors. We find that the embeddings of nodes 
could be more fully updated, and the experimental results of the model are more accurate as the 
number of AGGNN layers increases. However, the performance tends to decline when the layer 
continues to increase, which may be related to excessive information diffusion, that is, over-
smoothing. In Figure 7.4, the results on different datasets show similar trends. The difference is 
that the accuracy of MR decreases after the third stacking, while the accuracy of other datasets 
begins to decrease after the second stacking.

Figure 7.5 illustrates the performance of our model with different sliding window sizes on 
different datasets. Obviously, it can be observed that our model can achieve the best perfor-
mance when the sliding window size is 3. Ultimately, we employed a sliding window with size 
3 in our experiments.

7.5 Conclusion

In this chapter, we propose a novel graph-based text classification model AGGNN to construct 
a separate text graph for each document. In particular, the proposed AGGNN is used to learn 
word embedding, where the semantic information of each node is propagated and aggregated 
from its local neighbors through the gate mechanism. We also designed an attention-based 
TextPool method to select discriminative nodes based on the calculated attention scores. In 

Table 7.3 Comparisons of classification accuracy of models with attention gate (w/ A) and 
without attention gate (w/o A) in AGGNN

Model Ohsumed R8 R52 MR

TextPool-G w/o A 67.89 96.72 92.09 77.84 

TextPool-G w/ A 69.05 97.82 93.16 80.03 

TextPool-L w/o A 68.60 96.37 92.69 76.51 

TextPool-L w/ A 70.26 98.18 94.70 78.65 

TextPool-G represents the TextPool implemented by the global attention mechanism, and TextPool-L represents the 
TextPool implemented by the local attention mechanism. The best results are highlighted in boldface.
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Figure 7.4 Accuracy (%) with different AGGNN layers.
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addition, document embedding is obtained through an end-to-end training architecture. A large 
number of experiments on multiple text classification benchmark datasets demonstrate the 
effectiveness of our model.
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8.1 Introduction

Stock prices are determined by a complex interaction of domestic and international macroeco-
nomic and microeconomic factors, as well as commercial products and other dynamics. Stock 
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Abstract

With the development of deep learning theory, models related to deep learning have started to 
be widely used in the field of finance. Deep finance is positioned as an important area of finan-
cial engineering because of its powerful data processing and prediction capabilities. Among 
them, stock price prediction is the most popular areas of interest. Economic theory assumes that 
stock prices can reflect all available information, but dynamic stochastic processes can gener-
ate asymmetric information for arbitrage. Compared to traditional autoregressive integrated 
moving average (ARIMA) models and generalized autoregressive conditional heteroskedas-
ticity (GARCH) models, deep learning models have achieved significant improvements in 
stock price forecasting and possess better forecasting performance. Deep learning models are 
known to outperform traditional machine learning models in stock price forecasting. Most 
currently available deep learning models on stock price prediction use single or dual algo-
rithms, but there have been few attempts at multiple combination algorithms. In this chapter, 
we propose a more novel generative adversarial network model for stock price prediction, 
which is a combination of long short-term attention (LSTA) as a generator—a combination 
of long short-term memory (LSTM) and attention mechanisms—and a multilayer perceptron 
(MLP) as a discriminator. The generator uses LSTA to mine the relevant data about a stock 
from its historical data and predict the next day’s data and then uses a discriminator designed 
by the MLP to distinguish the generated data from the real data. We used daily stock price 
data from the S&P 500 index and attempted to predict the daily closing stock prices. The 
experimental results show that our LSTA-generative adversarial networks (GAN) model out-
performs the existing deep learning models in stock price prediction. This result suggests that 
our LSTA-GAN model can generate novel solutions for stock price prediction and further 
strengthen the empirical contribution to deep learning-based asymmetric information theory.
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price forecasting has long been a theoretical challenge inherent in economics and business appli-
cations. At the theoretical level, the efficient market hypothesis (EMH) asserts that current stock 
prices should contain all available information and, therefore, there is little room for repeated 
arbitrage. On the other hand, incomplete information theory asserts that stock markets are com-
plex and volatile and that prices are formed based on asymmetric information. Therefore, there 
is scope for dynamic price arbitrage and speculation to justify stock price forecasts.

At the technical level, the performance of stock price forecasting varies depending on the 
model and the technique applied. In recent decades, traditional econometric tools for time series 
analysis, such as autoregressive integrated moving average (ARIMA) and generalized autore-
gressive conditional heteroskedasticity (GARCH), have been widely used for stock price fore-
casting. Recently, however, machine learning models such as special vector machines (SVMs) 
and random forests, as well as deep learning tools and techniques such as convolutional neu-
ral networks (CNNs), long short-term memory (LSTM), and generative adversarial networks 
(GANs), have shown much higher performance compared to traditional methods.

It is worth noting in this context that deep learning models have made a significant contri-
bution to the analysis of time series economics and have had an unparalleled impact on stock 
price forecasting. Over time, traditional statistical methods in economics have shifted their ana-
lytical paradigm from statistical learning to deep learning models based on big data analysis, 
data generation, and data transformation. Deep learning has transformed a disciplined, active 
set of economics into a new category of artificially intelligent economics.

Recent time-series deep learning algorithms for stock price prediction have been mainly 
based on LSTM, Attention, and GAN models. Some of the latest models attempt to com-
bine them into hybrid models of LSTM-Attention (LSTA), LSTM-GAN, or Attention-GAN. 
However, few studies have combined these models into a single structure for time series predic-
tion. To fill this gap, this chapter focuses on hybrid GAN analysis with LSTM-Attention as a 
generator and MLP as a discriminator. In the process, we will contribute to the existing litera-
ture by making several novel points as follows.

 1. In contrast to traditional analyses that rely on a dual combination of LSTM-Attention or 
GAN-LSTM models, we devise a novel hybrid time series approach that uses an LSTA-
GAN model to predict stock prices.

 2. We demonstrate that our LSTA-GAN model, which combines the time series algorithm 
of LSTM and the encoder–decoder type algorithm of attention to develop a generator to 
synthesize the next day’s stock price data, is distinguished from the data identification of 
MLPs and has a better performance than other models, such as the common model, LSTM-
Attention, or GAN-LSTM models.

 3. We can further improve the performance of stock price forecasting by applying novel 
hybrid deep learning algorithms. This confirms that deep learning not only helps to bridge 
the gaps in traditional economic theory, namely, efficient market hypothesis EMH, rational 
expectations theory, and incomplete information theory, but also yields new insights into 
data-driven algorithmic economics.

8.2 Related Works

8.2.1 Deep Learning Models for Stock Market Forecasts

We have identified three main trends in our compilation of existing work on deep learning 
models for stock price prediction. First, there has been a shift in approach from RNNs to 
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LSTMs due to the disappearance and explosion of gradients and the dependence on LSTMs. 
Some authors have introduced multi-input LSTMs, while others have used attention models in 
conjunction with LSTMs to improve the performance of the models. For example, Li et al. [1] 
used a multi-input LSTM model to extract information from low correlators, used additional 
input gates to discard noise, and considered other relevant stock prices to improve prediction 
accuracy.

Cheng et al. [2] used an attention-based LSTM model to predict stock price movements and 
formulate trading strategies. Kim and Kang [3] compared various deep learning models, such 
as MLP, one-dimensional convolutional neural network (1D CNN), stacked LSTM, attention 
network, and weighted attention for financial time series forecasting.

Some authors attempted to combine LSTM with wavelet transforms and gated recursive 
units (GRUs). For example, Qiu et al. [4] combined LSTM and attention mechanisms and used 
wavelet transforms to denoise historical data to train its features and build price forecasting 
models. Experimental results on the S&P 500 and Dow Jones Industrial Average datasets show 
that attention-based LSTM models exhibit higher performance with coefficients of determina-
tion above 0.94 and mean squared errors below 0.05.

Other authors attempted to use specific attention models for stock price prediction, such as 
temporal pattern attention (TPA) with LSTM. For example, Wei et al. [5] used temporal pattern 
attention and long short-term memory (TPA-LSTM) for stock price prediction to overcome the 
problem of long-term dependence. The results show that predicting stock index prices using the 
TPA-LSTM algorithm can achieve better prediction performance than traditional deep neural 
networks, such as RNN and LSTM.

In addition, another variation of the attention model is the use of a dual deep learning model 
based on hierarchical attention networks with stock data coding. For example, Huang et al. [6] 
applied a dual attention-based deep learning model. The first employs an article selection atten-
tion network to identify the core factors of the news and convert them into low-dimensional 
vectors. The second employs a time-series attention network that combines the output of the 
first model with trading data as input. The model learned the differences between the stock data 
and made more accurate predictions with higher performance.

Another interesting work is the use of multidimensional attention-based LSTM 
(MD-ALSTM). For example, Yu and Kim [7] applied a two-dimensional attention-based long 
and short-term memory (2D-Attention-LSTM) model to stock index prediction by combining 
an input and a temporal attention mechanism to weight stock features and time steps, respec-
tively. The 2D-Attention-LSTM models are validated in a comparative experiment that involves 
two attention-based models, namely, a multi-input LSTM (MI-LSTM) and an attention-based 
two-stage recurrent neural network (Dual-Attention-RNN). Real stock data are used for train-
ing and evaluation. The MD-ALSTM model achieves superior performance in stock index pre-
diction on the KOSPI100 dataset compared to MI-LSTM and DARNN. Similarly, Kim et al. [8] 
developed an attention-based two-dimensional model using a multi-input LSTM for time series 
forecasting.

As mentioned above, much innovative work has been done on LSTM-Attention models in 
recent years, but there is a paucity of literature on GAN-based stock price prediction analy-
sis. Carrillo [9] provided a brief comparison of the relative performance of GAN models and 
ARIMA, ordinary LSTM models, and deep LSTM stock price forecasts. While all models have 
prediction accuracies close to or above 60%, LSTM 74.16% and GAN 72.68% have higher per-
formance, followed by deep LSTM 62.85% and ARIMA 59.57%. However, it is not the GAN-
based LSTM model that predicts stock prices.
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A seminal work in some existing literature is [10] based on GANs for stock price predic-
tion. Not only is this one of the first major contributions to GAN-based stock price prediction, 
but it also provides a novel insight that a hybrid model can be built on in addition to GAN, where 
the LSTM is used as a data generator, and the MLP is used as a discriminator, to provide higher 
performance. Similarly, Tovar [11] applied a hybrid GAN model consisting of a bidirectional 
LSTM and CNN (Bi-LSTM-CNN) for stock price prediction to generate synthetic data using 
stock market data, such as TSX, SHCOMP, KOSPI 200, and S&P 500, which shows higher 
performance than a single LSTM model with higher performance.

8.2.2 Long Short-Term Memory

The model we use to predict the closing price of stocks is based on LSTM plus an attention 
mechanism. LSTM has powerful time series data processing capabilities and has been widely 
used in many fields. We select the daily data with seven financial factors in the past 20 years 
to predict the future closing price. The seven financial factors are opening price, closing price, 
highest price, lowest price, turnover rate, trading volume, and Ma5 (Average closing price over 
the past five days). Because the above seven financial factors are important in price forecasting, 
these factors can be used as the seven characteristics of price forecasting. Suppose our input 
is X = ¼{ , , }x xn1 , which includes daily stock data for n days. Each xk in X is a vector, and the 
specific composition is as follows:
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The unit of LSTM includes three gates, namely, input gate, forget gate, and output gate. These 
gates and units can be updated as follows:

 f W x W h bt f t f t f= + ¢ +( )-s 1 . (8.2)

 i W x W h bt i t i t i= + ¢ +( )-s 1 . (8.3)

 C W x W h bt c t c t c= + ¢ +( )-tanh .1  (8.4)

 C i C f Ct t t t t= + -� � � 1. (8.5)

 o W x W h bt o t o t o= + ¢ +( )-s 1 . (8.6)

 h o Ct t t= * tanh( ). (8.7)

Here, W W W Wf i c o, , ,  are the weight parameters and b b b bf i c o, , , are biases. The forget gate ft 
is to decide what information we want to discard from the cell state, and the input gate it is 
to decide what information we want to store in the cell state. The output gate ot  determines 
what to output, which will be based on the state of the cell. These three gates are an important 
part of the LSTM unit used to update the current state of the LSTM unit Ct and obtain the 
new unit output ht.
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8.3 Our Model

In order to make the performance of LSTM more suitable for stock prediction, we introduce a 
novel architecture of LSTA, which we call attention mechanism-based long short-term memory 
(AM-LSTM) in Chapter 3. This model gives the LSTM-Attention mechanism and integrates 
the attention gate introduced in the LSTM unit. This section focuses on LSTM-Attention as a 
generator and MLP as a discriminator for hybrid GAN analysis.

8.3.1 The Generator

8.3.1.1 Attention Mechanism
Attention Mechanism is a technology that mimics human cognitive attention and is widely used 
in artificial neural networks. This technology can enhance the weight of neural networks on 
essential parts of input data and weaken the importance of other parts so that the network can 
focus more on the most critical parts of the data. Distribution and selection are key functions of 
the attention mechanism [12, 13]. It accelerates information processing and has efficient infor-
mation selection and computing power, focusing on crucial tasks [12]. Attention mechanisms 
have also been widely used in the field of machine translation, such as attention mechanisms that 
are used to improve neural machine translation (NMT), which selectively focuses on certain 
parts of the source sentence during translation [14]. Alternatively, Vaswani et al. [15] invoked 
an attention mechanism model to replace some commonly used recursive and convolutional 
models. It relies entirely on the attention mecha nism to compute the representation of inputs and 
outputs. Furthermore, in [16], a new approach to traffic sign detection is based on a multi-scale 
analysis of repeated attention and uses the local environment in the image. The effectiveness of 
these models using attention mechanisms has been greatly improved. Therefore, we consider to 
add an attention mechanism to the LSTM cell to improve its performance.

8.3.1.2 The Attention Gate
In this section, for clarity and completeness, we briefly introduce the LSTA model, which com-
bines the attention mechanism with the traditional LSTM. In order to show the model more 
clearly, we first introduce the attention gate.

Figure 8.1 shows the specific structure of the attention gate. Its position in the whole model 
is between the forget gate and the input gate of the LSTM to accept the input of the forget gate 
and the input gate. Equation (8.8) is the updated formula of the attention gate:

 A A f i A f i A At t t t t t t t t= ( ) Äz [ , ], [ , ] , =  (8.8)

Figure 8.1 The attention gate.
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where At and At are defined as follows:

 A W f W i bt a t a t a= + ¢ +( )s . (8.9)

 

  

A W f W i bt a t a t a= + +( )tanh .’  (8.10)

Here, Wa  and Wa  are the weight matrix, while ba  and ba  are the bias vectors. The value of 
At is calculated by the sigmoid activation function, such as the ratio of attention elements in 
Equation (8.8). Analogously, the tanh function is employed to compute At, which can be posi-
tive or negative.

8.3.1.3 LSTA
Based on the above gate mechanism, we propose the LSTA model based on LSTM. Figure 8.2 
is a schematic diagram of an LSTA unit.

The LSTA receives the input gate of the LSTM and the output of the forgetting gate. In 
order to update its cell status, we can calculate it as
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where Ct  is the output of the original state of LSTM cells and At is the output of the attention 
gate. At this time, we have integrated the attention mechanism into the LSTM model to obtain 
the LSTA model so that the obtained LSTA model can not only focus on the important informa-
tion in the sequence but also save the information. Ultimately, it can more accurately predict the 
closing price of stocks. 

Therefore, the final output of LSTA can be updated as

 h o Ct t= *tanh( ).ˆ  (8.12)

Figure 8.2 The LSTA model.
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It should be noted that our attention mechanism is applied inside the LSTM unit and not added 
after the LSTM unit processes the complete sequence.

8.3.2 The Discriminator

We choose MLP as our discriminator to construct a function d to classify the input data. The 
cross-entropy loss function is used to optimize the classification process. The discriminator 
outputs 1 when it receives the real data; otherwise, it outputs 0. We add four hidden layers to 
the discriminator. The first three hidden layers t1, t2, and t3 contain 72, 100, and 10 neurons, 
respectively, and all of them use LeakyReLU as the activation function. The final output uses 
the sigmoid activation function. The data generated by the generator are taken as Xfake, and the 
real data are taken as Xreal. The output formula of the discriminator is as follows:

 D X d Xfake fake( ) ( )= ( )s . (8.13)

 D X d Xreal real( ) ( ) .= ( )s  (8.14)

Among them, D X fake( ) and D X real( )  are the outputs of MLP after sigmoid activation function. 
d ( )×  denotes the output of MLP. The structure of the discriminator is shown in Figure 8.3.

8.4 Experiments

In this section, we introduce the selection of data sets and data processing and then input the 
processed data into the model as input features to obtain the final results.

8.4.1 Dataset Descriptions

In order to evaluate the LSTA-GAN model for stock price prediction, we adopt real stock data 
evaluation models, including the Standard & Poor’s 500 (S&P 500 Index), all US stocks traded 

Figure 8.3 The architecture of the discriminator adopts an MLP design.
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on the New York Stock Exchange, NASDAQ, and NYSE markets’ complete historical daily 
price and volume data of exchange-traded funds. We select the data of transaction dates in 
the past 20 years, but due to restrictions on holidays, transaction dates are not continuous. For 
example, some stock data are shown in Table 8.1.

We need to standardize these data, which is a crucial step. The data standardization is as 
follows:

 x
x

i
i

t

t
= - m

n
, (8.15)

where m t and n t  are the mean and standard deviation of X, respectively. We choose t = 5 because 
we want to use the data of the past five days to predict the data of the next day (e.g., weekend 
trading is limited). For example, we first calculate the average and standard deviation of the 
data in the past five days to standardize the data and then use the standardized data to predict 
the data for the sixth day.

The goal of LSTA-GAN model is to get the closing price of the stock on the next day 
according to the data of seven factors in the past t days. Based on these data, the generator 
mines the distribution of real stock data and obtains the closing price from the generated data. 
We divide the data into two parts: training and testing, of which the first 90% is the training set, 
and the last 10% is the test set. In the training process, there is an obvious confrontation process 
between the discriminator and the generator. In the process of confrontation, the generator and 
discriminator are optimized.

8.4.2 Experimental Results

We evaluate the prediction performance of the model based on statistical regression indica-
tors: mean absolute error (MAE), mean square error (MSE), root mean square error (RMSE), 
and coefficient of determination (R2). Among them, the smaller the value of MSE, RMSE, and 
MAE, the smaller the error of the model, and the closer the predicted value is to the true value; 
R2 reflects the proportion of all changes in the dependent variable that can be explained by the 
independent variable through the regression relationship, and its value closer to 1 indicates a 
higher degree of fitting the model. It is assumed that the actual closing price and predicted clos-
ing price on the day i are yi  and ŷi, respectively. The relevant formulas are as follows:
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Table 8.1 Real stock data from NYSE

Name Trade date Open price Highest price Lowest price Turnover volume 

NYSE 2017/10/09 66.68 66.97 66.62 1794800 

NYSE 2017/10/10 66.65 67.60 67.54 1470426 

NYSE 2017/10/11 67.63 67.82 66.99 943164 

NYSE 2017/10/12 67.20 67.37 66.91 1473459 

NYSE 2017/10/13 66.68 66.68 66.12 1711833 
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where m denotes the number of samples, ŷi is the predicted value of the model, y  is the mean 
value of yi , and yi  is the real value.

We calculate the average of these evaluation indicators in four datasets as evaluation. 
In order to evaluate the performance of our proposed method, we use LSTM-GAN, LSTM, 
WLSTM, and WLSTM-Attention [4] as the baseline model to compare with our proposed 
model. The results of the comparison are shown in Table 8.2. Among them, boldface results 
represent the best ones.

Table 8.2 The evaluation result

Method MAE MSE RMSE R2

Our Model 0.0870 0.0139 0.1179 0.9745

LSTM+GAN 0.1027 0.0187 0.1370 0.9434 

WLSTM 0.2470 0.1067 0.3267 0.8965

LSTM 0.2676 0.1208 0.3475 0.8829

WLSTM+attention 0.1935 0.0546 0.2337 0.9621

The best one is highlighted in boldface.

Figure 8.4 Comparison results of price forecast by the LSTM-GAN model and the actual price.
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In order to further analyze the difference between our model and the LSTM model, we 
train them, respectively, and get the results as shown in Figures 8.5 and 8.6. Among them, the 
red line represents the real stock price, and the blue line represents the stock price predicted by 
the model. From the experimental results in Figures 8.4 and 8.5, it can be seen that the fitting 
degree between the predicted stock price and the real stock price of our model is higher than 
that between the predicted data of the LSTM model and the real stock price.

Figure 8.6 uses the same training steps to conduct experiments on the dataset. Among 
them, the red broken line represents the real stock price data, and the blue broken line represents 
the stock price data predicted by the model. From the changing trend in Figure 8.6, we know 
that compared with the existing model, our model can achieve the best performance matching 
the actual price trend line.

8.5 Conclusion

In this chapter, we propose a novel approach to stock prediction by embedding an attention 
mechanism into an LSTM to form LSTA for stock price prediction. Our contribution is to 

Figure 8.5 Comparison results of price forecast by the LSTM-GAN model and the actual price.

Figure 8.6 Comparison between our model and existing approaches on the stock price prediction.
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propose an attention mechanism that is seamlessly integrated into LSTM units to form a new 
stock price prediction model, namely, LSTA-GAN based on the GAN architecture. Experiments 
show that the LSTA-GAN stock price prediction model yields higher performance than other 
comparative models. In future work, we plan to explore how to extract the financial factors 
that affect stock prices and the relationship between the relevant stocks and real stock market 
price formation and optimize our model to obtain higher-accuracy stock price predictions. This 
work will be carried out in the broader context of introducing deep finance into mainstream 
economics.
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