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Systems
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Abstract

The negative environmental impacts of conventional power generation have 
resulted in increased interest in the use of renewable energy sources to produce 
electricity. However, the main problem associated with these non-conventional 
sources of energy generation (wind and solar photovoltaic) is that they are highly 
intermittent and thereby result in very high fluctuations in power generated. Hence, 
mechanical energy storage systems can be deployed as a solution to this problem by 
ensuring that electrical energy is stored during times of high generation and supplied 
in time of high demand. This work presents a thorough study of mechanical energy 
storage systems. It examines the classification, development of output power equa-
tions, performance metrics, advantages and drawbacks of each of the mechanical 
energy storage types and their various applications in the grid networks. The key 
findings in this work are the strategies for the management of the high costs of these 
mechanical storage devices. These include deployment of hybrid energy storage tech-
nologies, multi-functional applications of mechanical energy storage systems through 
appropriate control methodologies and proper sizing strategies for cost effectiveness 
and increased penetrations of renewable energy sources in the power grid.

Keywords: mechanical energy storage, renewable energy, intermittent, performance 
measures, power systems

1. Introduction

Until now, the entire energy sector depends on fossil fuels for the generation of
electricity, but more environmentally friendly options are advancing in the form of
renewable energy sources. The transition from conventional (traditional) power
plants to more environmentally friendly options will necessitate a need for more
flexibility in the generation, transmission, and consumption of electricity. Energy
storage systems (ESSs) can provide the flexibility that is needed for a robust high
quality stable electrical system when technically integrated into the grid network. The
following are some of the features of energy storage:

• Being able to store energy at the time of excess electricity production and making
it available for use within a very short time window when the need arises.
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• With the help of energy storage technologies, energy can be stored and made
available at the very point where it is needed whether at the transmission,
distribution, or consumption levels. This flexibility ensures the postponement
of infrastructural upgrades in generation, transmission, and distribution
networks.

• The consumption of energy varies with time. Sometimes the demand is high
while at other times the demand is low. Energy storage devices can be deployed
to meet the varying energy demands per time.

• Energy storage technologies such as pumped-hydroelectric storage (PHS),
battery energy storage system (BESS), supercapacitors, etc. are flexible in
providing multiple services to the grid. They can serve as loads during their
charging process and therefore offer a service to the grid like voltage rise
mitigation, while in their discharging mode, they can be controlled to provide
peak-shaving service, frequency support or inertia support.

• Finally, energy storage technologies have the flexibility of participating in some
special services to the grid for example the black start service. The system
offering the black start service must possess the capacity to move from
shutdown into operation without the aid from the grid. This type of service is
required during periods of persistent blackouts. Energy storage technologies with
high energy capacity like PHS, compressed air energy storage (CAES), and
gravity energy storage (GES) can provide excellently the black start service to
the grid.

There are six different categories of ESS, and these are: mechanical, thermal,
chemical, electrochemical, electrical and hybrid system. Each category has unique
characteristics in terms of life cycle, discharge time, discharge loss, energy density and
power rating. All these characteristics account for their suitability for specific
applications in the power system.

In mechanical energy storage system (MESS), there is a conversion of energy from
mechanical to electrical form [1]. In times of low energy demands, electrical energy is
taken from the grid and stored until the time of high demand when it is then
converted back to electrical energy and transmitted back to the grid [2]. The
flexibility in the conversion processes of MESSs accounts for their global applica-
tions [3]. MESSs are classified as pumped hydro storage (PHS), flywheel energy
storage (FES), compressed air energy storage (CAES) and gravity energy storage
systems (GES) according to [1, 4]. Some of the works already done on the applications
of energy storage technologies on the grid power networks are summarized on
Table 1.

Considering the works summarized in Table 1, the authors have done extensive
research on energy storage integration to the grid network taking into accounts
several aspects such as energy storage technology types, applications (both single and
combined), limitations and challenges of energy storage systems, power electronic
converters for energy storage interface. Simulation tools (software) for energy storage
systems and storage system placement and sizing. However, to the best of our knowl-
edge, nothing has been done on how to manage the high cost of energy storage system
which according to [22] is the main reason hindering the massive deployment of
energy storage system in the grid.
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Therefore, the principal contribution of this work is bringing to light certain key
approaches that should be addressed to manage the high costs of energy storage
systems, thereby promoting their massive deployment into the grid networks.

The block diagram showing a simple classification of mechanical energy storage
systems according to [23, 24] is given in Figure 1.

2. Pumped hydro-electric storage (PHS)

The PHS is a utility-scale energy storage technology that has been in implementation
since 1890s [25]. It has a high commercial acceptance, and it is well-established. In PHS,
large amount of water is delivered to an upper reservoir, during period of excess
generation of electricity and it is converted back to electricity through the use generator
and turbine during period of shortage of electricity. An illustration of pumped hydro-
electric storage is shown in Figure 2 while Table 2 shows the performance measures.

It was reported in [26] that one of the earliest technologies for the storage of
energy is PHS. The operating cost for energy units for PHS as compared to other
energy storage systems has been reported to be the cheapest according to [18].

Years ofReferences Contributions
publication

[1, 3, 5– The works present an in-depth review of energy storage technology7]
types and their applications in the grid power networks.

2019, 2014, 2011,
2009, 2013

The papers present the economic and reliability impacts of energy[8, 9]
storage systems in power system networks.

2018, 2021

The works discuss the application of energy storage systems in different[10, 11]
levels of grid voltage. Besides, the conditions for integration of energy
storage into the grid for proper compatibility with the operational codes
and standards were emphasized.

2016, 2017

[12– The authors explore the possible approaches of combining applications14]
of energy storage systems. The technical requirements for the
combination of applications were also discussed.

2004, 2003, 2019

The works evaluate the challenges militating against the massive[15, 16]
deployment of large-scale energy storage technologies for grid
applications considering the various economic, legislative, and technical
aspects.

2016, 2020

The work provides an in-depth review of the methodologies of storage[17]
sizing and placement on the grid networks. It covers several areas such
as analytical approach, mathematical programming, exhaustive search,
and heuristic methods.

2016

[18– The papers perform a detailed analysis of power electronics converters20]
used in interfacing energy storage systems with the grid network.

2016, 2017, 2020

The work discusses some of the software used in the simulation and[21]
analysis of energy storage systems and specific energy storage
applications they are designed to implement.

2017

The work evaluates the impact of energy storage systems on the[22]
economic operation of distribution systems

2020

Table 1.
Summary of the works done on the applications of energy storage in the grid networks.
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In 2017, there were about 270 PHS stations globally producing 127 GW of electricity
[27]. The United States and the European Union (EU) have 40 and 160 PHS stations
respectively while the rest of the world has 70 PHS units [27].

2.1 Output energy equation of a PHS

Pumped-hydro-electric storage is generally used for energy-based applications
because of its ability to deliver power for very long period in several hours [28]. It
functions by utilizing the potential energy of water due to the force of gravity. When
using the power from the grid during a period of low demand, water is pumped from
lower reservoir to the upper reservoir. In the time of high demand of power, the water
stored in the upper reservoir is released into the lower reservoir for the operation of
the turbine and generator in order to inject power into the grid [24].

Figure 1.
Block diagram of mechanical energy storage systems.

Figure 2.
An illustration of pumped hydroelectric storage [8].

4

Energy Storage Applications in Power Systems

5



The energy stored, according to [29], depends on the volume of the water and the
height of the waterfalls. This is described in Eq. (1).

E phsð Þ ¼ ℓghV (1)

where E phsð Þ is the stored energy in joules, ℓ is the density of water equivalent to
1000 kg/m3, g is the acceleration due to gravity equivalent to 9.8 m/s2, h is the height of
the waterfalls (in meters) and V the volume of water stored in the upper reservoir in m3.

2.2 Advantages and drawbacks of PHS

PHS has a high-power capacity ranging from some MW to about 3GWwith a cycle
efficiency of approximately 70–85 cycles and over 40 years lifetime [4, 6]. However, the
drawbacks of a PHS lie in getting available sites to accommodate two large reservoirs
and dams, the long-time involve in the preparation of the site, a high capital cost (in
hundreds to thousands of millions of dollars) for construction, and environmental issues
(removing trees and vegetation from a large amount of land) prior to the reservoir being
flooded [30, 31]. The United States has an existing 23GW of PHS capacity installed [32].

3. Compressed air energy storage (CAES)

In this storage system, power from the grid (during period of low demand) is used
to pump air into underground geological formation until the air is at high pressure
[33]. During discharge, air at high pressure is drawn from the storage cavern and
undergoes a heating and expansion process inside high- and low-pressure turbines, for
conversion into kinetic energy and thereafter, transformed into electrical energy in a
generator [29, 34]. One innovative system in the application of CAES is by combining
it with a wave energy system according to [6]. The well turbine being an integral
component of the wave energy system [35] uses the excess power produced by the

Efficiency (%) 70–85

10,000Number of cycles (in cycles) –35,000

30Expected life(years) –60

0.5Specific energy (Wh/kg) –1.5

N/ASpecific power (W/kg)

600Power capacity cost ($/kW) –2000

0Energy capacity cost ($/kWh) –23

*BOP ($/kWh) 270–580

0Power conversion system (PCS) ($/kW) –4.8

** 3O&M ($/kW-yr) –4.4

Mature/ Implemented.Maturity of the technology

Adapted from [13]
*BOP: Balance of payment.**O&M: Operation and maintenance.

Table 2.
Performance measures of PHS.
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renewable energy sources during the period of peak production. Through these
methods, most of the renewable energy generated during the period of peak produc-
tion would be used if not immediately. The excess power generated during peak
production is used in storing fresh air in salt caverns [36]. The CAES turbine, using
this fresh air can generate 3 times the output power for the same natural gas input
[37]. With this innovation, a higher efficiency of the system is achieved.

An illustrative topology of a CAES is shown in Figure 3 while the performance
metrics are given in Table 3.

The current technological advancement on the improvement of the efficiency of
CAES is focused on developing an advanced adiabatic CAES (AA-CAES) through
which air is adiabatically compressed and pumped into an underground cavern. The
success of this depends on the compressor and the expanded trains of the CAES [33].

In natural gas power plants with attached CAES, the air at a high pressure is
mixed with natural gas for combustion [38]. The integration of CAES systems to an
existing grid is relatively easy due to its similarity to a conventional gas combustion
system [39].

CAES can be effectively utilized through the implementation of a hybrid energy
storage system. A hybrid energy storage system involves the integration of different
energy storage technologies for the implementation of several functions in the grid net-
work [40]. To achieve this, the technical characteristics of the different storage technolo-
gies such as the power and energy capacities, response time and discharge time should be
known. Besides, the application technical features should be analyzed for proper hybrid-
ization of different technologies. Examples of such hybridization include, CAES with
flywheel examined in [40], CAES and supercapacitor energy storage and pumped hydro
energy storage with CAES in [7]. CAES creates a potent energy reserve [41] and has three
main components namely compressors, air storage reservoir and expanders [42].

Figure 3.
An illustrative topology of a CAES [8].
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3.1 Advantages and drawbacks of CAES

CAES has a large energy capacity, little geographical dependency, long lifespan, and
low cost per kW [43]. The CAES system has a lifetime of about 40 years with an energy
efficiency of 71% [29]. CAES owing to its installed capacity which is from 35 to 300 MW
is deployed in the grid to support load leveling, voltage, and frequency control, etc., [44].

However, CAES suffers the same limitations as PHS, that is difficulty in locating a
specific geographic place for installations. To overcome this limitation, high-pressure
carbon fiber tank air storage is proposed for the implementation of distributed CAES
system [12, 45, 46].

Also, CAES installations have relatively low efficiency [33]. The recent develop-
ments of hybrid CAES plants with offshore and onshore wind plants shows increased
overall efficiency with reduced fluctuations in the power output.

3.2 Output energy equation of a CAES

CAES is an energy-based storage system that utilizes the principle of the gas turbine
to produce electricity. Excess electricity (during periods of peak production) is used to
compress and store air at very high pressure. When electricity is needed, the stored air at
high pressure is deployed to drive a turbine to generate electricity [47, 48].

The power taken by each compressor (PC) is given in Eq. (2) according to [49].

PC ¼ K
K � 1

� �
QRTin

ηc

� �
β K�1ð Þ=K � 1

� �h i
(2)

where K is the adiabatic exponent, Q, the mass flow rate of air, R is the gas
constant, Tin is the temperature inlet of the compressor, ηc is the efficiency of the
compressor and β is the compressor ratio. The air temperature of the outlet (Tout) of
each compressor stage could be expressed as in Eq. (3) according to [49].

Efficiency (%) 57–85

Cycle lifetime (cycles) N/A

20Expected lifetime (years) –40

6Specific energy (Wh/kg) –30

N/ASpecific power (W/kg)

400Power capacity cost ($/kW) –800

2Energy capacity cost ($/kWh) –140

BOP ($/kWh) 270–580

*PCS ($/kW) 46–190

O&M ($/kW-yr) 1.6–29

Maturity Commercial

Adapted from [13]
*PCS: Power conversion system.

Table 3.
Performance measures of CAES.
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Tout ¼ Tin
β t�1ð Þ=k � 1

ηc
þ 1

" #
(3)

Considering a compressor with many stages, n and charging time (tc), the total
energy taken by the compressor (Wc) can be evaluated using Eq. (4).

Wc ¼
Xn
i¼1

Pctcηc (4)

where ηc is the efficiency of the air compressor. Applying the adiabatic efficiency
to compute the actual shaft power of the turbine, the power of each turbine (Pe) is
given in Eq. (5) according Ref. [49].

Pe ¼ K
K � 1

QRTηeð Þ 1� EXR K�1ð Þ=K
� �h

(5)

where, Q is the mass flow rate of the turbine, ηe is the turbine efficiency, EXR is
the expansion ratio of the turbine and T is the temperature of the turbine.

For a multi-stage turbine of m-number of stages, having a discharging time of te,
the total electrical power output (We) is calculated using Eq. (6).

We ¼ 휂g

Xm
t¼1

Pete (6)

where, ηg is the efficiency of the generator.

3.3 Improving the efficiency of a CAES system

Energy storage efficiency is the principal factor militating against the development
of CAES [49]. The energy efficiency of CAES depends on the energy efficiencies of all
the units making up the CAES. These include the compression unit, air storage unit,
heat regeneration unit and turbine generation unit. Thus, improving the performance
of each of these units enhances the efficiency of CAES.

3.3.1 Compression subsystem

In order to have a compression subsystem with a high efficiency the exhaust
temperature of the compression should be increased. This will result in an improve-
ment in the heat storage temperature of the system and its storage efficiency.

3.3.2 Air storage subsystem

Underground salt cavern can be used to store large amount of air, and this will
reduce the pressure fluctuations and consequently improves efficiency [49].

3.3.3 Regeneration subsystem

The efficiency of CAES is directly proportional to the temperature of the heat
regeneration subsystem. As the temperature of the regeneration unit increases, the
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Figure 4.
An illustrative topology of a FES [8].
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system  efficiency  also  increases.  In  places  where  there  is  abundant  supply  of  wind  and
solar  energy,  they  can  be  adequately  harnessed  to  provide  heat  for  the  regeneration 
subsystem,  thereby  increasing  its  temperature.

3.3.4  Turbine  generator  subsystem

  The  turbine  generator  unit  is  one  of  the  major  component  parts  of  a  CAES.  It  partici-
pates  in  the  thermoelectric  conversion  in  the  energy-discharging  process.  The  development
of  new  and  efficient  air  turbine  will  help  in  increasing  the  efficiency  of  CAES  in  general.

4. Flywheel  energy  storage  (FES)

  A  flywheel  energy  storage  (FES)  is  a  rotating  disk  that  can  store  or  dissipate 
mechanical  kinetic  energy  utilizing  rotatory  inertia  [16].  An  illustrative  topology  of  an
FES  is  shown  in  Figure  4  and  its  performance  metrics  is  given  in  Table  4.

  In  FES  energy  is  stored  in  the  angular  momentum  in  a  rotating  mass  [46].  Unlike 
PHS  and  CAES,  FES  is  a  power-based  energy  storage  system  [50].  It  is  deployed  in 
applications  that  require  short  duration  with  short  discharge  time  in  the  range  of
1–100  s  [37].  FES  is  used  for  voltage  support  [28],  frequency  support  [37],  fluctuation
suppression,  and  provision  of  short-duration  power  quality.  Globally,  several  FES 
systems  are  in  use  with  an  installed  capacity  of  more  than  940  MW  [36].

4.1  Energy  output  and  shaft  factor  equations  of  a  flywheel

  The  rotating  mass(disk)  is  mechanically  connected  to  the  shafts  of  the  machines
[29].  The  energy  stored  by  flywheels  is  given  in  Eq.  (7)  according  to  [48].
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Efes ¼ 1
2
JW2 (7)

where Efes, (joules) is the energy stored by flywheel, J (in kgm2) is the inertia of
the rotating parts, W is the rotational speed in rad/s. The moment of inertia J is
defined according to Eq. (8)

J ¼
ð
X2dMx (8)

where X is the distance from the axis of rotation, differential mass = dMx. Consid-
ering a flywheel with radius r, having a mass M concentrated in the rim, the solution
of the integral equation becomes Eq. (9).

J ¼
ð
X2dMx ¼ Mr2 (9)

The energy stored by the flywheel becomes Efes = 1
2JW

2, where W is the angular
velocity. Thus Eq. (9) is transformed into Eq. (10).

Efes ¼ 1
2
Mr2W2 (10)

The energy density (Emass) is given in Eq. (11).

Emass ¼ 1
2
r2W2 (11)

To obtain the volume energy density, (Evolume), we divide Eq. (10) by the volume
V, therefore we have the volume density given as in Eq. (12)

Flywheel (low speed) Flywheel (high speed)

Efficiency (%) 70–95 70–95

Cycle lifetime (cycles) 20,000–100,000 20,000–100,000

Expected lifetime (years) 15–20 15–20

Specific energy (Wh/kg) 10–30 10–30

Specific power (W/kg) 400–1500 400–1500

Power capacity cost ($/kW) 250–360 250–400

Energy capacity cost ($/kWh) 230–60,000 580–150,000

BOP ($/kWh) 110–600 110–600

PCS ($/kW) 0–120 0–1200

O&M ($/kW-yr) 6–22 6–22

Maturity Developed Developed

Adapted from [13].

Table 4.
Peformance measure of Flywheel energy storage.
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Evolume ¼
Efes

V
¼ 1

2
M
V

r2W2 (12)

But density ρð Þ ¼ mass
volume

(13)

The density is given by Eq. (13)
Therefore, the volume energy density is now expressed as shown in Eq. (14).

Evolume ¼ 1
2
ρr2w2 (14)

For the flywheel’s rim, the tensile stress is given by σ, which is defined in Eq. (15)
according to Ref. [36].

σ ¼ ρW2r2 (15)

Thus, from Eq. (15),

Evolumemax ¼ 1
2
σmax (16)

where σmax is themaximum tensile strength of thematerial (rim). Formaximum
kinetic energy per volume of the flywheelwill depends on high tensile strength. Therefore,
the choice of themaximumvalue of Evolume or Emass will depend on the area of application.
Themaximum energy density (Emass(max)) with respect tomass is given by Eq. (17).

Emass maxð Þ ¼ 1
2
σmax

ρ
(17)

The general expression for the maximum energy density (Emass(maxg)) of a
flywheel with respect to mass is given in Eq. (18).

Emass maxgð Þ ¼ Kσmax

ρ
(18)

where K is the shape factor. The values of K for several flywheel shapes are
provided in Table 5.

4.2 Components of a flywheel energy storage

FES is made up of several parts namely motor-generator system, a motor control
system, bearings, a flywheel, and a flywheel housing [35]. The type of bearings used in

Shape factor (K)Flywheel shape

Constant stress disc 0.931

Flat unpierced 0.606

Thin rim 0.500

0.333Rod or circular brush

Flat pierced disc 0.305

Table 5.
Flywheel shape factors [51, 52].
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a flywheel is very important because of mechanical friction which is responsible for
loss of energy in flywheel energy storage. Mechanical bearings are not ideal for FES
because of the constant need for lubrication and maintenance. In modern FES,
mechanical bearings are replaced with magnetic bearings. These can levitate the shaft
thereby reducing the impacts of friction and the need to lubricate [35]. The motor-
generator unit of a FES has a dual function. It can operate as a motor during the time
of excess production of electricity in order to gain kinetic energy. When there is a
need for electricity, it acts as a generator and converts the kinetic energy stored in the
flywheel to electrical energy [51, 53]. FES housing provides a vacuum for the place-
ment of FES. The housing guarantees that there is no loss of energy through air
friction.

4.3 Advantages and drawbacks of FES

The merits of FES over other mechanical energy storage technologies include low
costs of maintenance, very high efficiency, high power density, and long lifetime [38].
Its disadvantages are low energy densities and very high losses due to friction [54].

4.4 New advances in FES technology

There are several advances in FES technology geared towards reducing energy
losses, improving efficiency, and widening the scope of applications.

Among these innovations is the use of high-temperature superconducting (HTS)
bearings. This has the capacity of improving the overall round-trip efficiency of FES
technology to over 90% according to [39].

In the area of applications, FES could be deployed in hybrid systems comprising of
fuel cells, flow cells, ultra-capacitors, lithium-ion batteries, and small co-generation
systems with low temperatures according to [43]. Besides, other new areas of appli-
cations of FES systems are in Kinetic Energy Recovery System [45], and in electric
vehicle propulsion system [46], KERS/ERS.

5. Gravity energy storage (GES)

In GES electric pumps are used to pump water under a movable rock piston and
through that, the rock mass is lifted. In the time of low production of electricity, the
water which is already under high pressure from the rock mass is released to a turbine
for the generation of electricity via a generator. Through this method, large quantities
of water can be stored for several hours between 6 and 14 hours and can be made
available to produce electricity when the needs arise. The size of the storage could be
chosen between 1 to 10GWh and the rock piston diameter should be at least 100
meters.

6. Applications of mechanical energy storage systems in power system
grid

With the increasing penetration of renewable energy sources in the grid network
and the variability of these energy sources, it becomes necessary to bring a balance
between power generation and demand. Therefore, energy storage systems
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integration  into  the  grid  becomes  absolutely  necessary  [29].  The  applications  of 
mechanical  energy  storage  systems  in  smart  grid  could  be  divided  into  energy-based 
and  power-based  applications.

6.1  Energy-based  applications

  Sufficient  storage  capacity  is  a  requirement  for  energy-based  applications  to 
participate  in  very  long  discharges  in  a  time  window  of  one  or  more  hours.  PHS,
CAES,  and  GES  are  used  for  energy-based  applications  discussed  in  the  subsequent 
sub-sections.

6.1.1  Load  following

  Load  following  is  a  service  in  which  the  energy  storage  technology  e.g.,  CAES,
provides  power  for  a  long-time  range  (one  or  more  hours)  [16].  The  intermittency  of
renewable  energy  sources  accounts  for  the  imbalance  between  generation  and  loads 
leading  to  variations  in  voltage  and  frequency.  Mechanical  energy  storage  systems 
such  as  PHS,  CAES,  and  FES  can  provide  the  needed  power  to  compensate  for  imbal-
ance  and  stabilize  the  system  frequency  and  voltage.

6.1.2  Peak-shaving

  In  this  service,  mechanical  energy  storage  technologies,  such  as  PHS,  CAES,  and 
GES  are  used  to  store  energy  during  the  time  of  excess  production  of  power  and  to 
inject  back  energy  into  the  grid  during  limited  generation  of  power.  In  this  service,
power  is  delivered  by  the  storage  technology  for  several  hours.

6.1.3  Transmission  line  curtailment

  The  capacity  of  a  transmission  line  determines  the  optimal  flow  of  power  through
it.  When  this  exceeds  the  line  capacity,  the  generation  must  be  curtailed.  In  transmis-
sion  line  curtailment,  CAES/PHS  technology  is  used  to  inject  power  into  power  into 
the  networks  in  a  time  window  of  5–12  hours  in  line  with  the  transmission  line 
capacity.  The  applications  of  CAES  for  transmission  curtailment  are  examined  in
[55–57].

6.1.4  Unit  commitment

  Owing  to  the  uncertainties  concerning  variations  in  wind  and  of  solar  irradiation,
managing  the  commitment  of  wind  turbines  and  solar  panels  to  meet  the  estimated 
demand  always  is  difficult.  Therefore,  the  use  of  energy-based  storage  system  such  as
PHS  in  the  networks  may  be  useful  to  combat  the  effects  of  uncertainties  in  wind 
forecasting  and  to  reduce  the  energy  reserves  if  the  system  during  its  normal  opera-
tion.  In  [58],  the  unit  commitment  problem  was  formulated  in  a  power  system  with 
wind  generation  and  CAES.

6.1.5  Spinning  reserve

  Mechanical  energy  storage  systems  such  as  PHS,  CAES  and  GES  can  be  used  to 
compensate  for  unexpected  contingencies  for  example  the  failure  of  a  generating  unit.
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6.2 Power-based applications

In this application premium is placed on mechanical energy storage being able to
charge or discharge within a very short interval of time (in milliseconds of time). FES
is the best type of mechanical energy storage system for power-based applications
because of its very short response time. Other energy storage systems that can be used
for power-based applications include battery energy storage systems, [BESS], super-
capacitors, and superconducting magnetic energy storage system (SMESS) [50]. The
following subsections discusses some of the power-based applications where FES and
other non-mechanical energy storage systems (such as BESS, super-capacitors and
SMESS) could effectively be deployed.

6.2.1 Voltage control support

For the maintenance of proper voltage levels in the power system grid, the regula-
tion of the flow of reactive power into power system network is very important. FES
can effectively be used for both active and reactive power control thereby providing
an excellent voltage control in the grid network.

6.2.2 Provision of inertia support

With the replacement of the fossil-fuel based power plants with the non-
synchronized renewal energy power plants in the modern power grid, the total syn-
chronized inertia of the system is getting diminished. This, if not checked, could result
in frequency instability of the power system during contingency events. Mechanical
energy storage systems especially FES (due to their short response time) can be used
to emulate the provision of inertia of synchronous -based generators.

6.2.3 Fluctuation suppression

Certain loads in power systems (like electronic devices) are highly sensitive to
non-sinusoidal voltage and current characteristics. FES may be used to inject power of
high quality by quickly charging and discharging thereby smoothing out very short-
term fluctuations.

6.2.4 Provision of a short duration power quality

Mechanical energy storage system especially FES can be deployed for the provision
of short-duration power quality by supplying active power for very short duration in
the range of 1–10 seconds.

7. Managing the high cost of mechanical energy storage systems

Energy storage systems especially PHS, CAES, and FES have been identified as a
key device for realizing the goal of having high renewable penetration (wind and solar
photovoltaic) in the modern grid. However, the extremely high cost of energy storage
systems can constitute a barrier to achieving the above-mentioned goal. One way
towards overcoming the challenge of high cost of energy storage systems is by the
implementation of hybrid energy storage system. This involves the integration of
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Required timeApplications
response

Reference
duty cycle

ESS
power
(MW)

ESS AC
voltage
(kV)

Full power
discharge
duration

scheduled10 minutes3-hour load shift
3 hours of
discharge

1– 4.2200 – 3 hours115

Scheduled 10-10 minutes10-hour load shift
hour discharge

1– 4.2200 – 10 hours115

Optimized by1 minuteRenewable time shift
technology

2– 4.2200 – 534.5 –12 hours

Continuous20 millisecondsFluctuation suppression
cycling

2– 4.250 – 10 seconds34.5

1Hot standby20 millisecondsShort duration power quality – 4.250 – 5 seconds34.5

1Hot standby20 millisecondsLong duration power quality – 4.250 – 4 hours34.5

Frequency excursion
suppression

10Hot standby20 milliseconds – 4.2500 – 15 minutes750

2Hot standby20 millisecondsGrid frequency support – 4.2200 – 1034.5 –30 minutes

10Hot standby20 millisecondsAngular stability – 4.2500 – 1 second750

10Hot standby20 millisecondsVoltage stability – 4.2500 – 1 seconds750

Optimized by1 minuteTransmission curtailment
technology

2– 4.5200 – 534.5 –12 hours

Table 6.
Application technical characteristics [23].
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different  energy  storage  technologies  for  the  implementation  of  several  functions  in 
the  network.  To  achieve  this,  the  technical  characteristics  of  the  different  technologies
such  as  the  power  and  energy  capacities,  response  time,  and  discharge  time  should  be
known.  Besides,  the  application  technical  features  should  be  analyzed  for  the  proper
hybridization  of  different  technologies.  Table  6  shows  the  summary  of  application 
technical  characteristics.  Considering  the  various  possible  combine  applications  listed
in  section  four  of  this  work  and  referring  to  Table  5  of  applications  technical  charac-
teristics,  PHS  and  FES  can  be  integrated  together  to  provide  for  both  power  and 
energy-based  applications.  PHS  can  manage  the  energy-based  applications  such  as 
peak  shaving,  and  capacity  firming  while  the  FES  can  provide  frequency  excursion 
suppression,  grid  angular  stability  and  grid  voltage  stability.  Also,  a  black  start  appli-
cation,  frequency  stability,  regulation  control  and  fluctuation  suppression  can  be 
implemented  by  combining  PHS  and  FES.

  A  second  approach  towards  managing  the  extreme  high  cost  of  energy  storage 
systems  is  by  implementing  the  multi-functional  utilization  of  the  storage  systems.  In
this  approach,  a  single  energy  storage  system  is  controlled  in  such  a  way  to  execute 
several  functions.  This  will  improve  the  cost  effectiveness  of  energy  storage  system 
and  will  reduce  the  significant  slack  period  of  the  storage  system.  However,  the 
implementation  of  energy  storage  for  multi-functional  utilization  will  require  the 
development  of  appropriate  control  methodologies.  Without  these,  it  will  be 
impossible  to  utilize  energy  storage  for  multi-purpose  applications.

  Besides,  the  choice  of  suitable  storage  technology  is  very  crucial  for  the  multi-
functional  operation  of  an  energy  storage  system.  Some  storage  technologies  are
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energy based, capable of delivering power over a prolonged period (e.g., PHS, CAES,
etc) while others are power based (i.e., FES, SMESS), only being able of delivering
high impulse power for few seconds. Therefore, it is necessary to evaluate the techni-
cal features of the various storage technologies to make appropriate choice of the
required storage system.

Finally, good sizing methodology must be developed, bearing in mind that when
energy storage systems are undersized, the reliability of the system becomes impaired
while over sizing of the energy storage systems may results in less cost effectiveness.

8. Conclusion

In this work, a study on mechanical energy storage technologies and their various 
applications in the grid networks are presented. Their operating principles, topologies, 
various subsystems, performance measures, advantages and drawbacks were 
discussed.

In addition, the work also presents the development of output power equations for 
each mechanical energy storage type based on the fundamental principles of potential 
energy due to gravity, air compression atvery high pressure, and kinetic energy of 
rotating masses.

Moreover, the capacity of energy storage systems in providing flexibility that is 
essential for robust, high quality stable electrical systems, in a grid network with a 
high penetrations of renewable energy sources were examined in detail.

Further highlights in the work include key approaches to improving the efficiency 
of mechanical energy storage systems especially compressed air energy storage system 
and flywheel energy storage system. Such strategies take in cognisance the need of 
improving the performance of every subsystem and the deployment of new advances 
in technology such as the use of high temperature superconducting bearings for FES.

Lastly, the management of the high cost of energy storage systems through the 
implementation of hybrid energy storage systems, multi-functional applications of 
energy storage technologies and appropriate sizing methodologies were discussed. The 
diligent pursuit of these strategies will surely reduce the costs factor in energy storage 
systems and consequently result in more of their deployment into the grid networks.

Energy Storage Applications in Power Systems

17



References

[1] Nadeem F, Suhail S, Pranshant KT.
Comparative review of energy storage
systems, thier roles and impacts on
future power systems. IEEE Access.
2019;7:4555-4585

[2] Prantil V, Decker T. The Captains of
Energy. Manhattan, New York City:
Springer; 2015

[3] Boicea V. Energy storage technologies:
The past and the present. Proceedings of
IEEE. 2014;102(11):1774-1794

[4] Rehman S, Luai M, Hadhrami A,
Mahbub M. Pumped hydro energy
system: A technological review.
Renewable and Sustainable Energy
Reviews. 2015;44:586-598

[5] Dunn B, Kamath K, Tarascon J.
Electrical energy storage for the grid.
Materials for Grid Energy. 2011;334:
928-934

[6] Chen DHS. Progress in electrical
energy storage system: A critical Review.
Progress in Natural Science. 2009;19:
291-312

[7] R. Carnegie, D. Gotham, D. Nderitu
and Preckel P. Utility Scale Energy
Storage Systems: State Utility
Forecasting Group, West Lafayette,
Indiana: 2013

[8] Mohamad F, Teh J, Ming Lai C, Chen
L. Development of energy storage
systems for power network reliability:
A review. Energies. 2018;2278:1-19

[9] Johnson S, Papageorgiou D, Harper
M, Rhodes J. The economic and
reliability impacts of grid-scale storage
in a high penetration renewable energy
system. Advances in Applied Energy.
2021;23:1-19

[10] Palizban O, Kauhaniemi K. Energy
storage in modern grids-Matrix of

technologies and applications. Journal of
Energy Storage. 2016;6:248-259

[11] Miller M, Viernstein L, Nam Truong
C. Evaluation of grid-level adaptability
for stationary battery energy storage
system applications in Europe. Journal of
Energy Storage. 2017;9:1-11

[12] Barton J, Infied D. Energy storage
and its use with intermittent renewable
energy. IEEE Transactions on Energy
Conversion. 2004;19:441-448

[13] Mears LD, Gotschall HL. Epri-Doe
Handbook of Energy Storage for
Transmssion and Distribution
Applications. Washington, DC: U.S
Department of Energy; 2003

[14] Dusonchet S, Favuzza S, Massaro F,
Telaretti E, Zizzo G. Technological and
legislative status point of stationary
energy storages in the EU. Renewable
and Sustainable Energy Reviews. 2019;
101:158-167

[15] Yao L, Yang B, Zhuang J, Xue J.
Challenges and progresses of energy
storage technology and its application in
power systems. Journal of Modern Power
Systems and Clean Energy. 2016;4:519-528

[16] Shaqsi A, Sopian K, Hinai A. Review
of energy storage services, applications,
limitations and benefits. Energy Reports.
2020;6:288-308

[17] Zidar M, Georgilakis PS,
Hatziargyriou ND, Capuder T. Review of
energy storage allocation in power
distribution networks: Applications,
methods and future research. IET
Generation Transmission and
Distribution. 2016;10:645-652

[18] Diaz-Gonzalez A, Gomis-Bellmunt O.
Energy Storage in Power Systems.

17

Mechanical  Energy  Storage  Systems  and  Their  Applications  in  Power  Systems
DOI:  http://dx.doi.org/10.5772/.111399

18



West Sussex: John Wiley & Sons Ltd.;
2016

[19] Molina MG. Energy storage and
power electronics technologies: A strong
combination to empower the
transformation to the smart grid.
Proceedings of IEEE. 2017;105:2191-2219

[20] Stecca M, Elizondo LR, Soeiro TB,
Bauer P. A comprehensive review of the
integration of battery energy storage
systems into distribution networks.
Industrial Electronics Society. 2020;1:46-
65

[21] Hess HC, Schimpe M, Kucevic D,
Jossan A. Lithium -Ion battery storage
system design tailored for applications in
modern powe grids. Energies. 2017;10:1-
42

[22] Wei W, Wu D, Wang Z, Mei S,
Catalao J. Impact of energy storage on
economic dispatch of distribution
systems: A multi-parametric linear
programming approach and its
implications. Power and Energy. 2020;7:
243-253

[23] Jung J.. 21 December 2023. [Online].
Available: http://www.jume.vfrgs.bu/b
itstream/handle [Accessed: December
21, 2023]

[24] Arup J. Five Minutes Guide to
Electricity Storage Technologies.
London, UK: Arup; 2014

[25] Fortune Business insights, Energy
and Power. 2022. [Online]. Available: h
ttp://www.fortunebusinessinsights.com/
industry-reports [Accessed: December
21, 2022]

[26] Skoglund P. Large Scale Energy
Storage. Umea: Umea University; 2017

[27] Paliban O, Kauhaniemi K. Energy
storage systems in modern grid- matrix

of technologies and applications. Journal
of Energy Storage. 2016;6:248-259

[28] Carija Z, Kranjeevic I, Banic V,
Cavrak M. Numerical analyses of wells
turbine for wave power conversion.
Engineering Review. 2012;32(3):141-146

[29] DOE. Global Energy Storage
Database. Washington, DC: US
Department of Energy; 2017

[30] Wang C, Wu Z, Yang X. Modeling
and verification of hybrid energy storage
system basedo on micro compressed air
energy storage. Autum Electric Power
system. 2014;38:22-26

[31] Wang C, Chen L, Liu F. Thermal -
Wind storage joint operation of power
system considering pumped storage and
distributed compressed air energy
storage. In: Power System Computation
Conference. Poland; 2014

[32] Why energy storage technologies
(Pumped Hydropower) [online].
Available from: https://energystorage.
org/why-energy-storage/technologies/
pumped-hydropower. Accessed:
January12, 2021]

[33] Paul B. Power System Energy
Storage Technologies. Amsterdem, The
Netherlands: Elsevier; 2018

[34] Madlener R, Latz J. Centralized and
Decentralized compressed air energy
storage for enhanced grd integration of
wind power. In: Institute for Future
Energy Consumers Needs and Behavior.
Aachan, Germany; 2009

[35] Alzola P, Sabastian R, Quesada J,
Colmener A. Review of flywheel based
energy storage system. In: International
Conference on Power Engineering,
Energy and Electric Drives. Malanga;
2011

18

Energy Storage Applications in Power Systems

19



[36] Bolund B, Bernhoff H, Leijon M.
Flywheel energy and power storage
system. Renewable and Sustainable
energy. 2014;11:235-258

[37] Chen L, Zheng T, Mei S, Xue X.
Review and prospects of Compressed air
energy storage system. Power System
clean energy. 2016;4:529-541

[38] Berhoff H, Leijon M, Bolund B.
Flywhell energy and power storage
systems. Renewable and Sustainable
energy Journal. 2007;11:235-258

[39] Zhang C, Tseng K. Design and
control of a novel flywheel energy
storage system assisted by hybrid
mechanical-magnetic bearings.
Mechatronics. 2013;23(3):297-309

[40] Bankston S, Changki M. Geometry
modification of flywheel and its effects
on energy storage. Energy Research
Journal. 2015;6:54-63

[41] Dain T. Evaluation of energy storage
technologies for integration with
renewable electricity,quantifying
experts opinion. Science Direct. 2012;3:
29-49

[42] Ter-Gezarian. Energy Storage for
Power System. London: Peter
Peregrinus; 2011

[43] Danbone Sessa S, Tortella A,
Andriollo M, Benato R. Li-ion Battery-
Flywheel hybrid storage system:
countering battery aging during a
frequency regulation service. Applied
Science. 2018;2018:1-15

[44] Daneshi H, Daneshi A, Tabari N,
Jahromi A. Security-constrained unit
commitment in a system with wind
generation and compressed air storage.
In: 6th International Conference on the
European Energy Market. Belgium; 2009

[45] Meishner F, Sauer D. Wayside
energy recovery systems in DC urban
railway grids. eTransportation. 2019;
2019:1-20

[46] Sliwinski C. Kinetic energy recovery
systems in motor vehicles. Materials
Science and Engineering. 2016;2016:1-11

[47] Guney M, Tepe Y. Classification and
assessment of Energy Storage Systems.
Renewable and sustainable energy
journal. 2016;13:1934-1945

[48] Deoloitte Centre for Energy
Solutions. Electricity storage
technologies, impacts,and prospects.
2015

[49] Crotogino F, Mohmeyer K, Scharf R,
Bremen E. Huntorf CAES: More than 20
years of Successful Operation.
California, USA: Solution Mining
Research Institute; 2001

[50] La Monica M. Compressed air
energy storage makes a come back. In:
Spectrum IEEE. New York City, New
York. 2013

[51] Wilson A. Machines, power and the
ancient economy. The Journal of the
Roman studies. 2012;92:1-32

[52] XIiaojun I, Bahareh A, Alan P,
Zhiyang W, Hamid T. A utility scale
flywheel energy storage system with a
shaftless, hubless high resistance steel.
IEEE Transactions on Industrial
Electronics. 2012;68:6667-6678

[53] Aneke M, Wang M. Energy storage
technologies and real-life applications: A
state-of the art review. Applied Energy.
2016;179:350-377

[54] Pena Alzola R, Sebastian R, Quesada
J, Colemenar A. Review of fly wheel
based energy storage system. In:
International Conference on Power

19

Mechanical  Energy  Storage  Systems  and  Their  Applications  in  Power  Systems
DOI:  http://dx.doi.org/10.5772/.111399

20



Engineering, Energy and Electric Drives.
Malaga, Spain; 2011

[55] Anagnostopoulos J, Papantomis D.
Simulation and size optimization of a
pumped-storage power plant recovery of
windfarm renewable energy. Renewable
Energy. 2008;33:1685-1694

[56] Denholm P, Sioshansi R. The value
of compressed air energy storage with
wind in a transmission constrained
electric power system. Energy Policy.
2009;37:3149-3158

[57] Dursun S, Alboyaci B. The
contribution of wind -hydro pumped
storage systems in meeting Turkey’s
electric energy demand. Renewable and
Sustainable Energy Reviews. 2010;14:
1979-1988

[58] Wicki S, Hansen E. Clean energy
storage technology in the making: An
innovative systems perspective on
flywheel energy storage. Journal of Clean
Energy Production. 2017;162:1118-1134

Energy Storage Applications in Power Systems

21



Chapter 2

A Review on Superconducting 
Magnetic Energy Storage System 
Applications
Narges S. Ghiasi and Seyyed Mohammad Sadegh Ghiasi

Abstract

Superconducting Magnetic Energy Storage is one of the most substantial storage 
devices. Due to its technological advancements in recent years, it has been considered 
reliable energy storage in many applications. This storage device has been separated 
into two organizations, toroid and solenoid, selected for the intended application 
constraints. It has also been used in many industries, such as transportation, renew-
able energy utilization, power system stabilization, and quality improvement. This 
chapter discusses various SMES structures and their applications in electric and 
power systems. Here, the authors try to deliver a comprehensive view for scholars 
whose research is related to the SMES by examination of the published articles while 
providing a brief guideline of this modern technology and its applications.

Keywords: energy storage, SMES, electrical power systems, energy systems, renewable 
energy resources

1. Introduction

Today, many Energy Storage Systems (ESS) are being used. Users have various
options according to the application and parameters such as cost, available room, 
accuracy, lifetime, and efficiency. Among numerous ESS technologies, Battery 
Energy Storage Systems (BESS), Super Capacitor Energy Storage Systems (SCES), 
Flywheel Energy Storage Systems (FESS), Compressed Air Energy Storage Systems 
(CAES), and Superconducting Magnetic Energy Storage Systems (SMES) are the 
leading viable technologies. Each of these technologies has strengths and weak-
nesses. The negative attributes of BESS are limited lifecycle, failure of deep dis-
charge, and processing of lead afterward. Using toxic heavy metals is another issue 
with some types of BESS [1]. The drawbacks of SCES are a limited range of operat-
ing voltage, limited energy output in fast cyclic operation [2], and toxic and cor-
rosive materials [3]. As the limitations of FESS, the possibility of mechanical failure 
and dissociation [3], considerable standby losses [4, 5], the dependence of stored 
energy on magnetic sources (usually permanent magnet), and the deterioration of 
magnetic sources and consequently in energy storage capacity [6] can be mentioned. 
Furthermore, in some specific applications, such as vehicular applications, increas-
ing the center of gravity height of the vehicle followed by unbalancing issues on 
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the vehicle is problematic [7]. Slow response [8], low round-trip efficiency [1, 9, 
10], limitations imposed by topographical conditions, and negative environmental 
impact [9–11] are the main disadvantages of the CAES system. Quick positioning 
time (reaction time plus rising to peak discharge power), rapid charging time, 
considerable capacity, high cycle efficiency, instantaneous power output, reliability, 
no self-discharge, and low maintenance are some listed benefits of SMES [11–14]. 
Two major concerns raised to SMES technologies are high cost and strong magnetic 
force due to the high magnetic field [15]. As mentioned in [16], by improvement 
in the superconductor manufacturing industry and the downward trend of high-
temperature conductors’ cost, SMES technology will become an economical and 
available storage device [17–20]. Besides, there are many ongoing types of research 
to lessen cooling system costs. Moreover, in some cases, using SMES helps decrease 
long-term costs. To answer the environmental impact of the magnetic field, the 
authors propose a Force-Balanced Coil (FBC) in [21, 22].

In this chapter, while briefly reviewing the technologies of control systems and 
system types in Section 2, Section 3 examines the superconducting magnetic energy 
storage system applications in the articles related to this technology. Also, the conclu-
sion section is advanced in the fourth section.

2. System type

The SMES system is a DC device that keeps the energy in a magnetic field. The 
current flows through an inductor kept in specific conditions providing supercon-
ductivity; thus, a strong magnetic field is created. The superconducting coil unit, 
power conditioning, and cryogenic subsystem are the three main parts of a typical 
SMES. The Power Conditioning System (PCS) plays a crucial role in power exchange 
between the superconducting coil and the AC system. According to the configura-
tion of this subsystem, there are three types of SMES: thyristor-based SMES, Voltage 
Source Inverter-based SMES (VSI-SMES), and Current Source Inverter-based SMES 
(CSI-SMES). Regardless of the kind of SMES control system, its applications are 
mentioned in the following section.

From the structural viewpoint, there are two types of SMES: Toroidal and 
Solenoidal. Considering the application, investment, available room, production avail-
ability, etc., the structure of the SMES system in the designing step should be selected. 
The solenoid type is more convenient to build and can also manage mechanical stresses 
due to less wire consumption. Compared to the toroidal type, it is more cost-effective. 
Despite the solenoidal geometry, the toroidal SMES has less stray field and decreases 
the vertical component of the magnetic field on the conductor; therefore, it can 
be expected that the necessities of the materials and AC losses are overshadowed 
[17, 23, 24]. Figure 1 shows both solenoidal and toroidal structures of the SMES.

3. SMES application

The specific characteristics of a superconducting magnetic energy storage system 
provide outstanding capabilities making it a fitting choice for many applications. 
Applications of SMES are defined in the following subsections by mentioning many 
cases in which its effectiveness in power systems has been proven. This section has 
made an effort to provide a directory of SMES technology.
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3.1 Power quality improvement

The end-user sensitive loads require undistorted power. Supplying the users at an 
acceptable voltage range and mitigating disturbances are critical tasks. SMES features 
such as fast response, large capacity, and ability to control active and reactive power 
simultaneously make it a suitable option for a power quality boost [8–10]. Mitigating 
the voltage sag using the stored energy in SMES helps recover the standard voltage 
range in less than a second, leading to power quality improvement, which is essential 
for sensitive loads [25–36].

3.2 Power fluctuations compensation

Besides all their benefits, renewable resources may cause unstable power due to the 
uncertainty of renewable resources. Wind speed variations in a wind farm and sun 
radiation variations in the case of using PV cells as the power generating system result 
in problems such as lump flicker, timing device imprecision, and shortened hardware 
life cycle. Considering its fast response, the SMES unit can compensate for the differ-
ences between demand and generation by absorbing or releasing power, minimizing 
the adverse effects on the demand side. The fast response characteristic of SMES has 
been proven effective in reacting to the power difference between both sides, smooth-
ing the power fluctuations [37–39]. In Ref. [40–44], different controlling methods are 
employed due to various resources and load sensitivity.

3.3 Power oscillation compensation

Load changes and system faults cause low-frequency power oscillation between 
0.5 and 1 Hz. Considering the probability of such disturbances, it seems the system’s 
oscillation damping is essential that should be applied rapidly. As a storage device 
capable of exchanging a large amount of active and reactive power simultaneously 
with the system in the minimum time, SMES is introduced as an efficient power 
compensator [32]. With the proper controller design, SMES could compensate 
for system’s oscillation under light and heavy load flow and renewable resources 
uncertainties [45–49].

Figure 1. 
Different types of SMES structure: (a) solenoidal geography, (b) toroidal geography.
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3.4 Stability

Power system’s stability includes voltage, power angle, and frequency stability. To 
provide these parameters stability, generator excitation control is established to be an 
effective solution. Still, more is needed due to power networks’ rapidly increasing size 
and complexity. SMES is one of the most encouraging members of the FACTS collec-
tion, which can supply/receive active and reactive power immediately and has been 
highly projected as one of the most effective controllers of power system stabilization. 
The concept of its operation is simple: a superconducting coil that stores or releases 
energy by charging or discharging a thyristor-controlled power converter connected 
to an AC power system. The firing angles of thyristor variation in an appropriate 
mode determine the course of energy transmission. This process helps to mitigate the 
released energy during a disturbance and brings back stability to the system [50–71].

3.4.1 Dynamic stability

One of the problems of the isolated power system is the fluctuation and instability 
caused by abrupt alterations in load or generation unit followed by the grid’s deviation 
of frequency and power. Power system oscillations happen when conflicts such as 
sudden burden changes occur. The system’s suppressing must be so that the synchro-
nous generators can return to steady-state conditions. Particularly when the end of 
the transmission line is experiencing sudden load distress, the generators must have 
incessant control to suppress oscillations in the system. Many proceedings have been 
proposed to fortify the damping process, including power system stabilizers, optimal 
control of the turbine-governor system, and static phase shifter. Successful tests of 
the BPA 30 MJ unit and superconductive magnetic energy storage (SMES) systems 
have gained scholars’ attention in power applications. Although the device’s original 
resolution in that experiment was load leveling, another function of the SMES unit 
was to enhance the system performance by providing precise power modulation in a 
dynamic period [72–77].

3.5 Shaft oscillation minimization

Despite all assumptions analyzing the power system dynamic performance 
based on the system integrity, the turbine-generator rotor has built-in a complicated 
mechanical structure and consists of several predominant masses. The generator 
under tension leads to twisting stress among the shaft components in a sub-syn-
chronous range which may cause electrical system damage. On the other hand, some 
disturbances in the electrical system might have the same effect on shafts, so the life 
expectancy of the generator would decrease. Given the mentioned complications, a 
proper damper should be applied. Using SMES associated with a controlling system 
will be helpful as a compensating system as the SMES can compensate for the system 
fault leading to less electrical tension and, therefore, less mechanical stress on the 
generators [78, 79].

3.6 Voltage stability

Wind generators, especially squirrel cage induction generators, consume a noticeable 
amount of reactive power. Moreover, voltage sag induced by a sudden increase in 
loads is a severe problem in the electrical network. As a result, reactive power control 
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is consequential in maintaining the standard voltage level in the system. A power 
compensation device should be employed to compensate for the voltage sag. SMES is
a capable source due to the rapid charge and discharge periods. Connected to a power 
system with a power electronic converter, SMES can convey energy into the power 
system in milliseconds, resulting in maintaining load voltage in a normal range,
improving the network stability, and compensating voltage sag properly [80–92]. It 
should be noted that locating SMES units in the system should be carried out based
on the quantitative voltage stability index [93].

3.7 Sub-synchronous resonance compensation

  Sub-synchronous resonance usually occurs in power systems containing steam 
generators and compensated lines by parallel capacitors, which cause shaft resonances
and consequential damages. When a disturbance happens in these systems, in the
case of the sub-synchronous resonance effect, the shaft rotates at sub-synchronous 
frequencies along with the base synchronous speed, which, if not confined, results
in a shaft break. The sub-synchronous resonances are the effects of improper energy 
exchanges between turbo-generator and power systems, and they could originate 
anywhere on the system. The capability of rapidly absorbing and delivering energy 
has made SMES an appropriate choice for compensating for these disturbances to 
prevent sub-synchronous resonances [74, 94–98].

3.8 Renewable energy resources

  Renewable energy generation is widely used to address energy shortages
and environmental problems. Since the output power of the solar cells and the 
wind turbines changes with the variation of sunlight irradiation and the wind
speed and high level of the renewable resources penetration into the power systems
can trigger instability, unreliability, and power quality issues, the system must be 
able to withstand current and reactive power fluctuations, otherwise, the distor-
tion causes harms to the system and critical loads. To cope with these problems,
using ESS in renewable power combinations has been greatly noticed. In this
case, the performance criteria are energy storage capacity, power output, and life 
cycle. To alleviate the mentioned issues, SMES can be applied, which can charge 
and discharge immediately. In other words, it can absorb high quantities of power 
in the time of lack of demand and deliver high quantities of power in the time
of lack of production of electric power. Therefore, the utilization of renewable 
energy resources, despite their intermittent nature, is associated with more acces-
sibility, and the compensation is applied in less than a minute or some cases, a few 
minutes [82–85, 99–152].

3.9 Frequency control

  The system frequency is a dependent factor on the active power balance of that 
system. Since frequency is a common parameter in the system, the alternation of
the active power in one point reflects on the whole system. Governor is not capable
of absorbing the frequency fluctuation in a short time. Because of that, using SMES
as storage with quick response time while supplying high power density has been a 
practical solution in many systems to compensate for the sudden load change and,
consequently, frequency control [111, 153–166].
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3.10 Automatic generation control (AGC)

Failure to adapt demand and generation in the power system causes unsteady 
operation and disrupts the system’s dynamic performance. Adding a storage device 
to the system will cause the AGC to achieve its goal of eliminating this disorder 
faster, improving the transient state operation. Due to features such as a high-density 
discharge rate, the minimum time required for power flow reversal, and low main-
tenance requirements, many systems switch to SMES, which is developed to control 
active and reactive power simultaneously. When an increase step change in power 
demand occurs, the energy stored in the SMES is injected through the PCS as an 
alternative to the power system. When the governor and controllers start and retrieve 
the position, SMES returns to the initial value of the current. When an unexpected 
drop in power demand occurs, the SMES intervenes and absorbs part of the excess 
energy. After recovering the position, this absorbed energy is released, and the SMES 
returns to its standard value [167–170].

3.11 Low voltage ride-through (LVRT)

A neighboring grid fault causes a drop in the grid voltage at the junction point of 
the generator and network; low voltage ride-through happens. This situation limits 
the power flow. If there is a considerable input power, the power inequity leads to a 
surge in the back-to-back converter’s turbine speed or DC bus voltage. An ESS could 
avoid over-speeding of the turbine and even out the DC bus voltage level. High power 
ability and instant response are essential for this application; thus, SMES is a great 
storage device to fit [171, 172]. The SMES can restrict the fault current while com-
pensating for voltage drop and eliminate the residual power fluctuation caused by the 
disturbance [173, 174].

3.12 Protection

Installation of SMES alongside power end-users as a SMES-based UPS can protect 
critical loads during faults. SMES alone does not affect fault current limitation at 
ground fault location but, combined with SFCL, plays an influential role in an error. 
This ESS can retain the network voltage at or near its nominal value in case of a fault. 
Generator tripping is one of the most critical emergency controls to prevent dam-
age to the power system. Considering the availability of SMES to provide long-time 
energy or high-density power for a load, it could protect a specific load alongside a 
proper controller. Therefore, in a system with prioritized loads, the ESS could protect 
the sensitive loads at any given time. The current flowing through the coil is defined 
based on the operating point of the given load and the time of protection [175–178].

3.13 Black start

A power loss over a large geographical area for a noticeable period, called a 
blackout, is a severe threat to the network. Besides all the effects on the residential 
consumers, the industries face irrecoverable losses at this time. Therefore, power 
system restoration or black start is vital for a SMES unit to cope. Unlike traditional 
methods, utilizing SMES has advantages such as faster start speed than other genera-
tion methods, multipath black start, and more environmentally friendly than other 
black start units. Considering the four-quadrant operation, SMES can deal with the 
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Figure 2. 
Load leveling in the power profile.

primary problems of the black start process, which are over-voltage, voltage drop,
and power oscillation [66].

3.14 Load leveling

  Load leveling is a concept that helps with having a balanced power profile by 
decreasing demand at peak times and filling the valleys (Figure 2). Due to the
principles of load leveling, SMES has two advantages: High storage efficiency of
90% and no site limitation. In low demand time, SMES is recharged, and thus the 
generator operates in its optimal range (filling the valley), and at the peak-demand 
time, the SMES is discharged. The difference between the demanded and gener-
ated power (in the optimal range) is compensated by discharging its power in the 
network [171, 179, 180].
  On the other hand, every generator has an optimum work point, achieving that,
parameters such as generator lifetime, total loss, and system overall performance 
would be at the prime mode. On the other hand, consumption would not be mono-
tonic and uniform, and the profile consists of peaks and valleys. Concerning the 
discrepancy between generation and consumption curves, a SMES unit could be 
utilized to preserve the optimum system performance and prevent waste of energy.
Receiving energy during the underload situation and releasing it during the over-
load situation, the SMES charged and discharged respectively; hence the power 
would have a smooth curve. Having a large capacity and fast response time, SMES
is capable of rapid load following to develop the invariant outage for the generating 
unit [119].

3.15 Spinning reserve

  Spinning reserve is defined as the dormant capacity that the system operator could
employ. Considering the capacity and response time, a SMES unit represents a signifi-
cant spinning reserve capacity that could quickly be activated by Primary Frequency 
Control (PFC) and improve system parameters [10, 181].

3.16 Transportation

  The transportation application can be investigated from three points of view. First,
considering the required power while charging, electric vehicles draw significant
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current from the power system, which causes instability and following complications. 
The primary role of stationary SMES in road vehicles and railway transportation 
systems is to supply a high-frequency component [105, 106]. Second, as an ESS, 
the SMES is an auxiliary unit causing more contribution of Renewable Energy 
Resources (RES) as the energy supplier for electrical transportation, whether rail 
or road. Although renewable power stations such as wind farms or PV cells can 
provide the necessary power to run mentioned transportation systems, due to 
variations of output power subordinate to weather conditions, an energy storage 
system is required to supply the load with standard quality. During low-demand 
periods and peak times, if power generation cannot support all the consumers, a 
previously stored amount of power is released into the grid, which is feasible by 
utilizing an ESS with a fast response [121, 123]. Third, in railway systems, a tre-
mendous amount of energy is wasted during deceleration in the form of thermal 
energy. Retrieving and returning this energy to be used in the system saves energy 
and reduces costs in the long term. Large capacity and fast response make SMES an 
excellent candidate for absorbing energy during acceleration and releasing it during 
deceleration [182–187].

3.17 P & Q control

SMES can absorb or deliver active and reactive powers independently and simulta-
neously. Although the output of active power from SMES relies on the energy stored 
in the coil, SMES can uninterruptedly function throughout its reactive power range 
to regulate the voltage of the common coupling point. The converter firing angle 
controls the domains of active and reactive power [188–192].

3.18 Reliability

To strengthen the reliability of the power systems, storage systems should cope 
with electrical outages caused by natural events and support demands when power 
system failures arise accordingly. The power and energy capacity of SMES provide 
reliability for the system by ensuring the power supply for a given load while observ-
ing the standard range for different parameters [55, 107, 108, 120].

3.19 Uninterruptable power supplies

Widespread usage of electric devices from domestic consumers to industry 
consumers emphasizes the continuous quality of supply. Some equipment demands 
an uninterrupted electricity supply among all facilities due to high prices or high-
performance sensitivity. With high energy density and fast response, SMES can be a 
promising candidate to supply these loads for up to several hours [3, 10, 193].

4. Conclusion

In this chapter, based on previously published articles on the technology of 
SMES, the potential usages of this technology have been reviewed. Considering the 
application this storage system is used for, the type and the control strategy should be 
selected. This storage system has been proven effective for many industrial applica-
tions, such as active and reactive power control, system stability, and power quality. 
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Given its technology advancement, price reduction, and the required room, it is 
anticipated that the SMES has a clear horizon to be more involved in areas like reli-
ability and the transportation industry. Due to the exhaustiveness of the study, this 
article can be used as an acceptable guideline for researchers, engineers, readers, and
academicians working in the fields related to this technology.
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Chapter 3

Battery-Assisted PV-Pumping
System
Ahmed Alaa Mahfouz

Abstract

Photovoltaic (PV) water pumping systems convert solar radiation into electricity 
via PV panels to feed and drive electric pumps. The electrical energy is produced in 
DC form and must be adopted and then converted into alternating current by 
employing inverters. Batteries are used to store energy and to improve the system 
performance. Solar battery-assisted water pumping technology is on the long-run 
cost-effective and sure environment friendly. PV must be controlled to achieve the 
maximum power point operating condition. The state of charge of the battery should 
be observed to guarantee a safe and long battery working hours. In this chapter, a 
simple and efficient off-grid battery-assisted quasi Z-source inverter (QZSI) was 
developed in a PV-pumping system as a replacement to the traditional two-stage 
converter (boost converter + voltage source inverter). Analysis and mathematical 
model of QZSI has been presented. MPPT from the solar panels and the battery state 
of charge (SOC) are to be considered in determining controller’s parameters. The 
controller produces the shoot through duty ratio (D) and modulation index of the 
inverter (M). The inverter switching pattern is prepared based on the simple boost 
modulation technique. The performance of the system under study is verified via 
MATLAB/Simulink simulation.

Keywords: quasi-Z source inverter, energy storage, PV-pumping, maximum power 
point tracking, simple boost modulation

1. Introduction

Integration of renewable energy sources into the electrical generation systems is
badly needed because of environmental and economic considerations. Solar energy
is, of course, one of the most promising alternatives. However, a solar energy
panel suffers from its need to a large space, low overall efficiency, and high initial
and erection costs. In order to get an acceptable overall system efficiency, the
interfacing systems (i.e., voltage regulators, inverters, etc.) must attain a very high
efficiency.

Standalone systems and grid connected systems are two kinds of solar energy
harvesters. Standalone systems are used in areas and sites where the grid is not
reachable. A standalone system needs to be assisted by an energy storage unit to
ensure a continuous and a better power quality. On the other hand, there is no need to
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have an energy storage unit in grid connected systems. Moreover, the energy har-
vesters improve the grid capabilities. The grid connected systems, however, have their
own complexity and cost represented by phase-locked loops (PLL) for synchroniza-
tion, active ad reactive power control and extra protection circuits.

In 2003, the impedance source inverter (ZSI) was introduced as a single-stage
inverter [1]. An impedance network is included separating the source and the main
inverter bridge as shown in Figure 1. The inverter is controlled by the same PWM
technique applied in traditional two-stage inverter. However, the DC link voltage can
be boosted by utilizing the additional shoot-through (ST) states, where any or all of
the inverter bridge legs can be shorted. The boosting factor is determined by the
duration of the ST periods. A modified topology of Z-source inverters was introduced
in 2008 namely; quasi Z-source inverter (QZSI). The new topology features, in
addition to all the advantages of ZSI, smaller passive element requirements for the
impedance network [1, 2].

In literature, four main quasi Z-source inverters have been developed which fea-
ture several improvements when compared to the traditional ZSIs. The voltage-fed
ZSI as well as the two QZS voltage-fed inverters, with similar properties to the ZSI, are
shown in Figure 2(a, c, and e), while the current-fed ZSI as well as two QZS current-
fed inverters are shown in Figure 2(b, d and f).

The QZSI topologies shown in Figure 2c and e, are of unidirectional nature as the
voltage-fed ZSI. In order to gain the bidirectional property, the diode, D1 could be
substituted by a switch bidirectional in conducting, unidirectional in blocking. The
capacitor C2 in QZSI, shown in Figure 2c has a lower voltage value than the same
capacitor C2 in ZSI shown in Figure 2a. In the QZSI circuit, illustrated in Figure 2e,
both capacitors C1 and C2 have lower voltages. Input current in circuit in Figure 2c is
continuous and discontinuous in circuit in Figure 2e. There is no need to include an
input capacitance in the topology of the QZSI shown in Figure 2c, due to presence the
input inductor, L1. Input capacitance is essential in both topologies of voltage-fed ZSI
and QZSI in Figure 2e.

Circuits in Figure 2d and f are current-fed QZSI topologies. The presence of the
diode, D1, with its specified position, in both circuits of Figure 2d and f marks these
topologies with bidirectional property.

Current rating of inductor L2 in the QZSI shown in Figure 2d is lower than the
current rating of L2 in the ZSI shown in Figure 2b. Reduced passive component count
is clearly noticed. The QZSI shown in Figure 2f has also lower current ratings for
inductors L1 and L2.

Figure 1.
Impedance source inverter.
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A common DC rail between the source and inverter characterizes the four QZSI
voltage-fed and current-fed topologies. Additionally, the four QZSI circuits have no
disadvantages in comparison with the conventional ZSI basic circuits. The four QZSI
topologies can replace ZSI topology in any application [3].

In this chapter, a quasi Z-source inverter shown in Figure 2c will be adopted. These
inverters are capable of performing maximum power tracking and inversion with no
need for extra DC-DC converter. Other important operating characteristic is that the
QZSI is operated with continuous input current. This ensures continuous supply current
in PV system to facilitate maximization of the energy harvested. In addition, the system
will be equipped with an energy storage device integrated into its topology as shown in
Figure 3. This feature is essential when operating at low PV power conditions. In order
to operate under these conditions, an energy storage device capable of managing the
load demand for a period of time is required. Different placements of the batteries are
used in literature as shown in Figure 3. By shunting a battery with either of the two
circuit capacitors, the pumping system can be powered smoothly regardless the varia-
tions or the fluctuations of PV panel output. Because of the unique impedance network
of QZSI, there is no need to add any extra circuit to charge or discharge the battery.

The control of theQZSI becomesmore complex if the battery is added to the topology.
For the sake of keeping the battery lasts longer, the accurate control of the battery

Figure 2.
Different topologies of Z-source and quasi Z-source inverters. a. Voltage-fed ZSI. b. Current-fed ZSI. c. Voltage-fed
QZSI with continuous current. d. Current-fed QZSI with discontinuous current. e. Voltage-fed QZSI with
discontinuous current. f. Current-fed QZSI with continuous current.
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charging current should be carefully treated. However, many papers pay attention to
other aspects, regarding energy (production andmanagement), system (reliability, unit
size and cost). In this research, battery charging control methodology for QZSI with
energy storage will be presented along with controlling the output power of the inverter.

2. Analysis of quazi Z-source inverter

2.1 Battery-assisted QZSI

A topology improvement for the QZSI to be used in PV systems was introduced in
[4, 5], where an energy storage device is added to the circuit without any extra
circuitry depending on QZSI unique input impedance network. This is available also
in Z-source inverters as shown in [6–8]. However, they experience discontinuous
input current that is not desirable for PV system. Moreover, batteries suffer from
higher voltage rating than that the one expected in the case of the ZSI. The QZSI
topologies with storage units operate with continuous input current and so they have
low voltage rating batteries.

2.1.1 Circuit analysis for battery parallel with C2

The proposed QZSI with energy storage topology is shown in Figure 3(a).
These types of inverters are operated in two states, namely firstly, the active state
which is pointed to as (T1), and secondly, the shoot-through state which is pointed to
as (T0). In each switching cycle, the periodic time is calculated as T = T1 + T0. The
inverter is operated based on normal sinusoidal pulse width modulation (SPWM)
during the active state. While a short circuit between terminal P and terminal N is
formed during the shoot-through state. The specified QZSI LC network is actually
acting as a step-up DC-DC converter. Such converter is controlled by the shoot-
through state. The equivalent circuit for each of the states is given in Figures 4 and 5.
These equivalent circuits are accurate and valid as long as the current through each
inductor is continuous so that the diode is complementary with the shoot-through
state [9].

2.2 Shoot-through state mode

This mode (the shoot-through state) will make the inverter short circuit. As a
result, the diode is turned off due to the reverse-bias voltage. The equivalent circuit,

Figure 3.
Topology of battery-assisted QZSI. (a) Option 1 (b) option 2.
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representing this mode, is shown in Figure 5. During this time interval, the circuit
equations are formed as follows:

C
dVC1

dt
¼ iB � iL2 (1)

C
dVC2

dt
¼ �iL1 (2)

L
diL1
dt

¼ Vin þ VC2 (3)

L
diL2
dt

¼ VC1 (4)

Where iL1, iL2 and iB are the currents in inductors L1 and L2, and in battery,
respectively; VC1, VC2 and Vin are the voltages across capacitors C1, C2 and PV panel,
respectively; C is the capacitance of capacitors C1 and C2; L is the inductance of
inductors L1 and L2.

2.3 Non-shoot-through state mode

In this mode, the inverter is free to follow any one of the six active (non-zero)
states and two conventional zero states, which is known as the non-shoot-through

Figure 4.
Non-shoot-through state of battery-assisted QZSI [9].

Figure 5.
Shoot-through state of battery-assisted QZSI [9].
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state. The diode current is continuous. Figure 4 illustrates the equivalent circuit.
During this time interval, the circuit equations are written as follows:

C
dVC1

dt
¼ iB þ iL2 � id (5)

C
dVC2

dt
¼ iL1 � id (6)

L
diL1
dt

¼ Vin � VC1 (7)

L
diL2
dt

¼ �VC2 (8)

Where id is the load current going to the inverter.
The average voltages and currents are calculated using the average model between

both states. The average voltage in each inductor is equal to zero during one switching
cycle (T). From these average inductor voltages equations equated to zero, the capac-
itor one and the battery voltage relationship are calculated. The average voltage across
VL1 during each switching cycle is given by

Vin � VC1ð Þ 1�Dð Þ þ Vin þ Vbattð ÞD ¼ 0 (9)

The average voltage across VL2 during each switching cycle is given by

�Vbattð Þ 1�Dð Þ þ VC1D ¼ 0 (10)

Eqs. (9) and (10) can be solved simultaneously with respect to Vbatt and VC1 to
obtain that

Vpn ¼ Vbatt þ VC1 ¼ 1
1� 2D

Vin (11)

For the active SPWM time, (T1), the effective inverter DC rail voltage can be
calculated using the circuit configuration shown in Figure 4 as follows

Vbatt ¼ D
1� 2D

Vin and VC1 ¼ 1�D
1� 2D

Vin (12)

�ibatt ¼ iL2 � iL1 (13)

To derive the line to neutral peak voltage equation, the traditional inverter rela-
tionship is used, (v̂ac ¼ Vpn

2 M). By combining this equation with Eq. (11), it is easy to
calculate the AC output voltage as Eq. (14)

v̂ac ¼
Vbatt þ VC1 ¼ 1

1�2DVin

2
MB (14)

2.3.1 Circuit analysis for battery parallel with C1

In this configuration, the battery will be placed across the capacitance C1 as shown
in Figure 3(b). The analysis conducted in the previous section will be repeated for this
case to get the relevant equations [10].
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This mode will make the inverter short circuit via any one phase leg, which is
known as the shoot-through state. Consequently, the diode is turned off as the anode
to cathode voltage is reversed. The equivalent circuit is shown in Figure 6. In this
mode, the equations governing the circuit operation are formed as follows:

C
dVC1

dt
¼ iB � iL2 (15)

C
dVC2

dt
¼ �iL1 (16)

L
diL1
dt

¼ Vin þ VC2 (17)

L
diL2
dt

¼ VC1 (18)

2.5 Non-shoot-through state mode

In this mode, the inverter is free to follow any one of the six active (non-zero)
states and two conventional zero states, which is known as the non-shoot-through
state. The diode current is continuous. Figure 7 illustrates the equivalent circuit.
During this time interval, the circuit equations are written as follows:

C
dVC1

dt
¼ iB þ iL2 � id (19)

Figure 6.
Shoot-through equivalent circuit [10].

Figure 7.
Non-shoot-through equivalent circuit [10].
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C
dVC2

dt
¼ iL1 � id (20)

L
diL1
dt

¼ Vin � VC1 (21)

L
diL2
dt

¼ �VC2 (22)

Therefore, the average voltages and currents have the relationships as

Vpn ¼ Vbatt þ VC2 ¼ 1
1� 2D

Vin (23)

Vbatt ¼ 1�D
1� 2D

Vin and VC2 ¼ D
1� 2D

Vin (24)

ibatt ¼ iL2 � iL1 (25)

The voltage VC1 of capacitor C1 will be approximately equal to the battery voltage
Vbatt if the voltage drop on the battery’s internal resistance is ignored. Thus, from
Eqs. (23) and (24), the DC-link peak voltage Vpn will be

Vpn ¼ 2Vbatt � Vin (26)

The output power of the inverter can be controlled by manipulating the desired
output voltage, while the output peak phase voltage of the inverter is the same like
previous mode.

3. Design and control of battery-assisted QSZI

The power flow of the complete system is affected completely by actual conditions
of battery state of charge. The control algorithm is branched into three main catego-
ries: battery management system; PV MPPT and motor control. A battery must be
protected against overcharging or being depleted. This is achieved by adding a battery
management system. PV MPPT is used to guarantee operation at MPPT condition.
The motor control will achieve the power balance between the three main systems,
namely PV panels, battery and pump.

3.1 Battery management system

Two cases are to be discussed according to the battery SOC:
The first case: the battery is in charging mode. The state of charge is at the

possible minimum SOC level. The battery power and load power as the dependent
variable are to be determined. It is assumed that proper sizing of the system
parameters has been carried out. As a result, the power generated from PV will be less
than the combined ratings of the load and battery together. The MPPT tracking
system determines the duty ratio. The modulation index is selected based on the
battery state of charge.

The second case: the battery is in discharging mode. The state of charge is at the
possible maximum SOC level. The battery power and load power as the dependent

8
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variable are to be determined. Again, it is assumed that proper sizing of the system
parameters has been carried out. As a result, the power generated from PV will be less
than the combined ratings of the load and battery together. Similar to the first case,
the MPPT tracking system determines the duty ratio, the modulation index is selected
based on the battery state of charge.

The detailed algorithm of the battery management is shown in Figure 8. This
figure is built to show the complete flowchart of the system when battery parallel with
capacitor C1.

3.2 PV MPPT

The most famous method followed in MPPT calculations is perturb and observe. A
small perturbation in the system is made. Accordingly, the effect of this perturbation
on the power is observed. The main purpose is to maximize the power. If the response
is positive (power increases), then apply the same amount of perturbation. The
perturbation will be reversed if the response is negative (power decreases). This
iteration continues until the system’s maximum power point is reached. Shoot-
through duty ratio affects the system voltages as explained in Section 2, and so it is
used as perturbation element. It is clear from Eq. (23) and Eq. (24) that there is a
negative relation between the shoot-through duty ratio and the input voltage. This
input voltage is the PV array voltage in the system under study. So, if it is required to
increase (decrease) the PV array voltage, the duty ratio has to be decreased
(increased).

Good performance in MPPT determination is achieved by the perturbation algo-
rithms. It is simple to implement and can work even if the PV array information is
missed. However, an action must be taken to stop the perturbation action when the
system reaches the maximum power point. This is because the system continues to
perturb around the maximum power point. This may affect the output waveforms
quality and decrease the performance of the system generally.

The algorithm is implemented by setting an initial value of 0.05 duty ratio and a
step of 0.001, and then, at each measurement the duty is changed by the step 0.001
until the algorithm reaches the final value. Flow chart of the algorithm is illustrated in
Figure 9.

3.3 Motor: pump set control

In pumping system, the continuity of the water flow, rather than the speed
requirement, is considered to be more important. The more power consumed, the
more water flow obtained. Power consumed by the load (motor–pump) comes from
the power offered by both sources PV and storage batteries.

The motor is loaded by the water pump, and the load torque TL can be expressed
mathematically by

TL ¼ kω2
r (27)

Where k is the pump constant, and ωr is the rotor speed.
The algorithm is implemented by setting an initial value of 0.8 for the modulation

index (M) and a step of 0.001, and then, at each measurement the modulation index is
perturbed by the step 0.001. The value of M is linearly proportional to the voltage and
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frequency of the motor. Hence, rated frequency (60 Hz) is proportional to M = 0.8,
and if the modulation index decreased, the frequency is linearly decreased. As a
consequence, the voltage is also decreased (460 V is proportional to 60 Hz) until the
algorithm reaches the final value.

Figure 8.
Complete flowchart of the system when battery parallel with capacitor C1.
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In scalar control, the control of the magnitudes of voltage and frequency leads to
the control the torque and the magnetic flux of the motor. Induction motor has
an inherent coupling effect. Motor-induced torque and magnetic flux are functions of
voltage and frequency. Varying the applied voltage will affect both the induced
torque and the magnetic flux. The dynamic performance of the scalar control got a
weak point. However, scalar control implementation is simple. Then by using V/f
control speed can be directly controlled. By controlling the torque and speed of the
pump, the power consumed by the system is controlled [12].

The power consumed by the induction motor is given by

Pin ¼ 3VsIscoscos φ ¼ kω3
r (28)

where Vs is the stator phase voltage,
Is is the stator current and
cos φ is the power factor

4. Simulation results

In this section, a model representing the PV-pumping system will be simulated to
verify the control technique. The model was developed using MATLAB/Simulink
environment as shown in Figure 10 [12].

System parameters values at rated power conditions are listed in Table 1. Induc-
tion motor values have been taken from the MATLAB/Simulink. The supply fre-
quency is 60 Hz. The PV array is selected to suit the motor loading condition given

Figure 9.
Flowchart of P&O algorithm using duty ratio as perturbation [11].
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that the PV array is working at its maximum power. In the simulation, the PV array is
treated as one unit. In reality, number of panels, power rating of each panel, and how
they are electrically connected should be determined. The irradiance is assumed to be
changed from 1000 to 500w/m2 after 5 seconds. The simulation sample time is
selected to be 1 μs, given that the switching frequency is 10 KHz, a shoot-through duty
ratio resolution is 0.01. Each simulation run takes 2–3 hours. This computation time
could be reduced if a faster PC is available.

4.1 MPPT performance investigation

Figure 11 indicates the calculated PV performance parameters (voltage,
current and power) with step change of duty ratio equals 1e-6. It is seen from the

Figure 10.
Simulink model of the PV-pumping system.

Parameter Value

PV array @ 1000 W/m2 Vmpp 611 V

Impp 7.5 A

Pmax 4500 W

VOC 830 V

ISC 8.25 A

@ 500 W/m2 Vmpp 630 V

Impp 4.2 A

Pmax 2400 W

VOC 780 V

ISC 4.25 A

QZSI L 10 mH

C 400 μF

Induction motor Rated RMS VL�L 460 V

Rated frequency 60 Hz

Rated power 4000w

Table 1.
System parameters’ values at rated power.
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figure that the system can reach MPPT, even, at different insolation as recorded in
the power curves. A good system components design leads to the fact that the rated
PV panel power is larger than the rated power of the motor–pump system and
battery charger power. The system shows that the solar panel is capable, at MPPT,
to generate 4.5 kW at 1000 W/m2 and 2.4 kW at 500 W/m2. The perturb-and-
observe controller suffers from a minor problem. The system tends to oscillate
around the maximum power point, which is observed clearly in the power vs. time
curve.

4.2 QZSI performance investigation

Figures 12 and 13 show QZSI modulation index variations and the change in the
shoot-through duty ratio of the system. Rate of change in shoot-through duty ratio is
increased rapidly by the step of change at the fifth second. The control technique
keeps always the modulation index to be less than or equal to 1-D. This means that
there is no overlapping between both controls. The increase of the irradiance of the
system leads to increase in both the modulation index and the shoot-through duty
ratio.

Voltages across capacitors C1 and C2 under different irradiance conditions are
shown in Figure 14. Figure 15 records the inductor currents in L1 and L2.
Voltage across capacitor C1 is clamped to a level of around 838 V. This value

Figure 11.
PV power, voltage and current with P&O algorithm.
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includes voltage drop across the resistance of the battery (the battery voltage
equals 775 V). Voltage across the capacitor C2 decreases by the decrease of the
power. This can be explained depending on the fact that the output voltage is
related to the motor power. It is seen that the inductor currents have always
positive sign. Due to the existence of the battery, their patterns are not identical.

4.3 Motor performance

Figure 16 shows motor line-line voltage and phase currents. Figure 17 shows the
speed and power of the motor change with respect to changed irradiance; when the
power and voltage increase, the speed correspondingly increases which fulfills the
constant V/f control technique.

Figure 12.
Modulation index of the system.

Figure 13.
QZSI shoot-through duty ratio.
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4.4 Battery performance investigation

Figure 18 shows the battery performance parameters (state of charge, voltage and
battery current). In the discharging mode, the battery state of charge decreases. The
battery enters the charging mode and starts charging at the fifth second (when the
irradiance increases). The SOC variation, between the two modes, is small. This is due
to the short simulation period. The absence of the inductance in the battery current
path causes the oscillation in the battery current. This is of course the cost of simple
battery charging circuit design.

Figure 15.
L1 and L2 inductor currents.

Figure 14.
Capacitor C1 and C2 voltages.
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Figure 16.
(a) Motor voltage and (b) motor current.

Figure 17.
(a) Motor speed and (b) motor power.
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5. Conclusions

In this chapter, a PV-pumping systemwas developed. The design is based on battery-
assisted quasi Z-source inverter. Traditionally, two-stage converter (boost converter
followedbyvoltage source inverter) is employed in suchapplications. Thiswork introduces
a QZSImathematicalmodel. The proposed topology added a storage unit (battery). The
positionof thebattery is selected tobe shunted eitherwith capacitorC1 orwith capacitorC2.

In order to guarantee a good PV-pumping system performance, an overall control
of the PV-pumping system with QZSI, assisted with a battery, is to be introduced.
This algorithm of this controller should be able to force the PV panel to reach MPPT,
even, under different conditions. Also, the battery must be allowed to enter the
charging and discharging states in the proper timing and according to the system
requirements. The inverter is controlled through the choice of the value of the
modulation index as well as the shoot-through duty ratio. In order to prevent overlap
between both control loops, the modulation index is designed to be less than or equal
to (1-D) maximum allowable value. Consistency of simulation results with the analy-
sis is an indication to the accurate system design steps. Simulation results, also, verify
the proposed QZSI control technique. The system, under this control algorithm, pro-
vides continuous current in the inductors. This charging–discharging profile for the
batteries satisfies a longer life time. The disadvantage is that the battery current is rich
in ripples. This is cost of the simplicity design of the charging circuit [12].
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Figure 18.
Battery state of charge, current and voltage.
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Chapter 4

Energy Storage System (ESS)
in Residential Applications
Ya LV

Abstract

This chapter looks into application of ESS in residential market. Balancing the 
energy supply and demand becomes more challenging due to the instability of supply 
chain and energy infrastructures. But opportunities always come with challenges. 
Apart from traditional energy, solar energy can be the second residential energy. But 
solar energy by nature is intermittent and available under solar irradiance only, so we 
need a solution to harvest all the solar energy generated in daytime and use it for 
supplying household load at high demand or backup at power outage, this solution is 
ESS. Most residential ESS solutions are Lithium-ion battery (LiB) based due to its high 
energy density and small footprint. But degradation of LiB system is quite sensitive to 
application conditions like temperature, and the lifespan of most LiB systems is 
between 10 and 20 years. Looking at future trend, the residential renewable energy 
solution (RRES) will become more flexible, compatible and reliable. Digitalization, as 
development trend, will enable end-users remotely monitor and manage different 
operation modes of RRES. The RRES suppliers will also offer most economic operation 
plan for end-users given their geography locations and household energy consumption 
habit.

Keywords: ESS, RRES, solar energy, LiB storage system, digitalization

1. Introduction

Energy supply shortage and environment deterioration are two serious issues that
deserves our attention. Our daily life continuously consumes electrical energy, the
main electricity supply in US come from natural gas, nuclear, and coal in 2020
according to US Energy Information Administration. These supply sources all pollute
environment by generating greenhouse gas and poisoning plants and animals in
nature. This is driving us to explore clean energy, such as solar energy, wind energy
and hydropower. The renewables are the fastest growing sector and comprise the
biggest portion of new energy sources deployed on the grid.

By generating electricity from converting hydropower, wind energy and solar
energy, the development of renewable energy originates from 19th century [1]. Going
through two-decades efforts, in different countries inclusive of China, US and UK, large
Dams were built up for harnessing hydropower, different scales of wind farms and solar
plant were developed for converting wind energy and solar energy into electricity.
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But in residential applications, currently solar energy is the sole renewables for
being deployed. In 2021, deployment of photovoltaic (PV) modules was expanding
rapidly in various countries, amounted 433 MWp in Singapore [2], 54.9 GWp in
China [3], 730 MWp in UK [4], 25.9 GWp in EU [5], 23.6 GWp in US [6], 12 GWp in
India [7]. Until 2022, PV module design efficiency stands at 15–27%, in which mono-
crystalline module efficiency can reach 22–27%, polycrystalline and thin film module
efficiency is between 15% and 22% [8]. Researchers worldwide are dedicated to push
boundaries of efficiency in solar cell and PV module by studying materials and pro-
cesses. In addition, PV modules’ application performance is inevitably affected by
weather conditions like solar irradiance and shading. As a result, PV modules always
generate electricity in an intermittent way.

ESS is the effective solution of storing intermittent electricity generated by PV
modules. In residential applications, the power flow within household is within
7.36 kW for single-phase, so the residential ESS power is in similar scale, in which
Li-ion battery (LiB) based ESS is the most popular solution.

In this chapter, we will begin with introduction of residential renewable energy
solution (RRES), next focus on understanding of LiB based ESS, and end with
discussion of future solutions and technical trends in RRES and residential ESS.

2. What is residential renewable energy solution (RRES)?

The RRES is an energy optimization solution for household users that integrates
solar energy, power grid and ESS altogether. Without the RRES, we pay higher
electricity bills at grid peak hours and lose power supply at grid outage times. The
invention of RRES cuts our electricity bills by selling back solar energy and
guarantees a backup power supply at blackout times. The residential ESS functions to
store intermittent electrical energy from PV modules and provide power supply for
backup loadings. The current RRES market is dominated by players from APAC
region, North America and Europe, such as LG Electronics, Tesla, Huawei, Enphase,
and Siemens [9].

In the RRES, PV modules and battery storage can be coupled in a DC or AC way, as
shown in Figure 1. The solar energy will be transmitted to grid in default mode, the
timing of when to charge the battery storage is determined by the optimized e-bill. If
DC coupled system, PV modules charge the battery storage via a maximum power
point tracking (MPPT) solar charge controller and DC-DC converter that is embedded
into the Hybrid bi-directional Inverter; in an AC coupled system, battery storage will
be charged via the DC-AC Inverter.

Let’s look at an example of deploying a RRES system in Singapore. The daily elec-
tricity system demand can refer to Figure 2 [10], it can be seen that the usual grid
peak hours are 18:00–24:00. The daily solar irradiance curve in Singapore can refer to
Figure 3, the peak solar beam irradiance occurs between 11:00 and 16:00. By comparing
Figure 2 with Figure 3, we find that there are little or no solar energy at the grid peak
hours, therefore, we need battery storage to store the solar energy generated from
daytime. At grid peak hours, the battery storage, via an inverter, can provide energy
supply to household loadings or feed energy back to grid for reducing the electricity bill.
Moreover, the battery storage together with the inverter can work as uninterruptible
power supply (UPS) to supply power at blackout or brownout times, this will become
an emergency measure and also prevent equipment damage or data loss.
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3. About residential ESS-LiB storage

In Figure 4 we compare the development history of LiB [11] to that of power
electronics. The research of LiB began 10 years later after the Bell lab’s development of
Silicon transistor, similar to the development of different types of transistors, the LiB
experienced different recipes of the cathode materials. Nowadays, the solid-state
battery (SSB) based on solid electrolyte has entered the residential market. Further-
more, the digital control and intelligent drive of power electronics originated in 1990s
can represent one of the technology trends in future LiB system as well.

Figure 1.
The RRES solution diagram (a) DC coupled solution and (b) AC coupled solution.

Figure 2.
Singapore electricity system demand on 7/11/2022.
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The LiB is composed of a cathode, anode, electrolyte, separator and two current
collectors. As indicated in Figure 5, the cathode material provides positively charged
lithium ions and gets connected with the positive current collector; the anode material
stores lithium ions and gets connected with the negative current collector; the elec-
trolyte stays in between the cathode and anode for transporting lithium ions; the
separator blocks the transportation of electrons between the two electrodes. During
the charging process of LiB, lithium ions are released from the cathode and
transported to the anode to be stored. With an external loading, the LiB can be
discharged with the flow of electrons in an external circuit via the transportation of
the released lithium ions from the anode to the cathode.

Figure 3.
Solar beam irradiance in Singapore on 9/8/2020, data from NSRDB.

Figure 4.
Main milestones in development of power electronics and that of LiB.

Figure 5.
Simplified diagram for LiB composition.
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Figure 6.
Simplified LiB storage system.
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3.1  LiB  storage  system  integration  process

  LiB  storage  system  integrates  different  quantities  of  LiB  cells  in  a  functional  and 
safe  way.  There  are  seven  design  perspectives  to  understand  this  integration  process,
that  can  be  abbreviated  as  ‘TEAMFCI.’

  ‘T’  is  a  thermal  management  solution.  Because  the  round-trip  efficiency  of  LiB 
system  is  around  92-95%  in  market  products,  there  will  be  some  amount  of  heat  to 
generate  in  LiB  system,  but  the  LiB  temperature  is  a  critical  stress  factor  that  affects  its
working  efficiency  and  reliability  which  affect  lifespan,  so  we  need  to  tackle  the 
generated  heat  with  efficient  thermal  management  methods.  In  a  LiB  storage  system
shown  in  Figure  6,  there  are  usually  passive  and  active  thermal  management 
methods.  Passive  methods  rely  on  heat  conduction  and  natural  heat  convection 
whereby  the  heat  is  conducted  from  the  LiB  cells  to  system  enclosure  surfaces,  then 
the  heat  is  exchanged  in  a  natural  way  between  the  system  enclosure  surfaces  and  the
environment.  Active  methods  include  forced  heat  exchange  between  the  LiB  cells  and
a  flowing  fluid  whereby  the  heat  will  be  further  exchanged  out  to  ambient  from  the 
flowing  fluid  using  fans/heat  exchangers.  The  heat  transfer  efficiency  between  differ-
ent  objects  can  be  described  with  thermal  impedance  which  consists  of  both  thermal 
resistance  and  heat  capacity.  At  steady  state,  during  long  duration  heat  transfer,  the 
heat  capacity  can  be  ignored  in  the  heat  transfer  path.  However,  at  transient  states  of
short-duration  heat  transfer,  the  heat  capacity  needs  to  be  considered.  In  the  residen-
tial  LiB  storage  system,  the  heat  capacity  of  LiB  cells  cannot  be  ignored  due  to  the 
cells’  dominated  mass  in  the  system.  The  thermal  network  of  passive  and  active
thermal  management  solutions  in  such  system  can  be  simplified  in  Figures  7  and  8.

  ‘E’  is  electrical  connectivity.  A  configuration  design  of  LiB  storage  system  gener-
ates  certain  system-level  voltage  and  current  by  connecting  different  number  of  cells 
in  parallel  and  in  series.  Usually,  the  cells  in  parallel  will  be  connected  via  bus  bars,
followed  by  serial  connectivity  via  bus  bars/electrical  cables.  In  addition,  there  will  be
connectivity  of  data  acquisition  cables  and  power  supply  cables  between  cells  and  the
battery  management  system  (BMS),  as  well  as  connectivity  of  power  cables  between 
cells  and  the  system  terminals.  BMS  is  a  power  electronic  device  that  provides  four 
main  function  blocks:  (1)  data  acquisition  for  cell-level  voltage,  current  and  tempera-
ture;  (2)  cell-level  voltage  balancing  during  charging  process  to  maximize  the  usable 
capacity  in  system;  (3)  functionality  safety  control  for  cell-level  protection  of  over-
voltage,  undervoltage,  overcurrent,  overtemperature  and  under  temperature;  (4)
communication  with  master  control  devices  like  energy  management  system
(EMS)/master  control  computer/master  BMS  via  protocols  like  CAN  bus/Modbus.
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‘A’ means algorithm of state of charge (SoC) and state of health (SoH) calculation
in the BMS. With this algorithm, the BMS can record cell-level real-time charging/
discharging status and calculate system health status along the lifespan for under-
standing the throughput energy. This algorithm can be further developed for serving
preventive maintenance and predictive maintenance, in order to prolong the workable
lifespan of LiB system via increasing the throughput energy.

‘M’ indicates mechanical design. In LiB storage systems, mechanical design mainly
covers design of internal frame that is used for holding battery cells steadily and an
external enclosure that demands good sealing and corrosion resistance.

‘F’ represents fire-safety design. All the plastic materials chosen for LiB storage
system are required to be UL94 V-0 rated, so the burning can stop within 10 seconds
during fire propagation.

‘C’ means certification. For LiB storage systems, there are at least three crucial
certifications: (1) underwriters’ laboratories (UL) 1642, the standard for Lithium
battery-specific testing which tests the risk of fires and explosion. The equivalent
international electrotechnical commission (IEC) standard is IEC 62133; (2) UL 1973,
the standard for batteries for use in stationary/vehicle auxiliary power/light electric
rail applications which certifies the capability of battery systems under normal and
abnormal conditions. The equivalent IEC standard is IEC62619; (3) UL 9540, the
standard for ESS to meet industry and regulatory needs. The equivalent IEC standard
is IEC 62933-5. UL is an accredited standards developer in the US and Canada [12].
IEC works with accredited laboratories in Europe, Middle East and Asia [13].

‘I’ indicates an industrial design that places an impression to end-users on the
whole system, this part becomes necessary for products that are targeted at residential
applications.

Figure 7.
Foster thermal network model for passive thermal management solution.

Figure 8.
Foster thermal network model for active thermal management solution.
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3.2  LiB  storage  system  performance  indicators

  The  LiB  storage  system  performance  can  be  evaluated  by  five  indicators,  abbrevi-
ated  as  ‘4CS.’

  The  first  ‘C’—C-rate  for  continuous  and  maximum  operation.  The  C-rate  describes
the  charging/discharging  speed,  1C-rate  means  fully  charging/discharging  the  system
within  one  hour,  2C-rate  indicates  double  speed  and  half  time  of  1C-rate.

  The  second  ‘C’—capacity.  A  residential  LiB  storage  system,  as  an  energy  supply 
device,  seeks  to  have  a  small  footprint  and  be  able  to  wall-mounted.  Moreover,  low 
noise  level  is  preferred  in  such  LiB  storage  system,  so  the  thermal  management 
solution  is  prone  to  take  passive  measures,  such  as  inside  heat  conduction  and  outside
natural  convection,  even  taking  active  measures,  there  won’t  be  strong-forced  fluid 
flow.  As  a  result,  in  residential  LiB  storage  systems,  the  continuous  charging/
discharging  C-rate  is  usually  constrained  up  to  0.5C,  to  maintain  its  workable  lifespan
and  minimize  thermal  runaway  risk.  In  residential  applications,  the  circuit  breakers  of
houses  are  usually  16A  rated  and  32A  rated,  based  on  the  single-phase  voltage  of
230  V,  the  drained  power  from  the  grid  is  limited  to  3.68  and  7.36  kW  respectively,
correspondingly,  the  residential  LiB  storage  capacity  per  house  is  around  10  kWh.  The
10  kWh  can  be  one  LiB  storage  module  or  a  combined  system  of  several  modules,  this
configuration  depends  on  the  module’s  integration  design  in  terms  of  ‘TEAMFCI.’

  The  third  ‘C’—cyclability.  Lifespan  of  a  LiB  storage  system  is  measured  by  its 
operation  cycles.  Manufacture  of  LiB  cells  can  provide  testing  report  of  cell-level 
operation  cycles  under  certain  conditions,  for  instance,  6000  cycles  under  room 
temperature  and  0.5C-rate  charging  and  discharging.  Integrating  LiB  cells  to  a  LiB 
storage  system,  generates  a  cell-to-system  cyclability  loss  caused  mainly  by  the  SoC 
difference  and  temperature  non-uniformity  among  all  cells.  Moreover,  the  LiB  storage
system  will  fade  along  with  its  lifespan  via  cycling  degradation  and  calendar  degrada-
tion.  The  cycling  degradation  can  be  measured  by  system  SoH  that  describes  the 
change  of  system  throughput  energy  by  comparing  the  current  value  to  the  beginning-
of-life  (BoL)  value.  The  key  stress  factors  associated  with  system  SoH  are  tempera-
ture,  SoC  and  current.  Their  respective  influence  is  elaborated  as  below:

1.  Temperature—The  optimal  operating  temperature  of  LiB  cells  is  between  15  and
  35°C,  in  order  to  guarantee  its  working  reliability  and  maintain  its  maximum
  cyclability  [14].  Temperature  effects  exist  in  both  calendar  aging  and  cycling
  aging  modes.  At  high  temperature  [15],  the  solid-electrolyte-interfacial  (SEI)
  layer  at  the  anode  will  deteriorate  and  gradually  dissolve  into  the  electrolyte  The
  damaged  SEI  layer  will  be  restored  from  the  side  reactions  between  the  exposed
  active  anode  material  and  electrolyte,  but  this  process  will  induce  the  difficult
  intercalation  and  lower  ionic  conductivity  at  the  anode.  The  same  degradation
  mechanism  occurs  at  the  cathode  side  with  solid-permeable-interface  (SPI)  layer
  This  can  cause  structural  damage  to  the  active  cathode  material.  At  low
  temperature,  there  is  sluggish  electrochemical  reaction  [16],  which  will  induce
  output  power  degradation  and  irreversible  capacity  loss.  The  relationship
  between  the  capacity  fading  and  temperature  can  be  represented  in  Arrhenius
equation  [15],  A  ¼  A0  ∗  exp  �  Ea

ÿ
RT

�
,  Where  A  is  the  amount  of  capacity  fading,

A0  is  the  pre-exponential  term,  Ea  is  the  activation  energy,  R  is  the  gas  constant 
and  T  is  the  temperature  in  Kelvin.  This  equation  is  applicable  to  describe  both
calendar  fade  and  cycling  fade.  The  activation  energy  Ea  decreases  at  higher 
battery  SoC,  which  means  that  capacity  fades  faster  at  higher  SoC.
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2.SoC—LiB SoC represents the available capacity in the LiB cells. At high SOC
[14], more electro-chemical reactions will take place and the SEI layer will grow
faster, as well as the aggravating self-discharge. In cycling mode, the SoC effect
on LiB cells degradation cannot be described well owing to short maintaining
time at different SoC levels. Usually, there is an advised operation SoC range in
LiB storage system, namely the depth of discharge (DoD), in order to minimize
the negative impact on system SoH.

3.Current—Current inevitably affects system SoH given the generated ohmic heat
power and thus makes the current effect become part of the temperature impact.

Based on above analysis of key stress factors, the LiB storage system SoH can be
calculated and predicted if the system temperature can be obtained and predicted as
well as an equivalent system-level activation energy. A semi-analytic methodology
(SAM) [17] can be utilized to quickly calculate LiB storage system temperature. This
SAM is extracted by studying active thermal management in the LiB storage system. In
the active thermal management, the main heat exchange happens at the interface
between solid and fluid. This SAM article [17] analyzed thermal networks for both
steady-state and transient-state heat transfer situations, as well as studying the influence
of different input parameters on system temperature. Compared to complicated com-
putation resources and long computation time in numerical simulation, this SAM can
calculate the thermal outcome based on variable inputs within a few minutes. This SAM
can be part of an algorithm for SoH calculation and prediction in LiB storage systems
while also potentially optimizing the system operation cyclability and workable lifespan.

The fourth ‘C’—cost. The cost breakdown in LiB storage system are mainly from
battery cells, BMS, and system integration. On top of concern of battery cost and BMS
cost, the cost of system integration needs to be balanced and considered, especially the
cost of thermal/electrical/mechanical solutions. In additions, the cost of system
lifespan and that of system scalability are required to be counted into the calculation.
In residential markets, some low-price LiB storage systems have not covered scope of
long lifespan and system scalability.

The ‘S’—safety risk. Temperature of LiB storage system is crucial given its direct
triggering of thermal runaway. Thermal runaway of LiB cells can be triggered at about
85–120°C owing to the solid-electrolyte interface decomposition, followed by battery
separator melting at about 130°C, then the cathode decomposition and electrolyte
oxidation will occur at above 150°C, this is the timing of entering thermal runaway
and catching fire. Thermal runaway in LiB storage system can be caused by factors
like internal short circuit/functionality safety malfunction/overheating/mechanical
damage of batteries. The Lithium Ferro Phosphate (LFP) cathode-based LiB is more
electrochemical stable and more suitable for residential applications compared to the
Nickel Manganese Cobalt Oxide (NMC) cathode-based LiB. The fire-safety design in
LiB storage system covers fire propagation mitigation. Meanwhile, the safety evalua-
tion of LiB storage systems can be certified with UL 9540/IEC 62933-5 whose testing
scope covers system thermal runaway, so as to better prevent from danger.

4. Future of residential ESS

The whole RRES is developing towards higher and higher flexibility, compatibility
and scalability.
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1.  The  high  flexibility  means  that  a  friendly  user  interface  can  be  accessed  to  monitor
  and  manage  system  operation  modes,  in  order  to  optimize  electricity  bills  to  the
  biggest  extent.  This  can  include  choosing  solar  irradiance  peak  hours  to  charge  LiB
  storage  and  selecting  grid  peak  hours  to  discharge  LiB  storage.  By  collecting  and
  analyzing  the  big  data  from  end-users,  different  user  portrait  models  can  be
  generated  for  realizing  automatic  optimization  of  system  operation  modes.

2.  The  high  compatibility  aims  at  including  more  user  demand  into  this  eco  system,
  like  heat  pump  and  EV  chargers.  Apart  from  energy  management  system  (EMS),
  there  will  be  a  central/distributed  Gateway  solution  that  is  embedded  with  data
  analytics  models.  This  Gateway  solution  can  communicate  among  different
  products  in  the  eco  system.

3.  The  high  scalability  means  to  build  up  a  bridge  between  the  RRES  and  utility
  renewable  energy  system  (URES),  the  RRES  and  URES  can  become  each  other’s
  power  source  or  power  demand,  which  helps  us  to  connect  the  distributed  RRES
  dots  and  knit  a  bigger  eco  network.

  Based  above  understanding  of  future  RRES,  we  can  sense  that  the  future  residen-
tial  ESS  will  become  more  and  more  intelligent  and  diverse.

4.1  Future  of  LiB  storage  system

  In  LiB  storage  solution,  there  are  two  key  constituents,  one  is  LiB  cells,  the  other  is
BMS.  The  future  of  LiB  cells  and  that  of  the  BMS  represents  the  future  of  LiB  storage 
solution.

  Climate  change  affects  all  aspects  of  civilization  and  where  LiB  are  concerned  the 
LiB  cells  that  can  sustain  at  higher  average  temperature  will  be  one  of  the  future 
needs.  The  other  trend  of  future  LiB  storage  in  residential  markets  is  to  repurpose  the
e-mobility  LiB  storage  systems.  The  LiB  share  in  e-mobility  market  will  reach  up  to 
2333  GWh  by  2030  [18],  Worldwide,  it  is  expected  to  produce  over  2  million  metric 
tons  of  used  batteries  per  year  by  2030  [19].  The  retired  LiB  storage  systems  still  retain
70–80%  of  BoL  throughput  energy.  Compared  to  directly  recycling  the  retired  sys-
tems,  repurposing  them  into  less-challenging  applications  will  be  better  way  in  terms
of  environmental  friendliness  and  supply  chain  stability.  This  repurposing  strategy 
will  facilitate  the  spread  of  RRES  over  the  world  as  well.  There  are  a  plethora  of 
research  work  on  the  repurposing  methodologies.  The  sequence  starts  from  quality 
checking  and  goes  through  classification,  integration  and  commissioning.  The  quality
checking  includes  both  cosmetic  checking  and  functionality  validation.  Because  the 
SoH  of  retired  system  is  usually  limited  by  the  weakest  cell,  the  identification  of 
healthy  cells  in  a  system  can  help  to  improve  the  throughput  energy  via  replacing  the
weak  cells  or  bypassing  them  in  the  repurposed  electrical  circuit.  A  non-invasive 
battery  grading  algorithm  can  be  found  in  reference  [20].  In  this  proposed  battery 
grading  algorithm,  cell-level  historical  voltage  data  as  a  reflection  of  cell  degradation  is
investigated  as  well  as  cell-level  historical  maximum  temperature  data  calculated  with
the  developed  SAM  methodology  [17].  The  LiB  cells  in  the  retired  system  can  be 
graded  to  three  levels  by  analyzing  their  historical  voltage  fluctuation  and  working 
temperature  variation.  The  rationality  of  this  algorithm  was  validated  in  the  ‘Battery 
Grading  Algorithm’  work  by  Ya  et  al.  [20].
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An intelligent BMS that can sync real-time cell-level data to remote cloud and
accept remote operation command will be the future trend. The boundary between
BMS and EMS will be more and more blurred over time. The existing BMS solutions
include four function blocks. The first function block is to collect cell-level sensing
data from sensors of voltage, current and temperature. The second function block is to
balance the voltage among different LiB cells in order to optimize lifespan of the
whole system, otherwise the lifespan will be affected by the weakest cell which
experiences over charge or over discharge. The third function block is to safeguard the
whole system by monitoring the collected data form the first function block. Usually
there are two-levels warnings if the threshold values of voltage/current/temperature
are triggered, if the warnings are maintained, the BMS will force the system to power
off via relays. The fourth function block is for the BMS to communicate with external
system like EMS or the other BMS. In future BMS solutions, it is hoped to sync real-
time cell-level data to remote cloud for analytic models, and the weak battery cells can
be bypassed via accepting remote command once it is diagnosed as unhealthy or
abnormal, in this way, lifespan of the whole LiB storage system will be extended to the
biggest extent.

4.2 Future of other residential ESS

Following the diverse trend of residential ESS, other types of ESS may enter resi-
dential market in one way or the other, such as Vanadium Redox Flow (VRF) ESS and
Supercapacitor. Compared to LiB storage, VRF ESS and Supercapacitor have lower
gravimetric energy density and corresponding bigger footprint, however, both VRF ESS
and Supercapacitor can provide longer cyclability and more stable safe operation. The
three types of ESS have different cycling speed, Supercapacitor has the highest speed,
followed by LiB, the VRF has the slowest speed, as shown in Table 1 [21].

Solid-sate battery (SSB) broke into our view since 2020. Different from LiB, the
electrolyte in SSB is solid state. Based on different materials used in SSB Anode and
Electrolyte, the SSB can be categorized as Li metal Sulfide SSB, Li metal Oxide SSB, and
Anode free SSB [22]. Compared to LiB, the gravimetric energy density of SSB is about
1.7–2 times bigger, the volumetric energy density of SSB is about 1.1–1.6 times bigger,
moreover, the SSB can operate under higher temperature of above 100°C [22]. SSB
market size is predicted to be around USD 1645.6 million by 2030 [23]. The technology
challenge for SSB is to combine both organic and inorganic solid electrolytes for
obtaining both lower flammability and higher energy density [22]. Silicon Anode is also
a technology trend due to its lower cost, non-flammability, and slower degradation. But
Silicon Anode can bring in mechanical issues like voids and cracking [22]. In residential

LiB storage VRF ESS Supercapacitor

Gravimetric energy density, Wh/kg �150–250 �10–20 �1–10

C-rate �0.2–3C �0.1–0.3C ≥10C

Cyclability, years �10–15 �20–30 �15–20

Therma runaway risk Yes No No

Cost, USD $/kWh �0.07–0.2 �0.05 �0.006

Table 1.
Performance comparison among different ESS solutions.
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market, there already exists SSB based products, this will motivate the development of
residential ESS towards better safety, better reliability and smaller footprint.

Apart from different residential ESS solutions, the intelligent BMS will also domi-
nate future technology trends by enabling predictive maintenance models in the
cloud. The predictive maintenance model can generate adaptive warranty models and
optimize quotation in product proposals. This will greatly sharpen company’s business
competency and enhance more opportunities.

Overall, a virtual system is anticipated to upgrade system performance, improve
system operation efficiency and detect potential safety risks. It will be a bonus to have the
virtual system alive to simulate different what-if scenarios. Thanks to all the research
work published, we can now imagine such a virtual system architected with multi-
discipline simulations and AI big data models using real-time data, as demonstrated in
Figure 9. The virtual system also ages along with time and evolves to always mirror the
physical system. In addition, the virtual system can have real-time communication with
the physical system. This virtual system is widely recognized as ‘Digital Twin.’Wemay
not be able to develop fully working Digital Twin at this moment, however, some
promising progress is already done by experts and colleagues in this field.

5. Conclusion

This chapter introduces the residential renewable energy solution (RRES) and the
indispensable energy storage system (ESS) in RRES. The Li-ion battery (LiB) storage
system, as the main focus, is introduced and analyzed with summarized methodology.
The future development trend in RRES and residential ESS is discussed as well. I hope
this chapter can help the people who are interested to learn renewable energy appli-
cations, as well as the people who want to push the existing boundaries in RRES.

Thanks

Special thanks to my family support, to Guan, Huiyi and Huiyou. Big thanks to
Tamir Lance for his full-scale review and advice.

Figure 9.
An understanding of Digital Twin architecture in RRES.
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Chapter 5

Balancing Renewable Energy 
Capacity, Time of Use Tariffs and 
Energy Storage in Energy Systems
David R. Walwyn

Abstract

The intermittency of solar energy predicates the simultaneous use of energy 
storage to maintain secure supplies. However, storage is expensive to instal and 
maintain, suggesting that there is an optimum design based on the price tolerance 
of electricity markets. In this chapter, a method for the calculation of the optimal 
size of a battery energy storage system (BESS), linked to utility-scale photovoltaic 
(PV) capacity, is presented. The method, which is illustrated by its application to 
the South African national grid (GridSA), uses historical generation/demand data 
to construct a  spreadsheet model of the energy system. The model assumes that the 
difference between base load and energy demand, referred to as headroom, will be 
met using variable energy sources, including wind, solar, diesel/gas and batteries. 
Optimal  sizing of these components to minimize the use of gas in summer, and 
make  maximum use of low-cost solar and wind, leads to a configuration for GridSA 
 consisting of a 22 GW base load (coal and nuclear), a PV installed capacity of 17.8 
GW and a BESS capacity of 3.7 GW/10.4 GWh. A peak time of use tariff of ZAR3,500 
per MWh (almost double the average tariff) will be optimal to build an economic case 
for energy storage as a sustainable option for GridSA.

Keywords: renewable energy, battery energy storage, time of use tariff, economic 
model, intermittency

1. Introduction

Intermittency is a term used to describe the variability of renewable energy 
sources such as solar, wind and wave. These sources are not consistently available, 
as they depend on specific weather conditions. Solar panels, for example, can only 
generate electricity when there is sufficient illumination and wind turbines need a 
minimum air velocity to turn. As a result, the output of renewable energy facilities 
can vary significantly over time. Demand for electricity, on the other hand, is con-
tinuous, although also variable in absolute quantities, with higher demand during 
the ‘awake’ day (05 h00 to 20 h00) and lower consumption during the ‘asleep’ night 
(20 h00 to 05 h00).
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Typical profiles for wind and photovoltaic (PV) solar generation, and the demand 
for electricity by consumers in South Africa’s national grid (GridSA) for the first 
week of December 2022, are shown in Figure 1. Solar is highly periodic and, to a large 
extent, predictable on a 5-day basis, but wind is highly variable and non-periodic, 
although the summer pattern often reflects strong winds in the late afternoon, which 
offsets the rapid decline in PV at sunset. Both characteristics of renewable energy 
generation are clearly visible in Figure 1 and have also been previously reported [1].

The mismatch between supply and demand creates difficulties for grid manage-
ment and has driven the development of large-scale energy storage systems, in 
addition to other approaches such as the increased deployment of gas and hydro-
electric turbines. In the longer term, low-carbon storage solutions are essential if 
all countries are to reach net zero status by 2050. However, these systems are costly, 
and the cost of energy storage remains a significant barrier to the wider adoption of 
renewable energy.

In this chapter, the cost of battery-based storage, as revealed through a 2020 tender 
process in South Africa, is presented and discussed. Using real-time data for GridSA 
in June and December 2022, it is argued that the deployment of battery-based storage 
at times of high consumer demand is feasible but will require the wider implementa-
tion of time-of-use tariffs (ToUTs) in order to offset the additional cost. Estimates for 
the scale of the necessary systems, and the necessary ToUTs, are outlined. In all the 
discussions, GridSA is used as an illustrative example for the main tenets of the chap-
ter. Section 2 presents the background information for the study, including a brief 
overview of GridSA, the use of renewable energy, the risk mitigation programme, 
the recent operation of the grid to manage the shortfall between demand and sup-
ply, referred to as ‘loadshedding’ and the practice of ToUTs. Section 3 describes the 
modelling of electricity supply and demand, and how this can be used to determine a 
system-level response to ToUTs. The proposed ToUT structure and levels to support 
greater deployment of battery electric storage systems (BESS) are then discussed in 
Section 4, followed by the study’s conclusions in Section 5.

Figure 1. 
Typical summer profiles for wind, PV and grid demand in South Africa.
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Figure 2. 
Components of the electricity value chain.

2. Background

2.1  Overview of the South African electricity grid

  There are two striking features of GridSA, which shape the structure of the grid 
itself, its impact on the environment and its relationship with its customers. The first 
is the dominant role in all three aspects of electricity supply (generation, transmission
and distribution) played by a single entity, namely the state-owned energy utility,
Eskom, as shown in  Figure 2. Eskom generates about 180 TWh per annum of electric-
ity, supplying 90% of all electricity used in South Africa [2]. It operates a fleet of 15 
coal-fired power stations, one nuclear reactor, 4 gas/diesel turbines and 7 hydroelec-
tric schemes. Its fleet has a total generation capacity of 45 GW, but presently operates 
at a capacity utilisation factor of less than 50% [3]. The utility’s transmission system 
includes about 28,000 km of high-voltage and 325,000 km of lower-voltage lines, and
it supplies directly about 6.7 million direct customers [4].
  The second feature is that GridSA is heavily dependent on coal as the main source 
of energy [5]. For example, as shown in  Figure 3  for the first week of December
2022, coal accounted for 80% of the total energy supplied by the utility. Other
sources include diesel, PV, concentrated solar power, wind, hydro and nuclear [6].
Renewables account for 13% of the total supply with the remainder being obtained 
from nuclear (5%) and diesel (2%).
  Demand in the grid follows a conventional square wave pattern, with a small 
evening peak linked to normal residential activities such as cooking, space cooling
and water heating. Higher ‘awake’ day use is met with the combined use of non-dis-
patchable generation sources (wind and solar), diesel turbines and pumped storage.
Users of electricity are similar to most industrialised countries with the main consum-
ers being industry (51%), residential sector (20%) and the commercial/service sector
(15%) [5]. Total demand is about 205,635 GWh, equivalent to an average power need 
of 23.5 GW.
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Pumped hydro is a key feature of GridSA and is a central to the later discussion in 
this chapter on loadshedding and load-shifting. Eskom operates three pumped storage 
schemes with a combined capacity of 2.73 GW. Excess energy generated during the 
night and over weekends by the coal-fired power stations is used to pump water from 
low to high altitudes; the same water is then returned to low-altitude storage dams 
during the day, as shown in Figure 4. The system has an overall efficiency of only 
75% but it allows Eskom to flatten the demand curve and make full use of its available 
generation capacity during off-peak periods.

Figure 3. 
Profile of GridSA energy supply (December 2022). Source: Own data and the Eskom data portal [3].

Figure 4. 
Load and discharge cycles for GridSA’s pumped storage (December 2022). Source: Own data and the Eskom data 
portal [3].
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  The high dependence on coal and pumped storage, which exists due to abundant 
and cheap coal deposits, and a specific investment programme for new power stations
implemented in the 1960s to the 1980s, has become a significant barrier to the decar-
bonisation of the South African economy [7]. Although South Africa is a signatory of 
the 2015 Paris Agreement [8], it has made little progress towards the attainment of its 
nationally determined contributions [9, 10]. The rapid acceleration of its renewable 
energy programme remains essential if the country is to reach these targets. The pro-
gramme, referred to as the Independent Power Producers Procurement Programme
(REI4P), made some initial gains [11], but these have been largely side-lined and the 
country is now several years behind its energy transition programme, as outlined by 
the government’s own policy papers [12].

2.2 Energy system reform and transition

  Policy proposals to reform the electricity sector in South Africa have been tabled 
since at least 2008 with the introduction of the Electricity Pricing Policy [13]. The latter
set out a number of policy objectives, including the liberalisation of energy markets,
the introduction of a renewable energy programme, the establishment of a price con-
trol system to ensure that ‘an efficient licensee can recover the full cost of its licensed 
activities’ and support for energy access through affordable electricity tariffs [13].
  Some of these objectives have since been realised, with the operationalisation of
the National Energy Regulator of South Africa (NERSA) and the implementation
of the REI4P [11]. However, in most respects, the policy proposals have been largely 
ignored and the utility has sharply regressed since the 2000s. Electricity prices have 
risen sharply and are 750% higher than in 2008, increasing at a rate 3 times faster
than the rate of inflation. Eskom’s debt has ballooned to R400 billion, and its interest 
expenses exceed operating profits by at least R3 billion, making the utility techni-
cally insolvent. Its environmental footprint remains unsustainable, and the utility is 
now the largest sulphur dioxide emitter in the world, exceeding the total emissions
of China and the United States combined. Its carbon emissions are about 200 million 
tonnes per year, representing 40% of South Africa’s total emissions, and all of Eskom’s 
15 power stations are in breach of the minimum emission standard (MES). The renew-
able energy programme, which could have partly rescued the country from its energy 
crisis and environmental non-compliance, was put on ice over the critical period of 
2014 to 2021 and is still at least 5 years behind schedule, with a deficit of about 12 GW 
of renewable energy capacity relative to the initial Integrated Resource Plan 2010 [12].
Finally, the liberalisation of energy markets, including the unbundling of Eskom and 
the formation of regional electricity distributors, has never materialised.
  Other studies have similarly noted a lack of progress towards the policy objectives
[14, 15]. One of the more severe consequences of this failure is the growing crisis of 
supply constraints, the details of which are covered in the following section.

2.3 System constraints and loadshedding

  The country has a history of energy shortages, including electricity blackouts in 
2007 and 2008, petroleum shortages in 2008 and 2011 and gas shortages in 2011 and 
2012 [16]. More recently, Eskom has been unable to meet electricity demand over long
periods and has implemented a programme of loadshedding or rolling blackouts, in 
which power to customers is interrupted on a rotational basis, depending on the level 
of energy savings to be realised.
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The system is more easily understood using the diagram in Figure 5. In the first 
week of December, Grid SA experienced persistent energy shortfalls, leading to 
progressive stages of loadshedding. For the first 2 days, supply and demand were 
largely balanced except overnight on the 1st of December, resulting in the use of 
Stage 1 loadshedding. The notation of 1 vs. 2 vs. 3, etc. refers to the shortfall between 
anticipated demand and actual supply. Figures for the former are obtained by Eskom 
from historical data for energy demand, adjusted for both seasonal and daily fluctua-
tions. Stage 1 loadshedding, therefore, refers to a gap of 1 GW between demand and 
supply, Stage 2 to a gap of 2 GW and so on.

As the supply crisis deepened during the first week of December 2022, the levels 
of loadshedding increased, as shown in Figure 5. By the end of the week, the power 
shortfall was 4 GW, resulting in Stage 4 loadshedding.

The impact of loadshedding on electricity consumption can also be deduced from 
Figure 5. Although the average demand is 27 GW, there are a group of customers, 
known as the strategic facilities, where the power is always maintained. Load-shed 
customers constitute about 18 GW or 67% of the total market. In the event of a 
supply shortfall of, for example, 2 GW, non-strategic customers lose power for 2.7 (= 
2/18*24) hours, making the duration and frequency of loadshedding more severe than 
might be the case if the blackouts were spread over the whole customer base.

This discussion of system constraints and the practice of loadshedding is germane 
to the remainder of this chapter, whose focus is whether ToUTs can be used to sup-
port the initial introduction of battery energy storage with high levels of renewable 
energy, particularly PV, within Grid SA. The pattern of loadshedding provides some 
insight into the question of possible consumer response to ToUTs. This topic is further 
discussed in Section 4. In the next section, the rationale for a ToUT is explained.

Figure 5. 
Loadshedding and energy supply in the GridSA.
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2.4 Time of use tariffs

  ToUTs are pricing structures for electricity that vary the price depending on 
the time of day and the season. They are designed to incentivise consumers to
use electricity when it is more plentiful or cheaper to produce, thereby reduc-
ing their usage during times when the demand or the cost of production is high.
ToUTs are one example of several approaches employed by utility companies for 
demand-side management, with other examples, including the introduction of 
mechanisms to encourage energy efficiency and loadshedding during periods of 
high demand.
  There are typically three pricing periods for ToUTs: peak, off-peak and shoul-
der. Peak periods are when demand for electricity is highest, and the price is 
highest. Off-peak periods occur when demand is lowest, and the price is lowest,
mostly during the night. Shoulder periods take place between peak and off-peak,
and the price is generally lower than the peak period but higher than the off-peak 
period.
  ToUTs can have positive impacts, for example acting as a tool to manage electric-
ity demand and helping to balance supply/demand in the grid. They can also help to 
reduce the need for gas- or diesel-based peaking power plants that are only used to 
meet peak demand and have high environmental impact; they can improve system 
reliability; they can reduce overall energy costs of consumers and they can lower the 
investment costs for utility companies.
  However, there are some limitations to the use of ToUTs as mechanisms to change 
consumer behaviour. For instance, in a pilot study of Irish households with smart 
metering and ToUTs, it was found that instantaneous feedback on energy savings
was essential in developing sustained changes to usage, particularly a shift in demand 
away from peak periods, but a steeper tariff profile (between off-peak and peak rates)
had little further impact [17]. Consumers with higher levels of education and income 
were also more responsive to ToUTs [17].
  Notwithstanding the limitations, ToUTs or real-time pricing will be essential
to the stable operation of Grid SA, indeed any national grid, with high levels of 
renewable energy generation, and especially high levels of PV [18]. In the absence of 
effective demand side management, systems will suffer from the well-known ‘duck 
curve’ effect, characterised by an oversupply of energy at midday as solar reaches its 
peak, and a sudden undersupply in the evening as the sun sets and demand accelerates
to the evening peak [19, 20].
  It is noted that Eskom already applies ToUTs, as listed in the tariff schedule [21].
The off-peak and low-season tariffs are about 50% of the peak values, providing a 
large incentive for consumers to adjust their energy practices. However, the benefit of 
lower tariffs can only be realised if consumption is managed through smart metering,
connected to an appropriate billing system. Most households and low-energy users do
not use such systems, and hence cannot take advantage of the significant discounts 
presented by the Eskom ToUTs.
  In summary, ToUTs, supported by smart metering and changes to consumer 
behaviour, are critical to higher levels of renewable energy generation in Grid SA.
The remaining question for this chapter is the estimated level of the necessary ToUT,
which would drive behavioural change and provide a reasonable return on investment
to the utility company. This question is now covered.
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3. Modelling the energy system

Modelling of GridSA was undertaken with spreadsheet models using real-time 
data downloaded from the Eskom Data Portal [3]. The raw data were first processed 
to generate profiles for total demand, and energy production per source of supply. 
Simulations of the required energy storage, and hence the necessary tariff, were then 
developed for a winter month (June) and a summer month (December).

The accuracy of the modelling depends, inevitably, on the quality of the data from 
the portal. Assessments of the extent of power generation outside GridSA, unre-
corded on the data portal, are that this is limited to about 5% of the total energy. In 
other words, 95% of electricity supply is covered by the data portal.

In order to model the required tariff, data from the Risk Mitigation Independent 
Power Producers Procurement Programme (RMI4P) were used as the benchmark 
for the cost of providing energy in the PV shoulder periods (early morning and late 
evening). The supply crisis, as outlined in Section 2.3, precipitated the initial concep-
tualisation of this programme by the South African government in 2020 [1]. The main 
objectives of the programme were to establish independent power producers able to 
provide 2 GW of emergency power on a flexible basis between the hours of 05 h00 
and 21 h30, and to be able to respond to needs of the electricity system operator based 
on an automatic generation control load-following ability [22].

Following the call for proposals issued in August 2020, 28 bids were received by 
the South African government, of which 7 were announced as preferred bidders in 
mid-2021. The weighted average feed-in tariff for the winning bids was ZAR1.61/
kWh1, with the sum of the bid capacity being 2 GW. A summary of the preferred 
renewable energy-based bids is given in Table 1 (one bid based on natural gas has 
been excluded).

The bids provide a clear indication of the cost of electricity over the peak period, 
relative to the Eskom standard tariff and the present price of solar. Benchmarks for 
the former values can be obtained from the Eskom booklet on tariffs and sched-
ules [21], and for the latter from the Bid Window 6 contracts, recently awarded to 

1  The exchange rate (March 2023) is ZAR18.4/USD

Bidder Size 
(MW)

Energy 
Cost 

(ZAR/
kWh)

Gas/
Diesel 
(MW)

PV 
(MW)

Wind 
(MW)

BESS

MW MWh

ACWA 150 1.46 15 422 0 150 900

Mulilo/Total 
Coega

198 1.89 198 216 0 0 0

Mulilo/Total 
Hydra

75 1.52 20 216 0 150 600

Omoyilanga 75 1.72 12 138 77 75 450

Oya 128 1.55 106 155 83 40 400

Scatec 150 1.88 0 150 0 540 2250

Table 1. 
Summary of preferred RMI4P bids.
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independent power producers [23]. The values are ZAR1,250 per MWh and ZAR490 
per MWh, respectively.
  The real-time data and the values from the RMI4P provided the basis for the 
calculation of energy tariffs, the results of which follow in the next section.

4. Proposed tariff structure to support battery storage

  The central question of this chapter is whether ToUTs can be used to allow greater 
penetration of PV within GridSA. There are two reasons for this proposition, the first 
being that ToUTs could prevent the occurrence of the notorious duck curve, and the 
second being that the additional revenue from a peak tariff and/or shoulder tariffs 
could be used to justify the use of BESS.
  As indicated earlier, the loadshedding data presented in Section 2.3 and  Figure 5 
provide some insight into possible consumer responses to ToUTs. Interestingly both 
the total predicted, and the actual curtailed, demand have similar profiles, indicating 
little change to hourly consumption. Electricity consumption appears to be mostly 
instantaneous or inflexible; when supply is curtailed, consumers cannot power
their homes, devices or activities from the grid, and either do not use energy or find 
alternative means of supply, such as local diesel-based generators or PV. The similar
pattern of the two curves in  Figure 5  suggests that there is limited load-shifting in 
response to loadshedding, or use of BESS. In other words, further load shifting, other 
than that already introduced by the Eskom ToUTs, may not be realised with ToUTs;
instead, customers will use the available electricity, despite its higher cost. This 
behaviour reflects supply, and not demand, elasticity.
  This anticipated response provides a strong basis for the implementation of
BESS, despite its additional cost to Grid SA, as long as this cost remains competi-
tive to independent power generation already being accessed by customers on the 
grid, such as PV and diesel. Indicative values obtained from the RMI4P tender
prices suggest that this requirement will indeed be possible. For instance, the
price from Mulilo/Total Hydra proposal of  Table 1  for emergency power in the 
shoulder and peak periods is ZAR1,520 per MWh (vs. a diesel-based tariff of
ZAR6,000 per MWh).
  Mulilo/Total Hydra is a particularly relevant model for the issue being explored
in this chapter. The proposal consists of three generation technologies, namely PV
(216 MW), BESS and a small quantity of diesel (20 MW). The project was designed
to supply 70 MW of power to the grid, as shown in  Figure 6. The profiles indicate that
solar component was overdesigned to ensure sufficient power for recharging the BESS
under both winter and summer conditions. During the latter, there is no need for
gas-based generation, but in winter, the lower peak of solar-based generation and the 
increased likelihood of cloudy skies requires use of gas/diesel on certain days (see 9th
June in  Figure 6).
  The data from Mulilo/Hydra can now be extended to the broader question
of whether a PV/BESS configuration could meet the electricity demand of Grid
SA, and, if so, at what additional cost. The first assumption in this analysis is to 
extend the concept of headroom, as previously developed for the national grid in
the United Kingdom [24], to GridSA. The concept considers that supply can be 
separated into two components, namely the base load and the headroom, where the 
latter is the difference at any one moment in time between total demand and base 
load, as given in Eq. 1.
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	 = +Total Energy Supplied Base Load Headrooom  	 (1)

Base load on GridSA is typically about 22 GW, with remainder being supplied 
by wind, pumped storage, solar and diesel/gas turbines, all of which are variable or 
intermittent inputs. Adopting the value of 22 GW in the model, and assuming a wind 
energy input of 5 GW, which is 175% of the present capacity on GridSA, it is now 
possible to calculate the required PV capacity from Eq. 2, the historical data for the 
summer and winter months and a summer PV efficiency in South Africa of 37%.

	

( )−
=

max Headroom Wind
Required

PVEfficiency
PV

 
	 (2)

For the 2022 data set, which was used as the basis of this study, the summer and 
winter values for the largest difference between the headroom and the energy derived 
from wind are calculated to be 4.4 and 8.3 GW, respectively, giving a required PV 
capacity of 17.8 GW (summer conditions and a 50% overdesign factor). On the basis 
that the summer demand should be met by wind and solar only, without the use of 
gas turbines, the BESS power rating and the total energy storage can now be calcu-
lated using the following algorithm:

1.	Input the PV capacity and calculate the maximum BESS output for the summer 
conditions.

2.	Enter this value in the spreadsheet as the design power capacity for the BESS 
facility.

3.	Calculate the necessary BESS energy rating such that in summer conditions, the 
gas turbines are not required.

This approach leads to the result that the optimal BESS specification is 3.7 
GW/10.4 GWh. The output of this proposed system is shown in Figure 7. It is noted 
that 10.4 GWh is significantly larger than the present BESS facilities; the largest exist-
ing BESS is the Moss Landing Energy Storage Facility in California with a capacity of 
1.6 GWh. Multiple facilities giving a total storage capacity of 10.4 GWh over several 
sites are, therefore, recommended.

Figure 6. 
Energy generation (by source) and supply for Mulilo/Total hydra (summer and winter).
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The cost of such an arrangement, and the level of ToUTs to support the invest-
ment, must now be considered. The bid price for the Mulilo/Total Hydra proposal 
of the RMI4P was ZAR1,520 per MWh. Using the spreadsheet model of Mulilo/
Total Hydra, it is calculated that BESS will contribute an average of 23% to the total 
energy output. Moreover, it has already been mentioned that the current cost of PV is 
ZAR490 per MWh, leading to the result that the BESS contribution to the total cost is 
ZAR4,970 per MWh. It is noted that this estimate is similar to other values reported in 
the literature of ZAR4,000 to 5000 per MWh [25–27].

The same calculation can be repeated for the GridSA model. Given that wind and 
solar capacity are overdesigned and, as shown in Figure 7, this approach leads to sig-
nificant excess generation, it is also assumed that the additional energy can be absorbed 
by GridSA’s pumped storage capacity, hence maintaining a low unit energy cost. In the 
extreme case, such as may occur in winter, the evening peak period would be supplied 
by wind, diesel and batteries in the proportions of 30, 40, and 30%, respectively, from 
which the required evening tariff can be calculated at ZAR3,500 per MWh.

It is also evident from Figure 7 that PV/BESS combination introduces another factor 
to the discussion on ToUTs. Peak power during daylight hours can be met reliably with 
solar PV, but shoulder energy demand, which lies typically between 06 h00 and 09 h00 
in the mornings and 16 h00 to 19 h00 in the evenings, must be supplied by either BESS or 
diesel. The latter is a more expensive option and should, therefore, be allocated a higher 
tariff. The earlier discussion on cost suggests that this tariff could be set at nearly double 
the peak tariff, the latter being presently about ZAR2,000 per MWh in South Africa.

Patterns of consumption during periods of loadshedding indicated that consumers 
adopt a behaviour of supply elasticity, preferring to find alternative sources of energy 
during loadshedding rather than to shift consumption to other times of the day. 
This response, as already noted, is not surprising. Most entities, including schools, 
commercial businesses, hotels, restaurants and retail outlets, have fixed hours of 
work with little flexibility in terms of their operations. Finding alternative sources of 
electricity is then not a matter of choice, it is a necessity.

At present, much of the independent power production relies on small-scale die-
sel, although PV is growing throughout the commercial and residential sectors. The 
cost of these alternatives is close to ZAR6,000 per MWh, suggesting that a Grid SA 
shoulder tariff of ZAR3,500 per MWh may be ‘accepted’ by the market, particularly 
if the cost of peak power (used over the period 09 h00 to 16 h00) could be reduced 
through an increase use of PV. The latter has a levelised cost of energy, which is nearly 
one-quarter of the present retail price for electricity in South Africa, as already noted 
in the earlier discussion.

Figure 7. 
Proposed solar/BESS energy generation for grid SA (winter and summer).
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5. Conclusion

The advent of renewable energy, particularly PV, heralds the possibility of wide-
spread low-cost energy with a vastly reduced environmental footprint [11]. Solar 
conditions in South Africa are excellent for energy generation, and when combined 
with energy storage systems such as pumped storage or BESS, could lead to the neces-
sary reform of Grid SA.

However, BESS is costly to instal and presently not feasible at the scale, which 
would be required to support energy demand within South Africa. In this chapter, 
the use of ToUTs has been explored as a means of providing an economic incentive 
for private investors, or the state, to build large-scale BESS, coupled with PV. Using a 
time series model based on real-time data, and information collected from the RMI4P, 
it is calculated that 6.3 GW of effective capacity would be optimal for a PV/BESS 
facility, which could be met under summer conditions with a PV installed capacity of 
17.8 GW and a BESS capacity of 3.7 GW/10.4 GWh.

The facility would require a ToUT during the shoulder periods of ZAR3,500 per 
MWh, which is nearly double the present Eskom tariff and will lead, at least initially, 
to consumer resistance. However, data from the periods of loadshedding in South 
Africa reflect supply elasticity in the behaviour of South African consumers. When 
supply is curtailed, consumers either survive without power, or they access other 
sources of electricity, even if the latter is more costly, such as diesel and rooftop solar. 
Furthermore, the shoulder ToUT could be offset by a lower peak tariff, made possible 
through the widespread use of PV with a levelised cost of energy of about one-third 
of the Eskom tariff.

This pattern of behaviour suggests that the introduction of ToUTs with smart 
metering will enable energy companies and Eskom to recover the additional cost of 
BESS, which will be necessary to support the use of higher levels of PV within Grid 
SA.
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Chapter 6

Prospection of Neighborhood
Megawatthours Scale Closed Loop
Pumped Hydro Storage Potential
Kiswendsida Elias Ouedraogo, Pinar Oguz Ekim
and Erhan Demirok

Abstract

Energy is at the center of the global socio-economical, geopolitical, and climate 
crisis. For this reason, countries are looking to boost their energy independence 
through the integration of distributed green electricity. However, the bottleneck of 
intermittent renewable energy as an alternative to fossil fuel energy remains the high 
cost of large-scale energy storage. The study explored the existence of megawatt-
hours scale closed-loop pumped hydro-storage reservoirs near communities. A 
MATLAB algorithm has been developed to detect 1, 4, 9 hectares reservoirs with a 
separation distance less than 1000 meters, and a head over 100 meters, corresponding 
to an energy capacity of 20 to 400 megawatt-hours per pairs. For the cities studied 
(Banfora, Syracuse, Manisa), the results revealed the existence of more than 10.000 
megawatt-hours storage capacity in each city, which exceed the need of the commu-
nities. In the 4 hectares sites category, all cities have over 80 pairs of reservoirs ideal 
for distributed storage system implementation. Therefore, a 100% renewable energy 
power grid that is resilient, reliable, can be achieved faster by adopting distributed 
closed-loop pumped hydro-storage, which has limited environmental impact and is 
likely to attract a large number of smaller investors.

Keywords: pumped hydro storage, energy resilience, utility storage, long duration 
battery, community energy

1. Introduction

There is a worldwide urgency to solve the energy crisis sustainably in order to
reverse climate change-induced socio-economic problems. To limit carbon emissions,
renewable energy (RE) such as solar and wind power have been promoted by gov-
ernments through subsidies in the last two decades. Nowadays, in many countries, RE
became competitive even without subsidies. However, as intermittent RE penetration
ratio increases, it also becomes mandatory to add energy storage system for grid
stability, and to make the system a full alternative to fossil fuel power plants. The
research on storage systems often categorizes the technologies based on the duration
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of usage, (long-short duration), and the discharge rate or power capacity [1]. How-
ever, it is not uncommon to see others performance indicators such as efficiency, cost,
footprint, environmental friendliness, and so on be used [2]. In the short duration,
high power density categories, there are chemical batteries such as lithium-ion batte-
ries, there are flywheels, super-capacitors, and magnetic coils. In the long duration,
low power density categories, there are pumped hydro storage (PHS), compressed air
energy storage (CAES), and hydrogen storage [3]. For the energy transition purposes,
the interest is in technologies capable of providing bulk storage cost-effectively in
addition to scalable grid-level power output. In the literature, PHS and CAES appear
to be the leading technologies regarding these criteria [2]. When efficiency is added
into consideration, PHS is the net winner as its round efficiency is around 80% versus
40–60% for CAES [4, 5]. PHS has the benefit of loads shifting, avoiding RE curtail-
ment, allowing black start of the grid, and transforming solar/wind plants into a fully
dispatchable power unit [6]. Also, the mass of the turbine and the generator provides
a natural inertia which contributes to grid stability. Given these characteristics, PHS
capacity is projected to double by 2050 from 168 GW to over 300 GW. To revive the
interest in hydropower, studies have been conducted to estimate the potential of small
(< 10 MW) hydropower sites worldwide [7]. It concluded with findings revealing
that the installed capacity is far less than the non-used potential. In Africa, there are
595 MW installed plants and over 10.000 MW potential plants. In America, the ratio is
6 GW / 41 GW. In recent years, the factors affecting the development of hydro plants
have been subject to studies [8]. Among the driving factors can be cited the need for
more RE integration, revenue generation, support for rural development, and energy
security. The barriers are mostly the high capital expenditure, the lack of accompany-
ing infrastructure (roads, power lines), the lack of suitable land, and environmental
issues. In fact, depending on the source, the cost of hydro plants varies widely from
600 $/kW up to 8000 $/kW [8, 9]. This is much above the cost of thermal plants and
solar plants which are around 700 $/kW, and 1000 $/kW respectively [10, 11]. How-
ever, on the levelized cost of energy side, hydro plant is by far the cheapest option
since no fuel is used and the plant can run 24/7. To reduce the cost for storage-only
applications, closed-loop systems which do not require continuous water flow from a
river are becoming more and more popular in the research. Usually, site exploration is
done for suitable pair of upper reservoir and lower reservoir [12, 13]. Such a pair of
sites have been already mapped by several studies including Australia global pumped
hydro storage atlas which unveiled over half million potential pairs, totaling more
than 20-million-gigawatt hours capacity [13]. In the United States, similar study
uncovered the existence of more than 10 thousand suitable pairs of reservoirs mainly
in the west coast [14]. However, the development of these giga scale infrastructures is
capital intensive and is far from being an unanimous solution among decision
markers. Therefore, it is necessary to push further the research to make the
technology more acceptable by the society.

1.1 Objectives

In the literature, pumped hydro storage is often associated to large giga-scale pro-
jects. Due to these sizes, projects environmental risks and safety risks are so high and
the implementation from permitting, construction to operation is a lengthy process
that can take up to a decade [15]. Also, projects sites are often in remote areas,
requiring expensive high power capacity transmission infrastructure. To mitigate the
drawbacks of giga scale PHS, this study aims to:
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• Assess  the  existence  of  lower  capacity  megawatt-hours  scale  PHS  sites.

• Search  for  PHS  site  only  in  the  neighborhood  of  communities.

• Fill  the  gap  by  prospecting  100  m  –  300  m  head  sites.

• This  choice  is  expected  to  have  the  following  benefits:

• Integrate  more  easily  distributed  energy  resources  such  as  community  solar  PV.

• Reduce  projects  environmental  risks,  and  implementation  timeline.

• Attract  more  smaller  investors  to  boost  projects  number  faster.

2. Grid  scale  long  duration  energy  storage  technologies

  There  are  much  research  efforts  being  conducted  worldwide  by  both  academics 
and  industries  to  provide  grid  scale  energy  storage  solutions.  Technologies  are  com-
peting  for  application  specific  technical  suitability  and  costs  over  benefits  ratio.  These
observations  imply  that,  the  future  of  energy  storage  is  likely  to  be  populated  with  a 
mix  of  solutions  complementing  each  other.

2.1  Existing  technologies

  There  is  no  consensus  on  the  storage  size  that  qualify  as  grid  scale  neither  on  the 
storage  duration  that  qualify  as  long  duration.  However,  in  many  countries,  solar  PV 
plant  over  5  MW  or  hydro  power  plant  over  10  MW  are  registered  as  utility  scale 
facilities.  On  the  storage  sides,  several  projects  with  less  than  4  hours  have  been  tagged
as  short  duration  storage.  In  the  context  of  this  paper,  grid  scale,  long  duration  storage
are  technologies  capable  of  delivering  MWs  of  power  for  a  period  from  10  hours  to 
several  days.  A  1  MW,  20  MWh  energy  storage  module  is  considered  as  a  unit  block  to
build  grid-scale  long  duration  storage.  This  is  done  as  it  was  observed  that  modularity
is  one  of  the  biggest  factors  that  contributed  to  the  success  of  solar  or  wind  power  in 
the  market.  With  reduced  unit  capital  expenditure  (CAPEX),  the  system  can  be 
standardized,  and  built-in  factory  to  reduce  cost.  Also,  a  wider  range  of  investors 
small  or  big  can  be  reached  which  is  not  the  case  for  giga  scale  system  where  only  a 
handful  of  international  institutions  and  governments  are  the  soles  actors.  Grid  scale 
storage  solutions  can  be  grouped  into  3  categories:  electrochemical,  thermal  and 
mechanical.  In  the  first  group,  there  are  lead  acid  batteries,  lithium  batteries,  hydro-
gen  fuel  cell,  redox  flow  batteries.  Due  to  their  small  footprint,  they  have  been 
deployed  at  strategic  nodes  of  the  grid  to  provide  ancillary  services  mainly.  In  the 
second  group,  molten  salt  is  the  most  popular  technology.  As  phase  change  materials 
offer  high  latent  heat  at  nearly  constant  temperature,  they  are  ideal  energy  source  for
steam  to  electric  systems.  In  Morocco  for  example,  in  2019  a  utility  scale  thermal 
storage  has  been  combined  to  concentrated  solar  thermal  to  build  a  dispatchable 
electric  power  plant.  In  the  last  group,  CAES  and  PHS  can  be  cited.  While  CAES 
recorded  few  projects,  PHS  is  up  to  date  the  largest  contributor  of  the  world  storage 
capacity  with  over  90%  of  the  share.  To  build  on  the  success  of  PHS,  other  form  of 
gravity  energy  storage  using  a  denser  fluid  or  solid  blocks  are  being  explored.  Before

3
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going into details about gravity-based energy storage, it is worth reviewing the
performance of different technologies.

2.2 Performance comparison

The typical power rating and discharge duration of some storage technologies are
displayed in Figure 1a. PHS, CAES, flow battery, and hydrogen storage are the most
promising for grid-scale long duration energy storage. A common point of these tech-
nologies is their ability to decouple energy capacity and power rating, which provide
greater flexibility for system planning. In the contrary lithium batteries, nickel metal
batteries or lead acid batteries have their power and energy linked by the cell chemistry.
Often, high energy capacity batteries come with an unnecessary high-power rating.
However, this situation makes them an excellent technology for grid frequency and
peak regulation which need high burst of power in the seconds to hours time scale.

From an efficiency and lifespan perspective, Figure 1b shows that PHS is the opti-
mum technology with a round trip efficiency of 80% and an extremely long life over a
century, assuming a daily charge discharge. These characteristics make PHS an ideal
solution to combine with solar PV or wind power plant which can last 30 years. On the
lower left corner, lead acid and nickel metal batteries are the worst solutions because of
the low number of cycles at 80% deep of discharge (DoD). From this fact, it can be
concluded that they are not suitable for applications that require daily cycling. However,
for emergency backup power need for example, they can be a good solution. Lithium
batteries efficiency and number of cycles are well improved compared to lead acid
batteries. For mobile applications such as electric vehicle, they are the current optimum
solution. For grid scale storage, pilot projects of lithium battery are being rolled world-
wide. As the lifecycle is limited to 10 years for 80% DoD, combining them with solar or
wind power require 2–3 replacement per project life. This can represent a serious bottle-
neck that suppress the high efficiency benefit of lithiumbattery. Lastly for hydrogen fuel
cell and CAES, they both suffer from a low round trip efficiency of 40%.However future
development in fuel cells and electrolyzers efficiencies may improve hydrogen storage
solution while heat recovery can boost the overall efficiency of CAES systems.

In terms of cost performance, Figure 1c shows that PHS and CAES are the best
solution for grid scale application although CAES is much less widespread than PHS.
From surveyed manufacturers, the 2022 cost of lithium battery is 300–500 $/kWh,
that of flow battery 500–700 $/kWh which are much over the 50–100 $/kWh for PHS
[19]. Even if chemical batteries cost drops to 100 $/kWh in the future, the rarefication
of minerals, mining environmental cost, geopolitical instability, logistics costs, and
other costs are likely to make PHS the preferred option for countries. In addition, the
ongoing electrification of transportation will certainly divert an important portion of
chemical batteries into mobile applications which have more value than grid storage
stationary applications. By considering together discharge duration, efficiency, and
cost performance, PHS outrank both CAES and chemical batteries for long duration
grid scale applications. The biggest drawback of PHS is the dependency of terrain so
research is focused on quantifying the existing exploitable potential.

3. Gravity based energy storage

Although water potential energy storage is the most used gravity-based storage
(GES), the system can use other liquids, solid and even gas to work. Many GES
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Figure 1.
a: Energy storage technologies discharge time [16]. b: Energy storage technologies efficiency [4]. c: Energy storage
technologies capital cost [17, 18].
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designs have been proposed by both academics and industries. Figure 2 summarizes
few topologies of GES systems as follow:

3.1 Water based systems topologies

3.1.1 Surface reservoir- surface reservoir

The standard GES is a PHS using a pair of upper-lower reservoirs, both on the
ground surface. Existing hydro power plants can be converted into PHS by adding the
pumping equipment. The reservoirs are done with a dam wall or from natural depres-
sions. Globally, from the 77 existing PHS plants and the 64 plants under construction,
the majority uses dam wall which can range from 10 m up to 150 m in height [16].

3.1.2 Surface reservoir -sea reservoir

To avoid conflict over land usage, and to be close to load centers, using an upper
ground surface reservoir and the sea as the lower reservoir has been proposed since
1999 in Japan. However, finding a seaside cliff with a suitable head, near load centers
may not be easy globally. In addition, this solution faces the challenges of salt corro-
sion for the equipment. In Australia, a study concluded that installing a desalination
plant to provide fresh water to the system is much cheaper than using corrosion-proof
materials or running active corrosion protection equipment [17]. Several projects in
Greece, Ireland, Chile, and the USA have been scheduled for years, but not
implemented because the funding issues.

3.1.3 Sea reservoir -sea reservoir

This configuration avoids land use by building a spherical storage cavity in the
seabed as a lower reservoir and using the sea as an upper reservoir. Studies estimate
that such configuration is cost-effective at a deep ranging from 200 to 800 m
[18, 20, 21]. Due to the massive weight of concrete used for the sphere (over 2 m
thickness, over 30 m diameter), installation is as challenging as the size of the system!
Small-scale prototypes have been tested in Europe and USA, however, so far, no
commercial proof of concept has been realized.

Figure 2.
Gravity energy storage systems topologies.
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3.1.4  Underground  reservoir  -underground  reservoir

  Underground  PHS  is  attractive  as  it  can  be  built  anywhere,  thus  eliminating  the 
need  of  special  site  or  transmission  cable.  Digging  is  the  most  challenging  activity  of 
this  method.  However,  sectors  such  as  mining  or  road  tunneling  may  contribute  to  a 
cost-effective  implementation  of  this  configuration.  The  cost  drops  significantly  if 
underground  natural  or  man-made  cavities  already  exist.  For  example,  some  authors 
proposed  the  use  of  decommissioned  mines  chambers  as  reservoirs  [22,  23].  Also,  a 
single  underground  reservoir  can  be  connected  to  a  ground  surface  reservoir  made  of
wall.

3.2  Solid-gas  based  systems  topologies.

3.2.1  Buoyancy  energy  storage

  Buoyancy  energy  storage  (BEST)  is  another  form  of  GES.  By  forcing  a  low-density 
object  (eg.  a  pressurized  air  balloon)  into  the  water,  the  uplift  buoyancy  force  is  equal  to
the  weight  of  the  displaced  water.  This  principle  is  used  as  the  driving  force  of  BEST.
A  rope  attached  to  a  generator  allows  the  pull-down  and  the  uplift  of  the  object  for  a 
charge–discharge  operation.  Studies  recommended  an  anchoring  deep  of  over  3000  m 
to  obtain  an  energy  cost  in  the  range  of  50–100  $/kWh  [24].  The  challenge  with  BEST  is
the  anchoring  stiffness  requirements  to  hold  such  astonishing  force,  and  the  slow  speed
of  the  object  (<0.1  m/s)  needed  to  minimize  the  drag  losses,  meaning  the  charge–
discharge  power  is  also  limited.  A  BEST  prototype  of  25  m3  balloon  at  2  m  deep  has  been
tested  so  far.  However,  the  system  suffers  from  low  efficiency  due  to  its  small  scale  [25].
Therefore,  more  R&D  is  still  needed  to  get  the  system  to  a  commercial  level.

3.2.2  Solid  block  gravity  energy  storage

  Instead  of  using  water  for  power  transfer,  heavy  solid  blocks  have  been  proposed 
as  potential  energy  carrier.  As  earth  or  concrete  density  is  nearly  3  times  more  than 
water,  solid  blocks  offer  more  energy  density  compared  to  water.  In  the  USA,  a 
company  started  the  testing  of  an  advanced  rail  energy  storage  system  (ARES)  that 
uses  special  rails  to  move  tons  of  blocks  uphill  to  store  energy  [26].  The  ARES  can 
deliver  10  MW  of  power  in  3  seconds  while  driving  downhill.  According  to  company 
notes,  the  power  cost  is  expected  to  be  1200  $/kW  compared  to  600–8000  $/kW  for 
PHS.  Another  company  conceptualized  the  use  of  a  large  cylinder  drilled  out  of  the 
earth  to  be  used  as  a  hydraulic  piston  head  to  store  energy  in  the  form  of  pressurized 
water  [27,  28].  The  cost  is  projected  to  be  120–380  $/kWh.  There  are  plenty  of  GES 
proposals  such  as  using  a  crane  to  stack-unstack  blocks  of  concrete  in  Lego  style  or 
using  skyscrapers  and  their  elevators  to  lift-descend  blocks.  If  these  methods  work  in
theory,  in  practice  they  face  extremely  challenging  factors  such  as  structural  cost,
wind  resistance,  limited  storage  capacity,  safety,  and  more.

4. Megawatt  hours  scale  pumped  hydro  storage  site  detection

  Due  to  their  relatively  small  size,  modular  megawatt  hour  scale  closed  loop  PHS 
can  be  built  near  communities.  Therefore,  their  site  requirements  in  terms  of  foot-
print,  head,  safety  and  so  on,  are  much  less  constraining  than  those  of  gigawatt  hour
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scale PHS. In case of a rupture of a reservoir for example, only few hundred thousand
cubic meter of water will spill without causing much damage. Given the small foot-
print of the system, the major requirement of the site is only the height difference as
minor excavation or wall construction is sufficient to build the reservoirs. The poten-
tial energy and power of water are given in Eq. (1), Eq. (2) as function of water
volume, head, flow rate and system efficiency. By assuming a lossless conversion of
potential energy from the upper reservoir to kinetic energy at the lower reservoir, the
maximum velocity can be expressed as in Eq. (3). The power equation can then be
rearranged in Eq. (4), Eq. (5) as a function of water flow diameter, head, and system
efficiency. The water specific energy at different heads, as well as the power at
different heads and flow diameters are given in Figure 3. By assuming a reservoir
depth of 10 m, the storage capacity varies from 20 MWh per hectare at 100 m head to
65 MWh per hectare at 300 m head. Therefore, a 10 hectares reservoir can provide up
to 650 MWh storage using 1 million cubic meters of water. Regarding the power, for
100 m head, it varies from 2.45 MW at 0.3 m flow diameter to 22 MW at 0.9 m flow
diameter. Despite the relatively small flow diameter, these power levels are above the
minimum required for 10 hours storage. By increasing the head and the flow diame-
ter, a significantly high power comparable to that of lithium battery can be generated.

E V,Δh, ηð Þ ¼ ρ V gΔh η (1)

P ¼ ρ _V gΔh η (2)

vmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2 g Δh

p
(3)

P ¼ ρ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2 g Δh

p πD2

4
gΔh η (4)

P D,Δh, ηð Þ ¼ ρ
ffiffiffiffi
2

p
g1:5

πD2

4
Δh1:5 η (5)

E : Energy in joule

Figure 3.
Water energy and power graph.
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Figure 4.
Reservoir terrain illustration.
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P  :  Power  in  watt

vmax  :  a  body  free  fall  maximum  velocity  in  meter  per  second

V  :  water  volume  in  m3

_V  :  water  flow  rate  in  cubic  meter  per  second

Δh  :  reservoirs  elevation  difference  or  head  in  meter

η  :  Energy  conversion  efficency  in  percentage

ρ  :  water  density  in  kilogram  per  cubic  meter

g  :  earth  gravity  in  meter  per  second  square

D  :  water  flow  diameter  in  meter

4.1  Site  detection  methodology

  Pumped  hydro  storage  site  detection  methods  follow  the  same  fundamental  flow 
processes  [29,  30].  First,  geographical  information  system  (GIS)  is  used  to  collect 
digital  elevation  model  and  region-specific  characteristics  such  as  river,  protected 
areas,  ocean  and  so  on.  In  a  second  step,  GIS  data  are  processed  to  identify  reservoirs.
As  mentioned  previously,  there  are  various  topologies  of  interest  such  as  a  pair  of  dry
gully  reservoirs,  a  dam  and  a  river,  a  dam  and  the  ocean,  a  dam  and  an  underground 
reservoir  and  more  [31].  For  small  scale  closed  loop  PHS,  this  study  is  looking  for 
inland,  above  ground  reservoirs  to  avoid  the  cost  of  dealing  with  corrosive  sea  water 
and  underground  construction.  In  a  third  step,  the  reservoirs  are  matched  according 
to  user  criteria  such  as  head,  separation  distance,  and  energy  capacity.  More  complete
studies  add  a  last  step  to  optimize  the  reservoirs  combination  by  further  taking  into
consideration  the  development  cost.  The  illustration  in  Figure  4  shows  an  example  of
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reservoir terrain. To build the reservoir, the earth above the marked zero elevation is
moved to fill the depression below the zero elevation, and the remaining used to build
the wall. On a flat terrain, the excavation work might be few dozen centimeters below
the surface to reach the zero level of the reservoir. As the reservoir area increases, less
and less excavation is needed to build a wall of certain thickness. Stated differently, to
get a fixed volume (wall) the larger the surface (reservoir area), the smaller the depth
need to be (excavation).

The methodology summarized in Figure 5 describes how a pair of reservoirs are
detected.

In steps (1)–(2), using global human settlement layer, a community center with
population between 100.000 to 500.000 is chosen, then the search zone is delimited
by setting a 50 km by 50 km perimeter around the center [32]. This is done to
constrain the storage site close to the community. For megawatt hour scale PHS,
limiting the eventual connection power line length is important to keep the project
unit cost low. A summary of the chosen cities’ population, energy consumption per
capita and required storage draft estimation is provided in Table 1. The storage
capacity is calculated by multiplying the daily energy usage by the number of people.
The actual number might be lower as some energy may be consumed immediately
after production without going through storage first. There is a huge gap in energy
consumption between low-income city (Banfora) and high-income city (Syracuse).

In steps (3)–(4), digital elevation model data is pulled from online, a median filter
is applied to eliminate eventual outliers, then no go zones are marked [33–35]. If the
algorithm find a reservoir that overlap partially or entirely with a marked zone, the
solution is discarded. For simplicity, only the region around the city center with
visible housing concentration has been excluded.

In step (5) a mask for both reservoirs which are assumed to be 10 m height is
created. The elevation standard deviation is set to maximum 5 m to limit the civil

City Population kW/Capita/year MWh needed

Banfora 122.000 100 33

Syracuse 253.000 12.000 8.318

Manisa 294.000 3.000 2.416

World 8.000.000.000 3.000 65.753.425

Table 1.
Selected cities data.

Figure 5.
Pumped hydro storage reservoirs pairs detection method.
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Manisa (Turkey)Syracuse (New York)Banfora (Burkina)

n [Area [ha] � n [E [MWh]H [m]] � n [E [MWh]H [m]] � E [MWh]H [m]]

47,000119196616,00011671113,0001185561 ha

10,0001241098800118938400124854 ha

24001231114,0001206512,000127549 ha

Table 2.
Sites detection results.
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engineering  work  required  to  build  the  reservoirs.  The  surface  parameters  are  set  to  a 
square  of  1  ha,  4  ha,  and  9  ha  while  the  head  parameter  is  set  to  a  minimum  of  100  m.
Lastly,  the  distance  between  two  reservoirs  is  set  to  a  maximum  1000  m.  By  reference,
giga  scale  PHS  reservoirs  can  have  a  separation  distance  tens  of  kilometers,  making  the
construction  process  more  difficult  and  costly.

  In  step  (6)  iteration  is  done  to  find  pairs  of  reservoirs  that  satisfy  each  set  of 
parameters  described  in  (5).  From  an  elevation  point,  the  average  surface  elevation 
corresponding  to  the  first  reservoir  is  calculated,  then  within  1000  m  from  that  point,
a  surface  with  average  elevation  that  satisfy  the  head  requirement  is  kept  as  a  second 
reservoir.  The  excavation  and  fill  volumes  are  calculated  as  they  can  serve  to  rank  the
attractiveness  of  the  sites,  the  less  the  civil  work  the  best.  The  water  volume  is 
100.000  m3/ha  corresponding  to  20  MWh  per  100  m  head  at  75%  round  trip  effi-
ciency.  This  leads  to  a  storage  capacity  of  20  MWh  at  least  to  540  MWh  if  the  largest 
surface  is  matched  with  300  m  head.  If  the  head  reach  500  m  the  maximum  capacity 
increases  to  900  MWh  which  is  still  in  the  sub  gigawatt  hour  scale.

  In  step  (7),  candidate  sites  are  displayed  in  a  map.  A  local  inspection  which  is  out 
of  scope  of  the  study  must  be  carried  out  to  confirm  the  availability  of  the  site.  Also,
the  type  of  the  soil  must  be  sampled  to  assess  the  technical  and  economical  attractive-
ness  of  the  land  for  project  development.  The  aims  of  the  paper  is  to  simply  to  orient 
researchers  and  industry  attention  toward  potentially  feasible  storage  option  that  is 
under  looked  by  standard  search  criteria.

4.2  Site  detection  results

  The  results  of  megawatt-hours  scale  neighborhood  closed  loop  PHS  sites  detection
is  shown  in  Table  2  for  3  cities,  Banfora,  Syracuse  and  Manisa.  When  the  reservoirs
areas  are  set  to  1  ha,  there  are  556,  711  and  1966  pairs  detected  for  the  above  cities 
respectively.  For  Manisa,  the  number  is  exceptionally  high  as  the  city  is  surrounded  by
mountains  and  depressions.  For  Banfora  and  Syracuse,  when  each  reservoir  area  is 
increased  to  4  ha  or  9  ha,  the  number  of  pairs  reduce  significantly  by  a  factor  of  10 
approximately.  For  Manisa,  the  reduction  is  more  pronounced.  In  general,  the  more 
uneven  a  terrain  is,  the  more  challenging  it  is  to  find  larger  reservoir  with  the  5  m 
standard  deviation  set  to  reduce  civil  engineering  work.  Manisa  terrain  is  more 
accidented  than  Banfora  and  Syracuse  which  explain  the  drastic  drop  in  the  number  of
reservoirs  with  4  ha  or  9  ha  area.  However,  it  is  worth  noting  that  the  reduction  in  pair
count  does  not  necessarily  reduce  significantly  the  total  storage  capacity.  For  Banfora
and  Syracuse,  9  ha  reservoirs  capture  over  87%  of  1  ha  capacity.  This  means  that 
modular  storage  projects  (1  ha)  can  be  done  on  areas  with  higher  potential  (9  ha)  to 
save  cost  on  future  expansion  by  sharing  existing  infrastructures  (roads,  power  lines).
The  available  storage  capacities  are  39,300%,  192%,  and  1945%  of  the  required
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capacities for Banfora, Syracuse, and Manisa respectively. Even for 9 ha reservoirs, in
all cases, the storage potential is enough to meet or exceed the need of the cities,
giving the opportunity to power system planners to choose the reservoirs configura-
tions that fits the best to local economic, social, and environmental requirements.

A MATLAB plot of pairs of reservoirs as well as their display on a map are given in
Figures 6 and 7. The slope of the head can be visualized to assist in practical sites
selection. On the plots, the upper and lower reservoirs are visible in color scale. Both
reservoirs are on a nearly flat terrain, indicating the algorithm performance in
detecting sites with minimal elevation standard deviation. The sites tend to be away
from the cliff, thus avoiding unstable and expensive construction. As each grid cell is
approximately 30 m by 30 m, the proximity of the pairs can be seen from the plots.

The map shows that for Banfora and Syracuse, the pairs are clustered in four or
five regions, while for Manisa they are more dispersed. With clustered sites, more
pairs can be combined to create larger storage capacity if needed. Also, infrastructure
such as power transmission cable, roads and water pipes can be shared among pairs.
With distributed sites, a more resilient energy system can be achieved by connecting
each pair to a group of loads in the cities.

The PHS heads distribution is shown in Figure 8. The majority of sites have heads
between 100 m and 140 m approximately. Table 2 above shows a mean head around
120 m for all sites. As the cut off head was set to 100 m, the algorithm registers sites as
soon as the requirement is met and mark the land unavailable for further usage. This
can eliminate the possibility of having higher head with different reservoirs combina-
tion. To avoid this missed opportunity, the search started with head set to 400 m,
300 m and 200 m to isolate eventual best sites. The results revealed the existence of few
pairs with high head, so the whole study was done with 100 m cut off head. The minor
sites with head between 150 m and 230 m are still detected as shown in Figure 8. For
project implementation it is important to make an extensive parametric study to detect
the optimum sites by taking into account not only the head, but also other factors such
as the ground characteristics, power line availability, access roads, initial water and top
up water collection system, and the acceptance of project by locals.

5. Benefit of multi-disciplinary problem solving

Modern energy system implementation involves many people from various back-
grounds. With the increasing complexity of the system, it is crucial to coordinate in a
smart way, the integration of ideas and solutions to avoid future problems generation
or a solution being outdated before the project end life. Therefore, both engineering
and social science aspects of the system must go through a deep analysis and
experiments before large scale field applications.

5.1 Engineering

As simple as it seems, gravity energy storage system require knowledge from differ-
ent engineering fields. For the specific case of PHS, traditionally, civil engineering for
excavation and dam construction has been the main work. However, in a closed loop
system, other requirements such as water ground infiltration barrier, top up water
collection from rain or from underground well may call for new expertise frommaterial
science and hydrology fields.Water evaporation alsomust beminimized for good system
performance. Electrically, hydropower systems operations in the last decades were based
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Figure 6.
Sample upper and lower reservoirs detected. (top-Banfora, middle-Syracuse, bottom-Manisa).
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Figure 7.
Mapping of reservoirs pairs. (top-Banfora, middle-Syracuse, bottom-Manisa).
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on a lookup table style optimizationwhich is not ideal whenmore variable factors such as
loads, wind, solar radiation, water quality, system age are taken into account. New fields
such as artificial intelligence, machine learning provide better performance for multi-
variables optimization and forecasting so they can boost the operation performance of
modern PHS. In the case that sea reservoir must be used, decades long experience in
offshore oil and ships industries can help to solve corrosion issues. Although multi-
disciplinary approach to energy problem is recommendable, caution must be taken to
avoid transferring costlymethods from other applications to energy storage applications.
For this reason, the input of people without a link to the areas mentioned above can be
useful for reaching out-of-the-box innovative, cost-effective solutions.

5.2 Regulations

On the social side, the support of both private and public institutions will be benefi-
cial to starting gravity energy storage industry. As the numbers show, energy infra-
structures capital expenditures are costly so financial subsidies, research grants, and
startups funding will be necessary to experiment with different possibilities before
reaching commercial-level solutions. The permitting paperwork constitutes a barrier for
some projects, meaning that regulations must be adapted to capture multiple objectives
optimized socio-economic values. In the USA for example getting only approval for
hydropower project may take 3–5 years, the construction process also 3–5 years, drag-
ging project completion lead time to a decades. Very few private investors can cope with
such long-term market uncertainties [36]. A differentiated regulation for giga scale
storage project and mega scale projects can be a tool to shorten the development time of
closed loop megawatt hours PHS. Also, from country to country, there is a huge gap in
energy storage valuation which can be addressed to speed up investments. For example,
in the USA, time of use rates and ancillary services market provide distinct value to
storage system, while in many other countries, such market operation does not exist. As
the world is moving toward solar and wind, power system inertia will be reduced,
threatening the system stability. By designing a market for inertia supply, PHS can
capture naturally a value without the need of a virtual inertia generation system which
is required for storage such as chemical batteries.

6. Conclusion

There are many candidate technologies for large-scale electric energy storage. Up
to date, PHS is the dominant technology with over 90% of world storage capacity.

Figure 8.
Sites head distribution.
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Pumped hydro storage is the future for firming intermittent renewable energy from
technology maturity and cost perspective if a suitable site is available. The study
revealed that for the selected cities, the storage potential is sufficient to meet the need
for 100% renewable energy scenario, even under the assumption that all energy used
will go through storage first, without a direct consumption. Banfora with a lower
consumption per capita has storage capacity 393 times the current need which means
that it can meet future need and become power exporter. Even if the study is limited
geographically, previous works from NREL in the USA and IRENA in Australia
highlighted that the available global PHS capacity far exceed the need. This study
limited the search to neighborhood small PHS sites to serve as a top priority for
distributed, resilient energy infrastructure development. This avoids a high transmis-
sion cost and environmental disturbance. it is highly recommended to explore dis-
tributed megawatt-hours scale closed loop pumped hydro energy storage along with
community solar PV or wind projects. The following recommendation can help accel-
erated PHS investments:

• Provide grants for closed loop megawatt hours scale PHS pilot projects.

• Develop regulatory framework for quick licensing of 20–500 MWh storage
projects.

• Design a market that rewards PHS for ancillary services.

• Develop a special feed in tariff to pay for all the values provided by the project,
not only limited to energy sales, but also to deferred investment on grid upgrade,
peak reduction.

• Develop an algorithm that map investment ready PHS sites (with environmental
impact analysis report, construction permit and grid connection authorization).
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