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Preface

There is no surprise that arithmetic properties of integral (‘whole’) numbers

are controlled by analytic functions of complex variable. At the same time,

the values of analytic functions themselves happen to be interesting num-

bers, for which we often seek explicit expressions in terms of other ‘better

known’ numbers or try to prove that no such exist. This natural symbiosis of

number theory and analysis is centuries old but keeps enjoying new results,

ideas and methods. The present book takes a semi-systematic review of an-

alytic achievements in number theory ranging from classical themes about

primes, continued fractions, transcendence of π and resolution of Hilbert’s

seventh problem to some recent developments on the irrationality of the val-

ues of Riemann’s zeta function, sizes of non-cyclotomic algebraic integers

and applications of hypergeometric functions to integer congruences. Our

principal goal is to present a variety of different analytic techniques that are

used in number theory, at a reasonably accessible—almost popular— level,

so that the materials from this book can suit for teaching a graduate course

on the topic or for a self-study. Exercises included are of varying difficulty

and of varying distribution within the book (some chapters get more than

other); they not only help the reader to consolidate their understanding of

the material but also suggest directions for further study and investigation.

Furthermore, the end of each chapter features brief notes about relevant

developments of the themes discussed.

Rome was not built in a day. One needs to get comfortable about the

concept of using analytic tools in number theory, and this serves as a good

reason for going first through the topics that are traditionally represented in

books on analytic number theory. This is the principal task of Chapters 2, 4

and 5, for which complementing (or alternative) sources are existing books

[4, 9, 21, 33, 36, 47, 59]. Chapters 2, 5 and 6 are particularly close to the

vii
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exposition in [33] (never translated into English); this was my first textbook

on the subject and a great influence on my personal perception. In addition,

an inspiration for Chapter 8 came from a series of lectures by Yu. Nesterenko

on transcendental numbers held in the 1990s, while Chapter 4 is a tribute

to the late A. van der Poorten and his revolutionary simplistic treatment

of continued fractions (the book [14] is a recommended complement to the

chapter). The tone of Chapter 3 is more analytic, parts are rooted from

the classical Whittaker–Watson textbook [80]. The choice of topics in the

remaining chapters is guided by my personal tastes.

My close family (het gezin in Dutch) has been a lasting inspiration for

my academic career, of which this book is a tiny outcome. Thank you, Olga

and Victor, for your constant support and encouragement during the years!

It is my pleasure to thank friends and colleagues whose valuable feedback

helped to improve the text: Heng Huat Chan, Björn Johannesson, Pieter

Moree, Berend Ringeling, and Armin Straub. The staff and editors at the

World Scientific assisted me at all stages of transmission of my manuscript

into the publication, and I am particularly thankful to Rok Ting Tan for

making this book possible.

The last but not least thing is to thank the reader who follows the book

in either physical or electronic format. Enjoy!

Wadim Zudilin

Nijmegen (NL) and Newcastle (AU)

April 2023
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Chapter 1

Numbers and q-numbers

1.1 Prime numbers

The task of finding the greatest common divisor (a, b) of two integers a and

b is traditionally performed using the Euclidean algorithm (or its numerous

extensions). The following statement is a usual companion of the algorithm,

which we review (in a somewhat friendlier context) in Chapter 4. Our proof

below is less efficient but works well and is simpler from a theoretical point

of view.

Lemma 1.1. Suppose that two positive integers a and b are relative prime,

(a, b) = 1. Then the (diophantine) equation ax + by = 1 is solvable in

integers x, y.

Proof. Perform mathematical induction on a + b. The base of induction

corresponds to a+ b = 2, hence a = b = 1, in which case we can take x = 1

and y = 0 as the solution of ax + by = 1. Assume that the statement is

true for a + b < r and consider the situation a + b = r. Since (a, b) = 1,

assuming without loss of generality that a > b we also have (a− b, b) = 1 so

that (a− b)u+ bv = 1 has a solution u, v ∈ Z because (a− b) + b = a < r.

But then the pair x = u, y = v − u solves ax+ by = 1.

Recall that a positive integer p ≥ 2 is said to be prime if all its positive

integer divisors are exhausted by 1 and p itself.

Lemma 1.2. If a product of several multiples is divisible by a prime p then

at least one of the multiples is divisible by p.

Proof. Without loss of generality consider the case of a product of just two

multiples a and b. Given ab is divisible by p, we either have p | a (and then

1
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the required statement follows) or p is coprime to a. In the latter case,

(a, p) = 1 so that ax+py = 1 for some x, y ∈ Z by Lemma 1.1. Multiplying

the both sides of the equality by b we obtain abx + pby = b. The prime

p divides both the summands on the left-hand side because p | ab (by the

hypothesis) and p | p for trivial reasons. It follows then that p divides the

right-hand side, that is, b.

Lemma 1.3. The least divisor a ≥ 2 of an integer n ≥ 2 is a prime number.

Proof. Assuming on the contrary that a is not prime, we conclude that is

possesses a smaller divisor b ≥ 2. Then b | a and a | n implies b | n, so
that b ≥ 2 is a smaller divisor of n than a. Contradiction that leads to the

desired conclusion.

Theorem 1.1 (fundamental theorem of arithmetic). Any integer greater

than 1 is decomposed into a product of primes, with possible repetitions,

and this decomposition is unique up to permutation of the primes in the

product.

Proof. Let n ≥ 2 be given. Take p1 > 1 its least divisor; it is prime by

Lemma 1.3, and so n = p1n1 for some n1 ≥ 1. If n1 = 1 then we already

have the decomposition of n into a product of primes; otherwise, apply the

procedure to n1 ≥ 2 to get n1 = p2n2 etc. Since n1 < n, this process can

be officially done through the mathematical induction.

The uniqueness is performed in a similar fashion, using Lemma 1.2 as

the principal ingredient. Assume there is an n > 1 for which two representa-

tions n = p1 · · · ps and n = q1 · · · qr exist, where all pi and qj are primes, and

choose n the least positive integer with this property. It follows from the

first representation that p1 | n so that the product q1 · · · qr is divisible by p1,
hence at least one of the multiples qj is divisible by p1. By rearranging the

order we can consider q1 divisible by p1. But q1 is prime, therefore q1 = p1.

Now we cancel the factor p1 = q1 and denote n1 = p2 · · · ps = q2 · · · qr.
Since n1 < n, the decomposition of n1 into a product of primes is unique,

so that r = s and p2, . . . , ps is a rearrangement of q2, . . . , qs. This implies

that n = p1 · · · ps = q1 · · · qr are same representations, which contradicts to

our choice of n.

A standard way to write the decomposition of a positive integer n into

the primes is

n = pα1
1 pα2

2 · · · pαs
s , (1.1)
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where p1, . . . , ps are pairwise distinct primes and α1, . . . , αs are positive

exponents.

Exercise 1.1. Show that all positive divisors of n are exhausted by the list

{d = pβ1

1 · · · pβs
s : 0 ≤ β1 ≤ α1, . . . , 0 ≤ βs ≤ αs}

and compute the total number τ(n) of the divisors and the sum σ(n) of the

divisors.

The arithmetic functions τ(n) and σ(n) from the exercise are examples

of multiplicative functions we will meet in Section 2.4. Another example

is the Möbius function µ(n) defined by µ(pα1
1 pα2

2 · · · pαs
s ) = (−1)s if α1 =

α2 = · · · = αs = 1 and by 0 otherwise (in other words, when n is not square-

free, that is, divisible by a square of some integer m > 1); conventionally,

µ(1) = 1 as an empty product is always understood as 1.

Exercise 1.2. (a) Prove that∑
d|n

µ(d) =

{
1 if n = 1,

0 otherwise.

(b) Prove the Möbius inversion formula: if

F (n) =
∑
d|n

f(d)

then

f(n) =
∑
d|n

µ(n/d)F (d) =
∑
d|n

µ(d)F (n/d).

In a slightly different arithmetic direction, we can use the explicit struc-

ture of divisors of natural numbers to control the prime decomposition of

the factorial n! = 1 · 2 · 3 · · ·n.
Exercise 1.3. (a) Let

n! =
∏
p≤n

pνp

be the canonical decomposition of n! into the product of primes. Show

that

νp = ordp(n!) =

⌊
n

p

⌋
+

⌊
n

p2

⌋
+

⌊
n

p3

⌋
+ · · · .

(Here ⌊x⌋ denotes the integer part of a real number x, that is, ⌊x⌋ ≤
x < ⌊x⌋+ 1, and the sum terminates since the terms for which pk > n

contribute trivially.)
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(b) Show that the very same νp can be computed via the formula (n −
Sp(n))/(p − 1), where Sp(n) denotes the sum of digits in n written in

base p.

We return to the prime number theme in greater detail in Chapter 2 for

investigating the asymptotic distribution of primes.

1.2 Integer-valued factorial ratios

There are many ways to define the binomial coefficients
(
n
m

)
, for example,

as the quantities appearing in the binomial theorem

(a+ b)n =

n∑
m=0

(
n

m

)
ambn−m (1.2)

or, more pragmatically, via the explicit formula(
n

m

)
=

n!

(n−m)!m!
, where n ≥ m ≥ 0.

It is a fundamental fact that these ratios of factorials are integers. There

are several ways of demonstrating this.

Analytical proof. Use the Pascal triangle relations(
n

m

)
=

(
n− 1

m

)
+

(
n− 1

m− 1

)
and mathematical induction.

Linear algebra proof. Use the generating function
n∑

m=0

(
n

m

)
tm = (1 + t)n = (1 + t) . . . (1 + t)︸ ︷︷ ︸

n times

∈ Z[t].

Combinatorial proof.
(
n
m

)
counts the number of m-element subsets of an

n-set.

Arithmetic proof. The order in which a prime p enters n! is computed in

Exercise 1.3. Setting x = (n−m)/pk and y = m/pk in the inequality

⌊x+ y⌋ − ⌊x⌋ − ⌊y⌋ ≥ 0,

and summing k over the positive integers, we see that

ordp

(
n

m

)
= ordp(n!)− ordp(m!)− ordp((n−m)!) ≥ 0 for any prime p.

You may find the last strategy most sophisticated. But it is truly arith-

metic!
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Exercise 1.4. The Catalan numbers are officially defined by

Cn =
1

n+ 1

(
2n

n

)
for n = 0, 1, 2, . . . .

(a) Prove that

Cn+1 =

n∑
i=0

CiCn−i for n ≥ 0.

(b) Show that the Catalan numbers are integral for any n ≥ 0.

Hint. You may choose neither to notice that Cn =
(
2n
n

)
−
(

2n
n+1

)
nor to use

part (a).

Binomial coefficients are a source of many other integral ratios of fac-

torials, like

(6n)!

n! (2n)! (3n)!
=

(
3n

n

)(
6n

3n

)
and

(5n)!2

n! (2n)! (3n)! (4n)!
=

(
5n

n

)(
5n

2n

)
.

There are however many other cases not reducible to binomials, like

n! (30n)!

(6n)! (10n)! (15n)!
. (1.3)

In 1850 Chebyshev used the integrality of these ratios to give a sharp upper

bound for the prime counting function.

Exercise 1.5. (a) Prove that for n > 0 the number (1.3) cannot be repre-

sented as a product of binomial coefficients.

(b) Show that Chebyshev’s numbers (1.3) are integral for any n ≥ 0.

Hint. (b) Use Exercise 1.3 and the inequality

f(x) = (⌊30x⌋+ ⌊x⌋)− (⌊6x⌋+ ⌊10x⌋+ ⌊15x⌋) ≥ 0 (1.4)

valid for all real x. The function f(x) assumes only integral values because

of the way it is defined; you need to demonstrate that f(x) is either 0 or

1 for all real x. In order to establish this, make use of y = ⌊y⌋ + {y}
where {y} is the fractional part of y (which is a 1-periodic function), so

that f(x) = ({6x}+ {10x}+ {15x})− ({30x}+ {x}) is 1-periodic and the

required property of x is to be shown for the range 0 ≤ x < 1 only.
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Chebyshev’s example falls into the category of more general factorial

ratios

Dn(a, b) =
(a1n)! · · · (arn)!
(b1n)! · · · (bsn)!

, (1.5)

where the integer vectors a = (a1, . . . , ar) and b = (b1, . . . , bs) satisfy the

balancing condition
r∑

i=1

ai =

s∑
j=1

bj

(which we will always assume in what follows) and the arithmetic condition

r∑
i=1

⌊aix⌋ −
s∑

j=1

⌊bjx⌋ ≥ 0 for x ∈ R. (1.6)

By the arithmetic proof above or by the arithmetic argument for part (b)

of Exercise 1.5 we conclude that condition (1.6) is sufficient and necessary

for the integrality of Dn(a, b). (Yes, indeed, it is necessary as well: if (1.6)

does not hold then, for many values of n, there are primes that show up in

the denominator of the corresponding Dn(a, b) with larger exponent than

in the denominator, because the corresponding analogue of function (1.4)

assumes negative values for some 0 ≤ x < 1.) This result [52] is known in

the literature as Landau’s criterion.

The same argument, based on the inequality

⌊2x⌋+ ⌊2y⌋ − ⌊x⌋ − ⌊x+ y⌋ − ⌊y⌋ ≥ 0,

shows that the so-called super-Catalan numbers, or the Gessel numbers

(after Gessel [35] who introduced them in 1992 with a combinatorial moti-

vation)

Gm,n =
(2m)! (2n)!

m! (m+ n)!n!

are integers as well for all m,n ≥ 0. Notice that when m = 1 this is just

two times the ordinary Catalan number Cn. But as for binomial coefficients

we can also prove that Gm,n ∈ Z using other techniques, for example, the

identity

Gm,n =

min{m,n}∑
k=−min{m,n}

(−1)k
(

2n

n+ k

)(
2m

m+ k

)
,

due to von Szily (1894). The latter may be challenging for you to verify

but it is algorithmically provable [61] meaning that there is no need for
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performing tedious calculations, which are required in the arithmetic argu-

ment. One can also prove the integrality of Gm,n by induction using the

initial conditions Gn,n = Gn,0 =
(
2n
n

)
and the formula

Gm,m+ℓ =

⌊ℓ/2⌋∑
k=0

2ℓ−2k

(
ℓ

2k

)
Gm,k (1.7)

due to Gessel [35]. The formulae of von Szily and Gessel originate from

analysis and combinatorics; their analogues for general integer-valued fac-

torial ratios Dn(a, b) are not known. This makes the arithmetic argument

quite exclusive.

1.3 The world of q-numbers

The material of this section may be considered as advanced to the reader

whose familiarity with polynomials, their reducibility and their zeros (of-

ten called roots) in finite extensions of the field of Q is still in a developing

process. We touch these aspects in greater detail in Section 6.1; but al-

ready at this point it is useful to single out a particular family of monic

polynomials—cyclotomic polynomials

Φm(x) =

m∏
j=1

(j,m)=1

(x− e2πij/m). (1.8)

The product in (1.8) is taken over primitive roots of unity Um = {e2πij/m :

j = 1, . . . ,m, (j,m) = 1} of degree m, that is, over those α ∈ C for which

αm = 1 but αn ̸= 1 when 0 < n < m. There are natural bijections (au-

tomorphisms) of the set Um onto itself given by α 7→ αa, where integers

a satisfy (a,m) = 1; the inverse bijection is given by α 7→ αb with b such

that ab ≡ 1 (mod m). It is not hard to see that the set Gm of these

automorphisms has a structure of group, which is isomorphic to the (mul-

tiplicative) group (Z/mZ)∗ = {a (mod m) : (a,m) = 1}. The latter group

will be featured in many further discussions below; in particular, its order

φ(m) = |(Z/mZ)∗| known as Euler’s totient function will be computed.

The automorphisms from Gm (and they only!) permute the roots of unity

Um, hence leave the cyclotomic polynomial Φm(x) unchanged; they form

the Galois group of the polynomial. This explicit description immediately

implies that (1.8) is a polynomial with integral coefficients, irreducible over

Z and even over Q (so that any sub-product in (1.8) is not in Q[x]), of

degree φ(m).
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There is a natural context, in which these irreducible cyclotomic poly-

nomials are viewed as polynomial analogues of prime numbers, more accu-

rately, as deformed primes. For historical reasons, a traditional name for

variable in this deformation is q rather than x, so that the construction

below is a q-deformation of natural numbers.

Define q-numbers as

[n] = [n]q =
1− qn

1− q
= 1 + q + q2 + · · ·+ qn−1

for n = 1, 2, . . . . Clearly, [n]q → n in the limit as q → 1. The q-numbers

are polynomials of degree n − 1. Unlike the polynomials Φn(q) they are

in general reducible over Q. But because qn − 1 =
∏n

j=1(q − e2πij/n), we

essentially know all irreducible factors of [n]q: they are cyclotomic.

Exercise 1.6. (a) Show that, for n = 2, 3, . . . ,

[n]q =
∏
m|n
m>1

Φm(q). (1.9)

(b) Use the Möbius inversion formula to conclude from part (a) that for

the same range of n,

Φn(q) =
∏
m|n
m>1

[m]µ(n/m)
q .

Formula (1.9) tells us, in particular, that a q-number [n]q is an irre-

ducible polynomial if and only if n is prime, in which case [n]q coincides

with Φn(q). But it also suggests that the formula is a q-deformation of the

decomposition (1.1). This is a bit harder to believe to, since the q → 1

limit in (1.9) results in

n =
∏
m|n
m>1

Φm(1)

and this (more regular looking!) product does not really resemble (1.1).

Nevertheless the result truly duplicates the latter (if we accept to ignore

numerous ones that appear as values Φm(1)), because of the following eval-

uations.

Exercise 1.7. (a) Let p be prime. Verify that, for α ≥ 2, we have Φpα(q) =

Φpα−1(qp). In particular, Φpα(1) = p for any α ≥ 1.

(b) Show that, more generally,

Φpm(q) =

{
Φm(qp) if (m, p) = p,

Φm(qp)/Φm(q) if (m, p) = 1.
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(c) Using part (b) or otherwise prove that Φm(1) = 1 if m > 1 is not of

the form pα.

The next natural step in this story is defining q-factorials

[n]! = [n]q! =

n∏
k=1

[k]q,

whose irreducible polynomial factors are exclusively Φℓ(q) with ℓ = 2, 3,

4, . . . , and the q-binomial coefficients[
n

m

]
=

[
n

m

]
q

=
[n]!

[m]! [n−m]!

also known by name of Gaussian polynomials. Using (1.9) and arguing as

in Exercise 1.3 we conclude that

ordΦℓ(q)[n]! =

⌊
n

ℓ

⌋
for all ℓ = 2, 3, 4, . . . . (1.10)

In particular, this implies that
[
n
m

]
∈ Z[q]. (You may also verify the q-Pascal

triangle relations [
n

m

]
= qm

[
n− 1

m

]
+

[
n− 1

m− 1

]
which together with the boundary conditions

[
n
0

]
=
[
n
n

]
= 1 lead to the

same conclusion. There is also a q-deformation of the binomial theorem,

which we touch in Chapter 10.)

More generally, we conclude that the q-versions of the Chebyshev–

Landau ratios

Dn(a, b; q) =
[a1n]! · · · [arn]!
[b1n]! · · · [bsn]!

,

subject to the conditions
∑r

i=1 ai =
∑s

j=1 bj and (1.6), are all polynomials

in Z[q]. This latter property, which we may call q-integrality via the analogy

of what we have seen in Section 1.2, does not require from us any special

effort; all we use are the same inequalities (1.6), while the formula for

ordp n! is replaced with the (somewhat simpler) formula for ordΦℓ(q)[n]! .

There is an interesting counterpart here for the polynomials Dn(a, b; q)

which is not seen by the numbers Dn(a, b) = Dn(a, b; 1). We expect [79]

that all Dn(a, b; q) are not just polynomials in Z[q] but that they also have

non-negative coefficients. Note that the coefficients of their irreducible cy-

clotomic factors Φℓ(q) when ℓ is not of the form pα have both positive and

negative coefficients; this is an easy consequence of Exercise 1.7. Therefore,
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the expectation about non-negativity is not trivial; in fact, we do not know

how to prove it in the above generality, though some particular instances

can be shown by rather elementary means. For example, the non-negativity

of q-binomial coefficients follows from the q-Pascal triangle relations. Simi-

larly, a q-version of the identity (1.7) allows one to show the non-negativity

of the q-Gessel numbers

Gm,n(q) =
[2m]! [2n]!

[m]! [m+ n]! [n]!

for all m,n ≥ 0.

Exercise 1.8. In this exercise we look at very simple rational functions

Wq(m,n; k) =
(1− qmn)(1− qk)

(1− qm)(1− qn)
with (m,n) = 1.

(a) Show that Wq(m,n; k) are polynomials in Z[q].
(b) Show that the coefficients of Wq(m,n; k) are non-negative if k ≥

(m− 1)(n− 1). Can this happen for some k < (m− 1)(n− 1)?

Chapter notes

Though we have not yet come across the Riemann hypothesis (RH), it is

worth mentioning that the Chebyshev–Landau factorial ratios (1.5) show

up naturally in its potential resolution, thanks to the equivalent Nyman–

Beurling formulation. In relation with this, Bober [13] lists all such integral

factorial ratios subject to the condition s ≤ r+1 (which implies s = r+1).

Furthermore, the very same ratios show up in arithmetic study of so-called

mirror maps attached to Calabi–Yau manifolds and in characterisation of

globally bounded hypergeometric series; none of these advanced topics is

discussed in this book and therefore we do not even define them properly

(but check equation (10.15) in Chapter 10 for a definition of generalized

hypergeometric series). However Bober’s analysis makes crucial use of a

simple criterion, due to F. Rodŕıguez Villegas (2005), saying that the inte-

grality (1.5) when s = r + 1 is equivalent to the algebraicity of the corre-

sponding generating series
∞∑

n=0

Dn(a, b)z
n

(which is a hypergeometric series), that is, the latter satisfies a solution of

polynomial equation with coefficients in Z[z]. Writing such a polynomial

down is not plausible for most of the examples because the degree is large;
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it is equal to 483 840 in Chebyshev’s example (a1 = 1, a2 = 30, b1 = 6,

b2 = 10, b3 = 15). The expectation at the end of Section 1.3 raises naturally

the question whether there are methods to prove the integrality of the

Chebyshev–Landau factorial ratios without the arithmetic argument.

In Chapter 10 we return to the q-deformation as a main theme, so that

we discuss it in a more analytic context (while still aiming at applications

in number theory!). Here we would only highlight a q-deformation of a non-

integral— in fact a transcendental number (as we will see in Chapter 6),

namely the number π. Among many analytic expressions that define the

quantity (and we witness some more in Chapter 10) we single out the

classical representations

π = 4

∞∑
n=0

(−1)n

2n+ 1
(1.11)

due to Leibniz and

π =

(∫ ∞

−∞
e−x2

dx

)2

,

the Gaussian probability density integral. If we now define

πq = 1 + 4

∞∑
n=0

(−1)nq2n+1

1− q2n+1
, |q| < 1,

then it is not hard to check the ‘agreement’ with Leibniz formula:

lim
q→1
|q|<1

(1− q)πq = π

(recall that (1−q)/(1−q2n+1) = 1/[2n+1]q → 1/(2n+1) and also q2n+1 → 1

as q → 1). It is more difficult (as requires some knowledge from the theory

of modular forms) to convince yourself that for πq so defined we have a

different representation

πq =

( ∞∑
n=−∞

qn
2

)2

,

which is more in line with the Gaussian integral. Though such q-

deformations are not unique when based on a single formula, those that

fit several formulae are usually ones to consider; this strategy essentially

dictates πq to be essentially a canonical q-deformation of π.

Exercise 1.9. Show that

πq = 1 + 4

∞∑
m=1

qm

1 + q2m
.

Note that computing the limit of (1− q)πq as q → 1 is challenging for this

series representation.
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Chapter 2

Prime number theorem

For the entire duration of this chapter we stick to the standard convention

of using π(x) for counting the prime numbers less than or equal to x:

π(x) =
∑
p≤x

1;

here x > 0 is a real number. For example, π(1) = 0, π(10) = 4, π(1012) =

37 607 912 018 and π(pn) = n, where pn denotes the nth prime. No exact

formula for the function π(x) is known, though resolution of the famous

Riemann Hypothesis will give a reasonably simple way to legally compute

it. Here is some historical information about development of our knowledge

about the distribution of primes:

• Euclid: π(x) → ∞ as x→ ∞;

• Euler: π(x)/x→ 0 as x→ ∞;

• Chebyshev (1848): if the limit

lim
x→∞

π(x)

x/ lnx

exists then it is equal to 1;

• Hadamard and de la Vallée-Poussin (1896): the asymptotic distri-

bution of the prime numbers among the positive integers is given

by

π(x) ∼ x

lnx
as x→ ∞.

2.1 Chebyshev’s bounds for primes

Lemma 2.1. Let n be a positive prime and K = lcm(1, 2, . . . , 2n+ 1) (the

least common multiple). Then K > 4n.

13
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Proof. Consider the integral

I =

∫ 1

0

xn(1− x)ndx.

Since 0 < x(1 − x) ≤ 1
4 on the interval 0 < x < 1, we have 0 < I < 1/4n.

On the other hand,

xn(1− x)n = anx
n + an+1x

n+1 + · · ·+ a2nx
2n

for some integers an, an+1, . . . , a2n, so that the integration gives us

I =
an
n+ 1

+
an+2

n+ 2
+ · · ·+ a2n

2n+ 1
.

This implies that K × I is a positive integer; in particular, KI ≥ 1. The

latter estimate together with the bound I < 1/4n implies the claim.

Lemma 2.2. The product
∏

p≤x p over primes is bounded from above by

4x for each x ≥ 2.

Proof. It is sufficient to prove the statement for integral x, as then
∏

p≤x p =∏
p≤⌊x⌋ p < 4⌊x⌋ ≤ 4x.

Use the mathematical induction on integer x ≥ 2. The statement is

clearly true for x = 2, 3. Assume that it is true for all x < n, where

n ≥ 4, and show that it also holds for x = n. If n is even then
∏

p≤n p =∏
p≤n−1 p < 4n−1 < 4n. Therefore, let us concentrate on the case of odd n,

so that n = 2m− 1 for some m ≥ 3. Split our product into two parts,∏
p≤n

p =
∏

p≤2m−1

p =
∏
p≤m

p×
∏

m<p≤2m−1

p < 4m
(
2m− 1

m

)
,

since all the primes from the second product divide the factorials in the

numerator of the binomial coefficient(
2m− 1

m

)
=

(2m− 1)!

m! (m− 1)!

but do not divide the factorials in the denominator, so that Theorem 1.1

implies p |
(
2m−1

m

)
for all m < p ≤ 2m− 1. Using the binomial theorem in

the form

2×
(
2m− 1

m

)
=

(
2m− 1

m

)
+

(
2m− 1

m− 1

)
<

2m−1∑
k=0

(
2m− 1

k

)
= (1+1)2m−1,

we deduce
(
2m−1

m

)
< 22m−2 = 4m−1. Thus,

∏
p≤n p < 4m × 4m−1 = 4n in

the case of odd n as well.
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Theorem 2.1. There exist absolute positive real constants a and b such

that for all x ≥ 2 we have

a
x

lnx
< π(x) < b

x

lnx
.

Proof. We will prove the theorem with the constants a = 1
2 ln 2 and b =

6 ln 2 for x ≥ 6.

Choose n such that 2n + 1 ≤ x < 2n + 3 and take K = lcm(1, 2, . . . ,

2n+ 1) = pα1
1 · · · pαs

s , where s = π(2n+ 1). First notice that pαi
i ≤ 2n+ 1

for all i, as each pαi
i must appear on the list 1, 2, . . . , 2n + 1 of the first

natural numbers by the definition of the least common multiple. Therefore,

K = pα1
1 · · · pαs

s ≤ (2n+1)s. On the other hand, from the estimate derived

in Lemma 2.1 we find out that (2n+ 1)s > 4n. Taking the logarithm gives

π(x) ≥ π(2n+ 1) = s >
2n

log2(2n+ 1)
>
x− 3

log2 x
≥ x/2

log2 x
= a

x

lnx
.

Now proceed with the estimate from above. We have

π(x) =
∑
p≤x

1 =
∑

p≤
√
x

1 +
∑

√
x<p≤x

1

< π(
√
x) +

∑
√
x<p≤x

log2 p

log2
√
x
<

√
x+

2

log2 x

∑
p≤x

log2 p

=
√
x+

2

log2 x
log2

∏
p≤x

p ≤
√
x+

4x

log2 x
≤ 6x

log2 x
,

where Lemma 2.2 and the inequality
√
x ≤ 2x/ log2 x for x ≥ 6 were

used.

Chebyshev in 1848 deduced the estimates with much better constants

a ≈ 0.92129 and b ≈ 1.10555. To achieve, for example, the better choice

of b he used the integers (1.3) from Exercise 1.5 in place of the binomial

coefficients
(
2m−1

m

)
as we did in the proof of Lemma 2.2.

2.2 Riemann’s zeta function and its basic properties

Riemann’s zeta function is a complex-valued function

ζ(s) =

∞∑
n=1

1

ns

of argument s = σ + it ∈ C, where ns = es lnn = nσnit = nσ(cos(t lnn) +

i sin(t lnn)) so that |ns| = nσ.
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Lemma 2.3. The series defining the zeta function converges absolutely

in the half-plane Re s > 1 and defines there the analytic function ζ(s).

Furthermore,

ζ ′(s) = −
∞∑

n=1

lnn

ns
.

Proof. Fix real σ0 > 1. The functions

fn(s) =
1

ns

are analytic in the half-plane D : Re s ≥ σ0 and the series
∑∞

n=1 fn(z)

converges absolutely and uniformly, because of the uniform estimates
∞∑

n=1

∣∣∣∣ 1ns
∣∣∣∣ = ∞∑

n=1

1

nσ
≤

∞∑
n=1

1

nσ0

valid for all s ∈ D. By the Weierstrass theorem the sum of the series

ζ(s) =
∑∞

n=1 fn(s) is analytic in D and its derivatives ζ(k)(s) are given by∑∞
n=1 f

(k)
n (s) in D for all k = 1, 2, . . . .

Because the choice of σ0 > 1 is arbitrary, the analyticity of ζ(s) and

representation of ζ(k)(s) remain valid in the domain Re s > 1.

The von Mangoldt function is defined for positive integers n by

Λ(n) =

{
ln p if n = pk,

0 otherwise.

Lemma 2.4. In the half-plane Re s > 1, the representation

−ζ
′(s)

ζ(s)
=

∞∑
n=1

Λ(n)

ns

is valid.

Proof. As a warm-up we observe that, for n = pα1
1 · · · pαm

m , we have∑
d|n

Λ(d) =

m∑
i=1

αi∑
j=1

Λ(pji ) =

m∑
i=1

αi∑
j=1

ln pi =

m∑
i=1

αi ln pi

= ln(pα1
1 · · · pαm

m ) = lnn

(see Exercise 1.1).

Again, let σ0 > 1 be fixed. We have

ζ(s)

∞∑
k=1

Λ(k)

ks
=

∞∑
l=1

1

ls
×

∞∑
k=1

Λ(k)

ks



Tuesday 20th June, 2023 18:43 ws-book9x6 Analytic methods in number theory AMiNT-book page 17

Prime number theorem 17

(both series converge uniformly in the domain Re s ≥ σ0)

=

∞∑
l=1

∞∑
k=1

Λ(k)

(lk)s
=

∞∑
n=1

1

ns

∑
k|n

Λ(k) =

∞∑
n=1

lnn

ns
= −ζ ′(s).

The result now follows from noticing that σ0 can be chosen arbitrarily close

to 1.

Theorem 2.2. ζ(s) ̸= 0 for complex s from the half-plane Re s > 1.

Proof. Assume this is false and ζ(s) vanishes at s = s0, Re s0 > 1. Then

the logarithmic derivative of ζ(s) has a pole of order 1 at this point:

ζ ′(s)

ζ(s)
=

C

s− s0
+O(1)

in a neighbourhood of s = s0; in particular, no limit exists as s → s0. On

the other hand, by Lemma 2.4,

lim
s→s0

ζ ′(s)

ζ(s)
= −

∞∑
n=1

Λ(n)

ns0
,

the latter being an absolutely convergent series. Contradiction meaning

that no zero of ζ(s) exists in the half-plane Re s > 1.

In fact, Riemann’s zeta function also does not vanish in an open region

that includes the entire line Re s = 1. For our purposes though it will be

sufficient to check that ζ(s) ̸= 0 on the line, without entering the critical

strip 0 < Re s < 1.

Exercise 2.1. In the half-plane Re s > 1, prove that

ζ2(s) =

∞∑
n=1

τ(n)

ns
and

1

ζ(s)
=

∞∑
n=1

µ(n)

ns
,

where the function τ(n) is defined in Exercise 1.1 and µ(n) is the Möbius

function.

2.3 Analytic continuation of ζ(s) to the domain Re s > 0

Lemma 2.5 (Abel transformation). Let {ak}∞k=1 be a sequence of complex

numbers and g(t) a complex-valued differentiable function of real variable

t ∈ [1,∞). Then∑
1≤k≤x

akg(k) = A(x)g(x)−
∫ x

1

A(t)g′(t) dt,
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where

A(t) =
∑

1≤k≤t

ak.

Proof. Use the mathematical induction on n, where n − 1 < x ≤ n (in

other words, n = ⌈x⌉). For n = 1 we get the obvious identity a1g(1) =

A(1)g(1). Assume that the required equality is true for all x ≤ n; we

will then demonstrate its truth for x ∈ (n, n + 1]. Introduce the auxiliary

function

B(x) = A(x)g(x)−
∫ x

1

A(t)g′(t) dt,

so that we need to show that B(x) =
∑

k≤x akg(k). We have

B(x)−B(n) = A(x)g(x)−A(n)g(n)−
∫ x

n

A(t)g′(t) dt

= A(x)g(x)−A(n)g(n)−A(n)

∫ x

n

g′(t) dt

= A(x)g(x)−A(n)g(n)−A(n)(g(x)− g(n))

= (A(x)−A(n))g(x) =

{
0 if x < n+ 1,

an+1g(n+ 1) if x = n+ 1.

By the inductive hypothesis B(n) =
∑n

k=1 akg(k) implying the desired

formula B(x) =
∑

k≤x akg(k) for n < x ≤ n+ 1.

Consider the Abel transformation in a concrete situation. Take ak = 1

and g(t) = t−s, so that A(x) =
∑

k≤x ak = ⌊x⌋. Then
N∑

n=1

1

ns
=
∑
n≤N

ang(n) = A(N)g(N) + s

∫ N

1

⌊t⌋ dt
ts+1

=
N

Ns
+ s

∫ N

1

dt

ts
− s

∫ N

1

{t} dt
ts+1

=
1

Ns−1
+
st1−s

1− s

∣∣∣∣N
t=1

− s

∫ N

1

{t} dt
ts+1

=
1

Ns−1
+

s

1− s

1

Ns−1
− s

1− s
− s

∫ N

1

{t} dt
ts+1

=
1

(1− s)Ns−1
+

s

s− 1
− s

∫ N

1

{t} dt
ts+1

,

where {t} is the fractional part. Passing to the limit as N → ∞ we obtain

ζ(s) = lim
N→∞

N∑
n=1

1

ns
=

s

s− 1
− s

∫ ∞

1

{t} dt
ts+1

.
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To see the correctness of the limiting passage observe that, for each n ≥ 1,

the function

hn(s) =

∫ n+1

n

{t} dt
ts+1

=

∫ n+1

n

t− n

ts+1
dt

is analytic and the series

∞∑
n=1

hn(s) = lim
N→∞

∫ N+1

1

{t}dt
ts+1

=

∫ ∞

1

{t} dt
ts+1

converges absolutely and uniformly in the domain Re s ≥ σ0 for any σ0 > 0,

because of the estimate ∣∣∣∣ {t}ts+1

∣∣∣∣ ≤ 1

tσ+1

implying

|hn(s)| ≤
∫ n+1

n

dt

tσ+1
=

1

σnσ
− 1

σ(n+ 1)σ
,

hence

N∑
n=1

|hn(s)| ≤
N∑

n=1

(
1

σnσ
− 1

σ(n+ 1)σ

)
=

1

σ
− 1

σ(N + 1)σ
<

1

σ
≤ 1

σ0

for all integersN ≥ 1. We summarise our finding in the following statement.

Theorem 2.3 (analytic continuation of ζ(s)). The meromorphic function

ζ̂(s) =
s

s− 1
− s

∫ ∞

1

{t} dt
ts+1

= 1 +
1

s− 1
− s

∫ ∞

1

{t} dt
ts+1

defines the analytic continuation of ζ(s) to the half-plane Re s > 0, where

it has a single pole of order 1 at s = 1 with residue 1.

Remark. Another way to analytically continue Riemann’s zeta function to

the strip 0 < Re s < 1 is by means of the representation

(1− 21−s)ζ(s) =

∞∑
n=1

(−1)n−1

ns
.

Using it one can show that ζ(s) does not vanish for real s in the range

0 < s < 1.
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2.4 Euler’s product and absence of zeros of ζ(s) on the line

Re s = 1

A multiplicative function is an arithmetic function f(n) of a positive integer

n with the property that f(1) = 1 and, whenever a and b are coprime, then

f(ab) = f(a)f(b). A function f(n) is said to be completely (or totally) mul-

tiplicative if f(1) = 1 and f(ab) = f(a)f(b) holds for all positive integers a

and b.

Lemma 2.6. Let f be a completely multiplicative function for which the

series S =
∑∞

n=1 f(n) absolutely converges. Then

S =
∏
p

(1− f(p))−1,

where the product is over all primes.

Proof. First of all, check that |f(n)| < 1 for all n ≥ 2. Indeed, if this is not

the case, |f(n)| ≥ 1 for some n ≥ 2, then |f(nk)| = |f(n)|k ≥ 1 so that the

necessary condition f(nk) → 0 as k → ∞ for convergence of the series S is

violated. With the bound |f(p)| < 1 for any prime p in mind, we can write

the geometric series

(1− f(p))−1 =

∞∑
k=0

f(p)k =

∞∑
k=0

f(pk),

which together with the complete multiplicativity of f(n) and the funda-

mental theorem of arithmetic (Theorem 1.1) imply∏
p≤x

(1− f(p))−1 =
∑

n=p
α1
1 ···pαm

m
pi≤x

f(n) = S −
∑

n:p|n for some p>x

f(n).

It follows from this result that∣∣∣∣S −
∏
p≤x

(1− f(p))−1

∣∣∣∣ ≤ ∑
n:p|n for some p>x

|f(n)| ≤
∑
n>x

|f(n)| =
∑

n>⌊x⌋

|f(n)|.

The latter sum is a tail of the absolutely convergent series
∑∞

n=1 |f(n)|,
thus it tends to 0 as x→ ∞. This proves the required limiting relation.

Theorem 2.4 (Euler’s product for ζ(s)). In the half-plane Re s > 1, the

following representation takes place:

ζ(s) =
∏
p

(
1− 1

ps

)−1

.
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Proof. Apply Lemma 2.6 to the completely multiplicative function f(n) =

1/ns.

Exercise 2.2 (Euler). Use Theorem 2.4 to show that the series∑
p

1

p

diverges. Conclude from this that there are infinitely many primes.

Now notice the following nice but elementary inequality.

Lemma 2.7. We have

|(1− r)3(1− reiθ)4(1− re2iθ)| ≤ 1, where 0 < r < 1.

Proof. Denote M = |(1 − r)3(1 − reiθ)4(1 − re2iθ)| and observe that

Re ln(1− z) = ln |1− z| for all z inside the unit disc, |z| < 1. Therefore,

lnM = 3 ln |1− r|+ 4 ln |1− reiθ|+ ln |1− re2iθ|
= Re

(
3 ln(1− r) + 4 ln(1− reiθ) + ln(1− re2iθ)

)
= −Re

(
3

∞∑
n=1

rn

n
+ 4

∞∑
n=1

rneinθ

n
+

∞∑
n=1

rne2inθ

n

)

= −
∞∑

n=1

rn

n
Re(3 + 4einθ + e2inθ)

= −
∞∑

n=1

rn

n
(3 + 4 cosnθ + cos 2nθ)

= −
∞∑

n=1

rn

n
× 2(1 + cosnθ)2 ≤ 0

implying that M ≤ 1.

Theorem 2.5. If Re s = 1 then ζ(s) ̸= 0.

Proof. It follows from the lemma and Euler’s representation of Riemann’s

zeta function (Theorem 2.4) that

|ζ3(σ)ζ4(σ+it)ζ(σ+2it)| =
∏
p

|(1−p−σ)3(1−p−(σ+it))4(1−p−(σ+2it))|−1 ≥ 1

for σ > 1. Furthermore, Theorem 2.3 implies that

ζ(σ) =
σ

σ − 1
− σ

∫ ∞

1

{t} dt
tσ+1

≤ σ

σ − 1
,
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so that ζ(σ) = O((σ− 1)−1) as σ → 1+. Assume that s0 = 1+ it0 for some

t0 ̸= 0 is a zero of ζ(s) on the line Re s = 1. Then ζ(σ+ it0) = O(s− s0) =

O(σ − 1) and ζ(σ + 2it0) = O(1) as σ → 1+. Then

|ζ3(σ)ζ4(σ + it0)ζ(σ + 2it0)| = O
(
(σ − 1)−3 · (σ − 1)4 · 1

)
= O(σ − 1) as σ → 1+,

so that |ζ3(σ)ζ4(σ + it0)ζ(σ + 2it0)| can be made arbitrary close to 0 con-

tradicting to the earlier established bound for the expression.

2.5 Upper estimates for ζ′(s)/ζ(s)

In what follows s = σ+it. The goal of this section is to give upper estimates

for the absolute value of the logarithmic derivative of ζ(s) in the domain

1 ≤ σ ≤ 2, |t| ≥ 3.

Lemma 2.8. In the domain 1 ≤ σ ≤ 2, |t| ≥ 3, the following estimates

take place:

|ζ(s)| ≤ 5 ln |t| and |ζ ′(s)| ≤ 8 ln2 |t|.

Proof. In the domain under consideration, the function ζ(s) is analytic and

computed by the formula

ζ(s) =

N∑
n=1

1

ns
+

1

(s− 1)Ns−1
− s

∫ ∞

N

{t} dt
ts+1

(see Section 2.3). Differentiating both sides of the representation in the

domain we also get

ζ ′(s) = −
N∑

n=1

lnn

ns
− 1

(s− 1)2Ns−1
− lnN

(s− 1)Ns−1

−
∫ ∞

N

{t} dt
ts+1

+ s

∫ ∞

N

{t} ln tdt
ts+1

.

In these formulas we choose N = ⌊|t|⌋ ≥ 3. Then∣∣∣∣ N∑
n=1

1

ns

∣∣∣∣ ≤ N∑
n=1

∣∣∣∣ 1ns
∣∣∣∣ = N∑

n=1

1

nσ
≤

N∑
n=1

1

n
≤ 1 +

∫ N

1

dx

x

= 1 + lnN ≤ 2 ln |t|,∣∣∣∣ N∑
n=1

lnn

ns

∣∣∣∣ ≤ N∑
n=1

lnn

n
≤ ln 2

2
+

ln 3

3
+

∫ N

3

lnx dx

x

=
ln 2

2
+

ln 3

3
+

ln2N

2
− ln2 3

2
≤ ln2N ≤ ln2 |t|,
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∣∣∣∣∫ ∞

N

{t} dt
ts+1

∣∣∣∣ ≤ ∫ ∞

N

dt

tσ+1
≤
∫ ∞

N

dt

t2
=

1

N
≤ 1,∣∣∣∣s∫ ∞

N

{t} dt
ts+1

∣∣∣∣ ≤ |s|
N

≤ σ + |t|
N

≤ 2 + (N + 1)

N
= 1 +

3

N
≤ 2,∣∣∣∣ 1

(s− 1)Ns−1

∣∣∣∣ = 1

|s− 1|Nσ−1
≤ 1

|s− 1|
≤ 1,∣∣∣∣ 1

(s− 1)2Ns−1

∣∣∣∣ ≤ 1

|s− 1|2
≤ 1,∣∣∣∣ lnN

(s− 1)Ns−1

∣∣∣∣ ≤ lnN

|s− 1|
≤ lnN ≤ ln |t|

and, finally,∣∣∣∣s∫ ∞

N

{t} ln tdt
ts+1

∣∣∣∣ ≤ |s|
∫ ∞

N

ln tdt

t2
= |s|

(
−1 + ln t

t

)∣∣∣∣∞
t=N

=
|s|
N

(1 + lnN) ≤ 2(1 + ln |t|).

Thus,

|ζ(s)| ≤ 2 ln |t|+ 1 + 2 ≤ 5 ln |t|,
|ζ ′(s)| ≤ ln2 |t|+ 1 + ln |t|+ 1 + 2(1 + ln |t|) ≤ 8 ln2 |t|.

Lemma 2.9. In the domain 1 ≤ σ ≤ 2, |t| ≥ 3, the following estimate

holds: ∣∣∣∣ζ ′(s)ζ(s)

∣∣∣∣ ≤ C ln9 |t|, where C = 223.

Proof. By Lemma 2.7 and Theorem 2.4 we have

|ζ3(σ)ζ4(σ + it)ζ(σ + 2it)| ≥ 1

(see also the proof of Theorem 2.5). In particular, we conclude that

|ζ(s)| = |ζ(σ + it)| ≥ |ζ(σ)|−3/4|ζ(σ + 2it)|−1/4.

It follows from Theorem 2.3 that

ζ(σ) =
σ

σ − 1
− σ

∫ ∞

1

{t} dt
tσ+1

≤ σ

σ − 1

for all σ > 1, so that

ζ(σ) ≤ 2

σ − 1
≤ 2C ln9 |t|
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for all σ ≥ σ1 = 1 + 1/(C ln9 |t|). Lemma 2.8 implies the estimate

|ζ(σ + 2it)| ≤ 5 ln(2|t|) ≤ 16 ln |t|,
so that

|ζ(s)| ≥ (2C ln9 |t|)−3/4(16 ln |t|)−1/4 = 16C−1 ln−7 |t|
in the domain σ1 ≤ σ ≤ 2, |t| ≥ 3. But then for σ in the range 1 ≤ σ < σ1
we have from the mean value theorem and the estimate of Lemma 2.8 for

ζ ′(s),

|ζ(s)| ≥ |ζ(σ1 + it)| − |ζ(σ1 + it)− ζ(σ + it)|

= |ζ(σ1 + it)| −
∣∣∣∣∫ σ1

σ

ζ ′(u+ it) du

∣∣∣∣
≥ 16C−1 ln−7 |t| − (σ1 − σ)× 8 ln2 |t|
≥ 16C−1 ln−7 |t| − 8C−1 ln−7 |t|
= 8C−1 ln−7 |t|.

This means that the estimate

|ζ(s)| ≥ 8C−1 ln−7 |t|
holds for all s from the domain 1 ≤ σ ≤ 2, |t| ≥ 3. Then Lemma 2.8 is used

again to conclude with the estimate∣∣∣∣ζ ′(s)ζ(s)

∣∣∣∣ ≤ 8 ln2 |t|
8C−1 ln−7 |t|

= C ln9 |t|.

2.6 Chebyshev’s function ψ(x).

Reduction of the prime number theorem

Recall the prime counting function

π(x) =
∑
p≤x

1

and introduce the related Chebyshev function

ψ(x) =
∑
n≤x

Λ(n) =
∑

pm≤x

ln p,

where the summation is over all pairs of primes p and exponents m subject

to pm ≤ x. The latter inequality implies that m ≤ (lnx)/(ln p) so that

ψ(x) =
∑
p≤x

⌊
lnx

ln p

⌋
ln p.

In particular, we have

π(x) lnx− ψ(x) =
∑
p≤x

(
lnx

ln p
−
⌊
lnx

ln p

⌋)
ln p =

∑
p≤x

{
lnx

ln p

}
ln p ≥ 0

for all x > 0.
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Lemma 2.10. The following asymptotic takes place: ψ(x) = π(x) lnx +

o(x) as x→ ∞.

Proof. Clearly, {
lnx

ln p

}
ln p ≤ ln p

for all primes p, and we also have{
lnx

ln p

}
ln p = lnx−

⌊
lnx

ln p

⌋
ln p ≤ lnx− ln p = ln

x

p

when p ≤ x. Using now the upper bound π(y) < by/(ln y) for y ≥ 2 from

Theorem 2.1 we find, for x ≥ 8 > e2, that

π(x) lnx− ψ(x) =
∑

p≤x/(ln x)

{
lnx

ln p

}
ln p+

∑
x/(ln x)<p≤x

{
lnx

ln p

}
ln p

≤
∑

p≤x/(ln x)

ln p+
∑

x/(ln x)<p≤x

ln
x

p

≤
∑

p≤x/(ln x)

ln

(
x

lnx

)
+

∑
x/(ln x)<p≤x

ln(lnx)

≤ ln

(
x

lnx

)
· π
(

x

lnx

)
+ ln lnx · π(x)

≤ b
x

lnx
+ ln lnx · bx

log x
=
bx(1 + ln lnx)

lnx
.

Thus,

0 ≤ π(x) lnx− ψ(x)

x
≤ b(1 + ln lnx)

lnx
→ 0 as x→ ∞

and the required asymptotics follows.

Lemma 2.10 means that the asymptotic distribution of primes,

π(x) ∼ x

lnx
as x→ ∞,

is equivalent to ψ(x) = x + o(x) as x → ∞. The next statement reduces

establishing of the latter to verifying the asymptotic relation ω(x) = x+o(x)

as x→ ∞, where

ω(x) =

∫ x

1

ψ(t)

t
dt.

Lemma 2.11 (further reduction). If ω(x) = x+ o(x) as x→ ∞, then also

ψ(x) = x+ o(x) and so π(x) ∼ x/(lnx) as x→ ∞.
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Proof. Suppose that the asymptotics ω(x) = x + o(x) as x → ∞ is estab-

lished. Take an arbitrary ε in the range 0 < ε < 1. Because the function

ψ(t) is monotone increasing, we get

ω((1 + ε)x)− ω(x) =

∫ (1+ε)x

x

ψ(t) dt

t
≥ ψ(x)

∫ (1+ε)x

x

dt

t
= ψ(x) ln(1 + ε),

hence

lim sup
x→∞

ψ(x)

x
≤ 1

ln(1 + ε)
lim
x→∞

ω((1 + ε)x)− ω(x)

x
=

ε

ln(1 + ε)
.

Since the estimate is true for any ε > 0, it remains valid as ε→ 0+ and we

obtain

lim sup
x→∞

ψ(x)

x
≤ lim

ε→0+

ε

ln(1 + ε)
= 1.

Similar consideration leads to

ω(x)− ω((1− ε)x) =

∫ x

(1−ε)x

ψ(t) dt

t
≤ ψ(x)

∫ x

(1−ε)x

dt

t
= ψ(x) ln

1

1− ε
,

therefore

lim inf
x→∞

ψ(x)

x
≥ 1

ln(1/(1− ε))
lim
x→∞

ω(x)− ω((1− ε)x)

x
=

ε

− ln(1− ε)

and

lim inf
x→∞

ψ(x)

x
≥ lim

ε→0+

ε

− ln(1− ε)
= 1.

2.7 Integral representation for ω(x)

Lemma 2.12. For a, b > 0, we have

1

2πi

∫ a+i∞

a−i∞

bs

s2
ds =

{
ln b if b ≥ 1,

0 if 0 < b < 1,

where the integration is performed along the vertical line Re s = a.

Proof. For s = a+ it, ∣∣∣∣ bss2
∣∣∣∣ = ba

a2 + t2
;

therefore, the integral under consideration converges absolutely. Consider

first the case b ≥ 1 and the integral

I(r) =
1

2πi

∫
Γ

bs

s2
ds
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Fig. 2.1 The contour for b ≥ 1 (left) and 0 < b < 1 (right)

along the closed contour (on the left of Fig. 2.1) consisting of the arc of

radius r centred at 0 from the left of the line Re s = a and the segment

joining the endpoints of the arc on the line.

Inside the contour, the integrand has a single pole of order 2 at s = 0

and, because of the Laurent expansion

bs

s2
=
es ln b

s2
=

1

s2
+

ln b

s
+

1

2
ln2 b+ · · · ,

we have I(r) = ln b so that

1

2πi

∫ a+ir0

a−ir0

bs

s2
ds = ln b− 1

2πi

∫
arc

bs

s2
ds,

where r0 =
√
r2 − a2. Furthermore, |bs| = bRe s ≤ ba on the contour, since

b ≥ 1 and Re s ≤ a, and for the integral along the arc alone,∣∣∣∣ 1

2πi

∫
arc

bs

s2
ds

∣∣∣∣ ≤ 1

2π

∫
arc

|ds| × ba

r2
≤ ba

r
→ 0 as r → ∞,

implying that

1

2πi
lim

r0→∞

∫ a+ir0

a−ir0

bs

s2
ds = ln b.

In the case 0 < b < 1, we use the closed contour Γ depicted on the right

of Fig. 2.1. The corresponding integral I(r) now vanishes, because there

are no poles inside Γ. In this case |bs| = bRe s ≤ ba on Γ, so that the same

estimate for the integral along the arc is valid, and we conclude with the

value as above.
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Theorem 2.6. For a > 1 and x ≥ 2, the following integral representation

is valid:

ω(x) =
1

2πi

∫ a+i∞

a−i∞

(
−ζ

′(s)

ζ(s)

)
xs

s2
ds,

and the integral absolutely converges.

Proof. It follows from Lemma 2.4 that on the line Re s = a,∣∣∣∣−ζ ′(s)ζ(s)

∣∣∣∣ ≤ ∞∑
n=2

Λ(n)

na
≤

∞∑
n=2

lnn

na
.

This implies the absolute convergence of the integral. In the Abel trans-

formation, Lemma 2.5, take ak = Λ(k) and g(t) = ln(x/t). Then

A(t) =
∑

k≤t ak = ψ(t), Chebyshev’s function, hence∑
n≤x

Λ(n) ln
x

n
= ψ(x) ln 1 +

∫ x

1

ψ(t)
dt

t
= ω(x).

It follows from Lemma 2.12 that

1

2πi

∫ a+i∞

a−i∞

(
x

n

)s
ds

s2
=

{
ln(x/n) if n ≤ x,

0 if n > x,

while Lemma 2.4 implies(
−ζ

′(s)

ζ(s)

)
xs

s2
=

∞∑
n=2

Λ(n)

(
x

n

)s
1

s2
.

Combining the two results we obtain

ω(x) =
∑
n≤x

Λ(n) ln
x

n
=
∑
n≤x

Λ(n)
1

2πi

∫ a+i∞

a−i∞

(
x

n

)s
ds

s2

=

∞∑
n=2

Λ(n)
1

2πi

∫ a+i∞

a−i∞

(
x

n

)s
ds

s2

=
1

2πi

∫ a+i∞

a−i∞

∞∑
n=2

Λ(n)

(
x

n

)s
ds

s2

=
1

2πi

∫ a+i∞

a−i∞

(
−ζ

′(s)

ζ(s)

)
xs

s2
ds,

the desired identity, so we only need to justify the interchange of summation

and integration. For the latter, notice that∣∣∣∣Λ(n)(xn
)s

1

s2

∣∣∣∣ ≤ lnn

a2

(
x

n

)a
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on the contour of integration Re s = a, hence the series
∞∑

n=2

Λ(n)

(
x

n

)s
1

s2

converges absolutely and uniformly on the line. This means that for each

T > 0, we have the equality

1

2πi

∫ a+iT

a−iT

(
−ζ

′(s)

ζ(s)

)
xs

s2
ds =

∞∑
n=2

1

2πi

∫ a+iT

a−iT

Λ(n)

(
x

n

)s
ds

s2
,

while the estimate∣∣∣∣ 1

2πi

∫ a+iT

a−iT

Λ(n)

(
x

n

)s
ds

s2

∣∣∣∣ ≤ lnn

2π

(
x

n

)a ∫ ∞

−∞

dt

a2 + t2
=

lnn

2a

(
x

n

)a

implies that the series over n converges uniformly on the set T > 0, so the

transition as T → ∞ is legal. This completes the proof of the theorem.

2.8 The principal asymptotics of ω(x)

Theorem 2.7. Suppose that ζ(s) does not vanish for s = σ+ it inside the

closed rectangle η ≤ σ ≤ 1, |t| ≤ T for some η < 1 and T > 0. Then

ω(x) = (1 +R(x))x, where

R(x) =
1

2πi

∫
Γ(T,η)

(
−ζ

′(s)

ζ(s)

)
xs−1

s2
ds

for the contour Γ(T, η) depicted on the left of Fig. 2.2.

Proof. For u > T , consider the contour Γ = Γ(u, T, η) on the right of

Fig. 2.2, which is symmetric along the real axis and in which the imaginary

parts of points B,C are equal to u. The function ζ(s) does not vanish inside

the contour and has a single simple point with residue 1 at s = 1, so that

ζ(s) = 1/(s− 1) + f(s) for some f(s) analytic inside and on the boundary

of Γ. Then

−ζ
′(s)

ζ(s)
=

1− (s− 1)2f ′(s)

1 + (s− 1)f(s)
× 1

s− 1
,

hence the function (
−ζ

′(s)

ζ(s)

)
xs

s2

has a single singularity inside Γ—the simple pole at s = 1 with residue

xs|s=1 = x implying

1

2πi

∫
Γ(u,T,η)

(
−ζ

′(s)

ζ(s)

)
xs

s2
ds = x.
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Fig. 2.2 The contour in Theorem 2.7 (left) and in its proof (right)

Now estimate the integral along the segment BC (and similarly, alongHA):∣∣∣∣ 1

2πi

∫ 2+iu

1+iu

(
−ζ

′(s)

ζ(s)

)
xs−1

s2
ds

∣∣∣∣ ≤ C
ln9 u

u2
x2 → 0 as u→ ∞.

Thus, taking the limit as u→ ∞ in the former expression and using

ω(x) =
1

2πi

∫ 2+i∞

2−i∞

(
−ζ

′(s)

ζ(s)

)
xs

s2
ds

(here the convergence is absolute), we arrive at the desired claim.

Lemma 2.13. For the function R(x) defined in Theorem 2.7 we have

R(x) → 0 as x→ ∞.

Proof. Notice that we can manipulate with choosing η < 1 and T > 0; the

only constraints is that ζ(s) should not vanish inside and on the sides of

the rectangle η ≤ Re s ≤ 1, | Im s| ≤ T .

Take an arbitrary ε > 0. It follows from Lemma 2.9 that∣∣∣∣ζ ′(1 + it)

ζ(1 + it)

xit

(1 + it)2

∣∣∣∣ ≤ C ln9 |t|
1 + t2

for |t| ≥ 3.

This means that we can pick up some T = T (ε) > 3 independent of x, for

which ∣∣∣∣ 1

2πi

∫ 1+i∞

1+iT

(
−ζ

′(s)

ζ(s)

)
xs−1

s2
ds

∣∣∣∣ ≤ 1

2π

∫ ∞

T

C ln9 |t|
1 + t2

dt <
ε

5
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and ∣∣∣∣ 1

2πi

∫ 1−iT

1−i∞

(
−ζ

′(s)

ζ(s)

)
xs−1

s2
ds

∣∣∣∣ ≤ 1

2π

∫ ∞

T

C ln9 |t|
1 + t2

dt <
ε

5
.

Since the function ζ(s) does not vanish on the interval [1− iT, 1+ iT ] for T
so chosen, we can choose some δ < 1 in such a way that there are no zeros

of ζ(s) inside the rectangle η ≤ Re s ≤ 1, | Im s| ≤ T . The function(
−ζ

′(s)

ζ(s)

)
1

s2

is continuous on the sides [1− iT, η− iT ], [η− iT, η+ iT ] and [η+ iT, 1+ iT ]

of the rectangle, hence ∣∣∣∣(−ζ ′(s)ζ(s)

)
1

s2

∣∣∣∣ ≤M

on those sides for some M =M(T, η) > 0. This implies that∣∣∣∣ 1

2πi

∫ 1+iT

η+iT

(
−ζ

′(s)

ζ(s)

)
xs−1

s2
ds

∣∣∣∣ ≤ M

2π

∫ 1

η

xσ−1 dσ =
M

2πx

∫ 1

η

eσ ln x dσ

=
M

2πx lnx
eσ ln x

∣∣1
σ=η

<
M

2πx lnx
eln x =

M

2π lnx
and, similarly, ∣∣∣∣ 1

2πi

∫ η−iT

1−iT

(
−ζ

′(s)

ζ(s)

)
xs−1

s2
ds

∣∣∣∣ < M

2π lnx
,

while ∣∣∣∣ 1

2πi

∫ η+iT

η−iT

(
−ζ

′(s)

ζ(s)

)
xs−1

s2
ds

∣∣∣∣ ≤ Mxσ−1

2π

∫ T

−T

dt =
MT

π
xσ−1.

By choosing x sufficiently large, x > X = X(T, η), we can make all these

latter three integrals less than ε/5. Combining the five estimates for the

integrals involved in computation of R(x), we see that there is a choice of

T > 0, η < 1 and X > 0 such that

|R(x)| =
∣∣∣∣ 1

2πi

∫
Γ(T,η)

(
−ζ

′(s)

ζ(s)

)
xs−1

s2
ds

∣∣∣∣ ≤ ε

for all x > X. This concludes the proof of our lemma.

Theorem 2.8 (prime number theorem). For the prime counting function

π(x), we have

π(x) ∼ x

lnx
as x→ ∞.
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Proof. It follows from Theorem 2.7 and Lemma 2.13 that ω(x) = x+ o(x)

as x→ ∞. By Lemma 2.11 this implies the asymptotics of π(x).

Exercise 2.3. Let p1 = 2 < p2 = 3 < · · · < pn < · · · be the sequence of all

primes. Show that

pn ∼ n lnn as n→ ∞.

Exercise 2.4. For Re s > 1, show that

Γ(s)ζ(s) =

∫ +∞

0

xs−1

ex − 1
dx.

Exercise 2.5. Show that if a > 1 and x > 1 is not an integer then∑
1≤n≤x

µ(n) =
1

2πi

∫ a+i∞

a−i∞

1

ζ(s)

xs

s
ds,

where µ(n) is the Möbius function.

Hint. Use Exercise 2.1.

Exercise 2.6. Use the previous exercise to deduce that∑
1≤n≤x

µ(n) = o(x) as x→ ∞.

Chapter notes

Based on Euler’s ideas (1737), Riemann’s memoir Ueber die Anzahl der

Primzahlen unter einer gegebenen Grösse (1859) set up an analytic ap-

proach to questions concerning the distribution of prime numbers, in par-

ticular connecting those with the zeros of ζ(s) as a function of complex

variable s. Realisations of Riemann’s ideas for the asymptotic law of the

distribution of primes were found independently and in the same year (1896)

by J. Hadamard and Ch. J. de la Vallée Poussin (in Chapter 8 we witness

another longstanding problem with independent and simultaneous resolu-

tion—such coincidences are common in number theory). Decades later

different proofs of the prime number theorem were found including the ‘ele-

mentary’ proofs (without use of complex analysis, at the cost of being more

manipulative) of A. Selberg and P. Erdős (both published in 1949, with

independence of Erdős’s proof disputed).

It is generally recognised that problems about prime numbers represent

very old and most challenging problems not only in number theory but in
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mathematics in general; for this reason Analytic Number Theory is often

understood as a field dedicated exclusively to those. A spectacular recent

progress is already hard to overview, so we limit ourselves to mentioning the

Green–Tao theorem about arbitrarily long arithmetic progressions of prime

numbers [37] and the infinitude of bounded gaps between primes proven by

Y. Zhang [86] and later by J. Maynard [57] using a different method.

We return to the ‘prime’ topic in Chapter 5 to discuss the infinitude of

prime numbers in arithmetic progressions, the result proven by Dirichlet

long before Riemann’s memoir.
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Chapter 3

Riemann’s zeta function
and its multiple generalisation

3.1 Euler’s gamma function

Riemann’s zeta function is always accompanied by Euler’s gamma function

Γ(z) defined through the product expansion

1

Γ(z)
= zeγz

∞∏
k=1

(
1 +

z

k

)
e−z/k (3.1)

for its reciprocal. Here

γ = lim
n→∞

(
1 +

1

2
+

1

3
+ · · ·+ 1

n
− log n

)
= 0.57721566490153286060651209008240243104215933593992 . . .

is the Euler (or Euler–Mascheroni) constant. A theorem of Weierstrass

guarantees that 1/Γ(z) is an entire function with zeros at z = 0,−1,−2, . . . ,

and many properties of the gamma function, like the difference equation

Γ(z + 1) = zΓ(z), (3.2)

the reflection formula

Γ(z)Γ(1− z) =
1

z

∞∏
k=1

(
1− z2

k2

)−1

=
π

sinπz
(3.3)

and multiplication formula

Γ(z)Γ

(
z +

1

n

)
Γ

(
z +

2

n

)
· · ·Γ

(
z +

n− 1

n

)
= (2π)(n−1)/2n−nz+1/2Γ(nz),

(3.4)

follow straight from the defining product.

Exercise 3.1. Prove equations (3.2)–(3.4).

35
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We also take for granted from a complex analysis course the evaluation∫ ∞

0

e−ttz−1dt = Γ(z) (3.5)

of the Eulerian integral (of the second kind) in the domain Re z > 0.

Proposition 3.1. The logarithmic derivative ψ(z) = Γ′(z)/Γ(z) of the

gamma function serves a generating function for the values of Riemann’s

zeta function at positive integers. More specifically,

ψ(1− z) = −γ −
∞∑

m=1

ζ(m+ 1)zm for |z| < 1.

Proof. It follows from the logarithmic differentiation of (3.1) that

−ψ(z) = 1

z
+ γ +

∞∑
k=1

(
−1

k
+

1

k(1 + z/k)

)
for z ̸= 0,−1,−2, . . . . Furthermore, from (3.2) we have ψ(1 + z) = 1/z +

ψ(z). Thus,

−ψ(1− z) =
1

z
− ψ(−z) = γ +

∞∑
k=1

1

k

(
−1 +

1

1− z/k

)

= γ +

∞∑
k=1

1

k

∞∑
m=1

(
z

k

)m

= γ +

∞∑
m=1

zm
∞∑
k=1

1

km+1
,

with all the internal series converging in the disk |z| < 1.

Exercise 3.2. In this exercise we compute the Eulerian integral of the first

kind

B(α, β) =

∫ 1

0

xα−1(1− x)β−1 dx,

where Reα > 0 and Reβ > 0.

(a) Verify the following properties:

B(α, β) = B(β, α); B(α, β + 1) =
β

α
B(α+ 1, β);

B(α, β) = B(α+ 1, β) + B(α, β + 1); B(α, β + 1) =
β

α+ β
B(α, β).

(b) Show that

Γ(α)Γ(β) = 4 lim
R→∞

∫∫
[0,R]2

f(x, y) dxdy = 4 lim
R→∞

∫∫
SR

f(x, y) dxdy
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where f(x, y) = e−(x2+y2)x2α−1y2β−1 and SR is the circular sector x2+y2 ≤
R, x ≥ 0, y ≥ 0.

(c) Pass to the polar coordinates x = r cos θ, y = r sin θ in the integral∫∫
SR

f(x, y) dx dy

and use part (b) to conclude that

B(α, β) =
Γ(α)Γ(β)

Γ(α+ β)
.

Hint. (b) Write

Γ(α) =

∫ ∞

0

e−ttα−1 dt = 2

∫ ∞

0

e−x2

x2α−1 dx = 2 lim
R→∞

∫ R

0

e−x2

x2α−1 dx

and, similarly, for Γ(β); then show that∣∣∣∣∫∫
[0,R]2

f(x, y) dxdy −
∫∫

SR

f(x, y) dxdy

∣∣∣∣→ 0 as R→ ∞.

Exercise 3.3. (a) Show the integral expansion

ψ(z) = −γ +

∫ 1

0

1− tz−1

1− t
dt

in the half-plane Re z > 0.

(b) Prove that, for n = 1, 2, 3, . . . ,

ψ(n) = −γ +

n−1∑
k=1

1

k
.

3.2 Hurwitz’s zeta function

In order to analyse the properties of Riemann’s zeta function we turn our

attention to its slightly more general version

ζ(s, a) =

∞∑
n=0

1

(a+ n)s
(3.6)

known as Hurwitz’s zeta function. In this expression we treat a as a real

constant from the interval 0 < a ≤ 1 (though one can allow a to vary

over the real line, and even over the complex plane); again, the series in

(3.6) defines an analytic function of s in the region Re s > 1. Observe that

ζ(s, 1) = ζ(s).
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Proposition 3.2. For Re s > 1,

ζ(s, a) =
1

Γ(s)

∫ ∞

0

xs−1e−ax

1− e−x
dx.

Proof. We start with the following consequence of (3.5):

(a+ n)−sΓ(s) =

∫ ∞

0

xs−1e−(n+a)x dx.

Taking δ > 0, we have in the domain σ = Re s ≥ 1 + δ,

Γ(s)ζ(s, a) = lim
N→∞

N∑
n=0

∫ ∞

0

xs−1e−(n+a)x dx

= lim
N→∞

(∫ ∞

0

xs−1e−ax

1− e−x
dx−

∫ ∞

0

xs−1e−(N+1+a)x

1− e−x
dx

)
= lim

N→∞

(∫ ∞

0

xs−1e−ax

1− e−x
dx−

∫ ∞

0

xs−1e−(N+a)x

ex − 1
dx

)
.

Since ex ≥ 1 + x for x ≥ 0, the absolute value of the second integral is

estimated from above by the quantity∫ ∞

0

xσ−2e−(N+a)x dx = (a+N)1−σΓ(σ − 1),

which clearly tends to 0 as N → ∞ in view of σ − 1 ≥ δ > 0. This gives

the desired formula for Re s ≥ 1 + δ, hence for Re s > 1.

For real ρ > 0 (possibly, ρ = ∞), introduce a (Hankel-type) contour

D = D(ρ), which starts at z = ρ, passes once around the origin into the

positive direction (without crossing the half-line z ≥ 0) and ends up at

z = ρ. Our principal interest is in the integral∫
D(∞)

(−z)s−1e−az

1− e−z
dz = lim

ρ→∞

∫
D(ρ)

(−z)s−1e−az

1− e−z
dz

for a fixed s from the half-plane σ = Re s ≥ 1 + δ. To avoid the un-

wanted poles of the integrand, we further assume that the contours D(ρ)

do not contain the points ±2πin for n = 1, 2, . . . . We specify the branch

of (−z)s−1 = e(s−1) log(−z) by choosing the log(−z) to be real for negative

z; then −π ≤ arg(−z) ≤ π on the contours— this makes the integrand a

single-valued function on D(ρ). Of course, the integrand is not analytic

inside D(ρ) but we can still deform it within C\ [0,∞) to the contour going

along the upper bank of the cut [0,∞) from ρ to ε > 0, then making a

circle of radius ε around the origin and finally returning from ε to ρ along
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the lower bank of the cut. At the beginning we have arg(−z) = −π, so
that (−z)s−1 = e−πi(s−1)zs−1, and at the end we get arg(−z) = π, hence

(−z)s−1 = eπi(s−1)zs−1. We set −z = εeiθ on the circle. Therefore,∫
D(ρ)

(−z)s−1e−az

1− e−z
dz

= e−πi(s−1)

∫ ε

ρ

xs−1e−ax

1− e−x
dx+ i

∫ π

−π

(εeiθ)seaε(cos θ+i sin θ)

1− eε(cos θ+i sin θ)
dθ

+ eπi(s−1)

∫ ρ

ε

xs−1e−ax

1− e−x
dx

= −2i sinπs

∫ ρ

ε

xs−1e−ax

1− e−x
dx+ iεs−1

∫ π

−π

εeisθ+aε(cos θ+i sin θ)

1− eε(cos θ+i sin θ)
dθ

for 0 < ε ≤ ρ. As ε→ 0 we have εs−1 → 0 and∫ π

−π

εeisθ+aε(cos θ+i sin θ)

1− eε(cos θ+i sin θ)
dθ →

∫ π

−π

eisθ

cos θ + i sin θ
dθ =

∫ π

−π

ei(s−1)θ dθ,

since the integrand uniformly converges to its limit. We conclude that∫
D(ρ)

(−z)s−1e−az

1− e−z
dz = −2i sinπs

∫ ρ

0

xs−1e−ax

1− e−x
dx

implying∫
D(∞)

(−z)s−1e−az

1− e−z
dz = −2i sinπs

∫ ∞

0

xs−1e−ax

1− e−x
dx

= −2i sinπsΓ(s)ζ(s, a) = −2πi
ζ(s, a)

Γ(1− s)

on the basis of Proposition 3.2 and reflection formula (3.3). This brings us

to the following result.

Proposition 3.3. For Re s > 1,

ζ(s, a) = −Γ(1− s)

2πi

∫
D(∞)

(−z)s−1e−az

1− e−z
dz. (3.7)

The resulting integral is a single-valued analytic function of s for all

s ∈ C. Therefore, the only potential singularities of ζ(s, a) originate from

the singularities of Γ(1 − s), which are the points s = 1, 2, . . . , since the

integral provide the analytic continuation of ζ(s, a) to the entire complex

plane with the exception of these points. At the same time, we already

now the analyticity of ζ(s, a) in the domain Re s > 1 from its defining

series expansion (3.6). This leads us to the following.
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Proposition 3.4. The function ζ(s, a) is analytic in C besides s = 1, where

it has a simple pole with residue 1.

When a = 1, this implies the analytic properties of ζ(s).

Proof. By the argument above, the point s = 1 is the only candidate for a

singular point. Taking s = 1 in the integral (without the gamma prefactor)

we get the expression

1

2πi

∫
D(∞)

e−az

1− e−z
dz

which is equal to the residue of the integrand at z = 0: this is clearly equal

to 1. Combined with (3.7) this implies

lim
s→1

ζ(s, a)

Γ(1− s)
= −1.

It remains to recall that Γ(1−s) has a simple pole at s = 1 with residue −1.

Exercise 3.4. Show for Re s > 0,

(1− 21−s)ζ(s) =

∞∑
n=1

(−1)n−1

ns
=

1

Γ(s)

∫ ∞

0

xs−1

ex + 1
dx.

Exercise 3.5. Show for Re s > 1,

(2s − 1)ζ(s) = ζ

(
s,

1

2

)
=

2s

Γ(s)

∫ ∞

0

xs−1ex

e2x − 1
dx.

Exercise 3.6. Show for all s ̸= 1,

ζ(s) = − 21−sΓ(1− s)

2πi (21−s − 1)

∫
D(∞)

(−z)s−1

ez + 1
dz,

where the contour D(∞) does not contain inside the points

±πi,±3πi,±5πi, . . . .

Proposition 3.5 (Hurwitz). For 0 < a ≤ 1 and σ = Re s < 0,

ζ(s, a) =
2Γ(1− s)

(2π)1−s

(
sin

πs

2

∞∑
n=1

cos 2πan

n1−s
+ cos

πs

2

∞∑
n=1

sin 2πan

n1−s

)
. (3.8)

Proof. Consider the integral

− 1

2πi

∫
CN

(−z)s−1e−az

1− e−z
dz,



Tuesday 20th June, 2023 18:43 ws-book9x6 Analytic methods in number theory AMiNT-book page 41

Riemann’s zeta function and its multiple generalisation 41

where N is an odd positive integer, the contour CN is the circle centred

at the origin of radius Nπ going counter-clockwise from Nπ to Nπ. We

assume that arg(−z) = 0 at z = −Nπ.
In the domain bounded by the contours CN and D(Nπ), the function

(−z)s−1e−az/(1 − e−z) is analytic and single-valued, except for the poles

at ±2πi,±4πi, . . . ,±(N − 1)πi. Therefore,

1

2πi

∫
CN

(−z)s−1e−az

1− e−z
dz − 1

2πi

∫
D(Nπ)

(−z)s−1e−az

1− e−z
dz

=

(N−1)/2∑
n=1

(R+
n +R−

n ),

where R+
n and R−

n are the residues of the integrand at 2nπi and

−2nπi, respectively. When −z = 2nπe−πi/2, the residue is equal to

(2nπ)s−1e−πi(s−1)/2e−2anπi, so that

R+
n +R−

n = 2 (2nπ)s−1 sin

(
πs

2
+ 2πan

)
for n = 1, 2, . . . ,

N − 1

2
.

We obtain

− 1

2πi

∫
D(Nπ)

(−z)s−1e−az

1− e−z
dz =

2 sin πs
2

(2π)1−s

(N−1)/2∑
n=1

cos 2πan

n1−s

+
2 cos πs

2

(2π)1−s

(N−1)/2∑
n=1

sin 2πan

n1−s
− 1

2πi

∫
CN

(−z)s−1e−az

1− e−z
dz.

Furthermore, for 0 < a ≤ 1 we can find an absolute bound |e−az/(1 −
e−z)| < M for z ∈ CN , independent of N . This means that, for σ =

Re s < 0,∣∣∣∣ 1

2πi

∫
CN

(−z)s−1e−az

1− e−z
dz

∣∣∣∣ < M

2π

∫ π

−π

|(Nπ)seisθ|dθ

< M(Nπ)σeπ|s| → 0 as N → ∞.

Thus, letting N → ∞ in the above equality we arrive at the desired formula

(3.8). Note the (absolute) convergence of the both series when Re s < 0.

Theorem 3.1 (Riemann). The following functional equation is valid for

Riemann’s zeta function:

21−sΓ(s)ζ(s) cos
πs

2
= πsζ(1− s). (3.9)
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Proof. Take a = 1 in equation (3.8) and apply the reflection formula (3.3)

of the gamma function. This proves (3.9) in the domain Re s < 0. Since the

both sides are analytic in the larger domain C \ {0, 1} (besides the simple

poles at s = 0, 1), the result remains valid there by the theory of analytic

continuation.

Exercise 3.7. Show the function Γ(s/2)π−s/2ζ(s) does not change under

the involution s↔ 1− s.

It follows from (3.9) that ζ(s) has zeros at negative even integers; these

are called trivial zeros. In his famous 1859 memoir, Riemann suggested

that all other (non-trivial) zeros lie on the critical line Re s = 1/2, which

represents the symmetry of the functional equation.

3.3 Zeta values and Bernoulli numbers

One of interesting and still unsolved problems is the problem of determining

polynomial relations over Q for the numbers ζ(s), s = 2, 3, 4, . . . .

The first breakthrough in this direction is due to Euler, who showed

that ζ(2k) is always a rational multiple of π2k, where

π = 4

∞∑
n=0

(−1)n

2n+ 1

= 3.14159265358979323846264338327950288419716939937510 . . . .

Although we do not follow Euler’s original method, the derivation is worth

reproducing.

For a ∈ R, the Bernoulli polynomials Bs(a) ∈ Q[a], where s = 0, 1,

2, . . . , are defined by the generating function

zeaz

ez − 1
=

∞∑
s=0

Bs(a)
zs

s!
, (3.10)

while the Bernoulli numbers Bs ∈ Q, where s = 0, 1, 2, . . . , are simply

given by Bs = Bs(0). The latter means that the generating function of the

Bernoulli numbers is

z

ez − 1
=

∞∑
s=0

Bs
zs

s!
.

For example, B0 = 1, B1 = −1/2. The polynomials and numbers satisfy nu-

merous identities. As an example, we have the formulas B′
s(a) = sBs−1(a)
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and
N−1∑
k=M

ks−1 =
Bs(N)−Bs(M)

s

for s = 1, 2, . . . , and also the following ones.

Exercise 3.8. (a) Show that

Bs(a) =

s∑
k=0

(
s

k

)
Bka

s−k for s = 0, 1, 2, . . . .

(b) Verify that Bs = 0 for odd s ≥ 3.

(c) Verify that Bs(1) = Bs = Bs(0) for even s ≥ 0.

Lemma 3.1. For 0 < a ≤ 1 and s = −m a negative integer,

ζ(−m, a) = −Bm+1(a)

m+ 1
.

Proof. Recall the integral

1

2πi

∫
D(∞)

(−z)s−1e−az

1− e−z
dz = − ζ(s, a)

Γ(1− s)

from Proposition 3.3. If s is a negative integer, s = −m, the expression

(−z)s−1e−az

1− e−z

is a single-valued function of z, which is analytic in |z| < 2π, z ̸= 0. By

Cauchy’s integral theorem, the integral over D(∞) is equal to the residue

of the integrand at z = 0, that is, to the coefficient of z−s = zm in

(−1)s−1e−az

1− e−z
=

(−1)s−1

z

(−z) e−az

e−z − 1
=

(−1)m−1

z

∞∑
k=0

(−1)kBk(a)
zk

k!
.

It follows that

−ζ(−m, a)
m!

= − ζ(s, a)

Γ(1− s)

∣∣∣∣
s=−m

=
Bm+1(a)

(m+ 1)!
,

which implies the result.

When a = 1, we get the following consequence for Riemann’s zeta func-

tion (using also Exercise 3.8).

Proposition 3.6. For k = 1, 2, . . . , we have ζ(−2k) = 0 and ζ(1− 2k) =

B2k/(2k).

Exercise 3.9. Show that ζ(0, a) = 1
2 − a and ζ(0) = − 1

2 .
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Proposition 3.7. For k = 1, 2, . . . , we have

ζ(2k) = (−1)k−1 (2π)
2kB2k

2 (2k)!
.

Proof. This follows from Proposition 3.6 and the functional equation (3.9)

for s = 2k.

In particular,

ζ(2) =
π2

2 · 3
, ζ(4) =

π4

2 · 32 · 5
, ζ(6) =

π6

33 · 5 · 7
,

ζ(8) =
π8

2 · 33 · 52 · 7
, ζ(10) =

π10

35 · 5 · 7 · 11
,

ζ(12) =
691π12

36 · 53 · 72 · 11 · 13
, ζ(14) =

2π14

36 · 52 · 7 · 11 · 13
,

and so on.

Proposition 3.7 gives us a ‘closed form’ expression for the values of the

zeta function at even integers in terms of π and the (rational) Bernoulli

numbers. No similar formulae are known for the values at odd integers. In

Chapter 7 we touch questions about arithmetic nature of zeta values—the

values of ζ(s) at integers s ≥ 2; see there Conjecture 7.1.

The difficulty of proving that the ‘odd’ zeta values ζ(3), ζ(5), ζ(7), . . .

are algebraically independent with π over Q serves a motivation to intro-

ducing a multidimensional generalization of Riemann’s zeta function. For

positive integers s1, s2, . . . , sl with s1 > 1, consider the values of the multi-

ple (l-tuple) zeta function

ζ(s) = ζ(s1, s2, . . . , sl) =
∑

n1>n2>···>nl≥1

1

ns11 n
s2
2 · · ·nsll

; (3.11)

the corresponding multi-index s = (s1, s2, . . . , sl) will be further regarded

as admissible. The quantities (3.11) are called the multiple zeta values

(and abbreviated MZVs), or the multiple harmonic series, or the Euler

sums. The sums (3.11) for l = 2 were first investigated by Euler, who

obtained a family of identities connecting double and ordinary zeta values.

In particular, Euler proved the identity

ζ(2, 1) = ζ(3), (3.12)

which was several times rediscovered by others later.

Exercise 3.10. Find your own (elementary) proof of (3.12).
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The following exercise discusses q-deformations of (multiple) zeta values

(see also Section 1.3).

Exercise 3.11. Let σk(n) =
∑

d|n d
k the sum of the kth powers of the

divisors of n. In this exercise we assume that q is a complex parameter

from the unit disk |q| < 1.

(a) Show that σk(n) is a multiplicative function (see Section 2.4 and com-

pare with Exercise 1.1).

(b) Prove that
∞∑

n=1

σk(n)q
n =

∞∑
n=1

nkqn

1− qn
.

(c) Prove that
∞∑

n=1

σ1(n)q
n =

∞∑
n=1

qn

(1− qn)2

and deduce from this that

lim
q→1

(1− q)2
∞∑

n=1

σ1(n)q
n = ζ(2).

(d) Prove that
∞∑

n=1

σ2(n)q
n =

∞∑
n=1

qn(1 + qn)

(1− qn)3

and deduce from this that

lim
q→1

(1− q)3
∞∑

n=1

σ2(n)q
n = 2ζ(3).

(e) Demonstrate that
∞∑

n=1

qn

(1− qn)2

n∑
ℓ=1

1

1− qℓ
=

∞∑
n=1

σ2(n)q
n

and that the limiting case as q → 1 of this identity after both sides are

multiplied by (1− q)3 is precisely Euler’s relation (3.12).

(f) Generalise identities from parts (c) and (d) to the form
∞∑

n=1

σk(n)q
n =

∞∑
n=1

Pk(q
n)

(1− qn)k+1

and compute the limit

lim
q→1

(1− q)k+1
∞∑

n=1

σk(n)q
n.
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3.4 Analytic continuation of multiple zeta function

In this part, we discuss analytic properties of the multiple zeta function

(MZF)

ζ(s) =
∑

n1>n2>···>nl≥1

1

ns11 n
s2
2 · · ·nsll

(3.13)

as a function of complex variables s1, . . . , sl; the notation σ1, . . . , σl will be

used for the real parts of s1, . . . , sl.

Exercise 3.12. Show that the multiple series in (3.13) converges absolutely

in the domain

σ1 + · · ·+ σj = Re(s1 + · · ·+ sj) > j for every j = 1, . . . , l.

Conclude from this that the MZV is analytic in each of its variables in the

domain σ1 + · · ·+ σj > j, where j = 1, . . . , l.

Hint. Use mathematical induction on l and estimates∑
n>M

1

nσ
≤ 1

(σ − 1)Mσ−1
,

where M ≥ 1 is integral and σ > 1 is real, coming from the integral test

(when the partial sums of a series are compared to Riemann sums).

Lemma 3.2. For 0 < a ≤ 1 and an integer m ≥ 2,∑′

n∈Z

e2πina

(2πin)m
= −Bm(a)

m!
,

where the dash in summation corresponds to omitting the (problematic)

index n = 0.

Proof. Comparing Hurwitz’s equation (3.8),

ζ(s, a)

Γ(1− s)
=

2

(2π)1−s

∞∑
n=1

sin(πs/2 + 2πan)

n1−s

for s = −m+ 1, with the result of Lemma 3.1,

−Bm(a)

m!
=

ζ(s, a)

Γ(1− s)

∣∣∣∣
s=−m+1

,

we find

−Bm(a)

m!
= 2

∞∑
n=1

sin(−π(m− 1)/2 + 2πan)

(2πn)m
,
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which is exactly

(−1)k
∞∑

n=1

2 sin 2πan

(2πn)2k+1
=

∞∑
n=1

e2πina − e−2πina

(2πin)2k+1

=

∞∑
n=1

e2πina

(2πin)2k+1
+

∞∑
n=1

e−2πina

(−2πin)2k+1

or

(−1)k
∞∑

n=1

2 cos 2πan

(2πn)2k
=

∞∑
n=1

e2πina + e−2πina

(2πin)2k

=

∞∑
n=1

e2πina

(2πin)2k
+

∞∑
n=1

e−2πina

(−2πin)2k

depending on whether m = 2k + 1 is odd or m = 2k is even.

Lemma 3.3. For 0 < a ≤ 1 and any integer m ≥ 2,

|Bm(a)| < 4m!

(2π)m
.

Proof. It follows from Lemma 3.3 that

|Bm(a)| ≤ m!
∑′

n∈Z

1

(2πn)m
=

2m! ζ(m)

(2π)m
.

It remains to apply the trivial estimate ζ(m) ≤ ζ(2) = π2/6 < 2.

For the statement and application of the following classical result, it

will be convenient to introduce the periodic Bernoulli polynomials given by

B̃m(a) = Bm({a}), where { · } denotes the fractional part of a real number.

By Lemma 3.3 (and Exercise 3.8) we get the estimate

|B̃m(a)| < 4m!

(2π)m
for m = 2, 3, . . . , (3.14)

now valid for all real a.

Exercise 3.13. Verify the validity of (3.14) for m = 0, 1.

We will also implement the (standard) notation

(s)m =
Γ(s+m)

Γ(s)
=

{
s(s+ 1) · · · (s+m− 1) if m = 1, 2, . . . ,

1 if m = 0,
(3.15)

for the Pochhammer symbol, though it makes sense for any (not necessarily

integer or non-negative)m. For example, (s)−1 = Γ(s−1)/Γ(s) = 1/(s−1).
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Proposition 3.8 (Euler–Maclaurin summation). Let f(x) be a (complex-

valued) C∞ function on the real interval [1,∞). Then for any positive

integers N and m, m even,

N∑
n=1

f(n) =

∫ N

1

f(x) dx+
1

2

(
f(1) + f(N)

)
+

m∑
k=2

Bk

k!

(
f (k−1)(N)− f (k−1)(1)

)
− 1

m!

∫ N

1

B̃m(x)f (m)(x) dx.

Notice that the sum over k in the formula only involves k even, because

Bk = 0 for odd k ≥ 2.

Lemma 3.4. Given s ∈ C with Re s > 1, for integers M ≥ 1 and m ≥ 2,

m even, we have∑
n>M

1

ns
=

m∑
k=0

Bk

k!

(s)k−1

Ms+k−1
− (s)m

m!

∫ ∞

M

B̃m(x)

xs+m
dx.

Proof. Apply Proposition 3.8 with f(x) = 1/xs twice: when N → ∞ and

when N =M . Taking the difference of the results we arrive at∑
n>M

1

ns
=

∞∑
n=1

1

ns
−

M∑
n=1

1

ns

=

∫ ∞

M

f(x) dx− 1

2
f(M)−

m∑
k=2

Bk

k!
f (k−1)(M)

− 1

m!

∫ ∞

M

B̃m(x)f (m)(x) dx

=
1

(s− 1)Ms−1
− 1

2Ms
−

m∑
k=2

Bk

k!

(s)k−1

Ms+k−1
− (s)m

m!

∫ ∞

M

B̃m(x)

xs+m
dx,

which can be written in the desired form because B0 = 1 and B1 = −1/2.

Exercise 3.14. Use Lemma 3.4 (with M = 1, say) and the estimates of

Lemma 3.3 to show that Riemann’s zeta function can be analytically con-

tinued to the half-plane Re s > −L for any real L > 0.

Introduce the following discrete subset of Cl:

Σl =
{
s ∈ Cl : s1 ∈ {1}, s1 + s2 ∈ {1, 2} ∪ 2Z≤0,

s1 + · · ·+ sj ∈ Z≤j for j = 3, . . . , l
}
.
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The following general result provides the analytic continuation of the MZV

ζ(s) to a meromorphic function on Cl with (at most) simple poles given

by Σl.

Theorem 3.2. Assume l ≥ 2. Then for any s = (s1, . . . , sl) ∈ Cl \Σl and

an even m > l + |σ1|+ · · ·+ |σl|, we have

ζ(s) =

m∑
k=0

Bk

k!
(s1)k−1 · ζ(s1 + s2 + k − 1, s3, . . . , sl)

− (s1)m
m!

∑
n2>···>nl≥1

1

ns22 · · ·nsll

∫ ∞

n2

B̃m(x)

xs1+m
dx. (3.16)

Proof. The absolute convergence of the second series in the formula (3.16)

follows from the estimate∣∣∣∣∫ ∞

M

B̃m(x)

xs+m
dx

∣∣∣∣ ≤ 4m!

(2π)2m

∫ ∞

M

dx

xσ+m
=

4m!

(2π)2m(m− 1 + σ)Mm−1+σ
,

where σ = Re s, implying∑
n2>···>nl≥1

∣∣∣∣ 1

ns22 n
s3
3 · · ·nsll

∫ ∞

n2

B̃m(x)

xs1+m
dx

∣∣∣∣
≤ 4m!

(2π)2m(m− 1 + σ1)

∑
n2>···>nl≥1

1

nm−1+σ1+σ2
2 nσ3

3 · · ·nσl

l

.

For the latter sum we use
1

nσ1+σ2
2 nσ3

3 · · ·nσl

l

≤ n
|σ1|+|σ2|
2 n

|σ3|
3 · · ·n|σl|

l ≤ n
|σ1|+|σ2|+|σ3|+···+|σl|
2

and the fact that the number of integers n3, . . . , nl satisfying n2 > n3 >

· · · > nl ≥ 1 is bounded above by nl−2
2 (because each nj satisfies 1 ≤ nj <

n2), so that∑
n2>···>nl≥1

1

nm−1+σ1+σ2
2 nσ3

3 · · ·nσl

l

≤
∑
n2≥1

n
|σ1|+|σ2|+|σ3|+···+|σl|
2 nl−2

2

nm−1
2

converges when m > l + |σ1|+ · · ·+ |σl|.
Now, to get the formula (3.16) we apply Lemma 3.4 with s = s1, n = n1

andM = n2, and then perform the summation over n2 > n3 > · · · > nl ≥ 1.

It remains to carefully control the (potential) poles by induction on l.

Exercise 3.15. Show that the potential poles of ζ(s) at s ∈ Σl are at most

simple.
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Hint. Notice that the second (multiple) sum in (3.16) is analytic, so that

the only source for poles comes from

m∑
k=0

Bk

k!
(s1)k−1 · ζ(s1 + s2 + k − 1, s3, . . . , sl).

Use mathematical induction on l and the fact that ζ(s) (when l = 1) has

one simple pole at s = 1.

Chapter notes

Though the Whittaker–Watson textbook [80] remains our principal recom-

mendation for treatment of basic special functions, the book [77] is a min-

imalistic alternative, especially if planned as a real-life university course.

When it comes to the Bernoulli numbers and polynomials and their connec-

tion with zeta functions of various types, there is a way more to say—the

book [5] is a tremendous source on this topic.

The multiple zeta values and their generalisations have received a very

special attention and are under extensive studies during the last decades,

in connection with problems of not only number theory but also of combi-

natorics, algebra, analysis, algebraic geometry, quantum physics, and many

other branches of mathematics. This is a topic of its own, with many re-

sults and challenges left; the interested reader is advised to consult with

the books [20,87].
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Chapter 4

Continued fractions

4.1 Euclidean algorithm and continuants

Let a, b ∈ Z with a > b > 0. Defining r1 = b, consider the following

successive application of division with remainder:

a = a1r1 + r2, 0 < r2 < r1,

r1 = a2r2 + r3, 0 < r3 < r2,

...

rn−2 = an−1rn−1 + rn, 0 < rn < rn−1,

rn−1 = anrn + 0.

(4.1)

Then the last non-zero remainder rn is the greatest common divisor of a

and b.

Critically, the procedure (4.1) terminates at some step in view of the

following chain of inequalities:

b = r1 > r2 > · · · > rn−1 > rn > 0.

Also observe that on the last step we get an ≥ 2, as otherwise (an = 1) we

would have rn−1 = rn contradicting rn−1 < rn.

By applying consequently the steps of the Euclidean algorithm we de-

duce the representation

a

b
= a1 +

r2
r1

= a1 +
1

r1/r2
= · · · = a1 +

1

a2 +
1

a3 + ... +
1

an

, (4.2)

where a1, . . . , an ∈ Z>0 (with an ≥ 2) are the partial quotients of the

finite continued fraction for a/b. Notice that the intermediate divisors

51
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r2, . . . , rn do not appear in the continued fraction representation, so that

we can restrict ourselves to the case of a and b relatively prime, (a, b) = 1.

Furthermore, the representation (4.2) with an ≥ 2 is unique for a/b > 1

rational, because it is in a one-to-one correspondence with the steps in the

Euclidean algorithm.

Consider now a1, a2, a3, . . . as unknowns (variables) and define polyno-

mials pn = pn(a1, . . . , an) and qn = qn(a1, . . . , an) as follows: p1(a1) = a1,

q1(a1) = 1 and

pn(a1, a2, . . . , an) = a1pn−1(a2, . . . , an) + qn−1(a2, . . . , an),

qn(a1, a2, . . . , an) = pn−1(a2, . . . , an)
(4.3)

for n = 2, 3, . . . . One can also start (4.3) from n = 1 by setting p0( ) = 1

and q0( ) = 0.

Lemma 4.1. For n = 1, 2, . . . , we have

pn(a1, a2, . . . , an)

qn(a1, a2, . . . , an)
= a1 +

1

a2 +
1

a3 + ... +
1

an

.

Proof. This follows by induction on n from noticing that p1(a1)/q1(a1) = a1
and

pn(a1, a2, . . . , an)

qn(a1, a2, . . . , an)
=
a1pn−1(a2, . . . , an) + qn−1(a2, . . . , an)

pn−1(a2, . . . , an)

= a1 +
1

pn−1(a2, . . . , an)/qn−1(a2, . . . , an)
.

Lemma 4.2. We have the matrix identity(
pn(a1, a2, . . . , an)

qn(a1, a2, . . . , an)

)
=

(
a1 1

1 0

)(
pn−1(a2, . . . , an)

qn−1(a2, . . . , an)

)
.

Proof. This is just another way to write (4.3).

Iterating the identity of Lemma 4.2 we obtain(
pn(a1, a2, . . . , an)

qn(a1, a2, . . . , an)

)
=

(
a1 1

1 0

)(
a2 1

1 0

)
· · ·
(
an−1 1

1 0

)(
an
1

)
=

(
a1 1

1 0

)(
a2 1

1 0

)
· · ·
(
an−1 1

1 0

)(
an 1

1 0

)(
1

0

)
.

Using this we arrive at
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Lemma 4.3 (key identity). For pn = pn(a1, . . . , an), qn = qn(a1, . . . , an),

pn−1 = pn−1(a1, . . . , an−1) and qn−1 = qn−1(a1, . . . , an−1), we have the

matrix identity(
pn pn−1

qn qn−1

)
=

(
a1 1

1 0

)(
a2 1

1 0

)
· · ·
(
an−1 1

1 0

)(
an 1

1 0

)
.

In particular, this implies(
pn pn−1

qn qn−1

)
=

(
pn−1 pn−2

qn−1 qn−2

)(
an 1

1 0

)
,

hence for the first column on the left-hand side

pn = anpn−1 + pn−2,

qn = anqn−1 + qn−2,

for n = 2, 3, 4, . . . , where all the polynomials involved depend on a1, a2, . . .

(without the shift!).

Finally, we call the polynomial

C(a1, a2, . . . , an) = pn(a1, a2, . . . , an)

the continuant on variables a1, . . . , an. (We also set C( ) = 1 for the empty

set of variables.) It follows from (4.3) that

qn(a1, . . . , an) = C(a2, . . . , an),

so that Lemma 4.1 reads

C(a1, a2, . . . , an)

C(a2, . . . , an)
= a1 +

1

a2 +
1

a3 + ... +
1

an

.

Furthermore, the key identity assumes the form(
C(a1, a2, . . . , an−1, an) C(a1, a2, . . . , an−1)

C(a2, . . . , an−1, an) C(a2, . . . , an−1)

)
=

(
a1 1

1 0

)(
a2 1

1 0

)
· · ·
(
an−1 1

1 0

)(
an 1

1 0

)
, (4.4)

and we have the followings properties of the continuant.

Lemma 4.4. For n = 2, 3, . . . and ai ∈ Z>0, we have

(a) C(a1, a2, . . . , an) = C(an, . . . , a2, a1);

(b) C(a1, . . . , as, as+1, . . . , an) = C(a1, . . . , as)C(as+1, . . . , an)

+ C(a1, . . . , as−1)C(as+2, . . . , an).
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We can refer to property (a) as reflection, and to (b) as reduction.

Proof. For (a), use the matrix transposition of the key identity (4.4). For

(b), write the identity in the form(
C(a1, . . . , an) C(a1, . . . , an−1)

C(a2, . . . , an) C(a2, . . . , an−1)

)
=

(
C(a1, . . . , as) C(a1, . . . , as−1)

C(a2, . . . , as) C(a2, . . . , as−1)

)
×
(
C(as+1, . . . , an) C(as+1, . . . , an−1)

C(as+2, . . . , an) C(as+2, . . . , an−1)

)
,

and read off the (1, 1)-coefficient of the matrix on the left- and right-hand

sides of the result.

Exercise 4.1 (H. J. S. Smith). Show the following determinant expression

for the continuant:

C(a1, a2, a3, . . . , an) = det



a1 1 0 · · · 0 0

−1 a2 1 · · · 0 0

0 −1 a3 · · · 0 0
...

...
...

. . .
...

...

0 0 · · · · · · an−1 1

0 0 · · · · · · −1 an


.

4.2 Primes as sums of two squares

In this section we witness an application of continuants to the following

classics.

Theorem 4.1 (Fermat, Gauss). Any prime p ≡ 1 (mod 4) can be repre-

sented in the form u2 + v2, where u, v ∈ Z>0, and this representation is

unique.

Proof. Existence. Write our prime p = 4r + 1 and, for each number µ ∈
{2, 3, . . . , 2r}, run the Euclidean algorithm (4.1) for the fraction p/µ:

p

µ
=
C(a1, a2, . . . , an)

C(a2, . . . , an)
.

Note that 2 < p/µ < p/2, so that a1 ≥ 2, and from gcd(p, µ) = 1 we get

p = C(a1, a2, . . . , an) and µ = C(a2, . . . , an).

Observe that p = C(an, an−1, . . . , a1) with an ≥ 2 and take ν =

C(an−1, . . . , a1). It follows then that

p

ν
=
C(an, an−1, . . . , a1)

C(an−1, . . . , a1)
,
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hence ν ∈ {2, 3, . . . , 2r} as well. This defines an involution µ ↔ ν on the

set A = {2, 3, . . . , 2r}, because applying the construction to ν we will get µ

from it. The set A contains odd number of quantities, so that for at least

one µ from the set we should have ν = µ. For such µ we thus obtain

C(a1, a2, . . . , an)

C(a2, . . . , an)
=
p

µ
=
C(an, an−1, . . . , a1)

C(an−1, . . . , a1)
.

Because of the uniqueness of representation of p/µ by a continued fraction

(in fact, the uniqueness of the Euclidean algorithm for the pair p > µ > 0),

the latter is only possible if a2 = an−1, a3 = an−2, . . . , an = a1; in other

words, when p = C(a1, a2, . . . , a2, a1) has representation as a palindromic

continuant. Consider now two possibilities: n is odd, and n is even.

If n = 2s− 1 for some s ≥ 2, then p = C(a1, . . . , as−1, as, as−1, . . . , a1),

and Lemma 4.4 implies

p = C(a1, . . . , as−1, as)C(as−1, . . . , a1) + C(a1, . . . , as−1)C(as−2, . . . , a1)

=
(
C(a1, . . . , as−1, as) + C(a1, . . . , as−2)

)
C(a1, . . . , as−1)

meaning that the prime p is divisible by the integer C(a1, . . . , as−1) ≥
a1 ≥ 2, a contradiction.

If n = 2s for some s ≥ 1, then p = C(a1, . . . , as, as, . . . , a1), and

Lemma 4.4 implies

p = C(a1, . . . , as)C(as, . . . , a1) + C(a1, . . . , as−1)C(as−1, . . . , a1)

= C(a1, . . . , as)
2 + C(a1, . . . , as−1)

2,

the required representation p = u2 + v2.

Exercise 4.2. Let p = 4r + 1 be a prime. Then there are exactly 2r dis-

tinct representation of p as continuants C(a1, . . . , an) with the first and last

entries a1, an ≥ 2.

Hint. Use distinct representations coming from

p

µ
=
C(a1, a2, . . . , an)

C(a2, . . . , an)

when µ ∈ {1, 2, . . . , 2r}.

Lemma 4.5. For n = 2, 3, . . . ,

C(a1, a2, . . . , an−1, an)C(a2, . . . , an−1)

− C(a1, a2, . . . , an−1)C(a2, . . . , an−1, an) = (−1)n.

Proof. Simply compute the determinants on the both sides of (4.4).
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Theorem 4.2 (Euler). Given a prime p ≡ 1 (mod 4), there is a solution

x0 to the equation x2 ≡ −1 (mod p) with 1 ≤ x0 < p/2. In addition, the

two different residues ±x0 (mod p) exhaust all solutions to the equation.

Proof. We use the palindromic representation p = C(a1, . . . , as, as, . . . , a1)

with a1 ≥ 2 found in the proof of Theorem 4.1. Define x0 = C(a2, . . . , as,

as, . . . , a2, a1), so that

p

x0
=

C(a1, . . . , as, as, . . . , a1)

C(a2, . . . , as, as, . . . , a2, a1)
> a1 ≥ 2

and 1 ≤ x0 < p/2. It follows then from Lemma 4.5 applied with n = 2s

and Lemma 4.4 (a) that

1 = (−1)2s = C(a1, . . . , as, as, . . . , a1)C(a2, . . . , as, as, . . . , a2)

− C(a1, . . . , as, as, . . . , a2)C(a2, . . . , as, as, . . . , a1)

= pC(a2, . . . , as, as, . . . , a2)− x20.

Restricting this equality modulo p leads to x20 ≡ −1 (mod p). Clearly, both

x0 (mod p) and −x0 (mod p) are solutions to x2 ≡ −1 (mod p), and the

quadratic equation does not possess more than two solutions in the field

Fp = Z/pZ.

Proof of Theorem 4.1. Uniqueness. Assume that there are two representa-

tions p = u2 + v2 = u′
2
+ v′

2
of the given prime p ≡ 1 (mod 4), with u < v

and u′ < v′. Run the Euclidean algorithm on the rational numbers v/u > 1

and v′/u′ > 1 to get the corresponding representations

v

u
=
C(a1, a2, . . . , as)

C(a2, . . . , as)
and

v′

u′
=
C(a′1, a

′
2, . . . , a

′
t)

C(a′2, . . . , a
′
t)

,

with as ≥ 2 and a′t ≥ 2. From Lemma 4.4 we deduce that

p = v2 + u2

= C(as, . . . , a2, a1)C(a1, a2, . . . , as) + C(as, . . . , a2)C(a2, . . . , as)

= C(as, . . . , a2, a1, a1, a2, . . . , as)

and, similarly,

p = v′
2
+ u′

2
= C(a′t, . . . , a

′
2, a

′
1, a

′
1, a

′
2, . . . , a

′
t).

By the proof of Theorem 4.2 we know that both C(as−1, . . . , a1,

a1, . . . , as−1, as) and C(a′t−1, . . . , a
′
1, a

′
1, . . . , a

′
t−1, a

′
t) are solutions to x2 ≡

−1 (mod p) in the range 1 ≤ x < p/2, so that they must coinside:

µ = C(as−1, . . . , a1, a1, . . . , as−1, as) = C(a′t−1, . . . , a
′
1, a

′
1, . . . , a

′
t−1, a

′
t).
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It follows then from the uniqueness of the Euclidean algorithm for the pair

p > µ > 0 (equivalently, of the continued fraction for p/µ) that in the

equality

p

µ
=
C(as, as−1, . . . , a1, a1, . . . , as−1, as)

C(as−1, . . . , a1, a1, . . . , as−1, as)

=
C(a′t, a

′
t−1, . . . , a

′
1, a

′
1, . . . , a

′
t−1, a

′
t)

C(a′t−1, . . . , a
′
1, a

′
1, . . . , a

′
t−1, a

′
t)

we have t = s and a′i = ai for all i.

4.3 Continued fraction of a real number

It is now a good moment to introduce a compact notation for the finite

continued fraction in (4.2):

[a1, a2, . . . , an] = a1 +
1

a2 +
1

a3 + ... +
1

an

=
C(a1, a2, . . . , an)

C(a2, . . . , an)
.

This is clearly a rational function of variables a1, a2, . . . , an involved. At the

same time, the expression originates from applying the Euclidean algorithm

to a rational number α = a/b as in Section 4.1. The procedure can be

alternatively interpreted as follows: take a1 = ⌊α⌋ and, if α is not an integer,

then write it in the form α = a1 + 1/α2, where α2 > 1 is again a rational

number. Inductively, we choose an = ⌊αn⌋ and αn = an + 1/αn+1 with

αn+1 > 1 if αn is not an integer. The procedure terminates at some step

(that is, eventually we get an integer αn = an > 1), so that α = [a1, . . . , an].

If we discard the condition an > 1 for n ≥ 1 then the number α can be

also represented as α = [a1, . . . , an− 1, 1]. This fact is sometimes useful for

manipulating the parity of a particular length of a finite continued fraction.

The recursive algorithm above extends to the case of an irrational num-

ber α with no trouble; however, at each step we obtain irrational αn > 1,

so that the continued fraction cannot be finite. We will use the notation

α = [a1, a2, . . . , an, . . . ]

for this infinite case. Observe that the procedure implies that α = α1 and

α = [a1, a2, . . . , an, αn+1]

for each n ≥ 0, as well as an < αn < an + 1 for n ≥ 1 and an ≥ 1 for

n ≥ 2. Furthermore, by truncating the infinite continued fraction at the
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nth step, we get the pair of relatively primes integers pn = C(a1, a2, . . . , an),

qn = C(a2, . . . , an) such that [a1, a2, . . . , an] = pn/qn. Here 1 = q1 < q2 <

· · · < qn < · · · because of the recursive formulae for qn. The fraction

pn/qn = [a1, a2, . . . , an] is called the n th (principal) convergent of α, while

an is the n th partial quotient.

Lemma 4.6. For any n ≥ 2,

pn
qn

− pn−1

qn−1
=

(−1)n

qnqn−1
.

Furthermore, for n ≥ 3,

pn
qn

− pn−2

qn−2
=

(−1)n−1an
qnqn−2

.

Proof. (a) Write the equality of Lemma 4.5 as pnqn−1 − pn−1qn = (−1)n

and divide both sides by qnqn−1.

(b) Similar to the proof of Lemma 4.3 we obtain(
pn pn−2

qn qn−2

)
=

(
a1 1

1 0

)(
a2 1

1 0

)
· · ·
(
an−2 1

1 0

)(
an−1an + 1 an

1 0

)
.

Passing to the determinant we arrive at pnqn−2 − pn−2qn = (−1)n−1an.

Finally, divide both sides by qnqn−2.

The second equality of Lemma 4.6 implies the following.

Lemma 4.7. If a2, a3, . . . are positive (not necessarily integer !) numbers

then the sequence pn/qn restricted to odd n is strictly increasing, while

restricted to even n it is strictly decreasing.

Lemma 4.8. For n ≥ 0, we have the equalities

qn+1α− pn+1 =
(−1)n

αn+2qn+1 + qn
and qnα− pn =

(−1)n+1αn+2

αn+2qn+1 + qn
.

Proof. Write the equalities in Lemma 4.6, after a shift, in the form

pn+2

qn+2
− pn+1

qn+1
=

(−1)n

qn+2qn+1
=

(−1)n

(an+2qn+1 + qn)qn+1

for n ≥ 0 and

pn+2

qn+2
− pn
qn

=
(−1)n+1an+2

qn+2qn
=

(−1)n+1an+2

(an+2qn+1 + qn)qn

for n ≥ 1. Now specify the variables a1, a2, . . . , an+1, an+2 involved to

a1, a2, . . . , an+1, αn+2 corresponding to

α = [a1, a2, . . . , an, . . . ] = [a1, a2, . . . , an, an+1, αn+2]
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and use the fact pn+2/qn+2 = α after the specialisation. Finally, observe

that the second formula is also true for n = 0 in view of q0 = 0 and

p0 = q1 = 1.

Theorem 4.3 (monotonicity and estimation of convergents). For odd n,

the nth convergents of α form a strictly increasing sequence converging to α;

for even n, the nth convergents of α form a strictly decreasing sequence

converging to α. Furthermore, for n ≥ 1,

1

2qnqn+1
<

1

qn(qn + qn+1)
<

∣∣∣∣α− pn
qn

∣∣∣∣ < 1

qnqn+1
≤ 1

an+1q2n
.

Proof. By making a reference to Lemma 4.7, we only need to explain the

estimates. Because α is always located between two consecutive convergents

pn/qn and pn+1/qn+1, we deduce that∣∣∣∣α− pn
qn

∣∣∣∣ < ∣∣∣∣pn+1

qn+1
− pn
qn

∣∣∣∣ = 1

qn+1qn
;

in addition, qn+1 = an+1qn + qn−1 ≥ an+1qn for n ≥ 1. Similarly, by

locating α with respect to pn/qn and pn+2/qn+2 we obtain∣∣∣∣α− pn
qn

∣∣∣∣ > ∣∣∣∣pn+2

qn+2
− pn
qn

∣∣∣∣ = an+2

qn+2qn
=

an+2

(an+2qn+1 + qn)qn
≥ 1

(qn+1 + qn)qn
,

since an+2 ≥ 1.

Since qn+1 > qn, we conclude that the principal convergents pn/qn
satisfy the inequality ∣∣∣∣α− p

q

∣∣∣∣ < 1

q2
.

Exercise 4.3. Prove that

α = a1 +

∞∑
n=2

(−1)n

qnqn−1
.

Hint. Use Lemma 4.6 to show that

pn
qn

= a1 +
n∑

j=2

(−1)j

qjqj−1

and then apply the convergence of pn/qn to α as n→ ∞.

Exercise 4.4. Define S0 = 2 and Sn+1 = S2
n − Sn + 1 for n ≥ 0; this is

Sylvester’s sequence.
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(a) Using Exercise 4.3 show that the partial quotients in the continued

fraction expansion of

C =

∞∑
n=0

(−1)n

Sn − 1

are all squares.

(b) Prove that

C ′ =

∞∑
n=0

(−1)n

Sn

has a continued fraction [a1, a2, . . . , an, . . . ] where for n ≥ 3 each an/2

is a square.

(c) Finally, show that 2C = C ′ + 1.

(The number C = 0.64341054628 . . . is sometimes called Cahen’s constant.)

4.4 A taste of diophantine approximation

Lemma 4.9. Let pn−1/qn−1 and pn/qn be two successive convergents of

an irrational number α = [a1, a2, . . . ]. Then at least one of these fractions

satisfies the inequality ∣∣∣∣α− p

q

∣∣∣∣ < 1

2q2
.

Proof. Assume, to get a contradiction, that∣∣∣∣α− pn−1

qn−1

∣∣∣∣ ≥ 1

2q2n−1

and

∣∣∣∣α− pn
qn

∣∣∣∣ ≥ 1

2q2n
.

Using the fact that α lies between pn−1/qn−1 and pn/qn (Theorem 4.3) we

obtain
1

qn−1qn
=

∣∣∣∣pn−1

qn−1
− pn
qn

∣∣∣∣ = ∣∣∣∣α− pn−1

qn−1

∣∣∣∣+ ∣∣∣∣α− pn
qn

∣∣∣∣ ≥ 1

2q2n−1

+
1

2q2n
.

This contradicts the inequality xy < (x2 + y2)/2 for x > y > 0, applied

with x = 1/qn−1 and y = 1/qn.

Our next statement shows that, in a certain sense, the converse of

Lemma 4.9 holds as well.

Theorem 4.4 (Legendre). Let p and q be coprime integers, q > 0, and let∣∣∣∣α− p

q

∣∣∣∣ < 1

2q2
.

Then p/q is a convergent of α.
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Proof. Write the continued fraction expansion of the rational number

p/q: p/q = [a1, a2, . . . , an]. Let pn−1/qn−1 and p/q = pn/qn be the

last two convergents of this expansion, where we assume that both α

and pn−1/qn−1 are simultaneously greater or smaller than the number

p/q (if this does not happen then we replace the continued fraction with

p/q = [a1, . . . , an−1, an − 1, 1]). Consider the number

β = −pn−1 − αqn−1

pn − αqn
, (4.5)

for which we have∣∣∣∣β +
qn−1

qn

∣∣∣∣ = ∣∣∣∣pn−1 − αqn−1

αqn − pn
+
qn−1

qn

∣∣∣∣
=

1

q2n|α− pn/qn|
=

1

q2|α− p/q|
> 2,

implying

|β| ≥
∣∣∣∣β +

qn−1

qn

∣∣∣∣− qn−1

qn
> 2− qn−1

qn
≥ 1. (4.6)

Comparing the latter inequality with (4.5) we deduce that

|pn−1 − αqn−1| > |pn − αqn|;

hence ∣∣∣∣α− pn−1

qn−1

∣∣∣∣ > ∣∣∣∣α− pn
qn

∣∣∣∣.
However, the numbers α and pn−1/qn−1 are both either greater or smaller

than p/q, that is, α lies between pn−1/qn−1 and p/q = pn/qn. But then

β > 0 in accordance with (4.5), and so β > 1 by (4.6).

Let [an+1, an+2, . . . ] be the continued fraction of β; we have an+1 ≥ 1

in view of β > 1. Then

[a1, . . . , an, an+1, . . . ] = [a1, . . . , an, β] = α;

in other words, p/q = pn/qn is indeed a convergent of α.

4.5 Equivalent numbers

The set of matrices

γ =

(
a b

c d

)
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with integer entries a, b, c, d and determinant ±1 (that is, ad−bc = 1 or −1)

is a multiplicative group with identity (neutral) element

E =

(
1 0

0 1

)
.

Indeed, the product of any two such matrices and the inverse of such a

matrix again has integer entries and determinant equal to ±1. This group

is known as the general linear group (over the ring Z) and is denoted by

GL2(Z); in what follows we reserve the notation Γ for this group.

For an irrational number α, the action of an element γ ∈ Γ is defined

by the rule

γα =
aα+ b

cα+ d
.

Exercise 4.5. Show that the action is well defined, namely, that Eα = α

and γ(δα) = (γδ)α for all γ, δ ∈ Γ.

We say that two irrational numbers α and β are equivalent if γα = β

for some γ ∈ Γ.

Exercise 4.6. Show that this relation is indeed an equivalence.

For an irrational number α we have the representation

α = [a1, . . . , an, αn+1] =
pnαn+1 + pn−1

qnαn+1 + qn−1
,

in accordance with Lemma 4.3. Define the nth continued transformation of

the number α by the equality

γn =

(
pn pn−1

qn qn−1

)
=

n∏
j=1

(
aj 1

1 0

)
;

note that γn ∈ Γ from computing the determinants in the latter product.

Then α = γnαn+1, and hence α is equivalent to αn for any n ≥ 1. In other

words, all complete quotients αn, n = 1, 2, . . . , are equivalent to each other.

The following theorem characterises the situation considered in this ex-

ample.

Theorem 4.5. Let α, β ∈ R \Q and

α = γβ =
aβ + b

cβ + d
for some γ =

(
a b

c d

)
∈ Γ.

Assume that β > 1 and c > d > 0. Then b/d and a/c are two consecutive

convergents of α, say, pn−1/qn−1 and pn/qn; furthermore, β = αn+1.
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Proof. Note that a and c are relatively prime since ad − bc = ±1. Write

a/c as the finite continued fraction

a

c
= [a1, . . . , an−1, an] =

pn
qn
, an > 1,

where a = pn and c = qn. Increasing by 1, if required, the length of the

continued fraction for a/c (namely, replacing an with an−1, 1 in its record),

we obtain the equality

pnqn−1 − qnpn−1 = ε,

where ε = ad− bc. Then

ad− bc = pnd− qnb = ε

and comparing the two equations we deduce that

pn(d− qn−1) = qn(b− pn−1). (4.7)

Since pn and qn are coprime, we conclude from (4.7) that qn divides d−qn−1;

but qn−1 ≤ qn and 0 < d < c = qn, that is, |d − qn−1| < qn, so that

d− qn−1 = 0. Then (4.7) implies that b− pn−1 = 0. Therefore,

α =
aβ + b

cβ + d
=
pnβ + pn−1

qnβ + qn−1
= [a1, . . . , an, β].

By the hypothesis β > 1, so the resulting expression is the continued frac-

tion representing the number α and we have β = αn+1. This means that

b/d and a/c are consecutive convergents of α.

Theorem 4.6 (Serret). Two numbers α, β ∈ R \ Q are equivalent if and

only if there exist integers n,m ≥ 1 such that αn = βm. In other words, α

and β are equivalent if and only if their continued fractions are

α = [a1, a2, . . . ] and β = [b1, b2, . . . ]

and an = bn+l for some l ∈ Z and all n ≥ N .

Proof. First assume that for some n,m ≥ 1 we have αn = βm, that is,

α = [a1, . . . , an−1, αn], β = [b1, . . . , bm−1, βm],

and that αn = βm. Since α is equivalent to αn and β is equivalent to βm
(as we have already seen), we conclude that α and β are equivalent.

Conversely, suppose that α and β are equivalent, that is,

β =
aα+ b

cα+ d
= γα, ad− bc = ±1.
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Changing, if necessary, the signs of all entries of γ to their opposites, we may

assume that cα+d > 0. Let γn−1 be the (n−1)th continued transformation

of α; thus α = γn−1αn. Then β = γγn−1αn, and

γγn−1 =

(
apn−1 + bqn−1 apn−2 + bqn−2

cpn−1 + dqn−1 cpn−2 + dqn−2

)
=

(
a′ b′

c′ d′

)
.

We have

cpn−1 + dqn−1 = qn−1

(
c
pn−1

qn−1
+ d

)
= c′,

cpn−2 + dqn−2 = qn−2

(
c
pn−2

qn−2
+ d

)
= d′.

(4.8)

Take n large enough that both pn−2/qn−2 and pn−1/qn−1 are close to α;

the parity of n is chosen depending on the sign of c to have

c
pn−2

qn−2
< cα < c

pn−1

qn−1
.

Then c′ > 0, d′ > 0 and, in addition, αn > 1; from (4.8) we have c′ > d′

as qn−2 < qn−1. Thus, all the conditions of Theorem 4.5 are fulfilled, and

we conclude that αn = βm for some m. This completes our proof of the

theorem.

4.6 Continued fraction of a quadratic irrational

Let d be a positive integer. It can be seen that the set {x+y
√
d : x, y ∈ Q}

forms a field. In what follows, we assume that this field does not coincide

with Q, in other words, that d is not a perfect square. Moreover, without

loss of generality we may assume that the number d is square-free (that is,

d is not divisible by a square > 1).

Note that 1 and
√
d are linearly independent over Q (otherwise

√
d

would be rational). This implies that each element of the field possesses a

unique representation in the form x+ y
√
d with x, y ∈ Q. Let this field be

denoted by Q(
√
d) and define the conjugate of a number α = x + y

√
d to

be α = x− y
√
d.

Exercise 4.7. Verify that

α+ β = α+ β and αβ = αβ.

Now define the trace and the norm of a number α ∈ Q(
√
d) by

Tr(α) = α+ α = 2x ∈ Q, N(α) = αα = x2 − dy2 ∈ Q.



Tuesday 20th June, 2023 18:43 ws-book9x6 Analytic methods in number theory AMiNT-book page 65

Continued fractions 65

Then α and its conjugate α are the roots of the quadratic polynomial

(x− α)(x− α ) = x2 − Tr(α)x+N(α)

with rational coefficients; this characterises α as a quadratic irrational.

Thus, a defining equation for the quadratic irrational α can be written

in the form

α2 − 2xα+ (x2 − dy2) = 0;

taking x2 − dy2 = c/a and −2x = b/a, where a, b, c are coprime integers

and a > 0, we can represent the quadratic equation as

aα2 + bα+ c = 0

with coprime integers a, b, c, a > 0. Such a, b, c are determined by α

uniquely. Finally, define the discriminant of a quadratic irrational α by

the formula

D(α) = b2 − 4ac = 4a2y2d.

Since α is a real irrational number, we have D(α) > 0.

We shall call α a reduced quadratic irrational if α > 1 and −1 < α < 0

(equivalently, −1/α > 1).

Exercise 4.8. If α is a reduced quadratic irrational, show that −1/α is

reduced as well.

Theorem 4.7. For a given positive integer D, there exist at most finitely

many reduced elements of the field Q(
√
d) whose discriminant is equal to D.

Proof. Let α be a reduced number having discriminant D(α) = D. Then

α =
−b+ ε

√
D

2a
> 1 and − 1 <

−b− ε
√
D

2a
< 0, (4.9)

where ε = 1 or −1. If ε = −1 then we obtain α < 0, which is impossible.

Therefore ε = 1 and, in accordance with a > 0 and (4.9),

b+
√
D < 2a < −b+

√
D. (4.10)

This means that b < 0; furthermore, the second inequality in (4.9) implies

−b <
√
D. From these bounds on |b| we conclude that there are finitely

many possibilities for the quantity b to satisfy the inequalities (4.9). In

turn, the inequality (4.10) retains only finitely many possibilities for the

quantity a > 0 as well. Finally, the quantity c ∈ Z (if it exists) is subject

to the relation b2 − 4ac = D, and hence it is determined uniquely by the

three quantities D, a and b.
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Lemma 4.10. If α has discriminant D > 0 and β is equivalent to α then

β has the same discriminant D.

Proof. For α = x+ y
√
d write

α =
Aβ +B

Eβ + F
, AF −BE = ±1.

Then

a

(
Aβ +B

Eβ + F

)2

+ b
Aβ +B

Eβ + F
+ c = 0

is equivalent to the quadratic equation

a(Aβ +B)2 + b(Aβ +B)(Eβ + F ) + c(Eβ + F )2

= (aA2 + bAE + cE2)β2 + (2aAB + bAF + bBE + 2cEF )β

+ (aB2 + bBF + cF 2) = 0

whose discriminant is equal to

(2aAB + bAF + bBE + 2cEF )2

− 4(aA2 + bAE + cE2)(aB2 + bBF + cF 2)

= b2 − 4ac = D(α),

and whose coefficients are coprime. (If there is a common multiple of the

coefficients then the inverse transformation

β =
Fα−B

−Eτ +A

leads to the original quadratic equation for α, with coefficients a, b, c having

the same common multiple.)

Theorem 4.8. Let α be a real quadratic irrational number. Then

(i) the number αn, n ≥ 1, in the continued fraction

α = [a1, . . . , an−1, αn]

has the same discriminant as α;

(ii) if α is a reduced number then αn is reduced for any n ≥ 1 as

well; and

(iii) if α is not necessarily reduced then αn is reduced for all n suffi-

ciently large.
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Proof. Claim (i) follows from Lemma 4.10. Moreover, the defining proce-

dure of the continued fraction for α implies αn > 1 for all n ≥ 1.

(ii) If α is reduced then α = a + 1/β for an integer a ≥ 1 and a real

β > 1; this implies −1/β = a − α > 1, since a ≥ 1 and α < 0. Therefore

β is a reduced number as well.

(iii) From

α = γnαn+1 =
pnαn+1 + pn−1

qnαn+1 + qn−1

we have

αn+1 = −qn−1α− pn−1

qnα− pn
(4.11)

implying

αn+1 = −qn−1α− pn−1

qnα− pn
= −qn−1

qn

α− pn−1/qn−1

α− pn/qn
. (4.12)

Eventually the fractions pn−2/qn−2 and pn−1/qn−1 become close to α, so

that both the numerator and denominator of the last fraction are close

to α − α; in particular, they have the same sign. Consequently, αn < 0.

Furthermore,

α− pn−1/qn−1

α− pn/qn
= 1 +

pn/qn − pn−1/qn−1

α− pn/qn

= 1 +
(−1)n

qnqn−1(α− pn/qn)
.

Continuing (4.12) we find that

αn+1 + 1 =
1

qn

(
qn − qn−1 −

(−1)n

qn(α− pn/qn)

)
.

The expression

1

qn(α− pn/qn)

tends to 0 as n → ∞, hence its absolute value is less than 1 for all n

sufficiently large. This implies αn+1 + 1 > 0 and finishes our proof of

claim (iii).

As a side application, we may iterate (4.11) to derive

Exercise 4.9 (distance formula). Show that for n ≥ 1

α2 · · ·αnαn+1 =
(−1)n+1

pn − qnα
,

with our previous convention p0 = 1, q0 = 0.
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Hint. Iterate equality (4.11).

It turns out that one may usefully think of
∣∣log |pn−qnα|∣∣ as measuring

a weighted distance that the continued fraction has traversed in moving

from α to αn+1.

4.7 Euler–Lagrange theorem

Let α be a real irrational number. We say that its continued fraction

[a1, a2, a3, . . . ]

is periodic if there exists an integer k such that an+k = an for all n suf-

ficiently large and purely periodic if an+k = an for all n ≥ 1; we call k

the primitive period if it is the smallest positive integer with the above

property.

The following standard notation is used for periodic continued fractions:

[a1, . . . , ar, ar+1, . . . , ar+k ],

where the vinculum (overbar) denotes the periodic repetition of the corre-

sponding part. A continued fraction is purely periodic iff it can be written

in the form [ a1, . . . , ak ].

Lemma 4.11. Let α be a reduced quadratic irrational and a an integer.

Write α = a + 1/β. Then β is reduced iff a < α < a + 1, that is, iff

a = ⌊α⌋.

Proof. If a = ⌊α⌋ then β > 1 and −1/β = a− α > a = ⌊α⌋ ≥ 1, hence β is

reduced.

Conversely, if α < a then β < 0, and if a + 1 < α then β < 1; thus

β cannot be reduced if a ̸= ⌊α⌋.

We point out that the relation between α and β in Lemma 4.11 deter-

mines one of these numbers in terms of the other. Indeed,

−1/β = a+
1

−1/α
,

which implies that a = ⌊−1/β⌋. Moreover, α (and hence α itself) is uniquely

determined by β or, hence, by β.

We now come to a central result characterising quadratic irrationals in

terms of the periodicity of their continued fractions. Recall, in contrast,

that the eventual periodicity of its base-b expansion characterises the ra-

tionality of the number. This points to the power of continued fraction

representations over b-ary ones.
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Theorem 4.9 (Euler–Lagrange theorem). Let α be a real irrational num-

ber. The continued fraction for α is periodic iff α is a quadratic irrational.

In the latter case, α is reduced iff its continued fraction is purely periodic.

Proof. First assume that α is a quadratic irrational. By Theorem 4.8(iii)

the corresponding tails αn are reduced for all n ≥ n0, while Theorem 4.7,

together with Lemma 4.10, implies the finiteness of the reduced numbers

that are equivalent to α. Therefore, for some n ≥ n0 and k > 1 we have

αn = αn+k. This immediately implies the periodicity of the continued

fraction. Furthermore, assume that α itself is reduced; by part (ii) of

Theorem 4.8 all the αn are reduced as well. As we already know, αn = αn+k

for some n and k ≥ 1. From Lemma 4.11 and the comment to it, we

conclude that αn−1 is uniquely determined by αn and hence that αn−1 =

αn+k−1. Applying this descent n times, we finally arrive at α = α1 = αk+1;

in other words, the continued fraction is purely periodic.

Conversely, if a continued fraction is purely periodic then it may be

written as

α = [ a1, . . . , ak ] = [a1, . . . , ak, α].

The relation α = γkα implies that α is a root of a quadratic equation with

integer coefficients, while by claim (iii) of Theorem 4.8 the number γnkα = α

is reduced. In the case of a periodic continued fraction, we write

α = [a1, . . . , ar, ar+1, . . . , ar+k ] = [a1, . . . , ar, αr+1],

where the purely periodic continued fraction αr+1 = [ ar+1, . . . , ar+k ] is,

by the above argument, a (reduced) quadratic irrational. Since α and αr+1

are equivalent, the number α is a quadratic irrational as well.

Exercise 4.10. Show that if α is reduced and α = [ a1, . . . , ak ] then −1/α =

[ ak, ak−1, . . . , a1 ].

Exercise 4.11 (Perron’s theorem). Let β be a real number. Show that β is

the square root of a rational number > 1 iff there exist an integer b1 > 0

and a finite (possibly empty) palindromic list of positive integers b2, . . . , bk
such that β = [b1, b2, . . . , bk, 2b1].

Sketch of solution. An equivalent way of saying that a list b2, b3, . . . , bk is

palindromic is that the matrix(
a b

c d

)
=

(
b2 1

1 0

)(
b3 1

1 0

)
· · ·
(
bk 1

1 0

)



Tuesday 20th June, 2023 18:43 ws-book9x6 Analytic methods in number theory AMiNT-book page 70

70 Analytic methods in number theory

is symmetric (that is, b = c). Writing

β = [b1, b2, . . . , bk, 2b1] = [b1, b2, . . . , bk, b1 + β]

= b1 +
1

[b2, . . . , bk, b1 + β]
= b1 +

c(b1 + β) + d

a(b1 + β) + b

we obtain a quadratic equation for β,

aβ2 + (b− c)β − b1(ab1 + b+ c) = 0,

whose linear term vanishes iff b = c.

Chapter notes

This chapter is reasonably elementary and also independent of the remain-

ing contents; at the same time it provides us with a natural bridge between

integer investigations (via an extension of the Euclidean algorithm) and

diophantine questions (representation as sums of squares and rational ap-

proximations of real numbers). Continued fractions are a self-standing topic

in number theory, with many books dedicated to them; one recommenda-

tion would be [14] which shares the style with this book.

The Fermat–Gauss theorem about representativeness of primes of the

form 4k + 1 as sums of two squares is a record keeper among the results

with multiple different proofs available for; some of them can be found in [1,

Chapter 4]. One more proof can be cheaply extracted from the equality of

power series ( ∞∑
m=−∞

qm
2

)2

= 1 + 4

∞∑
n=0

(−1)nq2n+1

1− q2n+1

highlighted at the end of Chapter 1; both sides represent a q-deformation

of π.
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Chapter 5

Dirichlet’s theorem on primes
in arithmetic progressions

5.1 Quadratic residues

For a positive integer m, we say that two integers a and b are congruent

modulo m and write a ≡ b (mod m) if their difference is divisible by m.

All integers that are congruent to a particular number a modulo m form

the residue class a (mod m). Here are two basic properties of congruences

you can think about.

Lemma 5.1. Assume that a ≡ b (mod m) and c ≡ d (mod m). Then

a± c ≡ b± d (mod m) and ac ≡ bd (mod m).

Lemma 5.2. Assume that ac ≡ bc (mod m) and (c,m) = 1. Then a ≡
b (mod m).

Dirichlet’s theorem whose proof we discuss in this chapter asserts that

for a fixed pair l,m of two positive relatively prime integers, there are

infinitely many primes p ≡ l (mod m).

Lemma 5.3. Let m ≥ 1 and a, b be integers such that (a,m) = 1. Then

all solutions x of the congruence equation ax ≡ b (mod m) form a single

residue class modulo m.

Proof. If x0 is a solution of the congruence ax ≡ b (mod m) and x1 ≡
x0 (mod m), then clearly ax1 ≡ b (mod m), so that x1 is a solution as well.

In the other direction, if x0 and x1 are two solutions of the congruence then,

by subtracting, we get a(x1 − x0) ≡ 0 (mod m), so that x1 ≡ x0 (mod m).

Euler’s totient function φ(m) assigns to each m ≥ 1 the number of

integers in the range {0, 1, . . . ,m−1} (or their related residue classes mod-

71
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ulo m), which are coprime with m. For example, φ(1) = φ(2) = 1 and

φ(pk) = pk − pk−1 for a prime p and k ≥ 1.

Exercise 5.1. Show that φ(m) is a multiplicative function and deduce the

formula

φ(m) = m
∏
p|m

(
1− 1

p

)
from this.

Theorem 5.1 (Euler’s theorem). Let m be a positive integer and a rela-

tively prime to m. Then aφ(m) ≡ 1 (mod m).

Proof. Consider the collection {r1, . . . , rn} ⊂ {0, 1, . . . ,m−1} of n = φ(m)

integers coprime to m. Then the collection {ar1, . . . , arn} represents differ-

ent residue classes modulo m such that (arj ,m) = 1 for all j. This means

that {ar1, . . . , arn} is a permutation of {r1, . . . , rn} modulo m; in partic-

ular, the products
∏n

j=1(arn) and
∏n

j=1 rj are congruent modulo m. By

cancelling the latter product in
∏n

j=1(arn) ≡
∏n

j=1 rj (mod m) (with the

help of Lemma 5.3) we arrive at the desired claim.

Taking m = p in the theorem we get Fermat’s little theorem.

Exercise 5.2. Compute the product
∏n

j=1 rj (mod m) in the proof of The-

orem 5.1.

Exercise 5.3. Prove Wilson’s theorem: A number m > 1 is prime if and

only if (m− 1)! ≡ −1 (mod m).

5.2 Infinitude of primes of the form 4n± 1

The next two results are particular cases of Dirichlet’s theorem whose proofs

can be accomplished by elementary consideration.

Theorem 5.2. There are infinitely many primes of the form 4n− 1.

Proof. Assume on the contrary that there are finitely many of them,

p1, . . . , pr say. Then at least one of the prime factors of N = 4p1 · · · pr − 1

must be of this form (otherwise, the number N will be congruent to 1

modulo 4). On the other hand, that prime is on our finite list because

(N, pj) = 1 for all j; contradiction.

Theorem 5.3. There are infinitely many primes of the form 4n+ 1.
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Proof. First notice that the congruence x2 ≡ −1 (mod p) can only be solved

in integers x for (odd!) primes p of the form 4n+1 (and we construct those

solutions x in Theorem 4.2). Indeed, if p ≡ −1 (mod 4), so that p = 4n− 1

for some n, then xφ(p) = xp−1 = (x2)2n−1 ≡ (−1)2n−1 = −1 (mod p) in

contradiction with Theorem 5.1.

The remaining part of the argument is similar to that in our proof of

Theorem 5.2. Assume on the contrary that there are finitely many primes

p1, . . . , pr of the form 4n + 1. Then the least prime divisor of the odd

number N = (2p1 · · · pr)2 + 1 has the same form and is not on the list;

contradiction.

Exercise 5.4. Let p be prime, p > 3, and the congruence

x2 + x+ 1 ≡ 0 (mod p)

has a solution x ∈ Z. Prove that p has the form 6n+ 1. Deduce from this

result that there are infinitely primes of this form.

Exercise 5.5. Let p be prime, p > 5, and the congruence

x4 + x3 + x2 + x+ 1 ≡ 0 (mod p)

has a solution x ∈ Z. Prove that p has the form 10n+1. Deduce from this

result that there are infinitely primes of this form.

Exercise 5.6. Let p be prime, p > 2, and the congruence

x4 + 1 ≡ 0 (mod p)

has a solution x ∈ Z. Prove that p has the form 8n+ 1. Deduce from this

result that there are infinitely primes of this form.

Exercise 5.7. Let p be prime, p > 2, and the congruence

x2 + 2 ≡ 0 (mod p)

has a solution x ∈ Z. Prove that p is either of the form 8n + 1 or 8n + 3.

Deduce from this result that there are infinitely primes of the form 8n+3.

Hint. The results of this type are related to calculation of the Legendre

symbol (
a

p

)
=


0 if a ≡ 0 (mod p),

1 if x2 ≡ a (mod p) is soluble in x ∈ Z,
−1 if x2 ≡ a (mod p) is not soluble in x ∈ Z,

where p is an odd prime and a ∈ Z is arbitrary. The statement in Exer-

cise 5.7 is equivalent to the claim that
(−2

p

)
= 1 if and only if p ≡ 1 or

3 (mod 8). To establish the latter, show that (−2)(p−1)/2 ≡ 1 (mod p) for

such primes only and use the hint to Exercise 5.10 below.
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5.3 Dirichlet characters

Fix an integer m ≥ 2.

A function χ : Z → C is said to be a Dirichlet character modulo m if

the following two conditions are satisfied:

(1) χ(n) ̸= 0 if and only if (n,m) = 1,

(2) χ is periodic, with period m, that is, χ(n +m) = χ(n) for all n ∈ Z,
and

(3) χ is completely multiplicative, that is, χ(ab) = χ(a)χ(b) for all a, b ∈ Z.

The character

χ0(n) =

{
1 if (n,m) = 1,

0 if (n,m) > 1,

will play a special role in our exposition below; it is called the principal

character modulo m. Note that χ(1) = 1; this is included in the defini-

tion of multiplicative function but is also derivable from χ(12) = χ(1)2

(condition (1)) and χ(1) ̸= 0 (condition (3)).

In order to describe the set of characters modulo m, we will pass to the

known algebraic description of the structure of the group (Z/mZ)∗ consist-

ing of residue classes relatively prime with m; in particular, |(Z/mZ)∗| =
φ(m). As the group in consideration is commutative (or abelian), the fol-

lowing general result can be applied.

Theorem 5.4. Every finite abelian group G can be given as a direct product

of some of its cyclic subgroups. In other words, there are cyclic subgroups

⟨hj⟩cj = {hkj : k = 0, 1, . . . , cj − 1} ⊂ G of order cj, where j = 1, . . . , r,

such that

G = ⟨h1⟩c1 · · · ⟨hr⟩cr = {hk1
1 · · ·hkr

r : 0 ≤ kj < cj for j = 1, . . . , r}.

Then also |G| = c1 · · · cr.

Of course, in the case of the group (Z/mZ)∗ there is an explicit descrip-

tion of the direct product decomposition; we will not use it. First, it follows

from the Chinese remainder theorem that

(Z/mZ)∗ = (Z/pα1
1 Z)∗ · · · (Z/pαr

r Z)∗,

where pα1
1 · · · pαr

r is the canonical prime factorisation of m. (This is, in fact,

a hint to solving Exercise 5.1.) Second, the following exercises show that

subgroups (Z/pαZ)∗ are cyclic for odd primes p, while (Z/2αZ)∗ is cyclic

for α = 1, 2 and is a direct product of two cyclic subgroups for α ≥ 3.
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Exercise 5.8. Let p be an odd prime.

(a) Show that the group (Z/pZ)∗ is cyclic, (Z/pZ)∗ = ⟨c⟩p−1 for some

c ∈ {2, . . . , p− 1}.
(b) Show that either c or c + p generates the whole group (Z/pαZ)∗,

independent of α ≥ 2.

Hint. (a) You can use, for example, the fact that Z/pZ is a field.

Exercise 5.9. (a) Verify that (Z/2Z)∗ = ⟨1⟩1 and (Z/4Z)∗ = ⟨−1⟩2.
(b) Show that, for α ≥ 3, the group (Z/2αZ)∗ is the direct product of

cyclic subgroups ⟨−1⟩2 and ⟨5⟩2α−2 .

Hint. (b) Verify first that 5 has order c = 2α−2 in (Z/2αZ)∗ and use the

fact that {5k : k = 0, 1, . . . , c − 1} and {−5k : k = 0, 1, . . . , c − 1} are

disjoint, as they cover different residue classes modulo 4.

From now on, assume that the group (Z/mZ)∗ is decomposed into a

direct product of some of its cyclic subgroups in accordance with Theo-

rem 5.4,

(Z/mZ)∗ = {hk1
1 · · ·hkr

r (mod m) : 0 ≤ kj < cj for j = 1, . . . , r},

where hj (mod m) are generators of the cyclic subgroups of order cj , where

j = 1, . . . , r, and c1 · · · cr = φ(m). If χ is a character modulo m then

χ(hj)
cj = χ(h

cj
j ) = χ(1) = 1, hence χ(hj) is a root of unity of degree cj ,

for each j = 1, . . . ,m. Suppose we have a collection ξ1, . . . , ξr of roots of

unity of respective degrees c1, . . . , cr. Define the function

χ(a) =

{
0 if (a,m) ̸= 1,

ξk1
1 · · · ξkr

r if a ≡ hk1
1 · · ·hkr

r (mod m).

It is not difficult to observe that the properties (1)–(3) in the definition of

Dirichlet character are satisfied, thus, χ is a Dirichlet character modulo m.

Furthermore, different collections ξ1, . . . , ξr and ξ′1, . . . , ξ
′
r induce different

Dirichlet characters χ and χ′ modulo m (indeed, since ξj ̸= ξ′j for some j,

we have χ(hj) ̸= χ′(hj)). The correspondence defines a bijection between

the group (Z/mZ)∗ and the set of Dirichlet characters modulo m.

Theorem 5.5. The bijection above is an isomorphism of the groups

(Z/mZ)∗ and {χa character modulo m}, where the (commutative) oper-

ation in the latter is defined by (χ1χ2)(n) = χ1(n)χ2(n). In particular, the

total number of characters modulo m is equal φ(m).
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We will heavily use the correspondence between (Z/mZ)∗ and the group

of Dirichlet characters modulo m, through collections of roots of unity

ξ1, . . . , ξr.

Exercise 5.10. For m = p an odd prime, show that the Legendre symbol

χ(a) =

(
a

p

)
=


0 if a ≡ 0 (mod p),

1 if x2 ≡ a (mod p) is soluble in x ∈ Z,
−1 if x2 ≡ a (mod p) is not soluble in x ∈ Z,

is a Dirichlet character modulo p.

Hint. Use Euler’s theorem (Theorem 5.1) to show that

a(p−1)/2 ≡
(
a

p

)
(mod p)

for any a ∈ (Z/pZ)∗.

5.4 Properties of Dirichlet characters

Lemma 5.4. Let ξ ̸= 1 be a root of unity of degree c ≥ 2. Then

c−1∑
k=0

ξk = 0.

Proof. Denote S =
∑c−1

k=0 ξ
k. Then ξS =

∑c−1
k=0 ξ

k+1 = S implying S = 0.

Lemma 5.5. For 0 < k < c, we have∑
ξ

ξk = 0,

where the sum is over all roots of unity of degree c.

Proof. Denote S =
∑

ξ ξ
k and take a primitive root of unity η of degree c,

for example, η = e2πi/c. Then ηk ̸= 1 and it follows from ηkS =
∑

ξ(ηξ)
k =

S that S = 0.

Theorem 5.6. For m ≥ 2, the value χ(n) of a character modulo m is a

root of unity of degree φ(m).

Furthermore,

m∑
n=1

χ(n) =

{
φ(m) if χ = χ0 is the principal character,

0 otherwise,
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and

∑
χ

χ(n) =

{
φ(m) if n ≡ 1 (mod m),

0 otherwise,

where the latter summation is over all characters modulo m.

Proof. The first part follows from the isomorphism in Theorem 5.5. Indeed,

we have χ(n) = ξk1
1 · · · ξkr

r for n relatively prime to m, where ξ1, . . . , ξr are

roots of unity of respective degrees c1, . . . , cr. But then χ(n)c1···cr = 1

where c1 · · · cr = φ(m).

Notice that

m∑
n=1

χ(n) =

m∑
n=1

(n,m)=1

χ(n)

and the latter sum consists of φ(m) terms equal to 1 if χ is the principal

character. If χ is not, then the corresponding collection ξ1, . . . , ξr contains

at least one root of unity different from 1, so that the sum

m∑
n=1

(n,m)=1

χ(n) =
∑

0≤kj<cj
j=1,...,r

ξk1
1 ξk2

2 · · · ξkr
r =

c1−1∑
k1=0

ξk1
1 ×

c2−1∑
k2=0

ξk2
2 × · · · ×

cr−1∑
kr=0

ξkr
r

vanishes as at least one of its factors does (by Lemma 5.4).

Similarly, in the case of the sum over characters, the condition n ̸≡
1 (mod m), (n,m) = 1, means that for at least one character we get χ(n) =

ξk1
1 · · · ξkr

r ̸= 1, so that at least one exponent kj is strictly between 0 and

cj . Then∑
χ

χ(n) =
∑

ξ1,ξ2,...,ξr

ξk1
1 ξk2

2 · · · ξkr =
∑
ξ1

ξk1
1 ×

∑
ξ2

ξk2
2 × · · · ×

∑
ξr

ξkr
r = 0,

since the factor
∑

ξj
ξ
kj

j vanishes by Lemma 5.5.

Lemma 5.6. For real x ≥ 1 and a non-principal character χ modulo m,

the sum

S(x) =
∑

1≤n≤x

χ(n)

is bounded : |S(x)| ≤ m.
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Proof. As the character χ is a periodic function of period m and the sum∑m
n=1 χ(n) vanishes on the full period, we only need to check the inequality

for 1 ≤ x < m. In this case,

|S(x)| ≤
∑

1≤n≤x

|χ(n)| <
∑

1≤n≤m

1 < m.

Lemma 5.7. To an integer a, (a,m) = 1, assign the least positive expo-

nent f for which af ≡ 1 (mod m). Then the set {χ(a) : χ is a character

modulo m}, in which numbers appear multiple times, is the set of roots of

unity of degree f such that each root of unity appears exactly φ(m)/f times.

Proof. The fact that all entries in {χ(a) : χ} are roots of unity of degree f

is straightforward: χ(a)f = χ(af ) = χ(1) = 1. Now take a root of unity ξ

of degree f . From the last formula in Theorem 5.6,

S =
∑
χ

(ξ−1χ(a) + ξ−2χ(a2) + · · ·+ ξ−fχ(af ))

=

f∑
k=1

ξ−k
∑
χ

χ(ak) = ξ−f
∑
χ

χ(af ) = φ(m).

On the other hand, the same sum can be computed using Lemma 5.4 and

the fact that ξ−1χ(a) is a root of unity of degree f (as both ξ and χ(a)

are). We have

f∑
k=1

ξ−kχ(ak) =

f∑
k=1

(ξ−1χ(a))k =

{
0 if ξ ̸= χ(a),

f if ξ = χ(a).

Therefore, if q is the number of characters χ for which χ(a) = ξ, then

S = qf . Combining this with the computation of S above we deduce that

q = φ(m)/f .

5.5 Dirichlet L-functions and their basic properties

For χ a character modulo m ≥ 2, the Dirichlet L-function is defined by the

series

L(s, χ) =

∞∑
n=1

χ(n)

ns
.

As in Chapter 2 we will write s = σ + it.
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Lemma 5.8. The series defining the Dirichlet L-function converges in the

half-plane Re s > 0 for non-principal characters; the convergence is in the

half-plane Re s > 1 for the principal character. The function L(s, χ) is

analytic in the corresponding domain, and its consequent derivatives can be

computed by term-wise differentiation of the series.

Proof. If χ = χ0 is the principal character and δ > 0 is arbitrary, then∣∣∣∣χ(n)ns

∣∣∣∣ ≤ 1

nσ
≤ 1

n1+δ

for Re s > 1 + δ implying that the sums∣∣∣∣ ∞∑
n=1

χ(n)

ns

∣∣∣∣ ≤ ∞∑
n=1

1

n1+δ
= const

are uniformly bounded in the domain. Thus, the series for L(s, χ0) con-

verges uniformly there and define an analytic function by the Weierstrass

theorem. Since δ > 0 is arbitrary, this function L(s, χ0) is analytic in the

domain Re s > 1.

Assume now that the character χ is non-principal and define the sum

S(x) =
∑

1≤n≤x χ(n), so that χ(n) = S(n)− S(n− 1) and

N∑
n=1

χ(n)

ns
=

N∑
n=1

S(n)− S(n− 1)

ns
=

N∑
n=1

S(n)

ns
−

N−1∑
n=1

S(n)

(n+ 1)s

=

N∑
n=1

S(n)

(
1

ns
− 1

(n+ 1)s

)
+

S(N)

(N + 1)s
.

By Lemma 5.6, |S(n)| ≤ m; in particular, this implies that S(N)/

(N + 1)s → 0 as N → ∞. For the terms of the sum we have∣∣∣∣S(n)( 1

ns
− 1

(n+ 1)s

)∣∣∣∣ = ∣∣∣∣S(n)s∫ n+1

n

t−s−1dt

∣∣∣∣ ≤ m|s|
∫ n+1

n

t−σ−1dt

≤ m|s|
n1+σ

≤ m|s|
n1+δ

in the domain Re s > δ. Since the dominant series

|s|
∑
n=1

1

n1+δ

converges, we conclude, again appealing to the Weierstrass theorem, that

the sequence of partial sums

N∑
n=1

χ(n)

ns
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uniformly converges to an analytic function in the domain Re s > δ,

|s| ≤ M ; thus, L(s, χ) is analytic in the half-plane Re s > 0 and we can

differentiate its series representation there term-wise.

Lemma 5.9. In the half-plane Re s > 1, the representation

−L
′(s, χ)

L(s, χ)
=

∞∑
n=1

χ(n)Λ(n)

ns

is valid, where Λ(n) is the von Mangoldt function (see Section 2.2). In

particular, L(s, χ) does not vanish in the half-plane.

Proof. The proof of this statement is exactly the same as of Lemma 2.4

(and Theorem 2.2) earlier. From Lemma 5.8 we have

L′(s, χ) = −
∞∑

n=1

χ(n) lnn

ns

in the half-plane Re s > 1, while
∞∑

n=1

χ(n) lnn

ns
=

∞∑
n=1

χ(n)

ns

∑
k|n

Λ(k) =

∞∑
l=1

∞∑
k=1

χ(lk)Λ(k)

(lk)s

=

∞∑
l=1

χ(l)

ls
×

∞∑
k=1

χ(k)Λ(k)

ks
= L(s, χ)

∞∑
k=1

χ(k)Λ(k)

ks
,

from which the required identity follows. The vanishing of L(s, χ) for

some s with Re s > 1 would produce a pole of the logarithmic derivative

L′(s, χ)/L(s, χ), while the series representation guarantees none.

5.6 Euler’s product for Dirichlet L-functions.

Analytic continuation to the domain Re s > 0

Applying Lemma 2.6 with the choice f(n) = χ(n)/ns, where χ is a char-

acter modulo m, we arrive at the following Euler-type product identity for

L(s, χ).

Theorem 5.7. In the half-plane Re s > 1, we have

L(s, χ) =
∏
p

(
1− χ(p)

ps

)−1

where the product is over all primes.

One important corollary of this identity is a simple recipe to continue

L(s, χ0) analytically to the half-plane Re s > 0.
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Lemma 5.10. The formula

L(s, χ0) = ζ(s)
∏
p|m

(
1− 1

ps

)
defines the analytic continuation of L(s, χ0) to the domain Re s > 0. It has

a single singular point there— the pole of order 1 at s = 1, with residue∏
p|m(1− 1/p) ̸= 0.

Proof. It follows from Theorems 5.7 and 2.4 that

L(s, χ0) =
∏
p

(
1− χ0(p)

ps

)−1

=
∏
p∤m

(
1− χ0(p)

ps

)−1

= ζ(s)
∏
p|m

(
1− 1

ps

)
in the half-plane Re s > 1. As ζ(s) is an analytic function in the larger

domain Re s > 0, and its only singular point there is the single simple pole

with residue 1 at s = 1, we deduce the related implications for the function

L(s, χ0) as well.

5.7 The nonvanishing of L(1, χ) for non-principal

characters χ

Given m ≥ 2, we now turn to studying the properties of the product

F (s) =
∏
χ

L(s, χ),

where the product is over all characters modulom. As each of the multiples

in the product is a series of the form
∞∑

n=1

bn
ns

for some bn ∈ C, the product also has this form.

Lemma 5.11. The expansion

F (s) =

∞∑
n=1

an
ns

represents an analytic function in the domain Re s > 1, for which the

derivatives can be computed by term-wise differentiation:

F (k)(s) = (−1)k
∞∑

n=1

an (lnn)
k

ns
, where k = 1, 2, . . . .

Furthermore, the coefficients an are non-negative integers, and if n = qφ(m)

for some q coprime with m, then an are positive integers.
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Proof. Fix a prime p such that p ∤ m and denote by f the least positive

exponent for which pf ≡ 1 (mod m). By Lemma 5.7 the set {χ(p) : χ}
consists of all roots of unity of degree f , each occurred exactly g = φ(m)/f

times. Denote ξ1, . . . , ξf all such roots of unity, so that (1 − ξ1t) · · · ×
(1− ξf t) = 1− tf . Taking t = 1/ps and using the binomial formula

(1− x)−g =

∞∑
r=0

(−g)(−g − 1) · · · (−g − r + 1)

r!
(−x)r =

∞∑
r=0

(
g + r − 1

g − 1

)
xr

when |x| < 1, we therefore obtain∏
χ

(
1− χ(p)

ps

)−1

=

(
1−

(
1

ps

)f)−g

=

(
1− 1

pfs

)−g

=

∞∑
r=0

(
g + r − 1

g − 1

)
p−frs =

∞∑
k=0

up,kp
−ks

where

up,k =

0 if f ∤ k,(
g + k/f − 1

g − 1

)
if f | k.

It follows from the latter expansion that∏
χ

∏
p≤N

(
1− χ(p)

ps

)−1

=
∏
p≤N
p∤m

∏
χ

(
1− χ(p)

ps

)−1

=
∏
p≤N
p∤m

( ∞∑
k=0

up,kp
−ks

)

=
∑

(p1,...,pl):pj≤N
k1,...,kl≥0

up1,k1
· · ·upl,kl

p−k1s
1 · · · p−kls

l

=

∞∑′

n=1

an
ns
,

where the integers n involved in the latter sum
∑′

all have their prime

divisors at most N (and relatively prime with m); here

an =

{
up1,k1

· · ·upl,kl
if (n,m) = 1 and n = pk1

1 · · · pkl

l ,

0 if (n,m) ̸= 1.

This expression means that an are always non-negative integers; if n =

qφ(m) then all exponents in the prime factorisation of n are divisible by

φ(m), so that all upj ,kj
are positive integers.
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Take now an arbitrary σ > 1. Then

N∑
n=1

an
nσ

≤
∞∑′

n=1

an
nσ

=
∏
χ

∏
p≤N

(
1− χ(p)

pσ

)−1

and ∣∣∣∣∏
χ

∏
p≤N

(
1− χ(p)

pσ

)−1∣∣∣∣ ≤ ∣∣∣∣∏
χ

∏
p

(
1− χ(p)

pσ

)−1∣∣∣∣ = |F (σ)|,

so that all the partial sums of the series

N∑
n=1

an
nσ

of non-negative terms are bounded above by the constant |F (σ)| indepen-
dent of N . We wish to demonstrate the uniform convergence of

N∑
n=1

an
ns

to F (s) in the domain Re s ≥ σ. We have∣∣∣∣F (s)− N∑
n=1

an
ns

∣∣∣∣ ≤ ∣∣∣∣F (s)−∏
χ

∏
p≤N

(
1− χ(p)

ps

)−1∣∣∣∣
+

∣∣∣∣∏
χ

∏
p≤N

(
1− χ(p)

ps

)−1

−
N∑

n=1

an
ns

∣∣∣∣
<
ε

2
+

∣∣∣∣ ∞∑′

n=1

an
ns

−
N∑

n=1

an
ns

∣∣∣∣
≤ ε

2
+

∑′

n≥N+1

∣∣∣∣anns
∣∣∣∣ = ε

2
+

∑′

n≥N+1

an
nσ

< ε

as N → ∞, with all the estimates uniform in the domain. Then the Weier-

strass theorem guarantees the uniform convergence and term-wise differen-

tiation for Re s > σ, hence for Re s > 1, since σ > 1 is chosen arbitrary.

Lemma 5.12. If F (s) is analytic in the domain Re s > 0, then the series

∞∑
n=1

an
ns

constructed in Lemma 5.11 converges to F (s) in the domain.
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Proof. Assuming that F (s) is analytic in the half-plain Re s > 0, expand

the function into its Taylor series at s = 2 + it0:

F (s) =

∞∑
k=0

F (k)(2 + it0)

k!
(s− (2 + it0))

k.

The series converges in the open disc |s − (2 + it0)| < 2 of radius 2, as it

entirely lies in the domain of analyticity of F (s). Then for 0 < σ ≤ 2, we

have

F (σ + it0) =

∞∑
k=0

F (k)(2 + it0)

k!
(σ − 2)k =

∞∑
k=0

(σ − 2)k

k!
(−1)k

∞∑
n=1

an (lnn)
k

n2+it0

=

∞∑
k=0

∞∑
n=1

an (2− σ)k(lnn)k

k!n2+it0
=

∞∑
n=1

∞∑
k=0

an (2− σ)k(lnn)k

k!n2+it0

=

∞∑
n=1

an
n2+it0

∞∑
k=0

(2− σ)k(lnn)k

k!
=

∞∑
n=1

an
n2+it0

e(2−σ) lnn

=

∞∑
n=1

an
n2+it0

× n2−σ =

∞∑
n=1

an
nσ+it0

,

which establishes the validity of the series expansion for F (s) for any s

with Re s > 0, as the choice of t0 is arbitrary. It remains to show that the

interchange of summation over n and over k is legitimate. Indeed, sums of

the terms

an (2− σ)k(lnn)k

k!n2+it0

converge uniformly in Re s ≥ δ for any choice of δ > 0, in either n or k.

This is true because all an are non-negative real numbers, so that∣∣∣∣ ∞∑
n=1

an (2− σ)k(lnn)k

k!n2+it0

∣∣∣∣ ≤ (2− σ)k

k!

∞∑
n=1

an (ln k)
n

n2
=

(2− σ)k

k!
F (k)(2)

and ∣∣∣∣ ∞∑
k=0

an (2− σ)k(lnn)k

k!n2+it0

∣∣∣∣ = an
n2

∞∑
k=0

(2− σ)k(lnn)k

k!
=
an
n2

e(2−σ) lnn

for Re s ≥ δ.

Lemma 5.13. L(1, χ) ̸= 0 for any non-principal character χ modulo m.
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Proof. Assume on the contrary that is false and L(1, χ) = 0 for at least one

character χ modulo m. Then F (s) is analytic in the half-plane Re s > 0,

since the only potential pole of F (s) contributed by L(s, χ0) at s = 1

(according to Lemma 5.10) is cancelled by the zero of L(s, χ) at s = 1. By

Lemma 5.12, the expansion

F (s) =

∞∑
n=1

an
ns

is valid for F (s) in the domain Re s > 0, so that the series on the right-hand

side converges for any such s. On the other hand, an ≥ 0 and an ≥ 1 for

any n of the form n = rφ(m), where (r,m) = 1. By choosing s0 = 1/φ(m)

we obtain a presumably convergent series,

F

(
1

φ(m)

)
=

∞∑
n=1

an
n1/φ(m)

≥
∞∑
k=0

n=(mk+1)φ(m)

1

n1/φ(m)
=

∞∑
k=0

1

mk + 1
= ∞;

which is a contradiction. Thus, F (s) cannot be analytic in the domain

Re s > 0 meaning that none of L(s, χ) vanishes at s = 1.

Exercise 5.11. For a character χ modulo m, consider the generating func-

tion

Q(x, χ) =

∞∑
n=0

χ(n)xn.

(a) Show that series for Q(x, χ) converges in the disc |x| < 1 and that 1 is

its radius of convergence.

(b) Prove that Q(x, χ) is a rational function of x.

(c) For χ non-principal character, show that

L(1, χ) =

∫ 1

0

Q(x, χ)
dx

x
.

(d) For non-principal characters χ modulo 3 and modulo 4, compute the

quantities L(1, χ) and check they are nonzero.

5.8 Proof of Dirichlet’s theorem on primes in arithmetic

progressions

Theorem 5.8 (Dirichlet’s theorem). Let m ≥ 2 and l be integers,

(l,m) = 1. Then the arithmetic progression p ≡ l (mod m) contains in-

finitely many primes.
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Proof. For a fixed character χ modulo m, consider the logarithmic deriva-

tive of L(s, χ) in the half-plane σ = Re s > 1, where the convergence of the

series is absolute:

−L
′(s, χ)

L(s, χ)
=

∞∑
n=1

χ(n)Λ(n)

ns
=
∑
p

∞∑
k=1

χ(pk) ln p

pks
=
∑
p

ln p

∞∑
k=1

(
χ(p)

ps

)k

=
∑
p

ln p× χ(p)/ps

1− χ(p)/ps
=
∑
p

ln p

(
χ(p)

ps
+

χ(p)2

p2s(1− χ(p)/ps)

)

=
∑
p

χ(p) ln p

ps
+
∑
p

χ(p)2 ln p

ps(ps − χ(p))
.

In the second sum we have |ps − χ(p)| ≥ |ps| − 1 = pσ − 1 > 1
2p

σ, because

pσ > 2 for σ > 1; therefore,∣∣∣∣∑
p

χ(p)2 ln p

ps(ps − χ(p))

∣∣∣∣ ≤∑
p

|χ(p)2| ln p
|ps| |ps − χ(p)|

<
∑
p

2 ln p

p2σ
<
∑
p

2 ln p

p2
<

∞∑
n=2

2 lnn

n2

is the uniform bound for the sum in the domain Re s > 1. We conclude

that ∑
p

χ(p)

ps
ln p = −L

′(s, χ)

L(s, χ)
+O(1) as s→ 1+

along the real axis.

Define an integer v such that vl ≡ 1 (mod m); it represents a particular

residue class in (Z/mZ)∗. It follows from Theorem 5.6 that∑
p

ln p

ps

∑
χ

χ(pv) =
∑

p:pv≡1 (mod m)

ln p

ps
φ(m) = φ(m)

∑
p:p≡l (mod m)

ln p

ps
,

while from the asymptotics above we obtain∑
p

ln p

ps

∑
χ

χ(pv) =
∑
χ

χ(v)
∑
p

ln p

ps
χ(p) = −

∑
χ

χ(v)
L′(s, χ)

L(s, χ)
+O(1)

= −χ0(v)
L′(s, χ0)

L(s, χ0)
−
∑
χ ̸=χ0

χ(v)
L′(s, χ)

L(s, χ)
+O(1)

= −L
′(s, χ0)

L(s, χ0)
+O(1)

as s → 1+, because from Lemma 5.13 the functions L′(s, χ)/L(s, χ) are

analytic at s = 1 for all non-principal characters χ. We know from
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Lemma 5.10 that the function L(s, χ0) has a simple pole at s = 1; hence

−L′(s, χ0)/L(s, χ0) has pole of order 1 there with residue 1. Thus,

φ(m)
∑

p:p≡l (mod m)

ln p

ps
=

1

s− 1
+O(1)

as s→ 1+ meaning that the series∑
p:p≡l (mod m)

ln p

p

diverges; in particular, it involves infinitely many terms.

Chapter notes

The first proof of Wilson’s theorem (1770), which is stated in Exercise 5.3,

was given by Lagrange in 1771.

The proof of Dirichlet’s theorem given by Dirichlet (1837) introduces

the notions of Dirichlet characters and Dirichlet L-functions; these inspired

several branches in mathematics to appear, with interconnections between

those unified by Langlands’ programme. Particular instances of the latter

are exemplified [75] through the quadratic Legendre(–Jacobi–Kronecker)

symbols and the reciprocity law for them, and this study traces back to

Euler.

Though we do not pursue quantitative aspects of Dirichlet’s theorem on

primes in arithmetic progressions, one can naturally extend the argument

of Chapter 2 to show that∑
p≤x

p≡l (mod m)

1 ∼ 1

φ(m)

x

lnx
as x→ ∞,

when (l,m) = 1. The question about representativeness of primes as values

of a single-variable polynomial of degree at least 2 (for example, of u2+1) is

pretty open. Proven results for two-variable polynomials (then of degree at

least 3, to distinguish from ‘easier’ situations like in Theorem 4.1)— there

are infinitely many prime numbers of the form u2 + v4 by J. Friedlander

and H. Iwaniec [32] and of the form u3+2v3 by R. Heath-Brown [49]—are

already at the boundary of possible for the current methods.
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Chapter 6

Algebraic and transcendental
numbers.

The transcendence of e and π

6.1 Algebraic numbers: basic properties

and algebraic closedness

A complex number α is said to be algebraic if there is a polynomial f(x) ̸≡ 0

with rational coefficients such that f(α) = 0. Rational numbers are basic

examples of algebraic numbers, when such polynomials can be taken linear.

Lemma 6.1. Let α be algebraic and f(x) ∈ Q[x] a non-trivial polynomial

of least possible degree such that f(α) = 0. Then f(x) is irreducible over

Q. Furthermore, if g(x) ∈ Q[x] and g(α) = 0 then f(x) divides g(x).

Proof. Assume that f(x) is reducible over Q, that is, f(x) = u(x)v(x)

for some polynomials u(x) and v(x) with rational coefficients, of smaller

degrees. Then 0 = f(α) = u(α)v(α) implying u(α) = 0 or v(α) = 0, thus,

contradicting to the minimality of degree hypothesis on f .

For the second part, divide g(x) by f(x) in Q[x] with remainder: g(x) =

q(x)f(x) + r(x), where r(x) ≡ 0 or deg r(x) < deg f(x). Then

0 = g(α) = q(α)f(α) + r(α) = r(α),

hence the minimality of degree hypothesis on f implies r(x) ≡ 0.

An irreducible polynomial from Lemma 6.1 is called a minimal polyno-

mial of α. It follows from the lemma all such minimal polynomials of a

given algebraic number α are rationally proportional to each other.

Exercise 6.1. Show that for each positive integer n, the polynomial xn − 2

is irreducible.

Exercise 6.2 (Eisenstein’s criterion). Assume that for a polynomial

f(x) = xn + an−1x
n−1 + · · ·+ a1x+ a0 ∈ Z[x]

89
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there is a prime p dividing all the coefficients an−1, . . . , a1, a0 but p2 ∤ a0.
Show that f(x) is irreducible.

Exercise 6.3. Show that the cyclotomic polynomial Φp(x) = xp−1+xp−2+

· · ·+ x+ 1 is irreducible.

Hint. Use Eisenstein’s criterion.

Lemma 6.2. Suppose that a polynomial f(x) ∈ Q[x] is irreducible and has

a common zero with a polynomial g(x) ∈ Q[x]. Then f(x) divides g(x),

and all zeros of f(x) are zeros of g(x) as well.

Proof. Let α be the common zero of f(x) and g(x); it is algebraic. From

the irreducibility of f(x) and Lemma 6.1, the polynomial is a minimal

polynomial for α and it divides g(x). This immediately implies the claim.

The degree of an algebraic number α is the degree of its minimal poly-

nomial. In particular, rational numbers have degree 1, while quadratic

irrationalities, like i =
√
−1, have degree 2.

Lemma 6.3. Suppose that γ1, . . . , γm are complex numbers, not all zero;

define their span

L = {r1γ1 + · · ·+ rmγm : rj ∈ Q for j = 1, . . . ,m}

over Q (also known as a Q-lattice). If λL ⊂ L then λ is algebraic of degree

at most m.

Proof. Indeed, the inclusion is equivalent to the system of linear equations

λγ1 = r11γ1 + r12γ2 + · · ·+ r1mγm,

λγ2 = r21γ1 + r22γ2 + · · ·+ r2mγm,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

λγm = rm1γ1 + rm2γ2 + · · ·+ rmmγm,

or

0 = (r11 − λ)γ1 + r12γ2 + · · ·+ r1mγm,

0 = r21γ1 + (r22 − λ)γ2 + · · ·+ r2mγm,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 = rm1γ1 + rm2γ2 + · · ·+ (rmm − λ)γm.

The determinant of the associated matrix, f(x) = det1≤j,k≤m(rjk − xδjk),

vanishes at x = λ, as the system has a nonzero solution (γ1, . . . , γm). Since
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f(x) is a polynomial with rational coefficients of degree at most m, the

desired claim follows.

Theorem 6.1. Let α and β be two algebraic numbers. Then α+ β, α− β,

αβ and α/β (if β ̸= 0) are algebraic, each of degree not more than the

product of degrees of α and of β.

Proof. Denote f(x) = xn + an−1x
n−1 + · · · + a0 a (monic) minimal poly-

nomial of α, of degree n, and g(x) a minimal polynomial of β, of degree k.

Set m = nk and {γj : j = 1, . . . ,m} = {αrβs : r = 0, 1, . . . , n − 1; s =

0, 1, . . . , k − 1}, and define the rational span L of the latter set as in

Lemma 6.3. Then αL ⊂ L. Indeed, α · αrβs = αr+1βs is one of the

elements γj if r < n− 1, while

αr+1βs = αnβs = −a0βs − · · · − an−1α
n−1βs ∈ L

if r = n− 1. For the same reason, βL ⊂ L. The inclusions imply

(α± β)L = αL± βL ⊂ L and (αβ)L = α(βL) ⊂ αL ⊂ L,

so that the numbers α ± β and αβ are algebraic of degree at most m by

Lemma 6.3. For the last part, observe that for β ̸= 0 its reciprocal β−1 is a

zero of the polynomial xkg(1/x) of degree k, hence it is algebraic of degree

at most k. From the above, we conclude that α/β = α · β−1 is algebraic of

degree at most m = nk.

Exercise 6.4. Show that if β ̸= 0 is an algebraic number of degree k then

its reciprocal 1/β is also algebraic of the same degree.

Theorem 6.2 (algebraic closedness of algebraic numbers). Let f(x) =

xn + αn−1x
n−1 + · · ·+ α1x+ α0 be a polynomial with algebraic coefficients

αn−1, . . . , α1, α0 and α ∈ C a zero of f(x). Then α is algebraic.

Proof. For each algebraic coefficient αj of the polynomial, denote by kj its

degree. This time, the set L in Lemma 6.3 is the Q-span of the following

numerical collection:

{αjαj0
0 α

j1
1 · · ·αjn−1

n−1 : 0 ≤ j < n; 0 ≤ j0 < k0;

0 ≤ j1 < k1; . . . ; 0 ≤ jn−1 < kn−1}.

As in the proof of Theorem 6.1 we clearly have αjL ⊂ L for j = 0, 1, . . . ,

n− 1. In a similar way, αL ⊂ L, because

α · αjαj0
0 · · ·αjn−1

n−1 = αj+1αj0
0 · · ·αjn−1

n−1
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which is a number from the collection for j < n− 1 and is equal to

(−α0 − α1α− · · · − αn−1α
n−1)αj0

0 · · ·αjn−1

n−1 ∈ L

for j = n − 1. It follows from Lemma 6.3 that α is algebraic of degree at

most nk0k1 · · · kn−1.

6.2 Rational approximations of real numbers.

Non-quadraticity of e

Theorem 6.3. Let α be a real number and t a positive integer. Then there

is a rational number p/q such that∣∣∣∣α− p

q

∣∣∣∣ < 1

qt

and 1 ≤ q ≤ t.

Proof. The proof makes use of an elementary argument known as Dirichlet’s

box principle or as the pigeon hole principle. For the fractional parts,

{αx} = αx− ⌊αx⌋ ∈ [0, 1) =

[
0,

1

t

)
∪
[
1

t
,
2

t

)
∪ · · · ∪

[
t− 1

t
, 1

)
,

when x runs over integers 0, 1, . . . , t, at least two of the values of {αx} fall

into the same interval. This means that there are two integers x1 < x2
from the interval {0, 1, . . . , t} such that

|{αx2} − {αx1}| <
1

t
.

Choose q = x2 − x1 (so that 1 ≤ q ≤ t) and p = ⌊αx2⌋ − ⌊αx1⌋ to get

|qα− p| = |α(x2 − x1)− (⌊αx2⌋ − ⌊αx1⌋)| = |{αx2} − {αx1}| <
1

t
.

This concludes the construction of the fraction p/q with required properties.

As a corollary we deduce the following statement.

Theorem 6.4 (Dirichlet’s theorem). If α is a real irrational number then

the inequality ∣∣∣∣α− p

q

∣∣∣∣ < 1

q2

has infinitely many solutions.
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In fact, a stronger statement follows from the theory of continued frac-

tions (see Section 4.4).

Proof. Taking n = t in Theorem 6.3 we deduce that, for each n = 1, 2, . . . ,

there is a fraction pn/qn such that |α− pn/qn| < 1/(nqn) and 1 ≤ qn ≤ n.

The two inequalities imply |α−pn/qn| ≤ 1/q2n since nqn ≥ q2n. Furthermore,

1/(nqn) → 0 as n → ∞, so that |α − pn/qn| → 0 as n → ∞. Since the

equality |α− pn/qn| = 0 is not possible for irrational α, there are infinitely

many elements in the sequence {pn/qn}∞n=1 to accommodate the limiting

relation.

Observe that Dirichlet’s theorem fails for rational α = a/b, since for any

fraction p/q ̸= α we get∣∣∣∣α− p

q

∣∣∣∣ = ∣∣∣∣ab − p

q

∣∣∣∣ = |aq − bp|
bq

≥ 1

bq
=

1/b

q
≥ 1

q2

whenever q ≥ b. In fact, the estimate shows that in this case |α−p/q| ≥ c/q

for all positive integers q, where c = 1/b. Thus, we can state the following

irrationality criterion.

Lemma 6.4. If α is real and there are infinitely many fractions p/q such

that 0 < |α− p/q| = o(1/q) as q → ∞, then α is irrational.

Notice that the existence of infinitely many solutions p/q to the dio-

phantine inequality 0 < |α − p/q| = o(1/q) implies a posteriori a stronger

conclusion (thanks to Dirichlet’s theorem): there are infinitely many solu-

tions p/q to the inequality 0 < |α− p/q| < 1/q2.

Exercise 6.5. Show that for all integers p and q ≥ 2,∣∣∣∣√2− p

q

∣∣∣∣ > 1

4q2
.

The next diophantine results are for the constant

e = lim
n→∞

(
1 +

1

n

)n

=

∞∑
k=0

1

k!

= 2.71828182845904523536028747135266249775724709369995 . . . .

It is classical that the partial sums of the latter series produce excellent

rational approximations to the number, good enough for proving its irra-

tionality (in view of Lemma 6.4, for example). We will establish somewhat

stronger.
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Theorem 6.5. (a) The number e2 is not a quadratic irrationality.

(b) The number e is not a quadratic irrationality.

Proof. (a) Assume on the contrary that e2 is a quadratic irrationality, so

that there is a positive integer a and some integers b, c such that ae2 +

be−2 + c = 0.

As we know from Exercise 1.3, the exact power of prime 2 in n! is equal

to

ν2(n) =

⌊
n

2

⌋
+

⌊
n

4

⌋
+

⌊
n

8

⌋
+ · · · ;

in particular, ν2(2
m) = ν2(2

m+1) = 2m−1+ · · ·+2+1 = 2m−1. It means

that the rational number 2n/n! written to the lowest terms as 2αn/Mn has

αn = 1 when n = 2m and αn = 2 if n = 2m + 1 for some m ∈ N. In what

follows we choose and fix n of one of these forms to be sufficiently large.

From the Taylor series expansion with the remainder in the Lagrange

form,

ex =

n∑
k=0

xk

k!
+
xn+1eθx

(n+ 1)!

= 1 + x+
x2

2!
+
x3

3!
+ · · ·+ xn

n!
×
(
1 +

xeθx

n+ 1

)
for some 0 < θ < 1.

Denote by β+ and β− the corresponding values of eθx/(n + 1) for x = 2

and x = −2, respectively, so that

e2 = 1 + · · ·+ 2αk

Mk
+ · · ·+ 2αn

Mn
(1 + 2β+),

e−2 = 1− · · · ± 2αk

Mk
∓ · · · ± 2αn

Mn
(1− 2β−).

Notice that 0 < β+ < e2/(n+1) and 0 < β− < 1/(n+1); in particular, for

all n sufficiently large we get

0 < aβ+ + |b|β− <
1

8
.

Substituting the Taylor expansions into ae2+ be−2+ c = 0 and multiplying

the result by Mn (which is the ‘odd’ part of n!, so it is divisible by Mk for

all k < n) we obtain

a× 2αn × 2β+ ∓ b× 2αn × 2β− = d

for some integer d. By choosing n = 2m if b ≤ 0 and n = 2m+1 if b > 0 we

get the left-hand side equal to 2αn+1(aβ++ |b|β−), which is then a quantity
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in the range between 0 and 1 from the inequality above and 2αn+1 ∈ {4, 8}.
Finally, the inequality 0 < d < 1 is not possible for an integer d. The

contradiction implies that e2 is not a quadratic irrationality.

(b) If e were a quadratic irrationality then ae+ be−1 ∈ Z for some a, b ∈
Z, not simultaneously zero, so that (ae+ be−1)2 = a2e2 + b2e−2 + 2ab ∈ Z
meaning that e2 is a quadratic irrationality. The latter is however excluded

by part (a).

6.3 Liouville’s theorem on rational approximations

of irrational algebraic numbers

The next result is what led Liouville (1844) to show for the first time that

transcendental numbers exist.

Theorem 6.6 (Liouville’s theorem). Let α be algebraic number of degree

n ≥ 2. Then there exists a constant c = c(α) such that for any rational

fraction p/q we have the inequality∣∣∣∣α− p

q

∣∣∣∣ > c

qn
.

Proof. Denote

f(x) = anx
n + an−1x

n−1 + · · ·+ a1x+ a0 ∈ Z[x], an > 0,

the minimal polynomial of the algebraic number α with gcd(an,

an−1, . . . , a1, a0) = 1. Its factorisation over C reads

f(x) = an(x− α)×
n∏

j=2

(x− αj),

where α2, α3, . . . , αn are algebraic conjugates of α. If |α − p/q| ≥ 1 then,

clearly, |α−p/q| ≥ 1/qn, so that the desired inequality holds with c = 1. In

what follows we will therefore restrict ourselves to the case |α− p/q| < 1.

From |α− p/q| < 1 we deduce that |p/q| < |α|+ 1. This implies that∣∣∣∣f(pq
)∣∣∣∣ = an

∣∣∣∣α− p

q

∣∣∣∣× n∏
j=2

∣∣∣∣αj −
p

q

∣∣∣∣ ≤ an

∣∣∣∣α− p

q

∣∣∣∣× n∏
j=2

(
|αj |+

∣∣∣∣pq
∣∣∣∣)

< an

∣∣∣∣α− p

q

∣∣∣∣× n∏
j=2

(|αj |+ |α|+ 1) ≤ an

∣∣∣∣α− p

q

∣∣∣∣× (2 α + 1)n−1,
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where α = max{|α|, |α2|, . . . , |αn|} is the so-called house of algebraic num-

ber α. On the other hand, f(p/q) ̸= 0 since f(x) is an irreducible polyno-

mial of degree n ≥ 2, hence∣∣∣∣f(pq
)∣∣∣∣ = |anpn + an−1p

n−1q + · · ·+ a1pq
n−1 + a0q

n|
qn

≥ 1

qn
,

because all the numbers in the numerator are integral. Combining the two

inequalities we obtain

1

qn
≤
∣∣∣∣f(pq

)∣∣∣∣ < an

∣∣∣∣α− p

q

∣∣∣∣× n∏
j=2

(2 α + 1)

implying that ∣∣∣∣α− p

q

∣∣∣∣ > c(α)

qn

with the choice

c(α) =
1

an(2 α + 1)n−1
< 1.

Liouville’s theorem implies that the diophantine inequality

0 <

∣∣∣∣α− p

q

∣∣∣∣ < c(α)

qn

does not have solutions in integers p and q > 0.

Lemma 6.5. If for a real number α, for any n ∈ N the inequality

0 <

∣∣∣∣α− p

q

∣∣∣∣ < 1

qn

has infinitely many solutions in integers p and q > 0, then α is transcen-

dental.

Proof. Assume on the contrary that α is algebraic and choose m ≥ 2 be

its degree and c = c(α) > 0 the corresponding constant from Theorem 6.6,

so that |α − p/q| > c/qm for all p/q. On the other hand, the hypothesis

implies that there are infinitely many p/q satisfying |α − p/q| < 1/qm+1.

In this infinite set we pick one with q > 1/c. Then∣∣∣∣α− p

q

∣∣∣∣ < 1

qm+1
<

c

qm
,

which contradicts to the inequality above.
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Theorem 6.7. The quantity

α =

∞∑
k=1

1

2k!

is transcendental.

Proof. Write the partial sums of the series

pn
qn

=

n∑
k=1

1

2k!
,

where qn = 2n! and pn are certain positive integers, n = 1, 2, . . . . Then

rn = α− pn
qn

=

∞∑
k=n+1

1

2k!

satisfies rn > 0 and

rn =
1

2(n+1)!
×
(
1 +

1

2(n+2)!−(n+1)!
+

1

2(n+3)!−(n+1)!
+ · · ·

)
<

1

2(n+1)!
×
(
1 +

1

2
+

1

22
+ · · ·

)
=

(
1

2n!

)n+1

× 2 =
2

qn+1
n

≤ 1

qnn
for n = 1, 2, . . . . This means that, for each n, the inequality 0 < α− p/q <
1/qn has infinitely many solutions, namely,

p

q
∈
{
pn
qn
,
pn+1

qn+1
,
pn+2

qn+2
, . . .

}
.

It remains to apply the above corollary to Liouville’s theorem—Lemma 6.5.

6.4 Bounds for the value of polynomial at an algebraic point

In order to approach transcendence proofs more generally, we need some

standard information about algebraic numbers; in particular, a suitable

generalisation of Liouville’s theorem. The next statement comes from alge-

bra (so that we do not discuss its proof here).

Lemma 6.6. Let G be a symmetric polynomial from the ring Z[x1, . . . , xn]
of n variables and

s1 = x1 + · · ·+ xn, s2 = x1x2 + · · ·+ xn−1xn, . . . , sn = x1 · · ·xn
elementary symmetric polynomials. Then there exists a polynomial F ∈
Z[y1, . . . , yn] of degree at most degG such that

F (s1, s2, . . . , sn) = G(x1, . . . , xn).
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The height of a polynomial P (x) = pnx
n+· · ·+p1x+p0 is the maximum

of the absolute values of its coefficients, H(P ) = max0≤k≤n |pk|.
Exercise 6.6. The height H(α) of an algebraic number α is the height

of its minimal polynomial from Z[x], whose coefficients do not possess a

non-trivial common divisor (a so-called primitive polynomial). Establish

bounds for the heights H(α + β) and H(αβ) from above, where α and β

are algebraic numbers, by means of degα, deg β, H(α) and H(β).

Theorem 6.8. Suppose that α is an algebraic number of degree n ≥ 1.

Then there exists a constant c = c(α) > 0 such that for any polynomial

P (x) with integer coefficients, either P (α) = 0 or

|P (α)| > ck

Hn−1
,

where k = degP is the degree of the polynomial and H = H(P ) its height.

Proof. Denote f(x) = anx
n + · · ·+ a1x+ a0 an (irreducible) minimal poly-

nomial of α with integer coefficients and an > 0; its zeros are α1 = α and

α2, . . . , αn. Take P (x) ∈ Z[x] an arbitrary polynomial. If P (α) = 0 then

there is nothing to prove, so we assume that P (α) ̸= 0. Then P (αj) ̸= 0

for j = 2, . . . , n by Lemma 6.2. Consider the symmetric polynomial

G(x1, x2, . . . , xn) = P (x1)P (x2) · · ·P (xn),

for which G(x1, . . . , xn) = F (s1, . . . , sn) by Lemma 6.6. Then

G(α1, . . . , αn) =
∏n

j=1 P (αj) ̸= 0, while from Viète’s theorem we obtain

G(α1, . . . , αn) = F

(
−an−1

an
, . . . , (−1)n

a0
an

)
.

Since the coefficients of the polynomial F are integral and its degree is at

most degG = nk, we conclude from the latter result that

G(α1, . . . , αn) =
A

ankn

for some nonzero integer A. Furthermore, for all j = 2, . . . , n we have the

estimates

|P (αj)| ≤ H(1 + |αj |+ |αj |2 + · · ·+ |αj |n) ≤ H(1 + |αj |)k ≤ H(1 + α )k,

where α = max1≤j≤n |αj | is the house of α, so that

|G(α1, . . . , αn)| ≤ |P (α)|Hn−1(1 + α )k(n−1).
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Comparing this with

|G(α1, . . . , αn)| =
|A|
ankn

≥ 1

ankn

we arrive at the desired estimate for |P (α)| with

c = c(α) =
1

2ann(1 + α )n−1
.

Exercise 6.7. The height H(P ) of a polynomial in any number of variables

is defined in exactly the same manner as in the single-variable case: it is

the maximum of the absolute values of all coefficients of P .

Assume that α and β are algebraic numbers of degrees n and m, re-

spectively. Prove the following extension of Theorem 6.8: There exists a

constant c = c(α, β) > 0 such that for any polynomial P (x, y) ∈ Z[x, y] in
two variables of total degree k ≥ 1 we either have P (α, β) = 0 or

|P (α, β)| > ck

Hmn−1
.

This exercise is clearly a part of some more general result, which we

revisit again in Chapter 8 (without providing details of proof).

6.5 Transcendence of e

Our proof of transcendence of e relies on an analytical identity, due to

Hermite, and a simple arithmetic fact.

Lemma 6.7 (Hermite’s identity). To a polynomial f(x) of degree N with

real coefficients, assign the polynomial

F (x) = f(x) + f ′(x) + · · ·+ f (N)(x),

where the sum is over all (nonzero) derivatives of f(x). Then

F (0)ex − F (x) = ex
∫ x

0

f(t)e−t dt

for all x > 0.

Proof. The identity follows from the following repeated integration by

parts:∫ x

0

f(t)e−t dt =

∫ x

0

f(t) d(−e−t) = f(0)− f(x)e−x +

∫ x

0

f ′(t)e−t dt = · · ·

= F (0)− F (x)e−x.



Tuesday 20th June, 2023 18:43 ws-book9x6 Analytic methods in number theory AMiNT-book page 100

100 Analytic methods in number theory

Lemma 6.8. If g(x) is a polynomial with integer coefficients then so is the

polynomial

g(k)(x)

k!
=

1

k!

dk

dxk
g(x)

for any k ≥ 0.

Proof. Any such g(x) is a Z-linear combination of the monomials xn, where

n = 0, 1, . . . , hence it is sufficient to prove the statement for them. If k > n

then (xn)(k)/k! ≡ 0; otherwise we have

(xn)(k)

k!
=
n(n− 1) · · · (n− k + 1)

k!
xn−k =

(
n

k

)
xn−k ∈ Z[x].

Exercise 6.8. A polynomial P (x) ∈ Q[x] is said to be integer-valued if

P (k) ∈ Z for all k ∈ Z. Examples of such polynomials are (x+2)(x− 5)/2,

x(x2 − 1)/6 and, more generally, the binomials(
x

n

)
=
x(x− 1) · · · (x− n+ 1)

n!
for n = 1, 2, . . . ,

(
x

0

)
= 1.

Prove that any integer-valued polynomial can be written as a linear

combination of
(
x
n

)
with integer coefficients.

Exercise 6.9. If P (x) is an integer-valued polynomial of degree m ≥ 1

and M is the least common multiple of 1, 2, . . . ,m, show that MP ′(x) is

integer-valued.

Theorem 6.9 (Hermite). The number e is transcendental.

Proof. Assume, on the contrary, that e is algebraic and choose ϕ(x) =

amx
m+· · ·+a1x+a0 to be its minimal polynomial with integer coefficients.

Since ϕ(x) is irreducible, we have a0 ̸= 0. For a sufficiently large n, whose

choice we will finalise later, consider the polynomial

f(x) =
1

(n− 1)!
xn−1(x− 1)n(x− 2)n · · · (x−m)n.

Apply Hermite’s identity from Lemma 6.7 with this choice of f(x) and for

each x = 0, 1, . . . ,m, and collect the results into a single linear combinations

with the related coefficients a0, a1, . . . , am:

−
m∑

k=0

akF (k) =

m∑
k=0

ake
k

∫ k

0

f(t)e−t dt,

where we use the fact that
∑m

k=0 ake
kF (0) = ϕ(e)F (0) = 0. Our aim is to

show that the expression on the left-hand side of the formula is a nonzero
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integer when n > max{m, |a0|} is a prime number, while the right-hand

side tends to 0 as n→ ∞.

It follows from the definition of f(x) that f (j)(0) = 0 for j = 0, 1, . . . ,

n− 2 and

f (n−1)(0) = (x− 1)n(x− 2)n · · · (x−m)n
∣∣
x=0

= (−1)mnm!n;

we also have f (j)(k) = 0 for all j = 0, 1, . . . , n − 1 and k = 1, 2, . . . ,m.

From Lemma 6.8 applied to the polynomial

g(x) = (n− 1)! f(x) = xn−1(x− 1)n(x− 2)n · · · (x−m)n

we conclude that the derivatives of f(x) of orders j = n, n + 1, . . . are all

divisible by n = n!/(n− 1)! . In particular, f (j)(k) ∈ nZ for all such j and

k = 0, 1, . . . ,m. Summarising our findings and using the definition of the

polynomial F (x) we see that

m∑
k=0

akF (k) = (−1)mnm!n a0 + nA

for some A ∈ Z. If n is a prime number satisfying n > m and n > |a0|
then the integer (−1)mnm!n a0 is not divisible by n. This means that whole

expression is not divisible by n, so it is a nonzero integer. The implication

is the estimate ∣∣∣∣ m∑
k=0

akF (k)

∣∣∣∣ ≥ 1.

On the other hand, we have

|f(t)| < mn−1 ·mn · · ·mn

(n− 1)!
=
m(m+1)n−1

(n− 1)!

for all t in the interval 0 ≤ t ≤ m, so that∣∣∣∣ m∑
k=0

akF (k)

∣∣∣∣ = ∣∣∣∣ m∑
k=0

ake
k

∫ k

0

f(t)e−t dt

∣∣∣∣
<
m(m+1)n−1

(n− 1)!

m∑
k=0

|ak|ek
∫ k

0

e−t dt

<
m(m+1)n−1em

(n− 1)!

m∑
k=0

|ak| =
cn0

(n− 1)!
c1 < 1

for sufficiently large n, since cn0/(n − 1)! → 0 as n → ∞. The two contra-

dictory estimates we have obtained for
∑m

k=0 akF (k) imply that e cannot

be algebraic.
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6.6 Irrationality of π

A modification of the argument from the previous section allows one to

prove the irrationality of π.

Lemma 6.9. To a polynomial f(x) with real coefficients, assign the poly-

nomial

F (x) = f(x)− f ′′(x) + f (4)(x)− f (6)(x) + · · · .
Then

F (0) + F (π) =

∫ π

0

f(t) sin tdt.

Proof. The identity follows from integration of equality

d

dx

(
F ′(x) sinx− F (x) cosx

)
= (F ′′(x) + F (x)) sinx = f(x) sinx.

Theorem 6.10. The number π is irrational.

Proof. Assuming that π is rational, π = a/b with b > 0, say, apply the

identity of Lemma 6.9 to the polynomial

f(x) =
bn

n!
xn(π − x)n =

1

n!
xn(a− bx)n,

where n is chosen sufficiently large. We have f(0) = f ′(0) = · · · =

f (n−1)(0) = 0, and also f (j)(0) ∈ Z for j ≥ n from Lemma 6.8 ap-

plied to the polynomial g(x) = xn(a − bx)n ∈ Z[x]. This means that

f (j)(0) ∈ Z for all j ≥ 0. Because of the symmetry f(π−x) = f(x), we get

f (j)(π − x) = (−1)jf (j)(x), hence f (j)(π) = (−1)jf (j)(0) ∈ Z for all j ≥ 0.

Combining this we conclude that both F (0) and F (π) are integers, hence∫ π

0

f(t) sin tdt = F (0) + F (π) ∈ Z.

On the other hand, the integrand f(t) sin t is clearly positive on the interval

0 < t < π and possesses the estimate

f(t) sin t ≤ f(t) <
bnπ2n

n!
there; therefore,

0 <

∫ π

0

f(t) sin tdt <
bnπ2n+1

n!
< 1

for all large n, since bnπ2n+1/n! → 0 as n → ∞. As no integer exists

between 0 and 1, our estimates lead to contradiction. Thus, π cannot be

rational.
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6.7 Newton’s interpolating series for sinπz

Assume that a function f(z) is analytic in a domain D ⊂ C, while z1, . . . , zn
is a fixed collection of points in D, with possible repetitions. Define

F0(ζ) = 1 and

Fk(ζ) = (ζ − zk)Fk−1(ζ) = (ζ − z1) · · · (ζ − zk) for k = 1, . . . , n.

Multiplying the both sides of elementary identity

1

ζ − z

(
1− z − zk

ζ − zk

)
=

1

ζ − zk
, where k = 1, . . . , n,

by Fk−1(z)/Fk−1(ζ) we arrive at

1

ζ − z

(
Fk−1(z)

Fk−1(ζ)
− Fk(z)

Fk(ζ)

)
=
Fk−1(z)

Fk(ζ)
, where k = 1, . . . , n.

Summing them over k we get

1

ζ − z
− Fn(z)

Fn(ζ)(ζ − z)
=

n∑
k=1

Fk−1(z)

Fk(ζ)
,

equivalently,

1

ζ − z
=

n∑
k=1

Fk−1(z)

Fk(ζ)
+

Fn(z)

Fn(ζ)(ζ − z)
.

Now take a simple closed contour C within the domainD, which encloses

all the points z1, . . . , zn and a point z. Multiplying the identity obtained

by f(ζ)/(2πi) and integrating the result along C we obtain

f(z) =
1

2πi

∮
C

f(ζ)

ζ − z
dζ

=

n∑
k=1

Fk−1(z)
1

2πi

∮
C

f(ζ)

Fk(ζ)
dζ +

1

2πi

∮
C

Fn(z)f(ζ)

Fn(ζ)(ζ − z)
dζ.

The resulting formula is known as Newton’s interpolation formula with

interpolation nodes z1, . . . , zn.

Lemma 6.10 (Newton’s interpolation). In the above notation, denote

Ak−1 =
1

2πi

∮
C

f(ζ)

Fk(ζ)
dζ for k = 1, . . . , n

and

Rn(z) =
1

2πi

∮
C

Fn(z)f(ζ)

Fn(ζ)(ζ − z)
dζ.

Then for z within the contour C,

f(z) =

n−1∑
k=0

AkFk(z) +Rn(z).
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From now on, think of a collection of points z1, z2, . . . inD being infinite.

Assuming that

Rn(z) =
1

2πi

∮
C

Fn(z)f(ζ)

Fn(ζ)(ζ − z)
dζ → 0 as n→ ∞

for all z from a domain D0 ⊂ D, we then obtain the so-called Newton’s

interpolating series

f(z) =

∞∑
k=0

AkFk(z) =

∞∑
k=0

Ak(z − z1) · · · (z − zk).

If f(z) does not happen to be a polynomial, the latter equality involves

infinitely many terms, hence Ak ̸= 0 for infinitely many indices k.

We will next write Newton’s interpolating series for the function f(z) =

sinπz using the collection of nodes z1, z2, . . . as follows. We fix a positive

integer m and define zk = k for k = 1, . . . ,m and then zm+k = zk for all

k ≥ 1. Choose and fix an arbitrary real R > m, so that all nodes are within

the disc of radius R, and consider the remainder

Rn(z) =
1

2πi

∮
C

(z − z1) · · · (z − zn) sinπζ

(ζ − z1) · · · (ζ − zn)(ζ − z)
dζ

for |z| ≤ R and n > 2R, choosing the contour C to be the circle |ζ| = n.

First, |z − zk| ≤ |z|+ |zk| ≤ R +m for k = 1, . . . , n. Second, on the circle

|ζ| = n > 2R > 2m we have

|ζ − zk| ≥ |ζ| − |zk| ≥ n−m >
n

2
for k = 1, . . . , n,

and |ζ − z| ≥ |ζ| − |z| ≥ n−R > n/2. Third, on the same circle we get

| sinπζ| =
∣∣∣∣eπiζ − e−πiζ

2i

∣∣∣∣ ≤ eπ|ζ| = eπn.

Combining all these estimates, we deduce that

|Rn(z)| ≤
1

2π

∮
|ζ|=n

(R+m)neπn

(n/2)n+1
dζ

=
2n+1(R+m)neπn

nn
→ 0 as n→ ∞,

since R and m are fixed. The quantity R can be chosen from the beginning

arbitrary large, to include a given z inside the disc of radius R, so that the

interpolating series is valid for sinπz with any choice of complex z.
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Lemma 6.11 (Newton’s interpolation for sinπz). Define the collection

z1, z2, . . . by zk = k for k = 1, . . . ,m and, recursively, zm+k = zk for all

k ≥ 1. Take z ∈ C. Then

sinπz =

∞∑
n=0

An(z − z1) · · · (z − zn),

where for n > 2max{m, |z|} the coefficients An satisfy

|An| < exp(−n lnn+ 5n).

Proof. It remains to show the estimates for

An =
1

2πi

∮
|ζ|=n

sinπζ

(ζ − z1) · · · (ζ − zn+1)
dζ.

With the help of the bounds above we deduce that

|An| ≤
1

2π

eπn

(n/2)n+1
2πn =

eπn+(n+1) ln 2

nn
<
e5n

nn
,

the required bound.

6.8 Transcendence of π

For the periodic collection z1, z2, . . . defined by zk = k for k = 1, . . . ,m

and zm+k = zk for all k ≥ 1, we can write

(z − z1) · · · (z − zn+1) =

m∏
k=1

(z − k)rk+1,

where the integers rk for k ≥ 1 satisfy the hypotheses

r1 + · · ·+ rm +m = n+ 1,

r1 − 1 ≤ rm ≤ rm−1 ≤ · · · ≤ r2 ≤ r1 ≤ n

m
.

Then the interpolation coefficients An in Lemma 6.11 can be given by

An =
1

2πi

∮
|ζ|=N

sinπζ

(ζ − 1)r1+1 · · · (ζ −m)rm+1
dζ

for (any) choice of N > 2m. Denote r = r1 = max1≤k≤m{rk} and M is the

least common multiple of the numbers 1, 2, . . . ,m.

Lemma 6.12. For each n ≥ 0, there exists a polynomial Pn(x) ∈ Z[x] of
degree at most r and of height not exceeding r! (2M)n such that

Mn−1r!An = Pn(π).
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Proof. Use Cauchy’s residue sum theorem to write

An =

m∑
k=1

1

2πi

∮
Γk

sinπζ

(ζ − 1)r1+1 · · · (ζ −m)rm+1
dζ,

where Γk are circles |ζ−k| = 1
2 bypassed in the positive direction. Develop

the function sinπζ into its Taylor series at ζ = k:

sinπζ = sin(πk + π(ζ − k)) = (−1)k sinπ(ζ − k)

=

∞∑
j=0

(−1)j+kπ2j+1

(2j + 1)!
(ζ − k)2j+1

=
∑

0≤j≤(rk−1)/2

(−1)j+kπ2j+1

(2j + 1)!
(ζ − k)2j+1 +Rk(ζ),

where Rk(ζ) is an entire function with the zero of order at least rk + 1 at

ζ = k, where k = 1, . . . ,m. Therefore,

1

2πi

∮
Γk

Rk(ζ)

(ζ − 1)r1+1 · · · (ζ −m)rm+1
dζ = 0,

hence

1

2πi

∮
Γk

sinπζ

(ζ − 1)r1+1 · · · (ζ −m)rm+1
dζ

=
∑

0≤j≤(rk−1)/2

(−1)j+kπ2j+1

(2j + 1)!

1

2πi

∮
Γk

(ζ − k)2j+1

(ζ − 1)r1+1 · · · (ζ −m)rm+1
dζ.

Denote, for each k = 1, . . . ,m,

akj =
1

2πi

∮
Γk

(ζ − k)2j+1

(ζ − 1)r1+1 · · · (ζ −m)rm+1
dζ,

where 0 ≤ j ≤ (rk − 1)/2.

We shall now check that the numbers akj are rational such that

Mn−1akj ∈ Z. Each akj is a residue of the integrand at ζ = k, that is, the

coefficient of (ζ − k)−1 in the Laurent expansion of the rational function

(ζ − k)2j+1

(ζ − 1)r1+1 · · · (ζ −m)rm+1

at ζ = k. For integers s ̸= k in the range 1 ≤ s ≤ m, we have

1

ζ − s
=

1

k − s
× 1

1− ζ − k

s− k

=
1

k − s

∞∑
ℓ=0

(
ζ − k

s− k

)ℓ

= −
∞∑
ℓ=0

(ζ − k)ℓ

(s− k)ℓ+1
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implying after rs-repeated differentiation that

1

(ζ − s)rs+1
= (−1)rs+1

∞∑
ℓ=r

(
ℓ

rs

)
(ζ − k)ℓ−rs

(s− k)ℓ+1

= (−1)rs+1
∞∑
ℓ=0

(
ℓ+ rs
ℓ

)
(ζ − k)ℓ

(s− k)ℓ+rs+1
.

(If rs = −1 then the Laurent series expansion at ζ = k is simply 1/(ζ −
s)rs+1 = 1.) Therefore, the coefficient of (ζ−k)−1 in the Laurent expansion

of
(ζ − k)2j+1

(ζ − 1)r1+1 · · · (ζ −m)rm+1
=

1

(ζ − 1)r1+1 · · · (ζ − k)rk−2j · · · (ζ −m)rm+1

at ζ = k is equal to a linear combination with integral coefficients of prod-

ucts
m∏
s=1
s̸=k

1

(s− k)ℓs+rs+1
,

for which ℓ1 + · · · + ℓk−1 + ℓk+1 + · · · + ℓm = rk − (2j + 1). Since |s − k|
is an integer between 1 and m while M denotes the least common multiple

of all integers in the range, we have M/(s− k) ∈ Z and
m∏
s=1
s̸=k

(
M

s− k

)ℓs+rs+1

∈ Z.

Here
m∑
s=1
s̸=k

(ℓs + rs + 1) = (m− 1) +

m∑
s=1

rs − (2j + 1) = n− (2j + 1) ≤ n− 1,

so that indeed Mn−1akj ∈ Z.
We now summarise our findings as follows: the quantity

r!Mn−1An =

m∑
k=1

∑
0≤j≤(rk−1)/2

(−1)j+kMn−1akj
r!

(2j + 1)!
π2j+1

is a polynomial Pn(x) ∈ Z[x] evaluated at x = π, as required. It only

remains to estimate the height of the polynomial from above. For each akj
we use the defining integral representation and the fact that |ζ − k| = 1

2

and |ζ − s| ≥ 1
2 for s ̸= k on the contour Γk:

|akj | ≤
1

2π
× π × 1

(1/2)n−j
≤ 2n−1

for 0 ≤ j ≤ (rk − 1)/2 and 1 ≤ k ≤ m. Thus, the absolute values of integer

coefficients of Pn(x) do not exceed

m× r! 2n−1Mn−1 ≤ r! (2M)n.
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Theorem 6.11 (Lindemann). The number π is transcendental.

Proof. Assume on the contrary that π is algebraic, of degree m− 1. With

this m consider the expansion of sinπz in the Newton interpolation series,

sinπz =

∞∑
n=0

An(z − z1) · · · (z − zn),

where |An| < exp(−n lnn + 5n) for n > 2max{m, |z|}. We choose n suffi-

ciently large and consider the polynomial Pn(x) constructed in Lemma 6.12,

whose degree degPn ≤ r and height H = H(Pn) ≤ r! (2M)n. The letters

c, c1, c2 below are used to denote constants that only depend on m (recall

thatm−1 is the degree of algebraic number π). It follows from Theorem 6.8

that either Pn(π) = 0 or

|Pn(π)| ≥
cr

Hm−2
= er ln c−(m−2) lnH

≥ e−r| ln c|−(m−2)(r ln r+n ln(2M)) > exp

(
− m− 2

m
n lnn− c1n

)
,

where we used r ≤ n/m. On the other hand, from the estimate for An and

the fact that Pn(π) = r!Mn−1An we find out that

|Pn(π)| < exp(−n lnn+ 5n+ (n− 1) lnM + r ln r)

< exp

(
− m− 1

m
n lnn+ c2n

)
.

Comparing the two estimates for |Pn(π)| we conclude that they are in-

compatible for all n sufficiently large, n ≥ N . This means that we have

Pn(π) = 0 for all n ≥ N , so that An = 0 for all such n, hence sinπz is

a polynomial. At the same time, it is not (for example, because it has in-

finitely many zeros on the real line). The contradiction we arrived at proves

that π is transcendental.

Exercise 6.10. Prove that the function f(z) = sinπz is transcendental. In

other words, show that there is no polynomial

P (z, x) =

n∑
j=0

Pj(z)x
j

with rational-function coefficients Pj(z) such that P (z, f(z)) = 0 identically

in z.
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Chapter notes

The proof of Theorem 6.5 is based on the argument of Liouville (1840).

Dirichlet’s theorem (Theorem 6.4) and Liouville’s theorem (Theo-

rem 6.6) suggest investigating in general the question about how well a

real number (not necessarily algebraic!) can be approximated by rationals.

A standard way for measuring the quality of rational approximations to

α ∈ R is in terms of the irrationality exponent µ(α), which is defined as the

supremum of µ > 0 for which the inequality

0 <

∣∣∣∣α− p

q

∣∣∣∣ < 1

qµ

has infinitely many solutions in integers p and q ̸= 0. Then Dirichlet’s

theorem translates into the inequality µ(α) ≥ 2 for all irrational real α,

while Liouville’s theorem tells that µ(α) ≤ n for algebraic real α of degree

at most n. The last result is in fact best possible for quadratic irrationalities

(when n = 2)—this follows from Theorems 4.4 and 4.9, but not for n > 2.

Roth’s celebrated theorem [68] proves that µ(α) = 2 for all algebraic α ∈ R,
and with a simple argument from the measure theory one can show that

the irrationality exponent 2 is for almost every real number (in the sense of

Lebesgue measure). But it is not always 2! Already the Liouville number α

in Theorem 6.7 has µ(α) = ∞, as follows from the inequalities established

in its proof. While showing that µ(e) = 2 is considerably simple (see,

for example, [14, Section 2.12]), estimating the irrationality exponent from

above of other ‘interesting’ irrational constants is a competitive business.

The latest record bound [85] set for the number π is µ(π) ≤ 7.103205 . . .

(though we expect it to be 2).
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Chapter 7

Irrationality of zeta values

In this chapter we discuss arithmetic properties of the values of Riemann’s

zeta function ζ(s) at integers s = 2, 3, 4, . . . .

As we already know from Section 3.3 (see Proposition 3.7), the values

of Riemann’s zeta function ζ(s) at positive even integers s = 2k happen to

be rational multiples of π2k, where k = 1, 2, . . . . Now, using the fact that

π is a transcendental number (Theorem 6.11) we end up with the following

immediate corollary.

Theorem 7.1. The value ζ(2k) of Riemann’s zeta function at an even

integer s = 2k is an irrational and transcendental number.

Much less is known on the arithmetic nature of the zeta values at odd

integers s = 3, 5, 7, . . . : in 1978, Apéry proved [3,64] the irrationality of the

number

ζ(3) =

∞∑
n=1

1

n3

= 1.20205690315959428539973816151144999076498629234049 . . . ,

and there are more recent but partial linear independence results of Rivoal

[67] and others. Rivoal’s theorem [67] settles the infinitude of the set of

irrational numbers among ζ(3), ζ(5), ζ(7), . . . . Conjecturally, each of these

numbers is transcendental, and a complete answer to the above-stated ques-

tion, about polynomial relations over Q for the values of ζ(s) with s ≥ 2

integer, looks rather simple.

Conjecture 7.1. The numbers

π, ζ(3), ζ(5), ζ(7), ζ(9), . . .

are algebraically independent over Q.

111
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This conjecture may be regarded as a mathematical folklore. It seems to

be unattainable by the present methods. Below we give a proof of Apéry’s

result and then discuss a partial result about the irrationality of other odd

zeta values.

7.1 Arithmetic of linear forms in 1 and ζ(3)

For n = 0, 1, 2, . . . , consider the rational function

Qn(t) =
(t− 1)(t− 2) · · · (t− n)

t(t+ 1)(t+ 2) . . . (t+ n)
=

∏n
j=1(t− j)∏n
j=0(t+ j)

.

As the degree of its numerator is less than that of its denominator, its

partial-fraction decomposition assumes the form

Qn(t) =

n∑
k=0

ck
t+ k

.

Lemma 7.1. The coefficients ck, where k = 0, 1, . . . , n, are integers.

Proof. The standard procedure of expanding a rational fraction into the

sum of partial fractions leads to

ck = Qn(t)(t+ k)
∣∣
t=−k

=

∏n
j=1(t− j)∏k−1

j=0 (t+ j)×
∏n

j=k+1(t+ j)

∣∣∣∣
t=−k

=
(−1)n

∏n
j=1(k + j)

(−1)kk!× (n− k)!
= (−1)n−k

(
n+ k

n

)(
n

k

)
∈ Z

for k = 0, 1, . . . , n.

Exercise 7.1. Show that the coefficients in the partial-fraction decomposi-

tions of the rational functions

n!∏n
j=0(t+ j)

,

∏n
j=1(t+ n+ j)∏n

j=0(t+ j)
,

22n
∏n

j=1(t+
1
2 − j)∏n

j=0(t+ j)
,

22n
∏n

j=1(t−
1
2 + j)∏n

j=0(t+ j)
and

22n
∏n

j=1(t+ n− 1
2 + j)∏n

j=0(t+ j)

possess the same property as displayed in Lemma 7.1.

Denote dn = lcm(1, 2, . . . , n). The asymptotics of this quantity is con-

trolled by the prime number theorem.
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Lemma 7.2. We have

lim
n→∞

ln dn
n

= 1;

in other words, dn grows with n like en+o(n) as n→ ∞.

Proof. It is not hard to see that dn is a product over primes p ≤ n entering

with exponent k such that pk ≤ n. This means that

ln dn =
∑
pk≤n

k ln p =
∑
p≤n

⌊
lnn

ln p

⌋
ln p = ψ(n),

where ψ is Chebyshev’s function from Section 2.6. Thus, the required

asymptotics follows from Lemma 2.10 and Theorem 2.8.

We now turn our attention to the rational function

Rn(t) = Qn(t)
2 =

∏n
j=1(t− j)2∏n
j=0(t+ j)2

,

which plays a special role in our construction of rational approximations to

ζ(3).

Lemma 7.3. The rational coefficients in the partial-fraction decomposition

Rn(t) =

n∑
k=0

(
ak

(t+ k)2
+

bk
t+ k

)
satisfy the inclusions ak ∈ Z and dnbk ∈ Z for k = 0, 1, . . . , n.

Proof. Notice that a decomposition of rational function into the sum of

partial fractions is unique. Use the partial-fraction expansion of Lemma 7.1,

Rn(t) =

( n∑
k=0

ck
t+ k

)2

=

n∑
k=0

(
ck
t+ k

)2

+

n∑
k=0

n∑
l=0

k ̸=l

ckcl
(t+ k)(t+ l)

=

n∑
k=0

c2k
(t+ k)2

+

n∑
k=0

n∑
l=0

k ̸=l

ckcl
l − k

(
1

t+ k
− 1

t+ l

)
,

implying

ak = c2k =

(
n+ k

n

)2(
n

k

)2

and bk = 2ck

n∑
l=0
l ̸=k

cl
l − k

for k = 0, 1, . . . , n.

Since |l−k| ≤ n in the latter sum, the resulting formulae for ak and bk give

us grounds for the required inclusions.
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Finally, consider the sequence

rn = −
∞∑

m=1

dRn

dt

∣∣∣∣
t=m

. (7.1)

Lemma 7.4. For each n = 0, 1, 2, . . . , the quantity rn can be represented

in the form rn = qnζ(3)− pn with qn ∈ Z and d3npn ∈ Z.

Proof. We have

rn =

∞∑
m=1

n∑
k=0

(
2ak

(t+ k)3
+

bk
(t+ k)2

)∣∣∣∣
t=m

= 2

n∑
k=0

ak

∞∑
m=1

1

(m+ k)3
+

n∑
k=0

bk

∞∑
m=1

1

(m+ k)2

= 2

n∑
k=0

ak

(
ζ(3)−

k∑
ℓ=1

1

ℓ3

)
+

n∑
k=0

bk

(
ζ(2)−

k∑
ℓ=1

1

ℓ2

)
.

Observe that

n∑
k=0

bk =

n∑
k=0

Rest=−k Rn(t) = −Rest=∞Rn(t)

by the residue sum theorem, and Rest=∞Rn(t) = 0 because Rn(t) = O(t−2)

as t→ ∞. It follows that rn = qnζ(3)− pn, where

qn = 2

n∑
k=0

ak ∈ Z and pn = 2

n∑
k=0

ak

k∑
ℓ=1

1

ℓ3
+

n∑
k=0

bk

k∑
ℓ=1

1

ℓ2
.

Finally, the inclusions d3npn ∈ Z follow from the explicit formula for pn and

Lemma 7.4.

The numbers

1

2
qn =

n∑
k=0

(
n+ k

n

)2(
n

k

)2

showing up as the coefficients of ζ(3) in the linear form are known as the

Apéry numbers.

Exercise 7.2 (Apéry’s recursion). (a) Verify that

r0 = 2ζ(3) and r1 = 10ζ(3)− 12.
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(b) Define Sn(t) = sn(t)Rn(t), where sn(t) = 4(2n+1)(−2t2+t+(2n+1)2).

Check that

(n+ 1)3Rn+1(t)− (2n+ 1)(17n2 + 17n+ 5)Rn(t) + n3Rn−1(t)

= Sn(t+ 1)− Sn(t)

for n = 1, 2, . . . .

(c) Using part (b), show that the sequences {rn}∞n=0, {qn}∞n=0 and {pn}∞n=0

satisfy the same(!) recurrence relation

(n+1)3rn+1−(2n+1)(17n2+17n+5)rn+n
3rn−1 = 0 for n = 1, 2, . . . .

(7.2)

The argument for deducing Apéry’s recursion (7.1) from the exercise is

known as creative telescoping [81,84].

7.2 Apéry’s theorem

It remains to determine the growth of the linear forms rn = qnζ(3) − pn
constructed in Lemma 7.4 as n→ ∞. For that we will use Stirling’s formula

for the gamma function and apply the saddle-point method from analysis.

Lemma 7.5. For the sum rn in (7.1) the following integral representation

is valid :

rn =
1

2πi

∫ C+i∞

C−i∞

(
π

sinπt

)2

Rn(t) dt,

where in the contour of integration Re t = C one can take any C in the

interval 0 < C < n+ 1.

Proof. FixN > n and consider the rectangular contour (positively oriented)

with vertices at C± iN and N + 1
2 ± iN . The function π/ sinπt is bounded

on the sides Im t = ±N of the contour: for example, for t = x − iN , we

find that

π

| sinπt|
=

2π

|eπ(N+ix) − e−π(N+ix)|
=

2πe−πN

|eπix − e−π(2N+ix)|

≤ 2πe−πN

1− e−2πN
< 4πe−πN ,

and the same bound is valid for t = x+ iN . It is also bounded on the side

Re t = N + 1
2 of the rectangle: when t = N + 1

2 + iy, we get

π

| sinπs|
=

π

coshπy
< 2πe−π|y| ≤ 2π.
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The function Rn(t) is O(t−2) as t → ∞, hence it is O(N−2) on the three

sides of the contour. By performing the limit as N → ∞, it follows that

the complex integral

− 1

2πi

∫ C+i∞

C−i∞

(
π

sinπt

)2

Rn(t) dt

equals the sum of the residues of the integrand at the poles t = m, where

m runs over the integers satisfying m > C. Since(
π

sinπt

)2

=
1

(t−m)2
+O(1)

and

Rn(t) = Rn(m) +R′
n(m)(t−m) +O

(
(t−m)2

)
as t→ m, we conclude that

Rest=m

(
π

sinπt

)2

Rn(t) = R′
n(m).

It remains to notice that R′
n(m) = 0 for m = 1, 2, . . . , n, so that

∑
m>C

Rest=m

(
π

sinπt

)2

Rn(t) =
∑
m>C

R′
n(m) =

∑
m≥1

R′
n(m) = −rn.

Using the properties of Euler’s gamma function Γ(t) (see Section 3.1)

we observe the expression

F (t) =

(
π

sinπt

)2

Rn(t) =
Γ(n+ 1− t)2Γ(t)4

Γ(n+ 1 + t)2
(7.3)

for the integrand in Lemma 7.5.

Lemma 7.6 (Stirling’s formula). In the half-plane Re t > 0,

ln Γ(t) =

(
t− 1

2

)
ln t− t+ ln

√
2π + ρ(t),

where the error term ρ(t) satisfies |ρ(t)| ≤ c (Re t)−1 for some absolute

constant c > 0.

As proving this formula is beyond our scope here, we only highlight

some underlying ideas behind the proof.
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Sketch. For the logarithmic derivative of the gamma function, one can show

that

Γ′(t)

Γ(t)
=

d

dt
ln Γ(t) =

∫ ∞

0

(
e−u

u
− e−tu

1− e−u

)
du; (7.4)

this formula is due to Binet. Integrating this equality intelligently, one gets

ln Γ(t) =

(
t− 1

2

)
ln t− t+ln

√
2π+

∫ ∞

0

(
1

2
− 1

u
+

1

eu − 1

)
e−tu

u
du. (7.5)

By choosing c to be the maximum of∣∣∣∣12 − 1

u
+

1

eu − 1

∣∣∣∣ 1u
on the real half-line u > 0 (and one can check that the expression is bounded

there), we finally find that

|ρ(t)| ≤ c

∫ ∞

0

|e−tu|du = c

∫ ∞

0

e−(Re t)u du =
c

Re t
.

Exercise 7.3. (a) Deduce formula (7.5) from Binet’s (7.4).

(b) Complete the proof of Lemma 7.6.

(c) Prove Stirling’s asymptotic formula for the factorial function

n! ∼
√
2πn

(
n

e

)n

as n→ ∞,

and its corollary (
2n

n

)
∼ 22n√

πn
as n→ ∞

for the central binomial coefficients.

Lemma 7.7. As n → ∞, the following asymptotics is valid : r
1/n
n →

(
√
2− 1)4.

Proof. In the integral representation of Lemma 7.5 take C = (n + 1)/
√
2

and change the variable t = (n+ 1)z. The real parts of n+ 1+ t, n+ 1− t

and t are bounded by c1n on the contour of integration for some c1 > 0,

hence application of Lemma 7.6 to the integrand (7.3) results in

lnF (t) = (2n+ 1− 2t) ln(n+ 1− t)− 2(n+ 1− t) + (4t− 2) ln t− 4t

− (2n+ 1 + 2t) ln(n+ 1 + t) + 2(n+ 1 + t) + 2 ln(2π) +O(n−1)

= 2(n+ 1)f(z) + lnh(z)− 2 ln(n+ 1) + 2 ln(2π) +O(n−1),
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where

f(z) = (1− z) ln(1− z) + 2z ln z − (1 + z) ln(1 + z), h(z) =
1 + z

z2(1− z)

and the constant in O(n−1) is absolute. This implies that

rn =
2π

ni

∫ z0+i∞

z0−i∞
e2(n+1)f(z) 1 + z

z2(1− z)

(
1 +O(n−1)

)
dz

for z0 = 1/
√
2 and some absolute constant in O(n−1).

Consider the function g(y) = Re f(z0+ iy), that is, the real part of f(z)

on the contour of integration. We have

d

dy
g(y) = − Im

df

dz

∣∣∣∣
z=z0+iy

= Im ln(z−2 − 1),

hence dg/dy vanishes at y = 0 only. In a neighbourhood of the point we

get g(y) = g(0) − 23/2y2 + O(y3), so that g(y) has its maximum at y = 0.

Then

f(z) = f(z0)+23/2(z−z0)2+O
(
(z−z0)3

)
= g(0)+23/2(z−z0)2+O

(
(z−z0)3

)
on the contour of integration—the maximum of |ef(z)| is attained at z = z0
and it is equal to ef(z0). Thus, we obtain

lim
n→∞

r1/(n+1)
n = e2f(z0) = (

√
2− 1)4,

and the result follows.

Theorem 7.2 (Apéry’s theorem). The number ζ(3) is irrational.

Proof. Assume on the contrary that ζ(3) is rational, ζ(3) = a/b for some

a, b ∈ Z>0. Since r
1/n
n tends to a positive quantity as n→ ∞, we conclude

that rn does not vanish for all n sufficiently large. In particular, the integral

numbers bd3nrn = ad3nqn − bd3npn are nonzero for all such indices n; this

implies that |bd3nrn| ≥ 1 for all sufficiently large n. On the other hand,

|bd3nrn|1/n → e3(
√
2− 1)4 = 0.59 . . . < 1, so that |bd3nrn| < 1 for all n large.

The contradiction means that our assumption ζ(3) ∈ Q is invalid.

7.3 Arithmetic properties of special rational functions

In this part, which is spread over Sections 7.3–7.6, we generalise the con-

struction from Sections 7.1–7.2 to prove the following result.

Theorem 7.3. At least one of eleven numbers ζ(5), ζ(7), . . . , ζ(25) is irra-

tional.
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We fix an odd integer s ≥ 7. Our strategy is constructing two sequences

of linear forms rn and r̂n living in the Q-space Q+Qζ(3) +Qζ(5) + · · ·+
Qζ(s), for which we have a control of the common denominators λn of

rational coefficients and an elementary access to their asymptotic behaviour

as n → ∞; more importantly, the two coefficients of ζ(3) in these forms

are proportional (with factor 7), so that 7rn − r̂n belongs to the space

Q+Qζ(5) + · · ·+Qζ(s). Finally, using 7rn − r̂n > 0 and the asymptotics

λn(7rn − r̂n) → 0 as n→ ∞ of the linear forms

λn(7rn − r̂n) ∈ Z+ Zζ(5) + Zζ(7) + · · ·+ Zζ(s)

when s = 25, we conclude that it cannot happen that all the quantities

ζ(5), ζ(7), . . . , ζ(25) are rational.

More precisely, our linear forms assume the form

rn =

∞∑
ν=1

Rn(ν) and r̂n =

∞∑
ν=1

Rn(ν − 1
2 ), (7.6)

where the rational-function summand Rn(t) is defined as follows:

Rn(t) =
n!s−5

∏n
j=1(t− j) ·

∏n
j=1(t+ n+ j) · 26n

∏3n
j=1(t− n− 1

2 + j)∏n
j=0(t+ j)s

=
26nn!s−5

∏6n
j=0(t− n+ 1

2j)∏n
j=0(t+ j)s+1

. (7.7)

We first discuss a general rational function S(t) of the form

S(t) =
P (t)

(t− t1)s1(t− t2)s2 · · · (t− tq)sq
,

whose denominator has degree larger than its numerator, so that its unique

partial-fraction decomposition assumes the form

S(t) =

q∑
j=1

sj∑
i=1

bi,j
(t− tj)i

.

The coefficients here can be computed on the basis of explicit formula

bi,j =
1

(sj − i)!

(
S(t)(t− tj)

sj
)(sj−i)

∣∣∣
t=tj

for all i, j in question. (This procedure is seen in action in the examples

discussed in Lemma 7.1 and Exercise 7.1, when all the exponents sj are

equal to 1.) It also means that the function R(t) in (7.7) can be written as

R(t) =

s∑
i=1

n∑
k=0

ai,k
(t+ k)i

(7.8)
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with the recipe to compute the coefficients ai,k in its partial-fraction de-

composition. At the same time, the function R(t) is a product of ‘simpler’

rational functions given Lemma 7.1 and Exercise 7.1, with all coefficients

of their partial fractions being integral.

Lemma 7.8. Let k1, . . . , kq be pairwise distinct numbers from the set

{0, 1, . . . , n} and s1, . . . , sq positive integers. Then the coefficients in the

expansion

1∏q
j=1(t+ kj)sj

=

q∑
j=1

sj∑
i=1

bi,j
(t+ kj)i

satisfy

ds−i
n bi,j ∈ Z, where i = 1, . . . , sj and j = 1, . . . , q, (7.9)

where s = s1 + · · ·+ sq.

In particular,

ds−i
n ai,k ∈ Z, where i = 1, . . . , s and k = 0, 1, . . . , n, (7.10)

for the coefficients in (7.8).

Proof. Denote the rational function in question by S(t). The statement is

trivially true when q = 1, therefore we assume that q ≥ 2. In view of the

symmetry of the data, it is sufficient to demonstrate the inclusions (7.9) for

j = 1. Differentiating a related product m times, for any m ≥ 0, we obtain

1

m!

(
S(t)(t+ k1)

s1
)(m)

=
1

m!

( q∏
j=2

(t+ kj)
−sj

)(m)

=
∑

ℓ2,...,ℓq≥0
ℓ2+···+ℓq=m

q∏
j=2

1

ℓj !

(
(t+ kj)

−sj
)(ℓj)

=
∑

ℓ2,...,ℓq≥0
ℓ2+···+ℓq=m

q∏
j=2

(−1)ℓj
(
sj + ℓj − 1

ℓj

)
(t+ kj)

−(sj+ℓj).

This implies that

bi,1 =
∑

ℓ2,...,ℓq≥0
ℓ2+···+ℓq=s1−i

q∏
j=2

(−1)ℓj
(
sj + ℓj − 1

ℓj

)
1

(kj − k1)sj+ℓj

for i = 1, . . . , s1. Using dn/(kj − k1) ∈ Z for j = 2, . . . , q and
∑q

j=2(sj +

ℓj) = s − i for each individual summand, we deduce the desired inclusion

in (7.9) for j = 1, hence for any j.
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The second claim in the lemma follows from considering R(t) as a prod-

uct of the ‘simpler’ rational functions from Lemma 7.1 and Exercise 7.1.

Lemma 7.9. For the coefficients ai,k in (7.8), we have

ai,k = (−1)i−1ai,n−k for k = 0, 1, . . . , n and i = 1, . . . , s,

so that
n∑

k=0

ai,k = 0 for i even.

Proof. Since s is odd, the function (7.7) possesses the following (well-

poised) symmetry: R(−t − n) = −R(t). Substitution of the relation into

(7.8) results in

−
s∑

i=1

n∑
k=0

ai,k
(t+ k)i

=

s∑
i=1

n∑
k=0

ai,k
(−t− n+ k)i

=

s∑
i=1

(−1)i
n∑

k=0

ai,k
(t+ n− k)i

=

s∑
i=1

(−1)i
n∑

k=0

ai,n−k

(t+ k)i
,

and the identities in the lemma follow from the uniqueness of decomposition

into partial fractions. The second statement follows from
n∑

k=0

ai,k = (−1)i−1
n∑

k=0

ai,n−k = (−1)i−1
n∑

k=0

ai,k.

7.4 Arithmetic properties of linear forms in zeta values

We now take a closer look at the quantities defined in (7.6).

Lemma 7.10. For each n,

rn =

s∑
i=2
i odd

aiζ(i) + a0 and r̂n =

s∑
i=2
i odd

ai(2
i − 1)ζ(i) + â0,

with the following inclusions available:

ds−i
n ai ∈ Z for i = 3, 5, . . . , s, and dsna0, d

s
nâ0 ∈ Z.

Notice that

(2i − 1)ζ(i) =

∞∑
ℓ=1

1

(ℓ− 1
2 )

i

for i ≥ 2.
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Proof. Our strategy here is to write the series in (7.6) using the partial-

fraction decomposition (7.8) of R(t). To treat the first sum rn we addition-

ally introduce an auxiliary parameter z > 0, which we later specialise to

z = 1:

rn(z) =

∞∑
ν=1

Rn(ν)z
ν =

∞∑
ν=1

s∑
i=1

n∑
k=0

ai,kz
ν

(ν + k)i

=

s∑
i=1

n∑
k=0

ai,kz
−k

∞∑
ν=1

zν+k

(ν + k)i
=

s∑
i=1

n∑
k=0

ai,kz
−k

(
Lii(z)−

k∑
ℓ=1

zℓ

ℓi

)

=

s∑
i=1

Lii(z)

n∑
k=0

ai,kz
−k −

s∑
i=1

n∑
k=0

k∑
ℓ=1

ai,kz
−(k−ℓ)

ℓi
,

where

Lii(z) =

∞∑
ℓ=1

zℓ

ℓi

for i = 1, . . . , s are the polylogarithmic functions. The latter are well

defined at z = 1 for i ≥ 2, where Lii(1) = ζ(i), while Li1(z) = − log(1− z)

does not have a limit as z → 1−. By taking the limit as z → 1− in the

above derivation and using Rn(ν) = O(ν−2) as ν → ∞, we conclude that

n∑
k=0

a1,k = lim
z→1−

n∑
k=0

a1,kz
−k = 0,

and

rn =

s∑
i=2

ζ(i)

n∑
k=0

ai,k −
s∑

i=1

n∑
k=0

ai,k

k∑
ℓ=1

1

ℓi
. (7.11)

We proceed similarly for r̂n, omitting introduction of the auxiliary pa-

rameter z. Since R(t) in (7.7) vanishes at t = − 1
2 ,−

3
2 , . . . ,−n + 1

2 , we

can shift the starting point of summation for r̂n to t = −m − 1
2 , where

m = ⌊n−1
2 ⌋, so that

r̂n =
∞∑

ν=−m

Rn(ν − 1
2 ) =

∞∑
ν=−m

s∑
i=1

n∑
k=0

ai,k

(ν + k − 1
2 )

i

=

s∑
i=1

n∑
k=0

ai,k

∞∑
ν=−m

1

(ν + k − 1
2 )

i

=

s∑
i=1

m∑
k=0

ai,k

∞∑
ν=−m

1

(ν + k − 1
2 )

i
+

s∑
i=1

n∑
k=m+1

ai,k

∞∑
ν=−m

1

(ν + k − 1
2 )

i
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=

s∑
i=1

m∑
k=0

ai,k

( 0∑
ℓ=k−m

1

(ℓ− 1
2 )

i
+

∞∑
ℓ=1

1

(ℓ− 1
2 )

i

)

+

s∑
i=1

n∑
k=m+1

ai,k

( ∞∑
ℓ=1

1

(ℓ− 1
2 )

i
−

k−m−1∑
ℓ=1

1

(ℓ− 1
2 )

i

)

=

s∑
i=2

(2i − 1)ζ(i)

n∑
k=0

ai,k +

s∑
i=1

m∑
k=0

ai,k

m−k∑
ℓ=0

(−1)i

(ℓ+ 1
2 )

i

−
s∑

i=1

n∑
k=m+1

ai,k

k−m−1∑
ℓ=1

1

(ℓ− 1
2 )

i
. (7.12)

Now the statement of the lemma follows from the representations in (7.11)

and (7.12), Lemma 7.9, the inclusions (7.10) of Lemma 7.8 and

din

k∑
ℓ=1

1

ℓi
∈ Z for 0 ≤ k ≤ n and i ≥ 1,

din

m−k∑
ℓ=0

(−1)i

(ℓ+ 1
2 )

i
∈ Z for 0 ≤ k ≤ m and i ≥ 1,

din−1

k−m−1∑
ℓ=1

1

(ℓ− 1
2 )

i
∈ Z for m+ 1 ≤ k ≤ n and i ≥ 1.

7.5 Asymptotic behaviour

In this section we make frequent use of Stirling’s asymptotic formula for

the factorial function from Exercise 7.3(c).

Because the rational function Rn(t) in (7.7) vanishes at 1, 2, . . . , n and

at 1
2 ,

3
2 , . . . , n− 1

2 , the sums (7.6) can be alternatively written as

rn =

∞∑
ν=n+1

Rn(ν) =

∞∑
k=0

ck and r̂n =

∞∑
ν=n+1

Rn(ν − 1
2 ) =

∞∑
k=0

ĉk,

with the involved summands

ck = Rn(n+ 1 + k) =
26nn!s−5

∏6n
j=0(k + 1 + 1

2j)∏n
j=0(n+ k + 1 + j)s+1

=
n!s−5(6n+ 2k + 2)! (n+ k)!s+1

2 (2k + 1)! (2n+ k + 1)!s+1
(7.13)
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and

ĉk = Rn(n+ 1
2 + k) =

26nn!s−5
∏6n

j=0(k +
1
2 + 1

2j)∏n
j=0(n+ k + 1

2 + j)s+1

strictly positive. Observe that

ck
ĉk

=

∏6n
j=0(2k + 2 + j)∏6n
j=0(2k + 1 + j)

·
( n∏

j=0

n+ k + 1
2 + j

n+ k + 1 + j

)s+1

=
6n+ 2k + 2

2k + 1
·

(
2−2(n+1)

(
4n+2k+2
2n+k+1

)(
2n+2k
n+k

) )s+1

∼ 6n+ 2k + 2

2k + 1

(
n+ k

2n+ k + 1

)(s+1)/2

as n+ k → ∞. (7.14)

Lemma 7.11. For s ≥ 7 odd,

lim
n→∞

r1/nn = lim
n→∞

r̂1/nn = g(x0) and lim
n→∞

rn
r̂n

= 1

where

g(x) =
26(x+ 3)6(x+ 1)s+1

(x+ 2)2(s+1)

and x0 is the unique positive zero of the polynomial

x(x+ 2)(s+1)/2 − (x+ 3)(x+ 1)(s+1)/2.

Proof. We have

ck+1

ck
=

(k + 3n+ 3
2 )(k + 3n+ 2)

(k + 1)(k + 3
2 )

(
k + n+ 1

k + 2n+ 2

)s+1

∼ f

(
k

n

)2

(7.15)

as n+ k → ∞, where

f(x) =
x+ 3

x

(
x+ 1

x+ 2

)(s+1)/2

.

For an ease of notation write q = (s+ 1)/2 ≥ 4. Since

f ′(x)

f(x)
=

1

x+ 3
− 1

x
+ q

(
1

x+ 1
− 1

x+ 2

)
=

(q − 3)x2 + 3(q − 3)x− 6

x(x+ 1)(x+ 2)(x+ 3)

and the quadratic polynomial in the latter numerator has a unique positive

zero x1, the function f(x) monotone decreases from +∞ to f(x1) when x

ranges from 0 to x1 and then monotone increases from f(x1) to f(+∞) = 1

(not attaining the value!) when x ranges from x1 to +∞. In particular,
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there is exactly one positive solution x0 to f(x) = 1. Notice that 0 <

x0 < 1, because f(1) = 4 · (2/3)q < 1.

The information gained and asymptotics in (7.15) imply that ck+1/ck >

1 for the indices k < x0n − γ
√
n and ck+1/ck < 1 for k > x0n + γ

√
n for

an appropriate choice of γ > 0 dictated by application of Stirling’s formula

to the factorials defining ck in (7.13). This means that the asymptotic

behaviour of the sum rn =
∑∞

k=0 ck is determined by the asymptotics of

ck0 and its neighbours ck, where k0 = k0(n) ∼ x0n and |k − k0| ≤ γ
√
n, so

that

lim
n→∞

r1/nn = lim
n→∞

c
1/n
k0(n)

= lim
n→∞

((
n

e

)(s−5)n(
6n+ 2k0 + 2

e

)6n+2k0+2(
e

2k0 + 1

)2k0+1

×
(
n+ k0
e

)(s+1)(n+k0)( e

2n+ k0 + 1

)(s+1)(2n+k0+1)
)1/n

=
(2x0 + 6)2x0+6(x0 + 1)(s+1)(x0+1)

(2x0)2x0(x0 + 2)(s+1)(x0+2)

=
26(x0 + 3)6(x0 + 1)s+1

(x0 + 2)2(s+1)
· f(x0)2x0 = g(x0).

It now follows from (7.14) that

ĉk+1

ĉk
∼ ck+1

ck
as n+ k → ∞, (7.16)

so that the above analysis applies to the sum r̂n =
∑∞

k=0 ĉk as well, and

its asymptotic behaviour is determined by the asymptotics of ĉk0
and its

neighbours ĉk, where k0 = k0(n) ∼ x0n and |k − k0| ≤ γ̂
√
n. From (7.16)

we deduce that the limits of ĉ
1/n
k0(n)

and c
1/n
k0(n)

as n → ∞ coincide, hence

r̂
1/n
n → g(x0) as n→ ∞. In addition to this, we also get

lim
n→∞

rn
r̂n

= lim
n→∞

ck0(n)

ĉk0(n)
= lim

n→∞

6n+ 2k0 + 2

2k0 + 1

(
n+ k0

2n+ k0 + 1

)(s+1)/2

= f(x0),

which leads to the remaining limiting relation.

7.6 One of the numbers ζ(5), ζ(7), . . . , ζ(25) is irrational

We now combine the information gathered about the linear forms rn and

r̂n to conclude our proof of Theorem 7.3.
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We choose s = 25 and apply Lemma 7.11 to find out that 7rn − r̂n > 0

for n sufficiently large, and

lim
n→∞

(7rn − r̂n)
1/n = g(x0) = exp(−25.292363 . . . ),

where x0 = 0.00036713 . . . is the positive zero of x(x+2)13−(x+3)(x+1)13.

Assuming that the odd zeta values from ζ(5) to ζ(25) are all rational and

denoting by b their common denominator, we use Lemmas 7.2 and 7.10 to

conclude that the sequence of positive integers

bd25n (7rn − r̂n)

tends to 0 as n → ∞; contradiction. Thus, at least one of the numbers

ζ(5), ζ(7), . . . , ζ(25) is irrational.

Chapter notes

Numerous proofs of Apéry’s theorem (Theorem 7.2) are now recorded; in

our exposition we follow closely the version given in [58]. The story behind

the original proof of Apéry [3] (together with the completed proof!) is

beautifully presented in [64]. A proof given shortly after by F. Beukers [12]

uses real-valued triple integrals; it is still considered as most elegant and

sources further research [15, 16, 66] in the irrationality direction. A 2004

historical account of the development around Apéry’s and Rivoal’s theorem

can be found in [30].

The proof of Lemma 7.11 (elementary asymptotics of linear forms) is

inspired by the methodology and examples from de Bruijn’s book [17],

which is a definite recommendation for learning techniques in asymptotics

analysis.

The trick, used in Theorem 7.3, of eliminating an ‘unwanted’ term of

ζ(3) in linear forms in odd zeta values finds further applications. One of the

most recent news in this direction is the result of L. Lai and P. Yu [51] that

at least 1
10

√
s/ ln s numbers on the list ζ(3), ζ(5), . . . , ζ(s) are irrational,

where s > 104 is odd; this in turn builds on the earlier work [31].
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Chapter 8

Hilbert’s seventh problem

The following problem posed by Hilbert in 1900 was resolved in the 1930s

independently by A. Gelfond and Th. Schneider.

Theorem 8.1 (Hilbert’s seventh problem, Gelfond–Schneider theorem).

Let α and β be algebraic, α ̸= 0, 1 and β irrational. Then αβ is transcen-

dental.

In this chapter we expose two different proofs of Theorem 8.1. Our first

proof uses the so-called interpolation determinants of M. Laurent, while

the second one (only sketched here) is the original proof of Schneider. In

both proofs, the constructions depend on a sufficiently large natural pa-

rameter N .

Exercise 8.1. Show that the statement of Theorem 8.1 is equivalent to the

following: If α1, α2 are nonzero algebraic numbers such that the quotient

γ =
lnα1

lnα2

is irrational, then γ is transcendental.

This is the form, in which Theorem 8.1 was proven by Gelfond.

8.1 Reduction of proof

Inspired by Exercise 8.1, from now on we use the notation α1 = α and

α2 = αβ . Define the (non-square!) matrix

M = ∥au,vr,s ∥, au,vr,s = (r + sβ)u(αr
1α

s
2)

v,

where 0 ≤ r, s < 2N and 0 ≤ u < K = ⌊N lnN⌋, 0 ≤ v < L =

⌊
N

lnN

⌋
,

127
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whose columns are indexed by pairs u, v (the total number of which is

KL ∼ N2), while the rows are indexed by pairs r, s (and there are exactly

4N2 such pairs).

Lemma 8.1. The rank of the matrix M is equal to KL (that is, maximal

possible).

The lemma implies the existence of a nonzero minor of M of maximal

order. Choose and fix one of these nonzero minors, say ∆, and denote L
the corresponding collection of rows r, s:

∆ = det ∥au,vr,s ∥
0≤u<K, 0≤v<L
(r,s)∈L ̸= 0.

Lemma 8.2. Eventually, the estimate ln |∆| ≤ −N4 holds.

Lemma 8.3. If α, β, αβ are algebraic numbers, then ln |∆| ≥ − 1
2N

4 for all

sufficiently large N .

Proof of Theorem 8.1. Assuming the three numbers α, β, αβ are algebraic,

we find the the estimates in Lemmas 8.2 and 8.3 contradictory. This shows

the truth of Theorem 8.1.

In order to move further, we will introduce some more notation. For

an algebraic number α, denote by Q(α) the algebraic extension of the field

of rationals that contains all polynomials (and rational functions!) of α

with rational coefficients. The notation [Q(α) : Q] is then used to denote

the degree of algebraic α. If an algebraic field K (that is, a field whose all

elements are algebraic numbers) can be generated by finitely many algebraic

numbers α1, . . . , αm, then there is also a single generator α of it called a

primitive element, K = Q(α); then [K : Q] = [Q(α) : Q]. In a similar way,

the intermediate degrees [K : Q(α)] are introduced, when K is an algebraic

extension of Q(α).

If P (x1, . . . , xm) is a polynomial, then the maximum of the absolute

values of its coefficients is called the height and denoted H(P ), while the

sum of the absolute values of its coefficients is called the length and denoted

L(P ). The height and length of an algebraic α corresponds to the related

characteristics of the minimal primitive polynomial for α.

Theorem 8.2 (Liouville-type theorem; compare with Exercise 6.7). Let

α1, . . . , αm be algebraic, K = Q(α1, . . . , αm), and let P (x1, . . . , xm) be a

polynomial with integral coefficients. Then either P (α1, . . . , αm) = 0 or

|P (α1, . . . , αm)| ≥ L(P )−[K:Q] ·
m∏
i=1

L(αi)
− degxi

P ·[K:Q(αi)].
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Proof of Lemma 8.3. Consider the polynomial

P (x1, x2, x3) = det ∥(r + sx3)
u(xr1x

s
2)

v∥0≤u<K, 0≤v<L
(r,s)∈L ∈ Z[x1, x2, x3].

Note that P ̸≡ 0 since P (α1, α2, β) = ∆ ̸= 0 (by Lemma 8.1 and our choice

of ∆).

To apply Theorem 8.2, notice that in our case the numbers α1, α2,

α3 = β are fixed, so that the degrees of algebraic extensions [K : Q] and

[K : Q(αi)] are fixed as well. Furthermore,

degx1
P ≤ (2N · L) ·KL ≤ 2N4

lnN
,

degx2
P ≤ (2N · L) ·KL ≤ 2N4

lnN
,

degx3
P ≤ K ·KL ≤ N3 lnN

and

L(P ) ≤ (KL)! · (4N)K·KL ≤ eN
2 ln(N2) · eN

3 lnN ·ln(4N) ≤ e2N
3 ln2 N

for all sufficiently largeN . (The multiple (KL)! corresponds to the numbers

of terms in expanding the determinant, and (4N)K·KL estimates the length

of each of these terms from above.) By Theorem 8.2 we obtain

ln |∆| = ln |P (α1, α2, β)| ≥ −c
(
N3 ln2N + 2 · 2N

4

lnN
+N3 lnN

)
≥ −c1

N4

lnN
≥ −1

2
N4

for all sufficiently large N , which completes the proof of Lemma 8.3.

8.2 Interpolation determinants

Lemma 8.4. Let R > ρ > 0. Assume we have M complex numbers

ξ1, . . . , ξM inside the disc |ξ| ≤ ρ and M functions f1(z), . . . , fM (z) which

are analytic in the disc |z| ≤ R such that

|fj |R = max
|z|≤R

|fj(z)| ≤ S, j = 1, . . . ,M.

Denote δ = det ∥fi(ξj)∥1≤i,j≤M . Then the following estimate holds:

|δ| ≤M !

(
R

ρ

)−M(M−1)/2

SM .
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Remark. The determinant δ is called an interpolation determinant. The

reason behind this definition is as follows.

Given a function g(z) and numbers ξ1, . . . , ξM , a standard interpolation

problem is finding a polynomial F (z) of degree at most M − 1 such that

F (ξi) = g(ξi) for all i = 1, . . . ,M . Let complexify the problem by intro-

ducing M analytic functions f1(z), . . . , fM (z) and asking to determine the

coefficients in representation F (z) = a1f1(z) + · · · + aMfM (z) such that

F (ξi) = g(ξi) for all i = 1, . . . ,M . (The particular choice fj(z) = zj−1

corresponds to the standard interpolation problem.) In order to solve the

corresponding linear system

a1f1(ξi) + · · ·+ aMfM (ξi) = g(ξi), i = 1, . . . ,M,

we need the nonvanishing of its determinant, which is exactly equal to δ.

(Of course, the system has a unique up to a scalar solution iff δ ̸= 0, which

can be found by using, for example, Cramer’s rule.)

Proof of Lemma 8.2. Our choice of the functions and points is:

fu,v(z) = zuevz lnα, 0 ≤ u < K, 0 ≤ v < L, ξr,s = r + sβ, (r, s) ∈ L,

where lnα is a fixed branch of the logarithmic function. Note that M =

KL ∼ N2. Since

|ξr,s| = |r + sβ| ≤ 2N(1 + |β|),

take ρ = 2N(1+ |β|) and R = e5ρ. Furthermore, eventually we have in the

disc |z| ≤ R

|fu,v(z)| = |zuevz lnα| ≤ RK · eRL| lnα| ≤ exp

(
c
N2

lnN

)
≤ eN

2

,

so that Lemma 8.4 is applicable with S = eN
2

:

|δ| = |∆| ≤M !e−5M(M−1)/2 · (eN
2

)N
2

≤ (N2)N
2

e−5N4/2eN
4

≤ e−N4

for all sufficiently large N . This proves Lemma 8.2.

Proof of Lemma 8.4. Consider the auxiliary function

F (z) = det ∥fi(ξjz)∥1≤i,j≤M ,

so that F (1) = δ. We shall demonstrate that ordz=0 F (z) ≥M(M − 1)/2.

Note that F (z) depends on each function fi(z) linearly, that is, if

fi = C1f
(1)
i +C2f

(2)
i , then the determinant F (z) equals the sum of the corre-

sponding determinants F (1) and F (2), multiplied by C1 and C2, respectively

(F (j) is obtained from F by putting f
(j)
i instead of fi on the ith column).
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Writing each of the functions fi(z) in the form f̃i(z) + zM(M−1)/2gi(z),

where f̃i(z) is a polynomial of degree at most M(M − 1)/2 − 1 and

gi(z) is analytic at the origin, it is therefore sufficient to verify the esti-

mate ordz=0 F (z) ≥M(M − 1)/2 for the determinant

F̃ (z) = det ∥f̃i(ξjz)∥1≤i,j≤M

instead. Again, the linearity and expression of each polynomial f̃i(z) as a

(finite) sum of monomials Czl, allows us to reduce the verification to the

particular case fi(z) = zli for i = 1, . . . ,M . Then

F (z) = det ∥ξlij z
li∥1≤i,j≤M = zl1+···+lM · det ∥ξlij ∥1≤i,j≤M .

If li1 = li2 for some i1 ̸= i2, then the latter determinant involves equal

rows (of indices i1, i2), so that F (z) ≡ 0 and ordz=0 F (z) ≥ M(M − 1)/2

is automatically satisfied. Otherwise, all li are pairwise distinct, and the

latter representation implies

ordz=0 F (z) = l1 + · · ·+ lM ≥ 0 + 1 + 2 + · · ·+ (M − 1) =
M(M − 1)

2
,

which is the required bound.

Thus, we have shown that the function G(z) = F (z) · z−M(M−1)/2 is

analytic in the disc |z| ≤ R. In addition, δ = F (1) = G(1), so that by the

maximum modulus principle

|δ| = |G(1)| ≤ |G(z)|R/ρ =

(
R

ρ

)−M(M−1)/2

· |F (z)|R/ρ

≤
(
R

ρ

)−M(M−1)/2

·M !SM .

Lemma 8.4 is basically a generalization of the following classical result.

Lemma 8.5 (Schwarz lemma). Let f(z) be a holomorphic map of the disc

|z| ≤ 1 onto itself such that |f(z)| ≤ 1 and f(0) = 0. Then |f(z)| ≤ |z|.

Proof. For the holomorphic in the unit disc function g(z) = f(z)/z, the

maximum modulus principle implies

|g(z)| ≤ |g(z)|1 = |f(z)|1 ≤ 1,

which leads to the required result.
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8.3 Rank of interpolation matrix

Proof of Lemma 8.1. Assume on the contrary that the rank of M is strictly

less thenKL, so that the columns of the matrix are linearly dependent. The

latter means that there exists a polynomial

P (x, y) =

K−1∑
u=0

L−1∑
v=0

Cuvx
uyv ̸≡ 0

such that

P (r + sβ, αr
1α

s
2) = 0 for all 0 ≤ r < 2N, 0 ≤ s < 2N. (8.1)

Our nearest goal is to show that the equality in (8.1) is violated for at least

one pair r, s.

Remark. In general, the set of zeros of a generic 2-variable polynomial

P (x, y) is infinite and forms a 1-dimensional variety in C2. However, in our

situation conditions (8.1) mean that the polynomial P (x, y) has ‘too many’

zeros along the group G ≃ C+ × C× in C2 equipped with group operation

(m1, n1) · (m2, n2) = (m1 +m2, n1n2) and generators (1, α) and (β, αβ). It

is not hard to see that

(1, α)r · (β, αβ)s = (r + sβ, αr
1α

s
2) for all r, s ∈ Z.

This interpretation motivates considering a more general problem of

estimating the number of zeros of a polynomial P (x1, . . . , xm) on the set

which possesses a group structure in Cm. There are numerous results in

this direction in the last five decades, including famous Baker’s linear forms

in logarithms [7, 19,78].

Lemma 8.6. Let P ∈ C[x, y], P ̸≡ 0, degx P < K and degy P < L.

Furthermore, assume that the set

{αr
1α

s
2 : 0 ≤ r < R1, 0 ≤ s < S1} (8.2)

has at least L distinct elements, while the number of distinct elements in

the set

{r + sβ : 0 ≤ r < R2, 0 ≤ s < S2} (8.3)

is greater than (K − 1)L. Then at least one of the numbers

P (r+ sβ, αr
1α

s
2), where 0 ≤ r < R1+R2− 1, 0 ≤ s < S1+S2− 1, (8.4)

is nonzero.
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First we demonstrate how Lemma 8.6 with the choice R1 = R2 = S1 =

S2 = N implies Lemma 8.1.

Lemma 8.7. Under the hypothesis of Theorem 8.1, at least one of the two

numbers α1 = α and α2 = αβ is not a root of unity.

Proof. If both are, say α1 = e2πik1/m and α2 = e2πik2/n, then

m lnα

nβ lnα
=

2πik1
2πik2

,

so that β is rational, which contradicts the hypothesis.

If αj is not a root of unity, then the elements αk
j , 0 ≤ k < N , of the

set (8.2) are all distinct, so that (8.2) contains at least N > L = ⌊N/ lnN⌋
elements. By the irrationality of β all elements in (8.3) (whose number is

N2 ≥ KL > (K−1)L) are pairwise distinct. Therefore, Lemma 8.6 implies

that at least one of the numbers P (r + sβ, αr
1α

s
2), 0 ≤ r, s < 2N − 1, does

not vanish, which contradicts (8.1) and Lemma 8.1 follows.

It remains to show Lemma 8.6. We will use the following simple obser-

vation.

Lemma 8.8. Let k1, k2, . . . , kn be integers, 0 ≤ k1 < k2 < · · · < kn < L,

and let E ⊂ C \ {0} be a certain (finite) numerical set which contains at

least L distinct elements. Then there exist n numbers a1, . . . , an ∈ E such

that the square matrix ∥aki
j ∥1≤i,j≤n is not degenerate.

First proof. Take L different numbers b1, . . . , bL in E and consider the Van-

dermonde determinant

det ∥bk−1
j ∥1≤k,j≤L = ±

∏
1≤i<j≤L

(bj − bi) ̸= 0.

The rows of the determinant are linearly independent; in particular, the

rows with indices k1 + 1, k2 + 1, . . . , kn + 1 are linearly independent. Take

a nonzero minor spanned by the rows: it corresponds to the required non-

degenerate square matrix.

Second proof. We proceed by induction on n. If n = 1, then a1 can be

taken any in E ⊂ C \ {0}.
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Assume that we have already managed a collection a1, . . . , an−1 ∈ E
such that the determinant A = det ∥aki

j ∥1≤i,j≤n−1 does not vanish. Con-

sider the polynomial

P (z) = det

∥∥∥∥∥∥
ak1
1 . . . ak1

n−1 zk1

. . . . . . . . . . . .

akn
1 . . . akn

n−1 zkn

∥∥∥∥∥∥ . (8.5)

The substitutions z = aj , j = 1, . . . , n− 1, obviously make it zero, so that

P (z) = (z − a1) · · · (z − an−1)Q(z)

for a certain polynomial Q(z). Expanding the determinant (8.5) along

the last column we see that P (z) = Azkn + lower degree terms; so that

degP = kn < L and degQ = degP − (n − 1) < L − n + 1. The set

E \ {a1, . . . , an−1} contains at least L−n+1 > degQ elements, so that for

at least one of them, say an, we have Q(an) ̸= 0. This proves the induction

step and completes the proof of the lemma.

Proof of Lemma 8.6. We proceed the proof by contradiction, assuming that

all the numbers in (8.4) are zero.

Expand the polynomial P (x, y) in powers of y, writing only those mono-

mials yk whose coefficients are nonzero:

P (x, y) =

n∑
i=1

Qi(x)y
ki , Qi(x) ̸≡ 0 for i = 1, . . . , n,

0 ≤ k1 < k2 < · · · < kn < L.

Define the set

E = {αr
1α

s
2 : 0 ≤ r < R1, 0 ≤ s < S1} ⊂ C \ {0};

the number of distinct elements in E is at least L by the hypothesis. In

accordance with Lemma 8.8 choose an n-element subset L = {(r, s)} ⊂ E
such that

B = det ∥(αr
1α

s
2)

ki∥i=1,...,n; (r,s)∈L ̸= 0.

Consider the polynomials

Pr,s(x, y) = P (x+ r + sβ, αr
1α

s
2y)

=

n∑
i=1

Qi(x+ r + sβ)(αr
1α

s
2)

kiyki , (r, s) ∈ L.
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By our assumption

Pr,s(r
′ + s′β, αr′

1 α
s′

2 ) = P ((r + r′) + (s+ s′)β, αr+r′

1 αs+s′

2 ) = 0

for all 0 ≤ r′ < R2, 0 ≤ s′ < S2.
(8.6)

Finally, define

∆(x) = det ∥Qi(x+ r + sβ)(αr
1α

s
2)

ki∥i=1,...,n; (r,s)∈L.

Each of the polynomials Qi(x) is given in the form Qi(x) = bix
mi +

lower degree terms, where bi are nonzero. Therefore, expanding the deter-

minant ∆(x) we obtain ∆(x) = Axm1+···+mn + lower degree terms, where

A = det ∥bi(αr
1α

s
2)

ki∥i=1,...,n; (r,s)∈L = b1 · · · bn ·B ̸= 0.

Thus, ∆(x) ̸≡ 0 and deg∆(x) = m1 + · · ·+mn.

Consider now the system of n linear equations

n∑
i=1

Qi(x+ r + sβ)(αr
1α

s
2)

kiyki = Pr,s(x, y), (r, s) ∈ L,

in which yki are counted as n unknowns. The determinant of the system is

exactly ∆(x). Solving the system by Cramer’s rule we get

∆(x) · yki = ∆i for i = 1, . . . , n, (8.7)

where the determinant ∆i is obtained from ∆ by replacing the ith column

with ∥Pr,s(x, y)∥(r,s)∈L. Substituting x = r′ + s′β and y = αr′

1 α
s′

2 , where

r′ = 0, 1, . . . , R2−1 and s′ = 0, 1, . . . , S2, makes the latter column vanishing,

so that the minors ∆i in (8.7) vanish as well:

∆(r′ + s′β) · (αr′

1 α
s′

2 )
ki = 0, i = 1, . . . , n,

for all 0 ≤ r′ < R2, 0 ≤ s′ < S2.

This, in turn, implies that ∆(r′ + s′β) = 0 for all 0 ≤ r′ < R2 and 0 ≤
s′ < S2. By the hypothesis, there are more than (K−1)L distinct numbers

in the set (8.3), so that the number of zeros of the polynomial ∆(x) must

be greater than (K− 1)L, hence deg∆(x) > (K− 1)L. On the other hand,

deg∆(x) = m1 + · · ·+mn ≤ (K − 1)n < (K − 1)L.

The contradiction we arrived at, shows that at least one of the numbers

in (8.4) does not vanish.
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8.4 Schneider’s proof of the principal theorem

Assume on contrary that the numbers α, β and γ = αβ are algebraic. Since

this assumption is equivalent to the algebraicity of α1 = αβ , β1 = 1/β and

γ1 = αβ1

1 = α, we can swap the original set with this one and proceed with

the proof for the newer set instead. We will choose one of the two sets,

α, β, γ and α1, β1, γ1, and call it α, β, γ in what follows, a set for which α

is not a root of unity (such a choice is guaranteed by Lemma 8.7).

As in the previous proof we choose the parameters K = ⌊N lnN⌋ and

L = ⌊N/ lnN⌋. The field generated by algebraic numbers α, β, γ is denoted

by F , while its ring of integers is denoted by ZF . Notation a (the house)

from Section 6.3 stands for the maximum of the absolute values of a ∈ F

and all its conjugates in F .

Lemma 8.9. For any sufficiently large N , there exists a function

f(z) =

L−1∑
l=0

Pl(z)α
lz ̸≡ 0, Pl(z) =

K−1∑
k=0

Alkz
k, l = 0, 1, . . . , L− 1, (8.8)

with coefficients Alk ∈ ZF (not all simultaneously zero) such that

Alk ≤ eN
2/

√
lnN (8.9)

and

f(r + sβ) = 0 for all 0 ≤ r, s < M =
⌊1
2
N
⌋
. (8.10)

Remark. Conditions (8.10) corresponds to the linear system

K−1∑
k=0

L−1∑
l=0

Alk · (r + sβ)kαl(r+sβ) = 0, 0 ≤ r, s < M, (8.11)

with Alk as unknowns, 0 ≤ l < L−1, 0 ≤ k < K. Since αl(r+sβ) = (αr
1α

s
2)

l,

the matrix of the linear system is exactly the matrix M from Section 8.1

whenM = 2N . In other words, our proof of Theorem 8.1 with interpolation

determinants used the fact that a nonzero minor of maximal orderKL of the

matrix corresponding to the system (8.11) is itself sufficiently small, and at

the same time it is a polynomial in the numbers α, β, γ under consideration.

It is this circumstance which underlies many other proofs by Laurent’s

method of interpolation determinants: instead of solving a linear system,

one investigates a nonzero minor of the corresponding matrix.

Proof. To solve the system (8.11) we use the following result.
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Exercise 8.2 (Siegel lemma). Show that the system of linear equations

q∑
j=1

aijxj = 0, i = 1, . . . , p,

with coefficients aij ∈ ZF , aij ≤ A, in q > p unknowns x1, . . . , xq, pos-

sesses a non-trivial solution

xj ∈ ZF , xj ≤ c(cqA)p/(q−p), j = 1, . . . , q,

where the positive constant c depends only on the field F .

Hint. Prove the statement first for the case F = Q using the pigeon hole

principle (as in the proof of Theorem 6.3); then reduce the general case to

this particular situation.

In our case the number of unknowns, q = KL ∼ N2, is greater than the

number of equations, p = M2 ∼ N2/4. If positive integer d is such that

dα, dβ, dγ ∈ ZF , then after multiplying all equations in (8.11) by dK+2LM

we obtain a system of linear equations with coefficients from ZF . The

coefficients are then estimated as follows:

dK+2LM (r + sβ)kαlrγls ≤ dK+2LM (2M)K β
K
α LM γ LM

≤ ec1N
2/ lnN = A.

In addition, p/(q − p) ∼ 1/3 as N → ∞. By the Siegel lemma there exists

a non-trivial solution of (8.11) in unknowns Alk ∈ ZF such that

Alk ≤ c(cN2ec1N
2/ lnN )1/3 = ec2N

2/ lnN < eN
2/

√
lnN

for any sufficiently large N . This proves Lemma 8.9.

From Lemma 8.6 established above, with the same choice R1 = R2 =

S1 = S2 = N , it follows that there exists a pair r0, s0, 0 ≤ r0, s0 < 2N ,

such that f(r0 + s0β) ̸= 0 for the function f(z) constructed in Lemma 8.9.

Denote δ = f(r0 + s0β) ̸= 0; we will estimate the number from above and

from below.

An estimate of δ from above. Consider the function

g(z) =
f(z)∏

0≤r,s<M (z − r − sβ)
.

By (8.10) it is analytic on C. We have |r0 + s0β| ≤ 2N(1 + |β|). Define

the radii ρ = 2N(1 + |β|) and R = 5ρ, and apply the maximum modulus
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principle:

|δ| = |f(r0 + s0β)| ≤ |g|ρ ·
∣∣∣∣ ∏
0≤r,s<M

(z − r − sβ)

∣∣∣∣
ρ

≤ |g|R ·
∣∣∣∣ ∏
0≤r,s<M

(z − r − sβ)

∣∣∣∣
ρ

≤ |f |R ·
∏

0≤r,s<M

∣∣∣∣z1 − r − sβ

z2 − r − sβ

∣∣∣∣, (8.12)

where the points z1, |z1| = ρ, and z2, |z2| = R, are taken in such a way

that the maximum moduli of
∏

0≤r,s<M (z − r − sβ) on the circles |z| = ρ

and |z| = R are attained at them. Then

|z1 − r − sβ| ≤ |z1|+ |r + sβ| ≤ 2ρ,

|z2 − r − sβ| ≥ |z2| − |r + sβ| ≥ R− ρ,
0 ≤ r, s < M ;

therefore, the estimate in (8.12) can be continued as follows:

|δ| ≤ |f |R ·
(

2ρ

R− ρ

)M2

= |f |R · 2−M2

.

Now, using definition (8.8) of the function f(z) and the estimates (8.9), we

get

|f |R ≤ KL · eN
2/

√
lnN ·RK · eLR| lnα| ≤ e2N

2/
√
lnN

implying

|δ| < e2N
2/

√
lnN · e−(N2 ln 2)/4 < e−N2/10 (8.13)

for all sufficiently large N .

An estimate of δ from below. Write δ as δ = Q(α, β, γ), where

Q(x, y, z) =
∑
k

∑
l

Alk(r0 + s0y)
kxlr0zls0 ∈ ZF [x, y, z].

By Liouville’s theorem the estimate

ln |Q(α, β, γ)| ≥ −c(degQ+ ln Q )

holds, where the constant c > 0 depends only on the field F and Q denotes

the sum of the houses of the coefficients of Q. In our situation

degQ ≤ 3LM ≤ 3N2

lnN
,

ln Q ≤ N2

√
lnN

+K ln
(
M(1 + β )

)
≤ 2N2

√
lnN

,

so that

|δ| = |Q(α, β, γ)| ≥ e−3cN2/
√
lnN (8.14)

for all sufficiently large N .

The estimates (8.13) and (8.14) contradict each other. Hence our as-

sumption about the simultaneous algebraicity of α, β and γ = αβ is false.

This completes the proof of Theorem 8.1.
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Chapter notes

The resolutions of Hilbert’s seventh problem were published independently

(and almost simultaneously) in 1934. In spite of the similarity of Gel-

fond’s and Schneider’s methods, constructions of the auxiliary function

were quite different (Lemma 8.9 highlights Schneider’s choice), and this

difference played a crucial role in the later development of the theory of

transcendental numbers. For example, Schneider’s version was used by

Schneider himself [70] to prove results about the transcendence of values

of elliptic functions and elliptic modular functions; in a general form the

results are known as the Schneider–Lang theorem [53]. The development of

Gelfond’s method culminated in what is called Baker’s theorem—effective

lower bounds for the absolute value of linear combinations of logarithms of

algebraic numbers [7, 19,78].

Laurent’s method of interpolation determinants is considerably young

[54,55] but demonstrates a significant power in applications to transcenden-

tal numbers. One of its outcomes is sharp bounds for linear forms in two

logarithms (of algebraic numbers) [56], which is of particular importance

for applications to diophantine equations.
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Chapter 9

Schinzel–Zassenhaus conjecture

The aim of this chapter is to outline a remarkable proof of the Schinzel–

Zassenhaus conjecture given at the end of 2019 by V. Dimitrov in [26].

Theorem 9.1 (Dimitrov [26]). For an algebraic integer α of degree d, not a

root of unity, its house— the maximum modulus of its conjugates (including

α itself )—satisfies α ≥ 21/(4d).

This indeed answers the 1965 suspicion of Schinzel and Zassenhaus in

[69] about the bound α ≥ 1 + c/d for some absolute constant c > 0.

Theorem 9.1 allows one to take c = (log 2)/4. The earlier recorded partial

resolutions of the Schinzel–Zassenhaus conjecture all appealed to related

resolutions of Lehmer’s problem [18].

Dimitrov’s proof is based on the following ingredients given in Proposi-

tions 9.1, 9.2, 9.3 and 9.4 below.

Proposition 9.1 (Dimitrov [26]). For an algebraic integer α, denote by

P (x) =
∏d

j=1(x − αj) ∈ Z[x] its minimal (monic!) polynomial. Introduce

additionally the polynomials

P2(x) =

d∏
j=1

(x− α2
j ) ∈ Z[x] and P4(x) =

d∏
j=1

(x− α4
j ) ∈ Z[x],

and assume that P2(x) is irreducible over Z. Then

f(z) =
√
P2(z)P4(z)/z2d ∈ 1 + z−1Z[[z−1]],

and f(z) is rational if and only if P (x) is cyclotomic.

Notice that the statement translates cyclotomicity of P (x) into a ratio-

nality criterion for f(z); it sieves out those α that are roots of unity.

141
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Proposition 9.2 (Pólya [62]). For a compact K in C, let K̂ be a simply

connected compact containing K. Assume that the function f(z) is analytic

on C\ K̂ (that is, on a connected component of the complement of K which

contains ∞) and possesses the expansion

f(z) =

∞∑
k=0

ak
zk

at ∞. Define the Hankel determinants An = det0≤j,ℓ<n(aj+ℓ) for n =

1, 2, . . . . Then

lim sup
n→∞

|An|1/n
2

≤ t(K̂),

the transfinite diameter of K̂.

The transfinite diameter t(K) of a compact K ⊂ C, also known as the

(logarithmic) capacity of K or the Chebyshev–Fekete constant of K, is

defined in Section 9.2.

The next statement is known as Kronecker’s rationality criterion.

Proposition 9.3 (Kronecker [50, pp. 566–567]). Let f(x) =
∑∞

n=0 anx
n ∈

C[[x]] be a formal power series. Then f(x) is a quotient of two polynomials

(in other words, represents a rational function) if and only if An = 0 for

all n ≥ n1, where An = det0≤j,ℓ<n(aj+ℓ).

The following result is a consequence of Dubinin’s solution of a problem

of Gonchar. In order to state it, define a hedgehog with vertices β1, . . . , βd ∈
C×, notation K(β1, . . . , βd) ⊂ C, to be the union of the d closed radial

segments [0, βj ] joining the origin 0 to the points βj in the complex plane,

for j = 1, . . . , d. Note that a hedgehog K is already simply connected, so

that Proposition 9.2 applies to K̂ = K.

Proposition 9.4 (Dubinin [27]). The hedgehog K = K(β1, . . . , βd) ⊂ C
has transfinite diameter t(K) at most(

1

4
max
1≤j≤d

|βj |d
)1/d

= 4−1/d max
1≤j≤d

|βj |.

Proof of Theorem 9.1. Throughout the proof we assume that α is not a

root of unity, so that α > 1.

We proceed by induction on degree d; the estimate α ≥ 2 > 21/4 is

clearly true when d = 1, and we assume that the theorem is shown for all

algebraic integers of degree less than given d > 1.
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If P2(x) is reducible, then α
2 has degree d/2, so that it satisfies α2 ≥

21/(2d) by the induction hypothesis. Since α2 = α 2, we get the desired

inequality. Therefore, we can assume that P2(x) is irreducible, hence by

Proposition 9.1 the function

f(z) =
√
P2(z)P4(z)/z2d = 1 +

∞∑
k=1

ak
zk

has all coefficients at ∞ integral and is irrational. Then by Proposition 9.3

infinitely many of the Hankel determinants An = det0≤i,j<n(ai+j) ∈ Z do

not vanish; in particular, all those satisfy |An| ≥ 1. By Proposition 9.2

this means that t(K) ≥ 1, where K is the hedgehog spanned by α2, α4

and all their conjugates; in particular, Proposition 9.4 implies that t(K) ≤
4−1/(2d) α 4. Combining the two estimates implies α 4 ≥ 41/(2d) = 21/d and

leads to the inequality claimed.

In the remaining part we prove Propositions 9.1–9.3 and give some in-

tuition behind Proposition 9.4; each section takes care of the corresponding

proposition.

9.1 Dimitrov’s cyclotomicity criterion

Notably, Fermat’s little theorem ap ≡ a (mod p) for all a ∈ Z and primes p

generalises to Euler’s congruence

ap
r

≡ ap
r−1

(mod pr), where r = 1, 2, . . . ,

and further to the Gauss congruence∑
d|m

µ

(
m

d

)
ad ≡ 0 (mod m), (9.1)

where µ( · ) is the Möbius function, valid for all positive integers m; see

[72, 83]. The validity for m = pr = 22 can be performed by hand: if a is

even then both a4 and a2 are divisible by 4; if a = 2k + 1 then

a4 − a2 = (2k + 1)4 − (2k + 1)2 = 16k4 + 32k3 + 20k2 + 4k ≡ 0 (mod 4).

Exercise 9.1. Given a ∈ Z, prove the Gauss congruence (9.1) for any m =

1, 2, . . . .

Exercise 9.2. Let {am}m≥1 be a sequence of integers. Then the following

two conditions are equivalent:
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(i) for every m = 1, 2, . . . ,∑
d|m

µ

(
m

d

)
ad ≡ 0 (mod m),

that is, the sequence satisfies Gauss congruences; and

(ii) for all n, s ≥ 1 and all primes p, we have apsn ≡ aps−1n (mod ps).

Lemma 9.1. For a monic polynomial P (x) ∈ Z[x], we have the congruence

P4(x) ≡ P2(x) (mod 4),

where the congruence is understood as the congruence of the corresponding

individual coefficients of polynomials.

Proof. Every symmetric function on the zeros α1, . . . , αd of P (x) = xd −
e1x

d−1+e2x
d−2+ · · ·+(−1)ded can be written as a polynomial in the sym-

metric functions e1, e2, . . . , ed. Such representations for the sums of powers

of the zeros, sk =
∑d

j=1 α
k
j , are known as the Newton–Girard identities;

explicitly, we have (easily derivable!)

s1 = e1, s2 = e21 − 2e2, s3 = e31 − 3e1e2 + 3e3,

s4 = e41 − 4e21e2 + 4e1e3 + 2e22 − 4e4,
(9.2)

and so on. The coefficients of these polynomials are always integral.

Now, since e1, e2, e3, e4 ∈ Z and e41 ≡ e21 (mod 4) (by the above), e22 ≡
−e2 (mod 2), we deduce from (9.2) (from the expressions for s2 and s4
only) that s4 ≡ s2 (mod 4), that is,

e1(α
4
1, . . . , α

4
d) ≡ e1(α

2
1, . . . , α

2
d) (mod 4).

By replacing the original system of zeros with {αj1 · · ·αjk : 1 ≤ j1 <

· · · < jk ≤ d}, hence the original polynomial with the corresponding one

(of possibly higher degree!), still monic and with integral coefficients, and

applying the same argument we deduce that

ek(α
4
1, . . . , α

4
d) ≡ ek(α

2
1, . . . , α

2
d) (mod 4)

for k = 2, 3, . . . , d as well.

Proof of Proposition 9.1. Observe that

√
1 + 4X =

∞∑
n=0

∏n−1
j=0 (

1
2 − j)

n!
(4X)n

= 1 + 2

∞∑
n=1

(−1)n−1Cn−1X
n ∈ 1 +XZ[[X]], (9.3)
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where the integrality of the Catalan numbers Cn =
(
2n
n

)
/(n + 1) has

been discussed in Exercise 1.4. From Lemma 9.1 we have P2(x)P4(x) =

P2(x)(P2(x)+4Q(x)) for some polynomialQ(x) ∈ Z[x] of degree less than d.
Thus, √

P2(x)P4(x) = P2(x)
√

1 + 4Q(x)/P2(x),

and the result follows from application of (9.3) with X = Q(z)/P2(z) ∈
1 + z−1Z[[z−1]].

The rationality of f(z) would mean that

P2(x)P4(x) =

d∏
j=1

(x− α2
j )(x− α4

j )

is a square in Z[x]. Since P2(x) is irreducible by the hypothesis, the numbers

α2
1, . . . , α

2
d are pairwise distinct, hence each of them pairs up with some

zero of P4(x): α
2
j = α4

σ(j) for each j = 1, . . . , d. The mapping σ is clearly a

permutation of the indices of α1, . . . , αd. Iterating the identity,

α2
j = (α2

σ(j))
2 = α8

σ2(j) = · · · = α2k+1

σk(j) for k = 1, 2, . . . ,

and using the fact that σk is the identity for some k, we conclude that

α2
j = α2k+1

j implying that each αj is a zero of the polynomial x2
k+1−2 − 1.

In particular, α1, . . . , αd are roots of unity, thus our polynomial P (x) is

cyclotomic.

9.2 Hankel determinants and transfinite diameter

Recall that the Vandermonde determinant evaluation

V (z1, . . . , zn) = det
1≤j,ℓ≤n

(
zℓ−1
j

)
=

∏
1≤j<ℓ≤n

(zℓ − zj).

Lemma 9.2 (Fekete [29]). Let K be a compact in C containing infinitely

many points. Denote by Mn the maximum of the quantity |V (z1, . . . , zn)|
as z1, . . . , zn run through the set K. Then the limit

t(K) = lim
n→∞

M2/(n(n−1))
n

exists.

The limit t(K) is called the transfinite diameter of K. Observe that

the definition implies that t(K) ≤ t(K ′) whenever we have K ⊂ K ′ for two

compacts K and K ′ in C.
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Proof. We borrow the argument from [48, Problem 1.10]. Given n ≥ 1,

assume that the maximum Mn of |V (z1, . . . , zn)| is attained at ζ1, . . . , ζn ∈
K. Because

V (ζ1, . . . , ζn)

V (ζ1, . . . , ζn−1)
= (ζn − ζ1) · · · (ζn − ζn−1),

we conclude that

Mn

Mn−1
≤ |ζn − ζ1| · · · |ζn − ζn−1|.

With the same argument used for ζn replaced with any other ζj we find out

that (
Mn

Mn−1

)n

≤
n∏

j,ℓ=1
j ̸=ℓ

|ζℓ − ζj | =M2
n,

equivalently, M
1/n
n ≤ M

1/(n−2)
n−1 implying that M

2/(n(n−1))
n is monotone

decreasing.

Proof of Proposition 9.2. Choose γ to be a piecewise smooth closed contour

in C\ K̂, which is positively oriented with respect to ∞. The function f(z)

is analytic within the exterior of γ, so that Cauchy integral formula applies

and we obtain

ak =
1

2πi

∫
γ

f(z)zk−1 dz

for the coefficients of the expansion of f(z) at infinity. Therefore,

An = det
1≤j,ℓ≤n

(aj+ℓ−2) = det
1≤j,ℓ≤n

(∫
γ

f(zj)z
j+ℓ−2
j dzj

)
=

∫
· · ·
∫
γn

det
1≤j,ℓ≤n

(
zj+ℓ−2
j

)
·

n∏
j=1

f(zj) dzj

=

∫
· · ·
∫
γn

n∏
j=1

zj−1
j · det

1≤j,ℓ≤n

(
zℓ−1
j

)
·

n∏
j=1

f(zj) dzj

=

∫
· · ·
∫
γn

n∏
j=1

zj−1
j · V (z1, . . . , zn) ·

n∏
j=1

f(zj) dzj .

Now using ∑
σ∈Sn

sgn(σ)

n∏
j=1

zj−1
σ(j) = det

1≤j,ℓ≤n

(
zℓ−1
j

)
= V (z1, . . . , zn)



Tuesday 20th June, 2023 18:43 ws-book9x6 Analytic methods in number theory AMiNT-book page 147

Schinzel–Zassenhaus conjecture 147

and

V (zσ(1), . . . , zσ(n)) = sgn(σ)V (z1, . . . , zn) for σ ∈ Sn,

and averaging the resulting n-tuple integral for An over all substitutions σ

of the symmetric group Sn we deduce that

An =
1

n!

∫
· · ·
∫
γn

V (z1, . . . , zn)
2 ·

n∏
j=1

f(zj) dzj ,

so that

|An| ≤
(M(γ)L(γ))n

n!
· max
z1,...,zn∈γ

|V (z1, . . . , zn)|2

where M(γ) is the maximum of |f(z)| on γ and L(γ) is the length of γ.

Since this is valid for any contour γ enclosing the compact K̂, we can record

the resulting inequality in the form

|An| ≤
Cn

n!
· max
z1,...,zn∈K̂

|V (z1, . . . , zn)|2

for some positive constant C independent of n. Raising both sides to the

power 1/n2, taking the limit superior as n→ ∞ and applying Lemma 9.2,

the statement of Proposition 9.2 follows.

9.3 Kronecker’s rationality criterion

Proof of Proposition 9.3. First notice that a power series f(x) represents

a rational function if and only the sequence of its coefficients satisfies a

recurrence relation

c0an + c1an+1 + · · ·+ cman+m = 0 for all n ≥ n0

with constant coefficients c0, c1, . . . , cm. If such a relation is avail-

able and n > n0 + m is arbitrary, then the columns starting with

an0
, an0+1, . . . , an0+m in the determinant An are linearly dependent, hence

An = 0 for all such n.

We are left to show that An = 0 for all n ≥ n1 implies a recurrence

relation for an with constant coefficients. Choosem to be such that Am ̸= 0

while An = 0 for all n > m. The former condition implies that the first

m columns of the matrix for Am+1 are linearly independent. On the other

hand, Am+1 = 0 means that the last column of the determinant Am+1 is a

linear combination of all previous ones:

c0an + c1an+1 + · · ·+ cm−1an+m−1 + an+m = 0 for n = 0, 1, . . . ,m.
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We will show that the equality holds true for all n, in other words, that

bn = 0 for all n ≥ 0 where

bn = c0an + c1an+1 + · · ·+ cm−1an+m−1 + an+m.

For n > m, assume that b0 = b1 = · · · = bn−1 = 0 is already shown, write

An+1 = det



a0 . . . am−1 am . . . an
...

. . .
...

...
...

am−1 . . . a2m−2

...
...

am . . . . . . an+m

... · · ·
...

an . . . . . . an+m . . . a2n


and add to each column in the right part the linear combination of m pre-

ceding columns with the corresponding coefficients c0, c1, . . . , cm−1. Then

An+1 = det



a0 . . . am−1 b0 . . . bn−m

...
. . .

...
...

...

am−1 . . . a2m−2

...
...

am . . . . . . bn
... · · ·

...

an . . . . . . bn . . . b2n−m


= (−1)n−mAm · bn−m+1

n ,

because all the entries above the anti-subdiagonal bn . . . bn vanish. Using

now An+1 = 0 and Am ̸= 0, we conclude that bn = 0 as required.

The next result is a variation of the rationality criterion from Proposi-

tion 9.3 also established by Kronecker.

Exercise 9.3. With a formal power series f(x) =
∑∞

n=0 anx
n ∈ C[[x]] asso-

ciate general m×m Hankel determinants

Hn,m = det
0≤j,ℓ≤m

(an+j+ℓ).

(a) Show that f(x) is a rational function if and only if Hn,m = 0 for some

m and all n ≥ n1.

(b) For n,m = 1, 2, . . . , prove the identity

Hn−1,mHn+1,m −Hn−1,m+1Hn+1,m−1 = H2
n,m.
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9.4 Transfinite diameter of a hedgehog

For a compact K ⊂ C, its nth Chebyshev polynomial Tn(z) is a degree n

monic polynomial which minimises the sup-norm

∥f∥K = sup
z∈K

|f(z)|

over all degree n monic polynomials. A simple argument (see [24, p. 208])

shows that the Chebyshev polynomial Tn(z) is unique. As in Lemma 9.2,

denote Mn to be the maximum of |V (z1, . . . , zn)| over all z1, . . . , zn in K

and assume that it is attained at ζ1, . . . , ζn ∈ K. Since

V (ζ1, . . . , ζn) = det


1 ζ1 . . . ζn−2

1 ζn−1
1

1 ζ2 . . . ζn−2
2 ζn−1

2
...

...
. . .

...
...

1 ζn . . . ζn−2
n ζn−1

n



= det


1 ζ1 . . . ζn−2

1 Tn−1(ζ1)

1 ζ2 . . . ζn−2
2 Tn−1(ζ2)

...
...

. . .
...

...

1 ζn . . . ζn−2
n Tn−1(ζn)

 ,

expanding along the last column leads to

Mn ≤ |Tn−1(ζ1)| · |V (ζ2, . . . , ζn)|+ · · ·+ |Tn−1(ζn)| · |V (ζ1, . . . , ζn−1)|
≤ n∥Tn−1∥K ·Mn−1.

This means that

Mn ≤ n! ·
n−1∏
j=1

∥Tj∥K ,

so that if lim supn→∞ ∥Tn∥1/n = t∗(K) (essentially the Chebyshev constant

of the compact K), then

Mn ≤ n! · Cn−1t∗(K)1+2+···+(n−1) = n! · Cn−1t∗(K)n(n−1)/2

for some C = C(K) independent of n, implying t(K) ≤ t∗(K).

Furthermore, for the interval K = [a, b] ⊂ R, it is known that

∥Tn∥[a,b] ≤
(
b− a

4

)n−1

for n = 1, 2, . . .

(see, for example, [48, Problem 15.9]).
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Finally, for a hedgehog K = K(β1, . . . , βd) with βj = βe2πij/d, where

β > 0, we have

∥P∥K = sup
z∈K

|P (z)| = sup
z∈K

|P (ζℓz)| for ℓ ∈ Z

implying

∥P∥dK = sup
z∈K

∣∣∣∣ d−1∏
ℓ=0

P (ζℓz)

∣∣∣∣ = sup
zd∈[0,βd]

|P̃ (zd)| = sup
x∈[0,βd]

|P̃ (x)|.

Given n = 1, 2, . . . , the latter supremum is minimised by the monic poly-

nomial Tn(z) of degree n provided
∏d−1

ℓ=0 Tn(ζ
ℓz) = T̃n(z

d), where T̃n(x) is

the nth Chebyshev polynomial on the interval [0, βd]. Therefore,

t∗
(
K(β, βe2πi/d, . . . , βe2πi(d−1)/d)

)d
= t∗([0, βd]) =

βd

4

so that t∗
(
K(β, βe2πi/d, . . . , βe2πi(d−1)/d)

)
= 4−1/dβ.

For setting up some evidence towards Proposition 9.4, we first enlarge

all the prickles to [0, β′
j ] ⊃ [0, βj ] of equal length |β′

1| = · · · = |β′
d| =

max1≤j≤d |βj |. Since K = K(β1, . . . , βd) ⊂ K(β′
1, . . . , β

′
d) = K ′, we have

t(K) ≤ t(K ′) by the property of transfinite diameter. Therefore, it is

sufficient to prove the statement for the case |β1| = · · · = |βd| = β. Geo-

metrically, the maximal possible value for all such configurations is achieved

when the prickles are equidistributed around the origin, and in this case

we have t
(
K(β1, . . . , βd)

)
≤ t∗

(
K(β1, . . . , βd)

)
= 4−1/dβ by the calculation

above.

Chapter notes

The conjecture of Schinzel and Zassenhaus [69] was always in a shadow

of Lehmer’s question [18], about the infimum of the Mahler measure of a

monic (non-cyclotomic) P (x) =
∏d

j=1(x−αj) ∈ Z[x] (or of its zero α = α1),

M(α) =M(P (x)) =

d∏
j=1

max{1, |αj |}.

All known lower bounds for α were coming from those for M(α), and it

was not even clear that a separate treatment of the former is possible. This

makes Dimitrov’s proof exceeding all expectations.

There is one more equivalent condition (iii) that can be included in

Exercise 9.2:

exp

( ∞∑
m=1

amx
m

m

)
∈ Z[[x]].
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Its proof requires special tools (combinatorial, arithmetic or p-adic), which

we do not touch here; the reader is advised to consult with the solution of

Exercise 5.2 in [73, Chapter 5] for this.

The toughest ingredient of the proof is Dubinin’s result (Proposi-

tion 9.4), for which a simple argument is not known. Some related dis-

cussions in this direction can be found in [46].
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Chapter 10

Creative microscoping

In this chapter we return to the theme started in Chapter 1—the q-

deformation—with the motive to apply it analytically to proving congru-

ences for integer and rational numbers. Such congruences clearly belong

to arithmetic, so that we indeed witness another use of analysis in number

theory.

We already know what q-numbers are and what q-factorials and q-

binomials are. But we have not seen a q-version of the binomial theo-

rem (1.2).

To feel ourselves comfortable about the material in this chapter we need

to introduce relevant notation, which is in line with one from Chapters 3

and 7. The variable q will be treated either as a formal parameter or as

a complex number inside the unit disk. For m = 0, 1, . . . , define first the

q-shifted factorial

(a; q)m =

m∏
j=1

(1− aqj−1),

also known as the q-Pochhammer symbol. It is not straightforward to

observe its similarity with the Pochhammer symbol (3.15); in fact,

lim
q→1

(qs; q)m
(1− q)m

= lim
q→1

m∏
j=1

[s+ j − 1]q =

m∏
j=1

(s+ j − 1) = (s)m.

When |q| < 1, the q-Pochhammer symbol makes perfect sense even if

m = ∞ (something inaccessible to the usual Pochhammer symbol!).

Exercise 10.1 (q-binomial theorem). (a) Prove that for n = 0, 1, 2, . . . ,

(x; q)n =

n∑
m=0

[
n

m

]
q

(−1)mq(
m
2 )xm. (10.1)

153
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(b) Verify that the limiting case of (10.1) as q → 1 is (1 − x)n =∑n
m=0

(
n
m

)
(−1)mxm, which is an equivalent form of the binomial theo-

rem (1.2).

In Section 10.3 we review further examples of such identities.

10.1 Supercongruences for binomial coefficients

Wilson’s theorem (see Exercise 5.3) implies that for a prime p and a positive

integer a we have
(
ap−1
p−1

)
≡ 1 (mod p), which can be stated equivalently as(
ap

p

)
≡
(
a

1

)
(mod p).

It turns out that there is a much finer version of this result, which we discuss

below.

The following congruence is usually attributed to Ljunggren (1952) or

to Kazandzidis (1968), though it is essentially equivalent to its particular

instance a = 2, b = 1 shown much earlier by Wolstenholme (1862).

Theorem 10.1. Take a > b > 0 integers. Then for primes p ≥ 5,(
ap

bp

)
≡
(
a

b

)
(mod p3).

The term supercongruence is coined by Stienstra and Beukers to a con-

gruence like in Theorem 10.1 when there is an ‘unexpectedly’ high power

of p modulo which it takes place. At the same time the congruence has a

relatively simple (or elementary) proof modulo p.

Instead of showing theWolstenholme–Ljunggren–Kazandzidis supercon-

gruence we will prove its q-deformed version. This is settled recently by

Straub [74].

Theorem 10.2. Take a > b > 0 integers. Then for integers n > 0,[
an

bn

]
q

≡
[
a

b

]
qn2

− b(a− b)

(
a

b

)
n2 − 1

24
(qn − 1)2 (mod Φn(q)

3), (10.2)

where Φn(q) denotes the nth cyclotomic polynomial.

Modulo Φn(q)
2 rather than Φn(q)

3 one can write down simpler versions,

for example[
an

bn

]
σb
nq

(bn2 ) ≡
(
a− 1

b

)
+

(
a− 1

a− b

)
σa
nq

(an
2 ) (mod Φn(q)

2), (10.3)
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where

σn = (−1)n−1.

The original proof given in [74] is combinatorial; here we follow a dif-

ferent route. The congruence in (10.2) is in fact a q-congruence, so that we

have to clarify its meaning. A congruence A1(q) ≡ A2(q) (mod P (q)) for ra-

tional functions A1(q), A2(q) of parameters q and a polynomial P (q) ∈ Z[q]
is understood as follows: the polynomial P (q) is relatively prime with the

denominators of A1(q) and A2(q), and P (q) divides the numerator A(q) of

the difference A1(q)−A2(q). The latter is equivalent to the condition that

for each zero α ∈ C of P (q) of multiplicity k, the polynomial (q − α)k di-

vides A(q) in C[q]; in other words, A1(q)−A2(q) = O
(
(q − α)k

)
as q → α.

This latter—purely analytic— interpretation underlies our argument in

establishing q-congruences. For example, showing the congruence (10.3) is

equivalent to verifying that[
an

bn

]
q

(1− ε)(
bn
2 ) =

(
a− 1

b

)
+

(
a− 1

a− b

)
σa
n(1− ε)(

an
2 ) +O(ε2) as ε→ 0+,

(10.4)

when q = ζ(1− ε) and ζ is any primitive nth root of unity.

How does Theorem 10.2 imply Theorem 10.1? The congruence (10.2)

means that[
an

bn

]
q

−
([
a

b

]
qn2

− b(a− b)

(
a

b

)
n2 − 1

24
(qn − 1)2

)
=

1

24
B(q)Φn(q)

3

for some polynomial B(q) with integer coefficients. Choosing n = p > 3 in

this equality and then letting q → 1 result in(
ap

bp

)
−
(
a

b

)
=

1

24
B0p

3 for some B0 ∈ Z,

so that Theorem 10.1 follows. Also notice that (10.3) simplifies to
[
an
bn

]
q
≡[

a
b

]
qn2 modulo Φn(q)

2 (the additional term drops!), hence the above argu-

ment reduces the resulting congruence to(
ap

bp

)
≡
(
a

b

)
(mod p2) for all primes p,

the result first shown by Babbage (1819) for a = 2, b = 1 and preceding

Wolstenholme’s theorem.
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Lemma 10.1. Let ζ be a primitive nth root of unity. Then, as q =

ζ(1− ε) → ζ radially,[
an

bn

]
q

σb
nq

(bn2 ) −
(
a− 1

b

)
−
(
a− 1

a− b

)
σa
nq

(an
2 )

= −b(a− b)

(
a

b

)
(3(an− 1)2 − an2 − 1)n2

24
ε2 +O(ε3). (10.5)

Proof. It follows from the q-binomial theorem (10.1) with n replaced by an

that

1

n

n∑
j=1

(ζjx; q)an =

an∑
m=0
n|m

[
an

m

]
(−x)mqm(m−1)/2 =

a∑
b=0

[
an

bn

]
(−x)bnqbn(bn−1)/2.

(10.6)

When q = ζ(1− ε), we get d/dε = −ζ (d/dq). If

f(q) = (x; q)an and g(q) =
d

dq
log f(q) = −

an−1∑
ℓ=1

ℓqℓ−1x

1− qℓx
,

then f(q)|ε=0 = (1− xn)a and

df

dq
= fg,

d2f

dq2
= f

(
g2 +

dg

dq

)
.

In particular,

df

dε

∣∣∣∣
ε=0

= (1− xn)a
an−1∑
ℓ=1

ℓζℓx

1− ζℓx

and

d2f

dε2

∣∣∣∣
ε=0

= (1− xn)a
((an−1∑

ℓ=1

ℓζℓx

1− ζℓx

)2

−
an−1∑
ℓ=1

(
ℓ2ζ2ℓx2

(1− ζℓx)2
+
ℓ(ℓ− 1)ζℓx

1− ζℓx

))
.

Further observe the following summation formulae:

1

n

n∑
j=1

x

1− x

∣∣∣∣
x 7→ζjx

=
xn

1− xn
,

1

n

n∑
j=1

(
x

1− x

)2∣∣∣∣
x 7→ζjx

=
nxn

(1− xn)2
− xn

1− xn
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and

1

n

n∑
j=1

x

1− x

ζkx

1− ζkx

∣∣∣∣
x 7→ζjx

= − xn

1− xn
for k ̸≡ 0 (mod n).

Implementing this information into (10.6) we obtain
a∑

b=0

[
an

bn

]
(−x)bnqbn(bn−1)/2

∣∣∣∣
q=ζ(1−ε)

= (1− xn)a

(
1 + ε

xn

1− xn

an−1∑
ℓ=1

ℓ

− ε2

2

xn

1− xn

(an−1∑
ℓ=1

ℓ

)2

+
ε2

2

nxn

(1− xn)2

an−1∑
ℓ1,ℓ2=1

ℓ1≡ℓ2 (mod n)

ℓ1ℓ2

− ε2

2

(
nxn

(1− xn)2
− xn

1− xn

) an−1∑
ℓ=1

ℓ2 − ε2

2

xn

1− xn

an−1∑
ℓ=1

ℓ(ℓ− 1)

)
+O(ε3).

Finally, compare the coefficients of powers of xn on both sides of the relation

obtained; this way we arrive at the asymptotics in (10.5).

To prove Theorem 10.2 we need to produce a ‘matching’ asymptotic for[
a

b

]
qn2

.

This happens to be easier than what we have done in Lemma 10.1, because

qn
2

= (1−ε)n2

does not depend on the choice of primitive nth root of unity

ζ when q = ζ(1− ε).

Lemma 10.2. As q = ζ(1− ε) → ζ radially,[
a

b

]
qn2

σb
nq

(bn2 ) −
(
a− 1

b

)
−
(
a− 1

a− b

)
σa
nq

(an
2 )

= −b(a− b)

(
a

b

)
(3(an− 1)2 − (a+ 1)n2)n2

24
ε2 +O(ε3).

Proof. From (10.1) we conclude that

(xnq(
n
2); qn

2

)a =

a∑
b=0

[
a

b

]
qn2

σb
n(−x)bnq(

bn
2 ).

Then, for q = ζ(1− ε), we write y = σnx
n to obtain

(xnq(
n
2); qn

2

)a = (y(1− ε)(
n
2); (ε)n

2

)a =

a−1∏
ℓ=0

(
1− y(1− ε)ℓn

2+(n2)
)

= (1− y)a
a−1∏
ℓ=0

(
1− y

1− y

ℓn2+(n2)∑
i=1

(
ℓn2 +

(
n
2

)
i

)
(−ε)i

)
.

It remains to compare the coefficients of xn on both sides.
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Proof of Theorem 10.2. Note that ε = 1
n (1−q

n)+O(ε2) as q = ζ(1−ε) → ζ

radially, where ζ is primitive nth root of unity. Combining the expansions

in Lemmas 10.1, 10.2 we find out that[
an

bn

]
q

σb
nq

(bn2 ) −
[
a

b

]
qn2

σb
nq

(bn2 )

= b(a− b)

(
a

b

)
(an2 + 1)n2 − (a+ 1)n4

24
ε2 +O(ε3)

= −b(a− b)

(
a

b

)
(n2 − 1)n2

24
ε2 +O(ε3)

= −b(a− b)

(
a

b

)
n2 − 1

24
(qn − 1)2 +O(ε3).

This means that the difference of both sides is divisible by (q − ζ)3 for

any nth primitive root of unity ζ, hence by Φn(q)
3. The latter property is

equivalent to the congruence (10.2).

10.2 Ramanujan’s formulae for 1/π

Srinivasa Ramanujan (1887–1920) was an Indian mathematician whose

mathematical contributions had a lasting impact on the development of

number theory and special functions. Many notions and theorems origi-

nated from his papers, letters and notebooks; the account of his work and

its implications can be found in [2, 10,11,60].

In his development of the theory of elliptic functions, Ramanujan came

up [65] with computationally efficient representations of 1/π. Examples are

∞∑
n=0

( 12 )
3
n

n!3
(1 + 6n)

1

22n
=

4

π
, (10.7)

∞∑
n=0

( 12 )n(
1
3 )n(

2
3 )n

n!3
(4 + 33n)

22n

53n
=

15
√
3

2π
, (10.8)

∞∑
n=0

( 12 )n(
1
6 )n(

5
6 )n

n!3
(8 + 133n)

(
4

85

)3n

=
85
√
255

54π
, (10.9)

∞∑
n=0

( 12 )n(
1
4 )n(

3
4 )n

n!3
(1123 + 21460n)

(
− 1

8822

)n

=
4 · 882
π

, (10.10)

∞∑
n=0

( 12 )n(
1
4 )n(

3
4 )n

n!3
(1103 + 26390n)

1

994n
=

992

2π
√
2
, (10.11)
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where (s)n =
∏n

j=1(s+ j − 1) is the Pochhammer symbol (3.15); these are

equations (28), (32), (34), (39) and (44) on the list in [65]. Ramanujan

did not hide his interest in computing π; his comment in [65] about iden-

tity (10.11) says “The last series (44) is extremely rapidly convergent.” In

total, Ramanujan gave seventeen such equalities.

The identities do not look hard. In spite of this, their first proofs

were only obtained in the 1980s by the Borweins and independently by the

Chudnovskys. A historical account of contemporary techniques for prov-

ing Ramanujan’s (and Ramanujan-type) formulae for 1/π can be found

in [8, 88]. The dominating method which, for example, works for any for-

mulae in (10.7)–(10.11) is based on modular-function parametrisations of

the underlying series. This modular technique cannot be counted as el-

ementary, but it leads to many further examples (though not necessarily

computationally useful) like the formula

∞∑
n=0

un · (20n+ 10− 3
√
5)

(√
5− 1

2

)12n

=
20
√
3 + 9

√
15

6π
(10.12)

of Ramanujan type, involving the Apéry numbers

un =

n∑
k=0

(
n+ k

n

)2(
n

k

)2

(10.13)

from Section 7.1; this identity was discovered by T. Sato in 2002.

One formula, which is not on Ramanujan’s list in [65] but clearly belongs

to it, is

∞∑
n=0

( 12 )
3
n

n!3
(1 + 4n) · (−1)n =

2

π
. (10.14)

In fact, this identity was proven by Bauer (1859) long before Ramanujan

was born, using a quite elementary argument. The convergence in (10.14)

is poor and comparable with Leibniz’s formula (1.11) (though the latter is

for π itself). Nevertheless the shape of the formula is very much the same

as in (10.7)–(10.11), with the sums on left-hand sides are linked with some

particular instances m = 3 of the (generalized) hypergeometric series

mFm−1

(
a1, a2, . . . , am
b2, . . . , bm

∣∣∣∣ z) =

∞∑
n=0

(a1)n(a2)n · · · (am)n
(b2)n · · · (bm)n

zn

n!
. (10.15)

Namely, the identities listed all involve linear combinations of 3F2 series and

its derivative at a (rational) point, with a1 = 1
2 , a2 = 1− a3 ∈ { 1

2 ,
1
3 ,

1
4 ,

1
6}

and b2 = b3 = 1. The series defining mFm−1(z) converges in the unit disk
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|z| < 1. It also satisfies a linear homogeneous differential equation of order

m with coefficients in C(z); this differential equation allows one to continue

the function analytically to C \ [1,+∞). Good sources for the theory of

generalized hypergeometric series are books [6, 82] (see also [71]). Though

(10.12) does not belongs to this hypergeometric family of Ramanujan’s

formulae, the generating series
∑∞

n=0 unz
n satisfies a third order linear

differential equation (given in an equivalent form in Exercise 7.2) which

shares many similarities with those satisfied by 3F2(z); this places (10.12)

on the list of Ramanujan-type formulae.

The following exercise illustrates another technique which can be used

for proving some identities of Ramanujan type. It relies on the method of

creative telescoping which we have already seen in action in Exercise 7.2.

Exercise 10.2 (Zeilberger [28]). Define

F (n, k) =
( 12 )

2
n(−k)n

n!2( 32 + k)n
(1 + 4n) (−1)n ·

Γ( 32 )Γ(1 + k)

Γ( 32 + k)

and take

G(n, k) =
(2n+ 1)2

(2n+ 2k + 3)(4n+ 1)
F (n, k).

(a) Show that for n = 0, 1, 2, . . . and k = 0, 1, 2 . . . ,

F (n, k + 1)− F (n, k) = G(n, k)−G(n− 1, k).

(b) Use part (a) to prove that

∞∑
n=0

F (n, k) =
∑
n∈Z

F (n, k)

does not depend on k. Then show that this constant is 1 (computing

the sum, for example, at k = 0).

(c) Conclude that

∞∑
n=0

( 12 )
2
n(−k)n

n!2( 32 + k)n
(1 + 4n)(−1)n =

Γ( 32 + k)

Γ( 32 )Γ(1 + k)
. (10.16)

Hint. (a) Divide both sides by F (n, k) to reduce verification to one of an

identity for simple rational functions in n and k.

Though equality (10.16) is only shown to be true for k = 0, 1, 2, . . . , it

remains true for k ∈ C with Re k > −1—this is a consequence of Carlson’s

theorem (see, for example, [6, Section 5.3]), another classical analysis result.

Finally, notice that Bauer’s identity (10.14) is the case k = −1/2 of (10.16).
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Another elementary technique for producing new Ramanujan-type iden-

tities from already known ones is known as the translation method [23,42].

It sources from algebraic identities of hypergeometric series and relies on

manipulations that use calculus rules. It is illustrated in the following ex-

ercise.

Exercise 10.3. (a) Show Bailey’s cubic transformation
∞∑

n=0

( 12 )
3
n

n!3
xn = (1− 4x)−1/2

∞∑
n=0

( 12 )n(
1
6 )n(

5
6 )n

n!3

(
− 27x

(1− 4x)3

)n

for x from a neighbourhood of the origin.

(b) Using the identity from part (a) and its x-derivative at x = −1, show

that
∞∑

n=0

( 12 )n(
1
6 )n(

5
6 )n

n!3
(3 + 28n)

(
3

5

)3n

=
5
√
5

π
.

This formula was not given by Ramanujan in [65].

Hint. (a) Verify that both sides satisfy the same linear differential equation

of order 3.

(b) Apply the operator Id+4x d
dx to both sides of identity from part (a),

then substitute x = −1 and use the known formula (10.14) for the left-hand

side.

The next example is an advanced version of Exercise 10.3.

Exercise 10.4. Let un be the sequence of Apéry numbers defined in (10.13).

(a) Show that for sufficiently small |x|,
∞∑

n=0

un
xn(1− 8x)n

(1 + x)n+1
= (1− 8x)−3/2

∞∑
n=0

( 12 )
3
n

n!3

(
−64x(1 + x)3

(1− 8x)3

)n

.

(b) Use the transformation from part (a) at x = (9
√
6− 22)/4 and (10.14)

to prove
∞∑

n=0

(4−
√
6 + 8n)un(

√
3−

√
2)4n+2 =

1

π
√
2
.

In 1997 Van Hamme noticed that several formulae of Ramanujan for in-

finite sums possess arithmetic finite-sum analogues. The example relevant

to our discussion in this section and corresponding to Ramanujan-type for-

mula (10.14) is the family of congruences
p−1∑
n=0

( 12 )
3
n

n!3
(1 + 4n)(−1)n ≡

(
−1

p

)
p (mod p3) for primes p > 2, (10.17)
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where
(
a
p

)
denote the Legendre symbol (see Exercise 5.10). This was sub-

sequently proven by Mortenson (2008) and several other proofs appeared

later. It has been also realised [89] (mostly numerically!) that the pattern

continues to hold for other Ramanujan’s and Ramanujan-type formula (at

least when they correspond to 3F2(z) series with rational z), so that we

have

p−1∑
n=0

( 12 )
3
n

n!3
(1 + 6n)

1

22n
≡
(
−1

p

)
p (mod p3) for p > 2, (10.18)

and

p−1∑
n=0

( 12 )n(
1
3 )n(

2
3 )n

n!3
(4 + 33n)

22n

53n
≡ 4

(
−3

p

)
p (mod p3)

for p > 3,

p−1∑
n=0

( 12 )n(
1
6 )n(

5
6 )n

n!3
(8 + 133n)

(
4

85

)3n

≡ 8

(
−255

p

)
p (mod p3)

for p > 5, p ̸= 17,

p−1∑
n=0

( 12 )n(
1
4 )n(

3
4 )n

n!3
(1123 + 21460n)

(
− 1

8822

)n

≡ 1123

(
−1

p

)
p (mod p3)

for p > 3, p ̸= 7,

p−1∑
n=0

( 12 )n(
1
4 )n(

3
4 )n

n!3
(1103 + 26390n)

1

994n
≡ 1103

(
−2

p

)
p (mod p3)

for p > 3, p ̸= 11,

as p-counterparts of (10.7)–(10.11). At the moment the general congruences

from this list are only proven for the family (10.18).

Notice that the terms in these sums are not integers but rational num-

bers, however with the denominators that only involve finitely many (small)

primes which we exclude from the consideration. To see that we just need

to note that

( 12 )
3
n

n!3
= 2−6n

(
2n

n

)3

,
( 12 )n(

1
3 )n(

2
3 )n

n!3
= 2−2n3−3n

(
2n

n

)
(3n)!

n!3
,

( 12 )n(
1
4 )n(

3
4 )n

n!3
= 2−8n (4n)!

n!4
,

( 12 )n(
1
6 )n(

5
6 )n

n!3
= 12−3n (6n)!

n!3(3n)!
,

where the factorial ratios are all integral.
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In spite of their limited capacity, there are already several methods on

the market designed for proving Ramanujan-type supercongruences. One

method, which is based on ideas used in Section 10.1 and known as creative

microscoping, makes more (when succeed): it leads to simultaneous proofs

of Ramanujan-type identity and corresponding Ramanujan-type supercon-

gruences, thus explaining their mysterious interconnection. In the rest of

this chapter we illustrate the performance of creative microscoping on the

pair (10.14), (10.17).

10.3 q-Hypergeometry

We have already witnessed in the proof of Lemma 10.1 a use of the q-

binomial theorem (10.1). In fact, the latter formula comes as a particular

case of a more general result.

Theorem 10.3 (q-binomial theorem). When |q| < 1 and |z| < 1,
∞∑

n=0

(a; q)n
(q; q)n

zn =
(az; q)∞
(z; q)∞

. (10.19)

This theorem is a q-extension of the general binomial formula

(1− z)−a =

∞∑
n=0

(a)n
n!

zn = 1F0

(
a
∣∣∣∣ z)

(see (10.15)), and this extension is a fundamental identity in the theory of q-

hypergeometric functions: it is expected that every other q-hypergeometric

identity can be deduced via a finite combination of equation (10.19) (of

course, with different setup for its parameters).

Proof. We follow the creative telescoping strategy. Denote the nth term of

the sum in (10.19) by Fn(z) and take

Gn =
1− qn

z − 1
Fn(z) =


(a; q)n z

n

(q; q)n−1 (z − 1)
if n > 0,

0 if n = 0.

We claim the telescoping relation

Fn(z)−
1− az

1− z
Fn(zq) = Gn+1 −Gn

for n = 0, 1, 2, . . . ; division of both sides by Fn(z) reduces the equality to

a simpler one,

1− 1− az

1− z
X =

(1− aX)z

z − 1
− 1−X

z − 1
where X = qn,



Tuesday 20th June, 2023 18:43 ws-book9x6 Analytic methods in number theory AMiNT-book page 164

164 Analytic methods in number theory

whose verification is straightforward. Summing both sides of the telescoping

relation over n = 0, 1, 2, . . . results in

∞∑
n=0

Fn(z)−
1− az

1− z

∞∑
n=0

Fn(zq) = 0.

Iterating this equality m times leads to

∞∑
n=0

Fn(z) =
1− az

1− z

∞∑
n=0

Fn(zq) = · · · = (az; q)m
(z; q)m

∞∑
n=0

Fn(zq
m),

and (10.19) follows from taking the limit as m→ ∞ in the result.

To see that (10.1) is a special case of Theorem 10.3, replace the sum-

mation index n in (10.19) by m and then take a = q−n, z = xqn.

One particular feature that makes the creative telescoping possible in

the above proof but also for general (q-)hypergeometric sums
∑∞

n=0 cn is

a simple form of the quotient of two consecutive terms of the latter. This

brings us naturally to a definition of (q-)hypergeometric series: it is one for

which cn+1/cn is a rational function of index n (respectively, of parameter

qn). You may check that (10.15) is a hypergeometric series and that all the

q-sums in this chapter are q-hypergeometric series.

It is absolutely amazing how rich a hierarchy of q-hypergeometric iden-

tities (summations and transformations) is. To get a good view of it one

needs to master numerous available tools; a comprehensive source of those

is the book [34] known among the specialists as the q-Bible. Below we limit

ourselves to a particular q-hypergeometric summation, which is a fine rep-

resentative of the theory and at the same time an instrument required in

our arithmetic application. (In the q-Bible it is inelegantly called the sum-

mation formula for a non-terminating very-well-poised 6ϕ5-series; see [34,

eq. (II.20)].)

Theorem 10.4. When |q| < 1 and |aq| < |bcd|,
∞∑

n=0

(1− aq2n) (a; q)n(b; q)n(c; q)n(d; q)n
(1− a) (q; q)n(aq/b; q)n(aq/c; q)n(aq/d; q)n

(
aq

bcd

)n

=
(aq; q)∞(aq/(bc); q)∞(aq/(bd); q)∞(aq/(cd); q)∞
(aq/b; q)∞(aq/c; q)∞(aq/d; q)∞(aq/(bcd); q)∞

. (10.20)

Proof. Let Fn(a) denote the nth term of the sum in (10.20). Then

Fn(a/q)−
(a− 1)(a− bc)(a− bd)(a− cd)

(a− b)(a− c)(a− d)(a− bcd)
Fn(a) = Gn+1 −Gn
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for all n = 0, 1, 2, . . . , where

Gn =
(a2qn − bcdq)(1− qn)

(aq2n − q)(a− bcd)
· Fn(a/q),

in particular G0 = 0. (As before, verification commences after reduction to

a rational-function identity via division of both sides by Fn(a/q).) Replac-

ing a with aq, summing the telescoping relation over n = 0, 1, 2, . . . and

using Gn → 0 as n→ ∞ when |aq/(bcd)| < 1 we obtain

∞∑
n=0

Fn(a) =
(aq − 1)(aq − bc)(aq − bd)(aq − cd)

(aq − b)(aq − c)(aq − d)(aq − bcd)

∞∑
n=0

Fn(aq)

=
(1− aq)(1− aq/(bc))(1− aq/(bd))(1− aq/(cd))

(1− aq/b)(1− aq/c)(1− aq/d)(1− aq/(bcd))

∞∑
n=0

Fn(aq).

It remains to iterate the result m times and then compute the limit as

m→ ∞.

10.4 Supercongruences and q-supercongruences

Recall the notation [m] = [m]q = (1− qm)/(1− q) for the q-numbers.

Theorem 10.5 (q-analogue of equation (10.14)). The following equality is

true:

∞∑
n=0

(q; q2)3n
(q2; q2)3n

[1 + 4n]q · (−1)nqn
2

=
(q3; q2)∞(q; q2)∞

(q2; q2)2∞
. (10.21)

Theorem 10.6 (q-analogue of family (10.17)). Let m be a positive odd

integer. Then

m−1∑
n=0

(q; q2)3n
(q2; q2)3n

[1 + 4n] · (−1)nqn
2

≡ q(m−1)2/4[m]

(
−1

m

)
(mod [m]Φm(q)2).

(10.22)

In the last theorem, the truncated q-hypergeometric sums are consid-

ered modulo (products of) cyclotomic polynomials. Notice that [m]q =∏
d|m, d>1 Φd(q) and that [p]q = Φp(q) → p as q → 1 when p is prime.

In the case of formula (10.21), we see that

lim
q→1

(q; q2)n
(q2; q2)n

=
( 12 )n

n!
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and

lim
q→1

(q; q2)∞
(q2; q2)∞(1− q2)1/2

=
1

Γ( 12 )
=

1√
π
,

hence in the limit as q → 1 we obtain (10.14). At the same time, taking

the limit as q → 1 in (10.22) for m = p prime leads to the Ramanujan-type

supercongruences (10.17).

Our proof of Theorem 10.6 combines two principles. One corresponds

to achieving the congruences in (10.22) modulo [m] only, and for this we

deal with the q-hypergeometric sum (10.21) at a ‘q-microscopic’ level— that

is, at roots of unity (and this cannot be transformed into a derivation of

(10.17) directly from (10.14)). Another ‘creative’ principle is about getting

more parameters involved in the q-story.

Theorem 10.7. Let m be a positive odd integer. Then, for any indetermi-

nates a and q, we have modulo [m](1− aqm)(a− qm),

m−1∑
n=0

(q; q2)n(aq; q
2)n(q/a; q

2)n
(q2; q2)n(aq2; q2)n(q2/a; q2)n

[1 + 4n] (−1)nqn
2

≡ q(m−1)2/4[m]

(
−1

m

)
.

(10.23)

Proof of Theorem 10.6. The denominator of (10.23) related to a is the fac-

tor (aq2; q2)m−1(q
2/a; q2)m−1; its limit as a → 1 is relatively prime to

Φm(q), since m is odd. On the other hand, the limit of (1− aqm)(a− qm)

as a→ 1 has the factor Φm(q)2. Thus, letting a→ 1 in (10.23) we see that

(10.22) is true modulo Φm(q)3. At the same time, by considering (10.23)

modulo [m] only and specialising a = 1 in the result reads

m−1∑
n=0

(q; q2)n(aq; q
2)n(q/a; q

2)n
(q2; q2)n(aq2; q2)n(q2/a; q2)n

[1 + 4n] (−1)nqn
2

≡ 0 (mod [m]).

Thus, indeed both sides of (10.22) are congruent modulo [m]Φm(q)2.

In turn, the general set of congruences in Theorem 10.7 is deduced from

a non-terminating version of (10.23).

Theorem 10.8. The following identity is true:

∞∑
n=0

(1− q4n+1) (q; q2)n(aq; q
2)n(q/a; q

2)n
(1− q) (q2; q2)n(aq2; q2)n(q2/a; q2)n

(−1)nqn
2

=
(q3; q2)∞(q; q2)∞

(aq2; q2)∞(q2/a; q2)∞
. (10.24)
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Proof. Take d = 1/ε in (10.20) and let ε→ 0 to obtain
∞∑

n=0

(1− aq2n) (a; q)n(b; q)n(c; q)n(−1)nqn(n−1)/2

(1− a) (q; q)n(aq/b; q)n(aq/c; q)n

(
aq

bc

)n

=
(aq; q)∞(aq/(bc); q)∞
(aq/b; q)∞(aq/c; q)∞

.

In this identity replace q with q2, then choose a = q, b = dq, c = q/d and

finally replace d with a.

Proof of Theorem 10.5. Take a = 1 in (10.24).

In the remainder of this section we discuss the most non-trivial part

of the method of creative microscoping—deduction of Theorem 10.7 from

Theorem 10.8.

Lemma 10.3. Let m be a positive odd integer. Then

m−1∑
n=0

(q; q2)n(q
1−m; q2)n(q

1+m; q2)n
(1− q) (q2; q2)n(q2−m; q2)n(q2+m; q2)n

[1 + 4n] (−1)nqn
2

= q(m−1)2/4[m]

(
−1

m

)
. (10.25)

Proof. We substitute a = qm into (10.24). Then the left-hand side of

(10.24) terminates (already at n = (m − 1)/2, meaning that all its terms

starting from (m + 1)/2 vanish) and equals the sum in (10.25). On the

other hand, the substitution transforms the right-hand side of (10.24) into

(q3; q2)∞(q; q2)∞
(q2−m; q2)∞(q2+m; q2)∞

=
(q3; q2)(m−1)/2

(q2−m; q2)(m−1)/2

=
(q3; q2)(m−1)/2

(−1)(m−1)/2q−(m−1)2/4(q; q2)(m−1)/2

= (−1)(m−1)/2q(m−1)2/4[m].

Proof of Theorem 10.7. Let ζ ̸= 1 be a primitive dth root of unity, where

d | m and m > 1 is odd (hence d is odd as well). Denote by

Fn(q) =
(q; q2)n(aq; q

2)n(q/a; q
2)n

(q2; q2)n(aq2; q2)n(q2/a; q2)n
[1 + 4n] (−1)nqn

2

the nth term of the sum (10.24) and write (10.24) as

∞∑
ℓ=0

Fℓd(q)

d−1∑
n=0

Fℓd+n(q)

Fℓd(q)
=

(q3; q2)∞(q; q2)∞
(aq2; q2)∞(q2/a; q2)∞

. (10.26)
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Consider the limit as q → ζ radially, that is, q = rζ where r → 1−. On the

left-hand side we get

lim
q→ζ

Fℓd+n(q)

Fℓd(q)
=
Fℓd+n(ζ)

Fℓd(ζ)
= Fn(ζ)

and

lim
q→ζ

Fℓd(q) = lim
q→ζ

(q; ζ2)n(aq; ζ
2)n(q/a; ζ

2)n
(q2; ζ2)n(aq2; ζ2)n(q2/a; ζ2)n

(−1)ℓ = (−1)ℓ,

since d is odd and (a; ζ2)ℓd = (a; ζ2)ℓd = (1− ad)ℓ. For the right-hand side

of (10.26),

lim
q→ζ

(q3; q2)∞(q; q2)∞
(aq2; q2)∞(q2/a; q2)∞

= 0,

because the part (q; q2)(d+1)/2 of the product (q; q
2)∞ vanishes at q = ζ. By

comparing the asymptotics of both sides of (10.26) as q → ζ we conclude

that

d−1∑
n=0

Fn(ζ) = 0;

this in turn implies that

m−1∑
n=0

Fn(ζ) =

d−1∑
n=0

Fn(ζ)+

2d−1∑
n=d

Fn(ζ)+ · · ·+
m−1∑

n=m−d

Fn(ζ) =
n

d

d−1∑
n=0

Fn(ζ) = 0.

Since this is true for any choice of dth root of unity ζ, the equality can be

stated as the congruence
∑m−1

n=0 Fn(q) ≡ 0 (mod Φd(q)). The latter is valid

for any d | m, d > 1, hence

m−1∑
n=0

Fn(q) ≡ 0 ≡ q(m−1)2/4[m]

(
−1

m

)
(mod [m]).

On the other hand, it follows from Lemma 10.3 that

m−1∑
n=0

(q; q2)n(aq; q
2)n(q/a; q

2)n
(q2; q2)n(aq2; q2)n(q2/a; q2)n

[1 + 4n] (−1)nqn
2

= q(m−1)2/4[m]

(
−1

m

)
when a = qm or a = q−m; this implies that the congruences (10.23) hold

true modulo 1− aqm and a− qm. Since the polynomials [m], 1− aqm and

a− qm are relatively prime, we obtain (10.23) modulo their product.



Tuesday 20th June, 2023 18:43 ws-book9x6 Analytic methods in number theory AMiNT-book page 169

Creative microscoping 169

We can summarise our derivation path of the results as follows:

Theorem 10.8 =⇒
a=1

Theorem 10.5 =⇒
q→1

formula (10.14)

⇓
Theorem 10.7 =⇒

a→1
Theorem 10.6 =⇒

q→1
congruences (10.17)

The top of this scheme—Theorem 10.8—comes essentially for free from a

known q-hypergeometric identity, and many further entries from [34] lead

to remarkable (and quite difficult!) congruences, so that the q-Bible turns

out to be a treasury book for number theory.

Chapter notes

There is a modulo p4 extension of Theorem 10.1,(
ap

bp

)
≡
(
a

b

)
+ ab(a− b)

(
a

b

)
p

p−1∑
k=1

1

k
(mod p4) for prime p > 3.

It involves the harmonic sums
p−1∑
k=1

1

k
≡ 0 (mod p2) for prime p > 2,

and can be also deduced from suitable q-extensions using the method in

Section 10.1.

The theme of Ramanujan-type formulae for 1/π is quite rich, we do not

attempt at reviewing it properly; the reader is advised to follow the survey

articles [8, 88] and books [22, 25] (which cover way more on the theme) for

this. We would nevertheless mention the original approach of J. Guillera

for proving the formulae by J. Guillera [38–41] using the powerful Wilf–

Zeilberger (WZ) machinery; the method in its basic form is exemplified in

Exercise 10.2. Guillera manages to prove similar-looking identities for 1/π2

in terms of 5F4 hypergeometric series, and his method (quite elementary in

nature!) is currently the only one which is available for such formulae.

The method of creative microscoping originates from the paper [44].

The name ‘creative microscoping’ is inspired by ‘creative telescoping’— the

latter coined in [64] to the method which was originally used by D. Zagier

for proving the recurrence equation in Apéry’s proof of the irrationality of

ζ(3) (see Exercise 7.2). In this chapter we have witnessed several other

applications of creative telescoping.

It is worth mentioning that the congruences in (10.17) and Theo-

rems 10.6 and 10.7 remain true when the sums are truncated at (p− 1)/2
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or (n − 1)/2, respectively; these other(!) companion congruences can also

be settled by the method. Recent work of V. Guo, some in collaboration

with M. Schlosser, and with others (see, for example, [43, 45]), extends

the horizons of applicability of creative microscoping even further. One of

the latest achievements is a general framework (of q-analogues) of so-called

Dwork-type supercongruences.
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Apéry number, 114, 159
Apéry’s recursion, 114
Apéry’s theorem, 111
asymptotic distribution of prime

numbers, 31

Bernoulli number, 42
Bernoulli polynomial, 42

periodic, 47
beta integral, 36
binomial coefficient, 4

q-deformed, 9
binomial theorem, 4
q-deformed, 153, 163

Cahen’s constant, 60
Catalan number, 5, 145
Chebyshev polynomial, 149
Chebyshev’s estimates for π(x), 15
Chebyshev’s function ψ(x), 24
Chebyshev’s number, 5
Chebyshev–Landau ratio, 6
Chinese remainder theorem, 74
congruence, 71
q-deformed, 155
Ramanujan type, 162
super, 154

continuant, 53
continued fraction

continuant, 53
convergent, 58
distance formula, 67
Euler–Lagrange theorem, 69
finite, 51
infinite, 57
Legendre’s theorem, 60
palindromic, 69
partial quotient, 51, 58
periodic, 68
Perron’s theorem, 69
Serret’s theorem, 63

creative telescoping, 115, 160
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cyclotomic polynomial, 7

Dimitrov’s cyclotomicity criterion,
141

Dirichlet L-function, 78
Euler’s product, 80
nonvanishing at s = 1, 84

Dirichlet character, 74
principal, 74

Dirichlet’s box principle, 92
Dirichlet’s theorem (primes in

arithmetic progressions), 85
Dirichlet’s theorem (rational

approximations), 60, 92
Dubinin’s theorem, 142

Eisenstein’s criterion, 89
Euclidean algorithm, 1, 51
Euler sum, 44
Euler’s formula (zeta values), 44
Euler’s product formula, 20
Euler’s totient function φ(m), 7, 71
Euler–Lagrange theorem, 69
Euler–Maclaurin summation, 48
Eulerian integral, 36

factorial, 3
q-deformed, 9
Stirling’s formula, 117

factorial ratio, 6
Fermat’s little theorem, 72
fractional part, 5
fundamental theorem of arithmetic, 2

gamma function, 35
Stirling’s formula, 116

Gauss congruence, 143
Gaussian polynomial, 9
Gelfond–Schneider theorem, 127
Gessel number, 6

Hankel determinant, 142
hedgehog, 142

transfinite diameter, 142
Hermite’s identity, 99
Hurwitz’s zeta function, 37

analytic continuation, 40
hypergeometric series, 159, 164

integer part, 3
interpolation determinant, 130
irrationality criterion, 93
irrationality exponent, 109

Kronecker’s rationality criterion, 142,
148

Landau’s criterion, 6
Laurent’s interpolation determinant,

130
Legendre symbol, 73
Legendre’s theorem (continued

fractions), 60
Lehmer’s question, 150
Leibniz’s formula, 11, 42
Liouville number, 97
Liouville’s theorem (rational

approximations), 95
Liouville-type theorem, 128
Ljunggren’s congruence, 154

Mahler measure, 150
Möbius function, 3
Möbius inversion formula, 3
monic polynomial, 7
multiple harmonic series, 44
multiple zeta function, 46
multiple zeta value, 44
multiplicative function, 3, 20

Newton’s interpolation formula, 103
Newton–Girard identities, 144
number

algebraic, 90
prime, 1
q-deformed, 8
transcendental, 97

number of divisors, 3

partial quotient, 51, 58
Perron’s theorem, 69
pigeon hole principle, 92



Tuesday 20th June, 2023 18:43 ws-book9x6 Analytic methods in number theory AMiNT-book page 179

Index 179

Pochhammer symbol, 47
q-deformed, 153

polylogarithmic function, 122
polynomial

cyclotomic, 7
Eisenstein’s criterion, 89
elementary symmetric, 97
height, 98, 99, 128
integer-valued, 100
length, 128
Mahler measure, 150
minimal, 89
monic, 7
primitive, 98
symmetric, 97

prime number, 1
Dirichlet’s theorem, 85
fundamental theorem of

arithmetic, 2
q-deformed, 8

prime number theorem, 31

q-Bible, 164
q-binomial coefficient, 9
q-binomial theorem, 153, 163
q-factorial, 9
q-hypergeometric series, 164
q-number, 8
q-Pochhammer symbol, 153
q-shifted factorial, 153
quadratic irrational, 64

discriminant, 65
norm, 64

reduced, 65
trace, 64

Ramanujan’s formulae for 1/π, 159
Ramanujan-type congruence, 162
Ramanujan-type formulae, 159
Riemann’s zeta function, 15

analytic continuation, 19, 41
Euler’s product, 20
functional equation, 41

Rivoal’s theorem, 111
root of unity, 7

Schwarz lemma, 131
Serret’s theorem, 63
Siegel lemma, 137
Stirling’s formula, 116
sum of divisors, 3
kth powers, 45

super-Catalan number, 6
supercongruence, 154
Sylvester’s sequence, 59

transfinite diameter, 145

Vandermonde determinant, 133, 145
von Mangoldt function, 16

Wilson’s theorem, 72
Wolstenholme’s congruence, 154

zeta value, 36, 44
q-deformed, 45
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