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O P E N I N G  S TAT E M E N T

L e e  C.  B o l l i n ge r  a n d  Ge o f f r e y  R .  Sto n e

One of the most fiercely debated issues of the current era is what to do about 
“bad” speech on the internet, primarily speech on social media platforms such 
as Facebook and Twitter. “Bad” speech encompasses a range of problematic 
communications— hate speech, disinformation and propaganda campaigns, 
encouragement of and incitement to violence, limited exposure to ideas one 
disagrees with or that compete with preexisting beliefs, and so on. Because the 
internet is inherently a global communications system, “bad” speech can arise 
from foreign as well as domestic sources. No one doubts that these kinds of very 
harmful expression have existed forever, but the premise of the current debate 
is that the ubiquity and structure of this newest and most powerful communica-
tions technology magnifies these harms exponentially beyond anything we have 
encountered before. Some argue that, if it is left unchecked, the very existence 
of democracy is at risk.

The appropriate remedies for this state of affairs are highly uncertain, and this 
uncertainty is complicated by the fact that some of these forms of “bad” speech 
are ordinarily protected by the First Amendment. Yet the stakes are very high 
in regard to how we answer the question because it is now evident that much of 
public discourse about public issues has migrated onto this new technology and 
is likely to continue that course into the future.

Current First Amendment jurisprudence has evolved on the premise that, 
apart from certain minimal areas of well- established social regulation (e.g., 
fighting words, libel, threats, incitement), we should place our trust in the 
powerful antidote of counter- speech to deal with the risks and harms of “bad” 
speech.1 Of course, that may well turn out to be the answer to our contempo-
rary dilemmas. Indeed, one can already see the rise of public pressures on in-
ternet companies to increase public awareness of the dangers of “bad” speech, 
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and there are discussions daily in the media raising alarms over dangerous 
speech and speakers.2 Thus, it may be that the longstanding reliance on the self- 
correcting mechanisms of the marketplace of ideas will work again.

But perhaps not. There is already a counter risk— that the increase in “ed-
itorial” control by internet companies will be biased against certain ideas and 
speakers and will effectively censor speech that should be free.3 On the other 
hand, even those who fear the worst from “bad” speech being uninhibited often 
assert that internet company owners will never do enough on their own to ini-
tiate the needed controls because their basic, for- profit motivations are in direct 
conflict with the public good and the management of civic discourse.4 There is 
understandable concern that those who control the major internet companies 
will have an undue and potentially dangerous effect on American democracy 
through their power to shape the content of public discourse. On this view, 
public intervention is necessary.

It is important to remember that the last time we encountered a major new 
communications technology we established a federal agency to provide over-
sight and to issue regulations to protect and promote “the public interest, 
convenience, and necessity.”5 That, of course, was the new technology of broad-
casting, and the agency was the Federal Communications Commission. The 
decision to subject private broadcasters to some degree of public control was, 
in fact, motivated by some of the very same fears about “bad” speech that we 
now hear about the internet.6 People thought the risks of the unregulated pri-
vate ownership model in the new media of radio and television were greater 
than those inherent in a system of government regulation. And, like today, those 
who established this system felt unsure about what regulations would be needed 
over time (in “the public interest, convenience, and necessity”), and they there-
fore set up an administrative agency to review the situation and to evolve the 
regulations as circumstances required. For a fuller description and analysis of 
these issues, see Images of a Free Press and Uninhibited, Robust, and Wide- Open: A 
Free Press for a New Century, by Lee C. Bollinger.7

On multiple occasions, the Supreme Court has upheld this system under 
the First Amendment. The formal rationale for those decisions may not apply 
to the internet, but there is still plenty of room for debate about the true prin-
ciples underlying that jurisprudence and their continued relevance. In any 
event, the broadcasting regime stands as arguably the best example in our his-
tory of ways to approach the contemporary concerns about new technologies 
of communication. But, of course, it may be that government intervention in 
this realm is so dangerous that social media platforms should be left to set 
their own policies, just as the New York Times and the Wall Street Journal are 
free to do.
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Section 230 of the Communications Decency Act of 1996 famously shields 
internet companies from liability for speech on their platforms.8 Many critics of 
internet companies have advocated the repeal of this law and have used the idea 
of its repeal as a threat to get these companies’ owners to change their editorial 
policies (either to stop censoring or to censor more).9 Another approach would 
be to enforce existing laws that forbid foreign states and certain actors from in-
terfering in US domestic elections and politics.

Everyone accepts the proposition that efforts by Russia to spread disinfor-
mation in order to foster civil strife in America is highly dangerous and prop-
erly subject to criminal prohibitions.10 But, in a much more integrated world, 
especially one facing global problems (climate change, and so on), it is also true 
that the American public has a vital First Amendment interest in hearing and 
communicating with the broader international community. The problem, there-
fore, will be in finding the right balance between improper foreign interference 
and the healthy and necessary exchange of ideas on the global stage.

We also need to take stock of the precise nature of the problems we are facing 
with “bad” speech on social media platforms, as well as what means other than 
legal intervention might be available to address the problems. Public education, 
changes in algorithms, the development of a more journalistic culture within the 
management of these platforms, government pressures on “bad” actors abroad, 
and other non- legal solutions all need to be explored.

It is also possible that the constraints in existing First Amendment jurispru-
dence should themselves be amended, not only because the circumstances and 
contexts are different today but also because experience over time with those 
doctrines and principles might lead some to doubt their original or continuing 
validity. Overall, we need to imagine as best we can what a new equilibrium 
should look like as we experience the impacts on our democracy of this new 
technology of communication.

Every now and then in the history of the First Amendment an issue comes 
along that not only poses a perplexing and challenging question about some 
aspect of First Amendment doctrine or some incremental move, but also calls 
into question the whole edifice of freedom of speech and press as we have come 
to know it in the United States. The current debates about the threats to free 
speech, and even to democracy itself, triggered by the evolution of our newest 
technology of communication— the internet, and especially social media 
platforms— constitute such an occasion. The extraordinarily rapid embrace of 
this method of communication (in less than two decades), together with its 
pervasive presence in our lives, is both astonishing and revolutionary. This is 
true especially because the internet and social media are controlled by a few 
corporations which are structurally designed to reserve to them primary control 
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of this powerful new means of communication. It is now a central question in the 
United States and around the world whether this new means of communication 
strengthens what freedom of speech has marked as the ideal or threatens every-
thing we have so painstakingly built.

This book is dedicated to exploring that question and what follows from 
the answers we give to it. At this moment in the history of the United States, 
there is arguably no conundrum of greater importance. When an overwhelming 
majority of citizens communicates, receives information, and forms political 
alliances in a single place, and when that place is effectively controlled and 
curated by a single person or entity (or mathematical model),11 alarms built over 
decades of thought about freedom of speech and democracy are triggered. Too 
much censorship? Or too little? Those, in a sense, are the central concerns. The 
balance struck is always the test of a free and democratic society, because it is 
ultimately through speaking and listening that human beings become who they 
are and decide what to believe. Put simply, do entities like Facebook, Twitter, 
and YouTube have too much power under existing law to determine what speech 
we will or will not have access to on social media? Are there changes that can 
constitutionally be made to the current system that will improve rather than 
worsen the current state of affairs? And how should we think about the multi-
national implications of the internet and about how policies adopted in other 
nations affect freedom of speech in the United States?

We have invited twenty- two authors, all experts on this general subject, to 
write eighteen essays describing how they see the current and future state of 
affairs in this new communications universe and what they propose should be 
done, if anything, to address these challenges. We frame the inquiry with this 
brief introductory statement and a concluding one. A team from the distin-
guished law firm of Debevoise & Plimpton (led by Andrew Ceresney, partner) 
has contributed an essay providing a comprehensive legal background to the 
current state of play in the area we are investigating. And, finally, we include in 
this volume the Report of a Commission we convened to review the assembled 
essays and to make a set of specific recommendations about what we should and 
should not do in this highly controversial area of policy and constitutional law.

This is our fourth project together of this kind. We have come to this way of 
exploring highly controversial and complex problems by experience. We have 
found that giving individuals with deep expertise the opportunity to write freely 
about their concerns and to explore their suggestions for reform provides a 
depth of engagement and education for the reader that is hard to achieve in a 
single- author volume. We believe this is a productive way of exploring a difficult 
problem and of driving the discussion toward recognizing new realities.

Before turning to the essays, we thought it would be useful for us to set forth 
a few points we believe to be central to the analysis:
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 1. The recency of our First Amendment jurisprudence. In 2019 we published a 
volume of essays titled The Free Speech Century.12 Our purpose was to mark, 
indeed to celebrate, the one hundredth anniversary of the first Supreme Court 
decisions interpreting the words of the First Amendment: “Congress shall 
make no law . . . abridging the freedom of speech, or of the press.”13 Although 
the First Amendment had been added to the Constitution in 1789 as part of 
the Bill of Rights, the Supreme Court did not weigh in on its meaning until 
1919, during World War I.14 The complex jurisprudence about free speech 
and free press that we rely on today is, therefore, of fairly recent vintage— we 
are still learning.15

 2. The current jurisprudence of the First Amendment affords extraordinary protec-
tion to the freedoms of speech and press. No other nation in the world today, 
nor, for that matter, in history, has evolved a system of constitutional pro-
tection for the freedoms of speech and press to the degree, or with the level 
of analytical refinement, that we have today in the United States. In the last 
half- century, starting with the Court’s famous decision in New York Times 
v. Sullivan, involving a defamation lawsuit brought by a Montgomery, 
Alabama, city official against the New York Times, the Court has created the 
most speech- protective system in the world.16 Using the premise of a deep 
distrust of government involvement in speech and a concomitant fear of the 
natural human impulse to be intolerant and to suppress the thoughts we hate, 
the judiciary has embraced a high level of protection for free speech and a 
free press, especially when the speech concerns public issues. The upshot is 
that we now live in a society committed to a level of public discourse that, 
in the Supreme Court’s words, is “uninhibited, robust and wide- open.”17 As 
a result, the opportunity for individuals to engage in potentially “bad” or 
“harmful” speech is very, very wide.

 3. Our contemporary First Amendment jurisprudence is more complex and fluid 
than many might imagine. There are several reasons for this. For example, on 
many of the key issues we will take up in this book, the Supreme Court has 
taken different, sometimes opposing, positions at various times. To cite just 
one of many possible examples, in Beauharnais v. Illinois, decided in 1952, 
the Court upheld the constitutionality of a law prohibiting what we would 
today call “hate speech,” whereas in Brandenburg v. Ohio, decided in 1969, 
the Court held that the government cannot punish such speech consistent 
with the First Amendment unless the government can prove that the speech 
is “directed to inciting or producing imminent lawless action and is likely to 
incite or produce such action.”18 Often in these situations, the earlier deci-
sion has not been explicitly overruled, thus leaving open the possibility for 
its later revival. Moreover, many decisions are vague in their implications, 
leaving room for a broad range of possible interpretations. As a result, one 
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has to be careful in declaring “what the First Amendment means” in today’s 
world— the First Amendment is often much more varied and complicated 
than many experts proclaim, which leads to the next point.

 4. The internet and all that comes with it is not the first instance in which the First 
Amendment has had to come to terms with a revolutionary new technology of com-
munication. As noted previously, in the last century, the “new” technology 
was broadcasting— first radio and then television. People were anxious about 
broadcasting, and for exactly the same reasons they are now fearful of the 
power of social media platforms: It was clear from the outset that only a small 
number of “owners” would control this new national means of communica-
tion because of the physical limits of the electromagnetic spectrum. Indeed, 
in order for there to be effective communication, there would typically be only 
three television stations per community and they would each be linked to na-
tional programming through the emerging “networks” (ABC, NBC, and CBS). 
This concentration of power led to fears that these owners would dominate and 
censor content, both limiting discussion to only the perspectives and views 
they embraced and empowering them to manipulate public opinion through 
propaganda. This was not a hypothetical problem, as the Nazi regime’s uses of 
radio to advance its evil ends vividly demonstrated.19 Faced with this challenge, 
the federal government stepped in, established a new federal agency to exercise 
oversight (the Federal Communications Commission), and charged it with the 
authority to issue licenses and establish regulations consistent with “the public 
interest, convenience, and necessity.”20 Censorship by the government was 
explicitly forbidden, but otherwise the government asserted its authority to 
oversee this new public resource of communication. This was first established 
in 1927 and then more comprehensively and permanently in 1934.21

In 1969, in Red Lion Broadcasting v. FCC, the Supreme Court unanimously 
upheld this system of government regulation of the broadcast media as consti-
tutional under the First Amendment.22 At issue was an FCC regulation known 
as the fairness doctrine, under which every broadcaster was required to cover 
issues of public importance and to do so fairly, by giving the public an array of 
different points of view about those issues. The Court held that this was con-
stitutional because the “scarcity” of the airwaves necessitated government in-
tervention to ensure that the interests of the public were served.23 Broadcasters 
were “fiduciaries,” and the government had a legitimate, perhaps even manda-
tory, role in protecting the public’s interest in hearing all points of view.

Five years later, though, in Miami Herald v. Tornillo, the Court held that 
similar regulations of newspapers violated the First Amendment even though 
those regulations were also designed to ensure a well-informed public and to 
restrain the potentially distorting motives of the increasingly powerful and 
oligopolistic owners of newspapers.24 The Court’s decision in Miami Herald 
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did not offer any persuasive explanation as to why newspapers should be 
treated differently from radio and television networks. As far as the Court 
was concerned, they existed in parallel universes. The problem, as economists 
observed at the time, was that the scarcity thesis underpinning the broadcast 
regime was insufficient to distinguish broadcasting from daily newspapers, 
which by the 1960s had evolved into an operative monopoly in over 90 per-
cent of American cities.25

That fact, however, does not necessarily make the system chosen for broad-
casting wrong, constitutionally or otherwise, just as it does not necessarily 
make the alternative system chosen for daily newspapers wrong. One may see 
this effectively dual system as wrong because each side reflects a philosophy of 
the First Amendment that is inconsistent with the other. Or one may see the 
inconsistency as a reasonable, perhaps even wise, experimental approach to a 
growing common problem, namely, that of rising monopolistic private power 
over the marketplace of ideas and democratic discourse. The pressing question 
at the moment, and for the purposes of this volume, is what any of this tells us 
about the future of social media. 

 5. What is the right thing to do when we are uncertain what to do? Without 
prejudging the questions on the table about regulation of the internet and social 
media platforms, it is worth bearing in mind that uncertainty does not always 
necessitate inaction. There is value in considering the range of options open 
to us as we assess the risks and benefits of the current arrangements, including 
those of taking small or large steps that leave open decisions about other con-
crete interventions. The Communications Act of 1934 was of its time, in the 
sense that it relied on an executive branch administrative structure to develop 
specific regulations over time, with the benefit of experience and under the 
vague mandate of serving “the public interest, convenience, and necessity.”26 
Similar thinking may be called for as we contemplate today’s challenges.

It has been a joy and an education to work with all the participants in this 
project, and we hope the sum of what is presented here will be as helpful, as chal-
lenging, and as stimulating to our readers as it has been to us.
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R E G U L AT I N G  H A R M F U L  S P E E C H  O N  S O C I A L 
M E D I A :  T H E  C U R R E N T  L E G A L  L A N D S C A P E 

A N D  P O L I C Y  P R O P O S A L S

A n d r e w  J.  Ce r e s n e y,  J e f f r e y  P.  C u n a r d,  
C o u rt n e y  M .  Da n kwo rt h ,  a n d  Dav i d  A .  O’N e i l

Social media platforms have transformed how we communicate with one an-
other. They allow us to talk easily and directly to countless others at lightning 
speed, with no filter and essentially no barriers to transmission. With their enor-
mous user bases and proprietary algorithms that are designed both to promote 
popular content and to display information based on user preferences, they far 
surpass any historical antecedents in their scope and power to spread informa-
tion and ideas.

The benefits of social media platforms are obvious and enormous. They foster 
political and public discourse and civic engagement in the United States and 
around the world.1 Social media platforms give voice to marginalized individuals 
and groups, allowing them to organize, offer support, and hold powerful people 
accountable.2 And they allow individuals to communicate with and form 
communities with others who share their interests but might otherwise have 
remained disconnected from one another.

At the same time, social media platforms, with their directness, immediacy, 
and lack of a filter, enable harmful speech to flourish— including wild conspiracy 
theories, deliberately false information, foreign propaganda, and hateful rhetoric. 
The platforms’ algorithms and massive user bases allow such “harmful speech” 
to be disseminated to millions of users at once and then shared by those users 
at an exponential rate. This widespread and frictionless transmission of harmful 
speech has real- world consequences. Conspiracy theories and false informa-
tion spread on social media have helped sow widespread rejection of COVID- 
19 public- health measures3 and fueled the lies about the 2020 US presidential 
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election and its result.4 Violent, racist, and anti- Semitic content on social media 
has played a role in multiple mass shootings.5 Social media have also facilitated 
speech targeted at specific individuals, including doxing (the dissemination 
of private information, such as home addresses, for malevolent purposes) and 
other forms of harassment, including revenge porn and cyberbullying.

These negative effects of social media discourse are profound and en-
demic, and they are not going away. Policymakers and stakeholders around the 
world have called for reform, including by regulating social media companies’ 
approaches to the dissemination of harmful speech on their platforms. This 
introductory essay sets the context in which policymakers might think about 
how to approach the challenges of harmful speech on social media platforms, 
including by making such reforms. It first briefly summarizes the US statutory 
and constitutional framework for approaching the regulation of social media 
platforms. It then reviews potential US policy approaches, with a particular focus 
on proposed and implemented legislation concerning social media platforms in 
the European Union.

Statutory and Constitutional Barriers 
to Addressing Harmful Speech on Social Media

There are significant barriers in the United States to limiting, regulating, or 
prohibiting speech on social media that is harmful but lawful. To begin with, 
much “harmful speech” is lawful, including hateful or racist speech and non-
commercial speech that is false or misleading. Users cannot be held legally li-
able for posting such content. Likewise, social media platforms do not have legal 
liability for their role in the spread of lawful speech or for removal or moder-
ation of such content. Although the victims of unlawful speech (such as defa-
mation) on social media can sue the speaker, private suits offer little recourse 
for victims when such speech is instantaneously disseminated across the in-
ternet. The victim also cannot sue the platform because of Section 230 of the 
Communications Decency Act (47 U.S.C. § 230, “Section 230”), which now 
immunizes social media platforms from most legal claims arising from user con-
tent posted on their sites and the platforms’ moderation of that content (or lack 
thereof). This immunity has been widely credited with allowing the internet to 
flourish but also criticized for allowing social media giants to escape liability for 
harmful speech on their platforms. Even if Section 230 were repealed, however, 
social media platforms still could not be held legally liable for harmful but not 
unlawful speech. Going beyond existing statutes and common- law doctrines, 
policymakers could try to regulate lawful speech, but that regulation must com-
port with the First Amendment. As described below, the First Amendment, as 

 

 



 R e g u l a t i n g  H a r m f u l  S p e e c h  o n  S o c i a l  M e d i a  xxv

      

applied to the users who post on social media platforms and the social media 
platforms themselves, has been interpreted to substantially limit government’s 
ability to regulate lawful speech.

Section 230 of the Communications Decency Act

Section 230 provides broad immunity for online platforms that host or re-
publish speech against a range of claims that might otherwise be used to hold 
them legally responsible for what their users say or do. Specifically, Section 
230 states that providers of “interactive computer services,” including social 
media companies, cannot be held liable both for their decisions to host and 
disseminate content created by others and for actions they take “voluntarily” 
and “in good faith” to restrict access to certain types of material.6 There are cer-
tain limited exceptions related to federal criminal activity (such as obscenity 
and sexual exploitation of children), electronic privacy laws, and intellectual 
property protection.7

Congress passed Section 230 in 1996 in response to Stratton Oakmont, Inc. 
v. Prodigy Services Co.8 In that case, a New York trial court held that an online 
service provider could be held liable for defamatory material posted by its users 
to the extent that the provider was “republishing” the material rather than simply 
distributing it.9 The court relied on well- settled principles of defamation law, 
under which publishers and republishers of defamatory material can be held li-
able for the defamation, whereas mere distributors of such content (such as a 
library) may not be.10 Congress was concerned that, absent statutory protection, 
online service providers would be disincentivized to remove defamatory con-
tent because, in doing so, they could be regarded as a “publisher” of the content 
and thus subject to suits for defamation.

To address this concern, Congress enacted Section 230 to grant immunity to 
any provider of an “interactive computer service” for the dissemination of any un-
lawful speech— not limited to defamation— that its users provide. “Interactive 
computer service” is defined as “any information service, system, or access soft-
ware provider that provides or enables computer access by multiple users to a 
computer server, including specifically a service or system that provides access 
to the Internet.”11 Immunity is not available, however, to “information content 
provider[s] ”— that is, those “responsible, in whole or in part, for the creation or 
development” of the content.12 Social media platforms, including Facebook and 
Twitter, generally have been found to meet the definition of an “interactive com-
puter service.”13 If, however, they have a role in generating the allegedly unlawful 
content or are engaged in activities that go beyond publishing third- party con-
tent, Section 230 immunity may not apply. Drawing the line between publishing 
and other acts by platforms has been, in some contexts, an area of dispute.14
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Section 230 immunizes “interactive computer service[s] ,” including social 
media companies, from suit in two respects. First, Section 230(c)(1) is a bar-
rier to liability for hosting, republishing, and disseminating content furnished 
by third parties. Specifically, it provides: “No provider or user of an interactive 
computer service shall be treated as the publisher or speaker of any information 
provided by another information content provider.” Courts have interpreted 
this provision broadly to confer immunity in both the publisher and distributor 
contexts, including for decisions to review, edit, format, remove, or omit certain 
content.15 Section 230(c)(1) effectively bars most state and federal claims by 
private parties as well as a range of actions by state prosecutors. These include 
defamation or libel claims based on user- generated content; design defect and 
website design claims, including that social media platforms’ algorithms facili-
tate widespread sharing of harmful content, such as content that facilitates real- 
world violence or harassment;16 other tort claims, such as negligence or invasion 
of privacy;17 claims under state and federal anti- discrimination statutes;18 and 
some state criminal prosecutions.19

Second, Section 230(c)(2) immunizes an “interactive computer service” from 
liability for removing or moderating content generated by users. Specifically, it 
states:

No provider or user of an interactive computer service shall be held 
liable on account of (A) any action voluntarily taken in good faith to 
restrict access to or availability of material that the provider or user 
considers to be obscene, lewd, lascivious, filthy, excessively violent, 
harassing, or otherwise objectionable, whether or not such material is 
constitutionally protected; or (B) any action taken to enable or make 
available to information content providers or others the technical 
means to restrict access to material described in paragraph (1).

The rationale for Section 230(c)(2) (the so- called Good Samaritan provision) 
was to obviate any legal objection to interactive computer services removing 
such materials, lest they be deemed a publisher (or otherwise have some legal re-
sponsibility for the distribution of content) and, as such, be liable for removing 
the content. This immunity for removing all manner of material, including 
any that is “otherwise objectionable,” gives social media companies broad au-
thority, if exercised in good faith, to remove content that is potentially defama-
tory, harassing, bullying, invasive of privacy, inflicting of intentional emotional 
distress, misinforming, or originating from a foreign government or other 
source. Although some providers of content have objected to social platforms’ 
decisions to delete or moderate such content (which they are otherwise gen-
erally permitted to do under their own terms of service), courts generally have 
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been deferential to companies’ decisions to remove content under this provi-
sion.20 Section 230(c)(2) also has the effect of precluding state government reg-
ulation of social media platforms’ moderation decisions. In NetChoice v. Moody, 
for example, a district court granted a preliminary injunction enjoining enforce-
ment of a Florida law that, among other things, prohibited certain social media 
platforms from suspending or removing political candidates’ accounts, holding 
that the petitioners were likely to succeed on the merits of their claim that this 
prohibition was preempted by Section 230(c)(2).21

Section 230 arose from Congress’s understanding at the time of enactment 
that interactive computer service companies host and disseminate millions of 
messages. It was thought that they would not realistically have any means of 
monitoring or moderating, on anything like a real- time basis, the lawfulness of 
content provided by their users— for example, determining whether the content 
was defamatory or otherwise tortious. That their involvement in publishing those 
messages could give rise to numerous individual suits was seen as detrimental to 
the growth of the internet, given both the potentially substantial time and ex-
pense of defending against the litigations and the likelihood that the companies 
would, in the interest of avoiding litigation, become more conservative— 
deleting more speech than was required. In practical terms, Section 230(c)(1) 
has, indeed, been a powerful tool for social media companies in that it allows 
them to dispose of suits asserting that they have liability for unlawful content.22 
Whether the legislative rationales that animated the enactment of Section 230 
in 1996 hold true today, given more recent technological developments and 
the platforms’ own role in using their algorithms to amplify the reach of user- 
generated content, has been the subject of more recent discussion.

Further, with respect to platforms’ moderation or removal decisions, litigants 
have increasingly invoked the “good faith” requirement in Section 230(c)(2) 
to avoid dismissal of their claims under that section.23 For example, one court 
held that Google’s defense of Section 230 immunity could not be resolved on a 
motion to dismiss because the plaintiff had adequately alleged facts showing that 
Google’s explanation for removing the plaintiff ’s app from its Android app store 
was pretextual and therefore in bad faith.24

The First Amendment

Even if the statutory immunity conferred by Section 230 were repealed or lim-
ited by Congress, the First Amendment would limit the permissible scope of reg-
ulation of social media speech. The First Amendment would apply to attempts 
by government to limit or regulate directly users’ speech that is harmful, but is 
otherwise lawful. It would also apply to attempts by the government to regulate 
social media platforms by requiring them to remove such speech.
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The First Amendment may well protect from regulation social media 
companies’ moderation of user- generated content, including deciding what con-
tent to feature or promote and how to rank or filter user- generated content, if they 
are characterized as editorial decisions protected by the Constitution. Whether 
such regulations could withstand challenge under the First Amendment will de-
pend on (i) the type of speech being regulated; (ii) if the platform is regulated, 
the type of activity by the platform; (iii) whether the regulation discriminates 
based on type of speech or can be characterized as content- neutral; and (iv) 
whether courts view content moderation by social media platforms as more 
closely akin to editorial decisions by print media (which have historically been 
accorded the strongest First Amendment protection), broadcasters (which have 
received weaker protection), or others such as cable networks or broadband in-
ternet providers.

What Types of Speech Can the Government Regulate?

The First Amendment protects speakers from government prohibition or reg-
ulation of most types of speech, subject to limited and time- tested exceptions. 
Certain forms of speech, such as incitement to imminent unlawful action25 and 
obscenity,26 are not protected at all. Other forms of speech, such as defamation, 
can be regulated subject to court- developed frameworks that harmonize First 
Amendment interests with state law– created torts. Whereas political speech 
is thought to be at the core of First Amendment protection, purely commer-
cial speech, such as advertisements, is accorded somewhat lesser protection,27 
though political advertising may receive greater protection.28 Courts generally 
have been reluctant to create new exceptions to the protection afforded by the 
First Amendment.

In general, the First Amendment is likely to shield from regulation many 
forms of harmful speech, including false or misleading information29 and hate 
speech,30 that are not currently prohibited or regulated. That means that users 
cannot be sanctioned for creating and uploading such speech to social media 
platforms. Accordingly, it is likely that platforms cannot be forced to remove it 
unless it is otherwise found unlawful.

When Are Platforms’ Activities Protected Under the First 
Amendment?

In general, and subject to the permitted limitations on speech described above, 
there is full First Amendment protection for speech that the platforms them-
selves generate. Text, graphics, images, or videos created by the platforms plainly 
fall within the ambit of constitutional protection.
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Where, however, a social media platform simply transmits or displays users’ 
messages (such as on a message board or “wall” on Facebook), that act is not 
likely to be seen as the platform’s own speech. The relatively passive transmis-
sion of messages may not be protected by the First Amendment, just as the First 
Amendment does not safeguard a telephone company’s common carrier trans-
mission of voice or data.31

Whether the platforms’ activities of moderating, filtering, curating, or 
promoting content are protected by the First Amendment is a closer question.32 
Those activities, including the use of algorithms to edit, rank, and filter con-
tent, are arguably analogous to the editorial activities of media outlets or other 
entities— selecting which content to commission or which letters to the editor 
to publish. The First Amendment affords broad protections to those types of 
editorial decisions, whether by print media, broadcasters, cable operators, or 
even parade organizers.33 The First Amendment may not protect platforms’ de-
velopment and deployment of algorithms that identify content that might be 
of interest to users insofar as the use of algorithms could be considered entirely 
software- facilitated conduct; conduct that does not have an expression- related 
element is not protected under the First Amendment.34

Courts are likely to find that some of the platforms’ content- moderation ac-
tivities are protected, given the inclination to find that the First Amendment 
protects speech- promoting conduct. In Sorrell v. IMS Health Inc., for example, 
the Supreme Court rejected the argument that the act of selling or transferring 
content generated by a third party is only conduct and is not, therefore, a speech- 
related activity protected by the First Amendment.35 In a closer analogy, several 
courts have afforded First Amendment protections to search engines’ ranking 
and filtering content on the basis that their search algorithms make editorial 
judgments about what information to display, how to organize it, and where to 
present it.36

In the social media context, at least one court has held that Facebook’s failure 
to remove a user’s post was protected under the First Amendment.37 Further, 
at least two federal district courts have held that state laws designed to pre-
vent social media platforms from removing or de- prioritizing certain content 
likely violated the platforms’ First Amendment rights to engage in such edito-
rial activities.38 In NetChoice v. Moody, the court held that the Florida law likely 
violated social media platforms’ First Amendment– protected rights to remove 
or moderate content related to or posted by political candidates.39 In NetChoice 
v. Paxton, the court reviewed a Texas statute prohibiting social media platforms 
from removing or “de- boosting” user- generated content based on the users’ 
viewpoint, among other things.40 In granting the plaintiffs’ motion for a pre-
liminary injunction, the court recognized the First Amendment rights of social 
media platforms when they “curate both users and content to convey a message 
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about the type of community the platform seeks to foster and, as such, exercise 
editorial discretion over their platform’s content.”41

What Kinds of Regulations Can Survive Constitutional 
Scrutiny?

Notwithstanding that the text of the First Amendment appears to bar any law 
that regulates expression, certain categories of speech are subject to permis-
sible government regulation, depending on context. Regulation of social media 
companies’ content moderation activities will be reviewed by courts in light of 
the applicable standard of scrutiny, depending on whether the law is targeted at 
particular types of content or is content- neutral.

Courts apply a more deferential standard of review to regulations that are 
content- neutral.42 Content- based restrictions, by contrast, target particular 
speech based on its expressive content and are presumptively unconstitutional.43 
Such restrictions are subject to strict scrutiny, meaning that the law must fur-
ther a “compelling interest” and be “narrowly tailored” to further that interest.44 
Content- neutral regulations— such as a city ordinance prohibiting posting of 
any sign on public property45— are, however, subject to intermediate scrutiny. 
Under that test, the regulation will survive constitutional challenge only if it is 
narrowly tailored to serve a significant government interest that is unrelated to 
the suppression of free expression and leaves open ample alternative channels 
for communication.46

In the social media context, the courts in Moody and Paxton held that 
the Florida and Texas laws, respectively, were impermissible content- based 
regulations and failed strict scrutiny. In Moody, that was because the Florida 
statute favored particular types of speech (i.e., speech by or about political 
candidates) over all other types of speech and because it treated identical 
speakers differently based on size.47 In Paxton, the Texas statute was problematic 
because it exempted both certain types of content (related to criminal activity 
or threats of violence against specified groups) and certain types of platforms 
(those with fewer than fifty million monthly active US users).48

To What Extent Do Social Media Fit Into Regulatory 
Frameworks That Have Been Applied to Other Media?

In considering whether government regulation of social media platforms’ 
content- moderation practices comports with the First Amendment, courts 
also may look to case law concerning regulation of older forms of media such 
as newspapers, television and radio broadcasters, cable networks, or common 
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carriers like telephone service providers. The Supreme Court has treated regu-
lation of each of these forms of media differently under the First Amendment, 
and thus courts’ analysis of social media regulations may depend on which older 
media they find most closely analogous to social media. Courts would not be 
writing on a blank slate, however: In 1997, the Supreme Court in Reno v. ACLU 
held that a content- based restriction on the internet (there, the regulation of in-
decency) could not survive strict scrutiny.49

Supporters of enhanced regulation of social media platforms might urge 
broadcast media as an apt analogy for social media because broadcasters histor-
ically have been subject to content- based regulation that would not be constitu-
tional if applied to traditional print media and the editorial decisions made by 
cable television operators.50 Beginning in 1927 with the creation of the Federal 
Radio Commission, which was replaced in 1934 by the Federal Communications 
Commission (FCC), Congress empowered a new federal agency to license and 
regulate broadcast media to promote the “public interest, convenience, and ne-
cessity.”51 The system resulted in a number of regulations, including the so- called 
fairness doctrine, which, until 1987, required broadcasters to cover public issues 
and to give balanced coverage to competing viewpoints on those issues.

In 1969, the Supreme Court unanimously held that the fairness doctrine was 
constitutional in Red Lion Broadcasting Co. v. FCC.52 The Court reasoned that the 
“scarcity of broadcast frequencies” made the spectrum a “resource” that justified 
government intervention to “assure that a broadcaster’s programming ranges 
widely enough to serve the public interest.”53 In doing so, the Court recognized 
that the government had a proper role in securing the public’s right to be in-
formed.54 Nine years later, the Court elaborated in FCC v. Pacifica Foundation 
that the “uniquely pervasive” nature of broadcasting, which may be seen or 
heard without viewer consent, supported the constitutionality of the regulation 
of indecent speech on broadcast media.55 During that same period, the Court 
repeatedly rejected similar government regulations as applied to other media, 
including newspapers56 and cable television.57 Only a few years after Red Lion, 
the Court in Miami Herald Publishing Company v. Tornillo struck down a state 
law that granted political candidates who were criticized in a newspaper the right 
to have the newspaper publish their response to that criticism.58 The Court also 
declined to extend Red Lion to cable television in Turner Broadcasting Systems 
v. FCC, reasoning that cable television lacks the scarcity of frequencies that 
characterizes broadcast media.59

The rationales behind the Court’s deference to regulation of broadcasters— 
the scarcity of frequencies and the unconsented- to pervasiveness of the 
medium— do not map cleanly onto social media platforms. In Reno, the Court 
considered the broadcast analogy and its prior precedents and expressly declined 
to extend Red Lion to cyberspace. Its decision was, in part, based on its view that 
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unlike broadcast television, “communications over the Internet do not ‘invade’ 
an individual’s home or appear on one’s computer screen unbidden,” and there 
are no significant capacity or bandwidth constraints on the free expression of 
ideas on the internet.60

As some have pointed out, the Red Lion Court’s scarcity- based rationale is dif-
ficult to square with the economic realities of both broadcast networks and print 
media, which was true even when the decision was issued. The Court itself ac-
knowledged that broadcast media had developed since their inception such that 
more stations could take advantage of the frequency spectrum.61 Moreover, even 
at the time, monopolies made print media arguably an even “scarcer” medium 
than broadcast television.62 On this view, the scarcity rationale was invoked by 
the Court to uphold what it viewed as necessary governmental intervention in 
mass media to promote the quality of public discourse.63 Given the significance 
of social media to current public discourse, which arguably supersedes that of 
radio and television in the last century, a similar public discourse– enhancing 
motivation could be invoked in support of sustaining limited regulation of social 
media platforms’ content- moderation decisions, consistent with the standard of 
constitutional review.

Nevertheless, Reno would present an obstacle to content- based regulation of 
social media platforms. Some commentators have asserted that Reno’s reasoning 
is outdated given the development of the internet since 1997. They argue that 
the pervasiveness and scarcity rationales that the Court concluded were not ap-
plicable to the internet have actually become more compelling since Reno was 
decided. Today, they would argue, the internet has become at least as invasive 
as traditional broadcast media. Social media are accessible anywhere from any 
internet- connected smartphone, and the largest social media platforms suggest 
content to users, making it more likely that users will be presented with the op-
portunity to view some content they have not sought out. Moreover, the social 
media landscape is now dominated by relatively few companies that control ac-
cess to large audiences, which creates a kind of scarcity of social media com-
munications platforms through which one can reach large audiences of users 
(although, of course, individuals may switch to smaller platforms or publish 
their own content through their own websites).64

Yet social media platforms remain in some respects quite different from 
traditional media. Broadcasters and newspapers operate in a one- to- many 
ecosystem and are responsible for generating their own content or selecting 
and editing content for dissemination to the public.65 Cable and satellite 
operators also exercise editorial functions in deciding which channels to 
carry, and some have local channels for which they are, like broadcasters, 
fully responsible for the content. That is not true of social media platforms, 
which generate little of their own original content and do not, by and large, 
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substantially filter user content. Instead, the content is largely generated 
by users, and social media platforms’ contributions are largely confined to 
algorithms that determine when and how frequently to display that con-
tent to other users. The volume of social media content uploaded to and 
disseminated through platforms is also orders of magnitude greater than the 
content printed in newspapers or aired on television.

To the extent that social media platforms display or disseminate large 
volumes of information without monitoring or mediation, they arguably re-
semble telecommunications common carriers such as broadband or telecom 
providers. Under Title II of the Communications Act of 1934, telecommuni-
cations common carriers— a regulatory classification that grew out of transpor-
tation carriers such as railroads and buses— may not refuse to provide service 
or carry a communication, except where the service is used for clearly illegal 
purposes.66 In 2015, the FCC applied that Title II common carrier classification 
to providers of internet broadband access service, a category that does not in-
clude social media platforms.67 The DC Circuit held that the FCC’s classification 
decision did not violate the First Amendment rights of the service providers to 
the extent that they are acting as “mere conduits for the messages of others” as 
opposed to offering their own content.68

Social media platforms, however, differ significantly from common carriers 
or internet broadband access service providers in many respects, as the court in 
Paxton found when it expressly considered and rejected the analogy to common 
carriers.69 Messages carried by common carriers and service providers are largely 
one- to- one (i.e., from a user to another individual or to access a website) and are 
kept in strict confidence by the provider. By contrast, social media platforms are 
largely designed to be one-  or many- to- many, and their avowed purpose is to en-
able public exchanges among many users simultaneously or at different points in 
time. Moreover, unlike common carriers, social media platforms have terms of 
service that expressly prohibit certain types of messages and allow platforms to 
moderate or remove messages.

Notwithstanding these distinctions, some have called for social media 
platforms to be treated more like common carriers. In his 2021 concurrence in 
Biden v. Knight First Amendment Institute, for example, Justice Thomas suggested 
that common- carrier regulations may be warranted to address social media 
platforms’ “private, concentrated control over online content and platforms 
available to the public.”70 He contended that like traditional common carriers, 
social media platforms “ ‘carry’ information from one user to another,” and the 
largest platforms, like the largest utility companies, “derive much of their value 
from network size.”71 Classifying social media companies as common carriers 
seemingly would preclude regulations that would require social media platforms 
to actively monitor or moderate the messages they transmit on the basis of 
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content. For example, common- carrier treatment arguably would have pro-
hibited Facebook from suspending Donald Trump’s account in the wake of the 
Capitol riot and from deciding on an appropriate sanction by considering and 
weighing individualized, discretionary factors. Conversely, treating social media 
platforms as analogous to common carriers might require the platforms to carry 
and display all user messages without discrimination or moderation, which 
could even extend to voiding certain content- based limitations embedded in 
their terms of service.

Potential Policy Solutions
Self- Regulation by Social Media Platforms

Many major social media platforms have voluntarily adopted and applied 
policies and procedures to moderate harmful content, typically in response to 
current events and public pressure. Social media platforms that moderate con-
tent generally do so through three mechanisms: (i) removing harmful content 
and suspending or de- platforming repeat offenders; (ii) flagging inaccurate or 
harmful content; and (iii) implementing functionality or algorithmic changes to 
decrease the visibility of harmful content while making accurate and authorita-
tive content more visible or accessible. These policies are generally implemented 
through a combination of artificial intelligence, employee review, and user re-
porting mechanisms. Because social media platforms are private actors, their 
self- imposed content moderation is not subject to challenge under the First 
Amendment.

Although many platforms have for years72 applied mechanisms to stem ha-
rassment, bullying, and sexual exploitation, until more recently, they did not 
have significant policies aimed at curbing protected false or misleading speech 
or hate speech in the United States. The shift toward moderation of such speech 
came in response to events such as Russian interference in the 2016 US pres-
idential election, mass protests for racial justice, and the spread of conspiracy 
theories and disinformation concerning the 2020 US presidential election and 
COVID- 19.73

These policies have been criticized both for suppressing or chilling too much 
speech74 (particularly speech by political conservatives)75 and for doing too 
little to curb harmful speech.76 The platforms’ enforcement of such policies has 
been criticized as inconsistent and opaque.77 At the same time, several smaller 
platforms— most notably Gab, Parler, and 4chan— have carved out a market 
niche by offering little to no content moderation; as a result, they have become 
havens for conspiracy theories, false information, and hate speech.
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Establishing a Self- Regulatory Organization

The social media industry has generally advocated for maintaining an approach 
that relies wholly on self- regulation, including through a self- regulatory orga-
nization (SRO) that it establishes.78 A social media SRO could have a number 
of benefits. To begin with, it could be established without congressional ac-
tion. It could be nimble and adapt to changing technologies and practices more 
quickly than regulators could. In addition, inasmuch as participation in the SRO 
would be voluntary, it could regulate its members’ content- moderation practices 
without raising First Amendment issues— unless the SRO is deemed to be a 
state actor because its activities are supervised by a government agency.

Insofar as participation in an SRO would not be mandatory, however, the 
adoption and enforcement of SRO- promulgated principles across the industry 
may not be uniform. If the larger players joined the SRO, that might address the 
largest volume of user- generated content. But many smaller players (which, like 
Gab and Parler, include havens for hate or other harmful speech) may choose 
not to do so, and their refusal to adhere to content- moderation standards could 
even help them grow their user bases.

There are several examples of successful self- regulatory bodies in other 
industries, with varying degrees of authority, that could provide useful models 
for social media self- regulation. The National Advertising Division of the Better 
Business Bureau resolves disputes over advertising.79 The Digital Advertising 
Alliance establishes privacy principles for the digital advertising industry, 
thereby enhancing transparency for consumers and allowing them to control 
their privacy settings. Accountability and enforcement are carried out by the 
BBB National Programs and its Digital Advertising Accountability Program 
and by the Association of National Advertisers.80 Finally, the Financial Industry 
Regulatory Authority, under the supervision of the US Securities and Exchange 
Commission (SEC), oversees the broker- dealer industry, creating rules, 
conducting examinations and market surveillance, bringing disciplinary pro-
ceedings, and referring matters to the SEC.81

An SRO for the social media industry might, for example, establish rules with 
respect to transparency of content- moderation policies; recommend approaches 
for assessing, mitigating, and reporting on risks from harmful content; impose re-
porting requirements regarding the type and volume of harmful content and the 
platforms’ plans for mitigating it; require disclosures with respect to algorithms, 
the influence of foreign money, handling of user data, approaches to anonymity, 
and instances when users’ identities might be disclosed; and facilitate dispute 
resolution between users and platforms with respect to grievances, including 
failures to adhere to stated policies. It might also issue penalties for noncompli-
ance with terms of use, transparency requirements, and mitigation plans.
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Legal and Regulatory Approaches

Policymakers and commentators have argued that industry self- regulation is in-
adequate to address the problem of harmful speech on social media and that 
comprehensive government regulation is needed. Any such regulations, how-
ever, must balance the impetus to rein in harmful content with free- speech 
rights, which are protected under international human rights law and domestic 
law in most advanced democracies.82 In the United States, proposals have fo-
cused on either repealing or amending Section 230 immunity— which would 
allow individuals to sue platforms for unlawful content— or delegating reg-
ulatory authority to a new or existing federal agency to regulate social media 
platforms. The first of these approaches would have little to no impact on speech 
that is not unlawful, including hate speech and disinformation. The second could 
run afoul of the First Amendment if it limits or restricts First Amendment– 
protected speech or the platforms’ protected editorial activities. The statutes 
need not target social media companies’ content- moderation practices in order 
to raise First Amendment concerns; in Paxton, for example, the district court 
held that requiring platforms to make disclosures about how they curate con-
tent and publish transparency reports was unconstitutionally burdensome and 
likely amounted to compelled speech in violation of the First Amendment.83 
Actual and proposed legislation in the European Union goes somewhat further 
in regulating content. Such legislation may affect speech in the United States by 
creating soft norms that social media companies could choose to apply volun-
tarily to their US users.

Repealing or Amending Section 230

Repealing or amending Section 230 would permit actions against platforms 
arising from user- generated content that are now barred by Section 230. Put 
another way, repeal of Section 230 would allow suits against platforms for 
speech or conduct that is already unlawful or could, by reason of statute or the 
common law, be made unlawful in the future. Although it would not allow suits 
against platforms based on their dissemination of lawful content generated by 
their users, eliminating Section 230 immunity likely would have a significant 
chilling effect on social media speech. The scope of cognizable claims against 
social media platforms arising from unlawful content would be left to statutes 
and the courts, with First Amendment protections as the remaining constraint. 
In the short term, there could be widespread uncertainty and inconsistency 
across jurisdictions, leading social media companies to adopt the most stringent 
common denominator for content moderation in an effort to reduce their civil 
liability for content that is currently unlawful, such as defamation or invasion 
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of privacy.84 The high cost of liability and of monitoring and removing content 
potentially could drive smaller platforms out of business or deter new entrants 
to the market, perhaps contributing to an increase in the dominance of large 
platforms.

Apparently recognizing these risks, many legislators and other policymakers 
have proposed amending or supplementing Section 230 rather than eliminating 
it entirely. Some of these proposed amendments are aimed not at curbing 
harmful speech but, instead, doing the opposite: dis- incentivizing platforms 
from moderating content, for instance, by limiting the types of content that inter-
active computer services may remove under Section 230.85 The extent to which 
such proposals would actually have their intended effect is doubtful, because 
users do not have a legal right to disseminate speech— even lawful speech— via 
a social media platform. Accordingly, under current law and the platforms’ terms 
of service, they do not now and would not have in the future a particularly robust 
cause of action against a platform for removing content absent some legal basis 
(such as racial discrimination).

Other proposals seek to incentivize platforms to remove unlawful speech by 
eliminating Section 230 immunity for civil claims based on violations of certain 
state or federal laws. Such proposals are necessarily limited to unlawful speech, 
because Section 230 applies only where the aggrieved party can bring a viable 
legal claim against the platform. Even within these limitations, these proposals 
could reach online harassment (including revenge porn or doxing to the extent 
that it meets the elements of state- law torts or might be outlawed by statute), cer-
tain forms of hate speech, and potentially tortious speech, such as defamation.86

A more modest approach, which is included in the Platform Accountability 
and Consumer Transparency Act (PACT Act) proposed by Senators Brian 
Schatz (D- HI) and John Thune (R- SD), is to amend Section 230 to create a 
notice- and- takedown process.87 This would be similar to the notice- and- take-
down regime of US copyright law, 17 U.S.C. § 512, which limits the copyright 
liability of an online service provider if it receives a notice that it is storing 
infringing material and then takes it down promptly. A measure of this kind 
would not put the onus on platforms to identify and remove unlawful content.88 
Instead, under that model, an internet content provider that did not otherwise 
know it was hosting or distributing illegal content would be entitled to immu-
nity from suit for intermediary liability if and to the extent it acts expeditiously, 
on receipt of notice, to take down such content. By putting the burden on users 
to report unlawful content, a notice- and- takedown regime also alleviates at least 
some concerns about the compliance costs for platforms to monitor the enor-
mous volume of content they store and disseminate for potentially illicit con-
tent and determine whether it is, in fact, unlawful. At the same time, this regime 
is vulnerable to abuse, and a meaningful counter- notice regime would need to 
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be instituted to ensure that content that ought not to have been taken down is 
restored.89 In addition, policymakers would have to determine what would or 
should happen if the uploading user, in a counter- notice, asserts that the content 
is lawful. Finally, this approach, as noted, would not address harmful, but only 
unlawful, content.

Oversight by a New or Existing Government Agency

Some commentators have argued for express regulation of social media platforms 
by a government agency. The scope of agency authority could be akin to what 
is described above for SROs. Or the agency also could supervise the SRO, in-
cluding by pursuing enforcement actions against platforms for persistent abu-
sive practices— such as a failure to adhere to the content- moderation practices 
disclosed in their terms and conditions. This would be akin to the enforcement 
actions that the Federal Trade Commission (“FTC”) has brought against social 
media companies for alleged failure to adhere to their stated privacy policies.90 
Under the First Amendment, the agency could not, however, regulate particular 
categories of lawful speech— such as false information or lawful hate speech— 
or discriminate among platforms based on their size unless such regulations 
were drafted to survive strict scrutiny (i.e., they are narrowly tailored to further 
a compelling interest).

Creating a new agency tasked specifically with regulating social media 
platforms would undoubtedly face political obstacles. Nonetheless, doing so 
would have the benefit of specialization. Social media platforms may also fall 
within existing agencies’ authority. To the extent that they provide messaging 
services, they arguably might come within the FCC’s authority to regulate in-
formation services under Title I of the Communications Act. But the current 
Communications Act would be an obstacle to most content regulation by the 
FCC because it is generally prohibited by law from regulating broadcast content, 
although there are exceptions for indecent and obscene speech, as well as other 
types of speech that are deceptive or promote certain types of illicit activity.91 To 
remove any ambiguity as to the basis for an expanded reading of the FCC’s ju-
risdiction to encompass platform regulation, an act of Congress probably would 
be warranted.

Alternatively, the FTC currently has jurisdiction over unfair trade practices 
and, under its existing authority, it has regulated widely in the analogous areas of 
personal privacy and data protection.92 Establishing rules to mandate platforms’ 
transparency in terms- of- use and content- moderation policies and to require 
adherence thereto arguably might fall within that authority.93 For example, a 
platform’s violation of its own policies, issued in response to the FTC’s principles 
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or rules, could constitute an unfair trade practice in violation of Section 5 of the 
Federal Trade Commission Act, subjecting violators to monetary penalties or 
requirements to adopt new policies.

Comparing the United States and 
the European Union

Much as it has in the data- privacy context,94 when it comes to social media 
content and operators, the European Union (EU) has developed a more com-
prehensive approach to regulation than has the United States. In recent years, 
the EU has adopted limited affirmative obligations for social media platforms. 
For example, 2018 amendments to the Audiovisual Media Services Directive 
require EU member states to enact national legislation requiring video- sharing 
platforms’ terms and conditions to prohibit users from uploading hate speech, 
content related to terrorism offenses, child sex abuse, or other content harmful 
for minors. Covered platforms must also have mechanisms to allow individuals 
to alert platforms about such content.95 In addition, in Germany, platforms with 
over two million users in the country must remove “manifestly unlawful” con-
tent within twenty- four hours of receiving a complaint about its presence.96

The EU also has adopted an approach of “co- regulation,” whereby the regu-
latory role is shared between market participants and government, albeit with 
limited regulatory intervention. Most notable is the EU Code of Conduct on 
countering illegal hate speech online,97 a nonbinding voluntary initiative among 
the European Commission, Facebook, Microsoft, Twitter, YouTube, Instagram, 
Snapchat, Dailymotion, Jeuxvideo.com, and TikTok. Under the Code, the 
participating companies have agreed to a number of public commitments, in-
cluding adopting processes to review reports of illegal hate speech against their 
own rules and applicable laws, as well as to review the majority of valid reports in 
less than twenty- four hours.98 Although there are no sanctions for failing to meet 
these commitments, social media companies are subject to periodic evaluations 
by anti– hate speech nongovernmental organizations99 and public bodies100 in 
EU member states, and the European Commission publishes statistics on notifi-
cation assessment times, removal rates, and feedback to users.101

Near- final EU legislation— the Digital Services Act102— would go significantly 
further by imposing broad affirmative obligations on social media companies to 
take certain measures with respect to content on their platforms. Content that 
would potentially be subject to regulation under this proposal includes illegal 
harms, such as child sexual exploitation, terrorism, and hate crime offenses,103 
as well as legal content, including disinformation and harmful content for 
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vulnerable groups such as children.104 In this respect, the Digital Services Act 
could create tensions with the fundamental right to freedom of expression 
safeguarded by Article 10 of the European Convention on Human Rights (the 
ECHR),105 just as proposed social media regulations in the United States could 
conflict with the First Amendment. With that said, the ECHR permits some-
what broader limitations on free expression than does the First Amendment, for 
instance, by allowing for the criminalization of Holocaust denial.106

The Digital Services Act stops short of requiring platforms to actively search 
for and remove harmful content; instead, it would create a notice- and- take-
down regime for unlawful content107 and impose a range of transparency and 
reporting requirements on platforms. These include requirements to describe 
content- moderation policies in user terms and conditions, including algo-
rithmic decision- making and human review;108 publish annual reports regarding 
the platform’s content moderation practices109 and “significant systemic risks” 
of operating their services in the EU, including with respect to dissemination 
of illegal content and intentional manipulation of the service; and implement 
“reasonable, proportionate and effective measures” to address those risks.110 The 
Digital Services Act is awaiting final approval from the European Parliament and 
EU Member States, and will apply from the later of fifteen months after its entry 
into force or from January 1, 2024. For very large online platforms and search 
engines, however, the Digital Services Act will apply from a potentially earlier 
date, being four months after their designation.

Once adopted, these reforms may have some influence on the US approach 
to regulation of social media platforms— given the cross- border nature of their 
services— and may have a more direct effect on US users’ speech. In partic-
ular, the Digital Services Act may establish new soft norms that social media 
platforms will apply voluntarily to US users. After the adoption of the General 
Data Protection Regulation (GDPR), for example, Facebook extended many of 
its privacy protections to US users.111 Similarly, Reddit allows users to request a 
copy of information that Reddit has about their account, as required under the 
GDPR and the California Consumer Privacy Act, even if the user is not in the 
EU or California.112 Social media companies that are required to comply with 
the Digital Services Act may ultimately adopt a global approach to content mod-
eration, such as notification of content removal, providing the reasons for re-
moval, permitting users to challenge that removal, and providing transparency 
with respect to these measures. One reason for them to do so might be both 
legal and pragmatic: to ensure that they get the benefit of EU- based liability pro-
tection even with respect to content uploaded from outside the EU that is the 
subject of a complaint from an EU- based service recipient.
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Social Media and First Amendment 
Fault Lines
Dav i d  A .  St r au s s

The popularity of social media has exposed fault lines in the law of the First 
Amendment. These fault lines are principles that are familiar, established, and 
foundational to First Amendment law. They present no difficulties in a wide 
range of cases. But, for one reason or another, they don’t entirely make sense. 
Sometimes they rely on questionable factual premises. Sometimes their norma-
tive bases present an unresolved conflict. Sometimes they extend a reasonable 
claim to the point of implausibility. Sometimes their scope is chronically unclear. 
They are routinely stated as axiomatic, but they actually allow for exceptions, 
and the exceptions are not well defined.

These fault lines reflect genuine problems, not a failure of clear thinking on 
the part of courts or anyone else. They exist because of genuine dilemmas or 
tensions; any system of freedom of expression would have to deal with them and 
would have trouble solving the problems they reflect. And just as people can live 
for a long time without incident near geological fault lines, the constitutional 
law of free speech works reasonably well even though it has been built on top 
of these fault lines. But, like geological fault lines, these foundational aspects of 
the law can come apart when placed under stress. The widespread use of social 
media places them under stress. That does not mean the system will fracture. 
Relatively modest shifts in the law might relieve enough of the stress to allow 
things to continue pretty much in the way they have been. But the alternative 
outcome is also possible. The development of social media might require a large- 
scale rebuilding of some or all of these foundations.

To put the point another way, many of the problems that social media present 
for the First Amendment are not new problems. They were already there, and we 
were already dealing with them, in one way or another, although maybe not in a 
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completely satisfactory way. The prevalence of social media requires us to con-
front them more directly.

This way of approaching the relationship between social media and the 
First Amendment might enable us to avoid the dichotomous question whether 
the First Amendment is obsolete in the age of social media or is, instead, es-
sentially up to the job.1 Instead, we can deal with that relationship at retail— 
considering which specific principles need to be discarded, which should be 
modified, and which should be reaffirmed. But at the same time, being aware 
of the vulnerabilities in existing law might liberate us to make more dramatic 
changes than we otherwise would. We can be less worried about bringing down 
too much of the structure when, in fact, parts of the structure were already a little 
shaky and arguably should be reconsidered in any event. By focusing our atten-
tion on fault lines that already exist, the use of social media might become not 
just a problem but an opportunity, a reason to rethink certain aspects of the law 
even in familiar areas.

Here are some examples of First Amendment fault lines:

 1. Government regulation directed at speech, not private action, is the principal 
threat to freedom of expression.

 2. Statements of fact cannot be prohibited just because they are false.
 3. Face- to- face encounters between individuals are an especially valuable form 

of expression.
 4. Government speech— as opposed to government regulation of private 

speech— in general presents no First Amendment issues.
 5. The best remedy for harmful speech is not suppression but speech that 

responds to the harmful speech.

Line- drawing problems are ubiquitous in the law, and clear rules will 
produce distinctions that seem arbitrary; those are familiar points. So it 
is not surprising to find principles like these that are often stated in cat-
egorical terms but that, in fact, allow for unacknowledged or vaguely de-
fined exceptions. In particular, there is a tendency— understandable and 
beneficial— to try to distill First Amendment principles into clear rules, 
because clear rules make individuals more confident about when they can 
speak freely and make it easier for officials, including judges, to resist the 
pressure to suppress unpopular speech.

Clear rules can be fragile, though. Circumstances can change in ways that 
make the rules seem too arbitrary and that increase the pressure to create 
exceptions. That seems to be what is happening to these First Amendment prin-
ciples with the growth of social media.
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Government Versus Private Action

By its terms, the First Amendment, like nearly every provision of the Constitution, 
applies only to the government. But even if there were no First Amendment, a 
good argument can be made that government action should be the main con-
cern of any system of freedom of expression. The government ordinarily has a 
greater capacity to suppress speech than any private entity. Government officials 
have an incentive to suppress the speech of their political opponents. And, to the 
extent the government reflects popular sentiment, the power of the government 
can be used by a dominant majority against nonconforming expression. So it is 
not surprising that government action directed at speech has been the central 
concern of the First Amendment.

But it is also clear that private action can effectively inhibit speech in ways 
that are not that different from government action. This can happen on a small 
scale, if, for example, private employers discriminate against employees because 
of their views. It can also happen on a larger scale, if private firms control large 
parts of the economy that are central to expression. And private individuals, 
without the help of the government, can effectively punish speech by acting in 
a hostile way, including by abusive speech, toward people who say things that 
they consider unacceptable. John Stuart Mill’s On Liberty— unsurprisingly for a 
tract written in Victorian England— portrayed those kinds of privately imposed 
social sanctions as at least as great a threat to nonconforming expression and 
conduct as government action is.

First Amendment doctrine has not been entirely insensitive to these concerns 
about private entities. But it has not quite figured out what to do about them. 
That is why this is a fault line, and one that is increasingly tested, in various ways, 
by social media. Social media enable a speaker to reach a large audience easily 
and cheaply. That enhances the power of private speakers, other things equal; 
if private speech can cause harm, private speakers using social media can cause 
more harm than they could before.

The growth of social media also increases the power of media firms. Social 
media are characterized by network externalities— that is, the more users there 
are, the more benefit each user gains from a network. As a result, the industry 
will tend to be concentrated. One or a few firms will be dominant. The decisions 
of those firms about what speech to allow will affect both speakers and potential 
audiences. When those firms restrict speech, the effect is not exactly like govern-
ment censorship, because there will be other (albeit presumably less effective) 
ways for speakers to reach their audience— by legacy media or potentially by a 
competing social media firm. But even government censorship is not entirely 
effective; it can be evaded, especially in a society that is generally free. So the 
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difference between government decisions and the decisions of private social 
media firms is not as great as is suggested by the axiom that government, not 
private, action is the main threat to free expression.

The straightforward way to deal with this problem would be to regulate pri-
vate parties in a way that protects free expression. In the US legal system, that 
regulation could take one of two forms.2 It could be done by applying the First 
Amendment to some private entities, on the ground that those entities exercise 
power in a way that makes them so similar to the government that they should be 
subject to the same rules. Or it could be done by allowing legislative or admin-
istrative action that, while not simply imposing First Amendment principles on 
private actors, prevents them from interfering too much with other individuals’ 
speech. Both of these approaches have antecedents in the law, and both have 
advocates.

But both present significant problems. Among other things, allowing regula-
tion of this kind threatens the free expression of the private actors themselves. 
In the name of protecting individuals’ free expression, for example, social media 
firms might be required to communicate views that they do not want to commu-
nicate or might possibly be forbidden from communicating views that they do 
want to communicate. If this were done by statute or regulation, it might, under 
current law, itself violate the First Amendment, depending on what form the 
regulation took.

The government can, of course, regulate social media firms, just as it can reg-
ulate other firms, by requiring them to comply with laws unrelated to speech. 
Like everyone else, social media firms have to respect property rights, fulfill con-
tractual obligations, pay their taxes, comply with antidiscrimination laws, and 
so on. Because those laws are unrelated to speech, they do not normally raise 
First Amendment issues. To some extent, the government might address exces-
sive private power over expression by laws that are not (at least not explicitly) 
directed at speech. The antitrust laws are an obvious example, because they di-
rectly address social media firms’ market power and therefore, depending on the 
market in question, the power those firms have over expression. Even then, there 
are issues: It is difficult to prevent the government from selectively enforcing 
laws on the basis of illegitimate criteria, because the courts give government 
officials discretion to choose the targets of their enforcement efforts, and the 
government can usually show plausible legitimate reasons for its decisions. So 
there is a risk that the government would selectively enforce the antitrust laws 
against firms (social media or legacy media firms) because it was unhappy with 
the speech they were circulating. But this is not a new problem.

The new problem is that regulations that are not directed at speech are unlikely 
to be enough to address the power that social media firms have over expression. 
Many of the concerns about private power over expression that are distinctive 
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to social media would require the government to entangle itself directly in the 
regulation of speech in ways that would be, at the very least, highly suspect under 
existing law. That is true, for example, of concerns that social media firms’ con-
tent moderation practices exclude too much speech for illegitimate reasons or, 
on the other hand, should exclude more speech because it is false or abusive; 
that social media firms misuse customers’ private data; or that the algorithms 
those firms use to direct material to subscribers have damaging effects. In order 
to address these concerns, the government would probably have to do things 
that are, under settled doctrine, almost always unacceptable— regulating the 
content of private parties’— the social media firms’— speech.3 But the govern-
ment would do that in order to protect the system of free expression from what 
might be even greater damage. That, again, is why this is a fault line, created by 
a genuine problem: The price of preventing private entities from abusing the 
system of free expression is to create the risk of government abuse.

This fault line has presented problems before. Probably the most famous ex-
ample is the Federal Communications Commission’s regulation of the content 
of radio and television. In Red Lion Broadcasting Co. v. FCC,4 decided in 1969, 
the Supreme Court upheld the FCC’s fairness doctrine, which required that “dis-
cussion of public issues be presented on broadcast stations, and that each side of 
those issues must be given fair coverage.”5 Red Lion, in allowing the FCC to reg-
ulate the content of broadcasters’ speech in these ways, diverged from the princi-
ples that governed the regulation of other media; the Court refused to apply Red 
Lion to newspapers and cable television.6

The Court’s justification for treating radio and television differently was 
that broadcasters were using a scarce medium that was of necessity licensed to 
them by the government. But all media are scarce, and the Court’s claim that 
licensees owe a special obligation to the public begged the question. There are 
more plausible justifications, for example, that it was a good idea to allow two 
different models of free speech regulation to coexist7— in effect, a different ap-
proach on each side of the fault line— in the hope that experimentation with 
each would vindicate one or the other, produce a synthesis, or persist as a satis-
factory bifurcated status quo. But later Supreme Court decisions drew Red Lion 
into question, and the FCC ultimately rescinded the fairness doctrine, asserting 
that it was unconstitutional.8

Rejecting the fairness doctrine, though, just amounted to grabbing one horn 
of the dilemma, by denying that private power over expression is an important 
enough problem to risk allowing government regulation. The fault line remains. 
In fact, there are other well- established regulations of speech that, perhaps less 
obviously, restrict the speech of some private entities in order to protect the free 
expression of others. Some jurisdictions, for example, have enacted measures 
that forbid private employers from expressing themselves in ways that might 
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coerce employees to refrain from political activity.9 Similar issues might be 
presented by laws that prohibit employers from discriminating on the basis of an 
employee’s political views, thereby limiting the employer’s ability to dissociate 
itself from views it rejects. Historically, some communications media have been 
treated as common carriers, requiring them to transmit speech with which they 
may disagree; there is an obvious analogy to social media firms.10 In general, to 
the extent that the growth of social media makes it obvious that private control 
over expression is a problem, this dilemma, unresolved in the Red Lion era, will 
reassert itself.

False Statements of Fact

The Supreme Court’s opinions are full of statements to the effect that false 
statements of fact “have no constitutional value”; in fact, they are “particularly 
valueless” because they defeat, rather than advance, the purposes of a system 
of free expression.11 They can corrupt public deliberation, impair the search for 
truth, and injure the individuals to, or about whom, the statements are made. 
There are several categories of false statements that are, without question, un-
protected by the First Amendment: perjury, commercial fraud, defamation (if 
other requirements are satisfied), and false statements to a public official.

At the same time, though, speech cannot be prohibited just because it is false. 
The Court so held in United States v. Alvarez,12 in which it reversed the crim-
inal conviction of an individual who violated a federal statute, the Stolen Valor 
Act, by falsely saying that he had received the Congressional Medal of Honor. 
But even apart from that decision (and whether or not it was correct), there are 
important reasons to limit the government’s power to forbid false statements. 
Arguable falsehoods are common in, among other settings, political debate, 
and if false statements were illegal, courts would routinely decide whether to 
punish people who made allegedly false statements about issues that are being 
publicly debated. The danger of chilling valuable speech, and the risk of abuse, 
are obvious.

That is the argument for First Amendment protection of false statements, 
though: not that those statements are valuable, but that while false statements 
are damaging, suppressing them would be worse. The premise of that argu-
ment, usually implicit, is that the falsehood will be exposed, not always but often 
enough to reduce the damage to acceptable levels. But of course, it is not clear 
how often, or when, that is true.

Current First Amendment law tries to draw a line between the two unaccept-
able polar positions— allowing unrestrained false speech or allowing officials to 
punish speech that they determine to be false— by permitting false statements 
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to be forbidden only when they fall within one of the familiar categories, like 
commercial fraud and defamation. But widespread falsehoods about, for ex-
ample, the efficacy of a public health measure, the integrity of an election, or 
the justifications for military action can be more damaging, and less susceptible 
to correction by answering speech, than the harm caused by the types of false 
speech that can be forbidden. Competitors can address commercial fraud, and 
litigation adversaries might expose perjury, but the effects of widely circulated 
falsehoods about matters of great public importance will often be impossible to 
overcome. That is why this is a fault line: The line that defines when falsehoods 
can be forbidden is reasonably clear, but the justifications for it are questionable.

This fault line, like the one at issue in Red Lion, has manifested itself before. 
Take, for example, allegedly false statements by a firm that its employment 
practices in developing nations conform to humanitarian standards. Those 
statements have some of the characteristics of commercial speech— they are 
a kind of advertising— but also some of the characteristics of political speech. 
Fraudulent commercial speech can be prohibited; false speech on political is-
sues cannot. So a claim that those statements are false falls on the fault line. 
When confronted with such a claim, the Supreme Court first said that it would 
decide the issue but then avoided it.13 To some extent, defamation cases grap-
pling with the question of whether a literally false statement should be regarded 
as hyperbole or opinion, and therefore not actionable, present the same kind of 
problem.14

Social media exacerbate this problem. On social media, anyone can make false 
statements, in large numbers, and many people can promulgate them quickly to 
a large audience. Legacy media gave fewer people that ability. In addition, on 
social media false statements can be directed to a specific audience, either by the 
speaker or by a social media firm’s algorithms, to a greater extent than they could 
have been before. People have limited attention spans; if they are flooded with 
false speech, they will have a more difficult time sifting through it, and the risk 
of harm is greater.15 False speech on social media, for these reasons, can cause 
more harm than false speech on legacy media, other things equal. The question 
is whether it is worth the harm, in order to avoid the risks that would inevitably 
come with empowering the government to forbid falsehoods. That question, 
which has been with us all along, becomes much more difficult.

Speech Directed at Specific Individuals

A face- to- face exchange of views seems like a core example of what a system 
of free expression should encourage. The Supreme Court has said that “normal 
conversation and leafletting on a public sidewalk” have “historically been more 
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closely associated with the transmission of ideas” than other forms of expres-
sion, and that “ ‘one- on- one communication’ is ‘the most effective, fundamental, 
and perhaps economical avenue of political discourse.’ ”16 Face- to- face speech is 
especially valuable, the Court suggested, because it can compel an individual to 
confront speech he or she does not want to hear— “speech he might otherwise 
tune out.”17

But face- to- face speech also presents special problems. Speech that would be 
run- of- the- mill advocacy if delivered to a public audience can be bothersome, 
harassing, disturbing, and even menacing when spoken face to face, especially 
when the message is unwelcome, and especially when the speaker persistently 
targets a specific individual.18 Abusive speech spoken face to face has some of 
the same characteristics as a physical assault. As a result, the Court has allowed 
restrictions on face- to- face speech that would not be permitted otherwise— 
although generally without acknowledging that it is doing so.

For example, “fighting words,” which under settled law are unprotected by 
the First Amendment,19 are “personally abusive epithets” that are “directed to 
the person of the hearer.”20 But the same words that are unprotected fighting 
words if spoken face to face can be fully protected if they are expressed publicly 
as part of a political statement, for example, rather than directed at a specific 
individual.21 Similarly, face- to- face solicitations, commercial or otherwise, can 
be regulated in ways that solicitations conducted in other ways cannot be.22 In 
some circumstances, face- to- face speech can be restricted near a healthcare fa-
cility, but the same speech would be allowed if it were spoken at a distance or 
printed on a sign displayed nearby.23

Part of the reason face- to- face speech can be restricted has to do with phys-
ical proximity, which is not a concern with social media. But another part of the 
problem with face- to- face speech is that it is directed to a specific individual. 
Threats, for example, are not protected by the First Amendment, whether or not 
they are delivered in person. One way to understand fighting words is that they 
are a form of verbal violence— racial epithets are an example— even if physical 
menace is not part of the picture. Face- to- face commercial solicitation can be 
coercive because the recipient feels trapped in a one- on- one encounter, even 
in the absence of an implied physical threat. Courts have upheld laws forbid-
ding harassing telephone calls, even if physical threat is not an element of the 
offense.24 Sexual harassment, which is illegal under Title VII, need not involve 
face- to- face contact, and, as with fighting words, speech that would constitute 
sexual harassment when directed at specific co- workers might be protected ex-
pression if directed to a larger audience.25 Recently the Supreme Court, while 
holding that the First Amendment forbade a high school from disciplining a stu-
dent who made profane comments about the school on social media, made a 
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point of acknowledging the school’s interest in preventing “bullying or harass-
ment targeting particular individuals.”26

Social media make it easier for someone to direct abusive speech at a spe-
cific individual more relentlessly than was possible before. There are two reasons 
for this. One is the familiar point that social media reduce the cost of speech to 
the speaker. Posting abusive messages on social media is easier than making re-
peated harassing phone calls or physically locating a target in order to engage in 
face- to- face harassment. Beyond that, though, social media allow a speaker to 
multiply the number of people who can direct abuse at a specific individual. That 
is because social media not only enable a speaker to communicate, at very low 
cost, with a large audience; social media also enable members of the audience to 
coordinate with each other much more easily.

In important ways, this aspect of social media— the ability of a speaker to mo-
bilize a large, coordinated audience— is a good thing for the system of freedom 
of expression. The First Amendment protects freedom of association, which 
is not mentioned in the text of the Amendment, precisely because speech can 
be more effective when people coordinate with other speakers. Social media 
networks, both because they make speech inexpensive and because of network 
externalities, make it easier to exercise the freedom to associate with like- minded 
individuals. Social media make it easier for people to, for example, coordinate in 
expressing their opinions to politicians or to organize collective action of other 
forms, such as a boycott of a firm. Because social media are a decentralized way 
of coordinating speech, they can, famously, make it more difficult for authori-
tarian governments to suppress dissent.

But the dark side is that social media make it easier for people to engage in 
the virtual equivalent of mobbing— ganging up on victims in order to bully or 
harass them. Social media enable harassers to engage a much larger mob and 
to reach a much larger audience than they otherwise could. Even when the ha-
rassment just consists of speech, abusive speech, even if it is fully protected by 
the First Amendment, can inflict real harm on individuals. Beyond that, speech 
on social media that is unprotected— because it is threatening or defamatory, 
for example— will often be impossible to deter or punish, because speakers on 
social media can be difficult to identify and because there is safety in numbers.

In a sense, this is another way in which social media parallel government in 
their ability to inhibit speech. One way a government can threaten dissident 
speech is by providing a way for an intolerant group of people to coordinate its at-
tack. Homogeneous communities could inflict social sanctions in the predigital 
world without involving the government, but social media enable many more 
such “communities” to form when people who otherwise have no connection— 
except, perhaps, that they are the social media followers of a prominent 
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person— discover that they have a common target. Without involving the gov-
ernment, they can make life miserable for individuals whose speech they dislike.

The targets might sometimes avoid online harassment by limiting their par-
ticipation in social media, although even that might not help, if, for example, the 
harassment reveals private information about their families or where they live. 
But, in any event, participating in the communal aspects of social media can be 
important to people, and avoiding social media or significantly limiting partic-
ipation to protect against harassment is costly. Telling people to avoid harass-
ment by limiting their online presence might be not that different from saying 
that the target of sexual harassment should find a new job, or that someone who 
has been ostracized in a village can move elsewhere.

This remains a fault line, with free speech values on both sides of the issue. 
Outrage directed at people who violate social norms, even coordinated outrage, 
is a legitimate form of expression. In fact, it can be an especially valuable form 
of expression, because it can reinforce important values without creating all the 
dangers of government suppression. Other things equal, for example, social 
sanctions may be a better way of deterring hate speech than legal prohibitions. 
But, as Mill emphasized, coordinated private action directed at individuals can 
also create some of the same problems as government suppression.

And, again, social media make the problem more acute. The constitutional 
issues presented by speech directed at specific individuals may have been more 
or less manageable— in fact, they are so manageable that they have barely 
been acknowledged— when they consisted of face- to- face fighting words, un-
wanted telephone calls by a single individual, or sexual harassment by identified 
employees. In all of those situations, the ability of the speaker to direct speech at 
another individual was relatively limited. The speaker had to be in the presence 
of the target, work in the same place, or spend a lot of time and effort on the 
campaign of harassment; coordinating with others was difficult and costly if it 
was possible at all. These limits do not apply to anything like the same degree on 
social media; an individual bent on harassing another can do so with much less 
effort and can take advantage of the multiplier effect that social media networks 
enable.

Government Speech

Governments speak all the time— through their officials and employees, and 
sometimes through private individuals— and the government’s speech takes 
sides on important issues. Government officials defend the government’s own 
policies. They convey information to the public. They take positions on matters 
of general interest. All of that government speech is obviously legitimate— more 
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than legitimate; it is the government’s responsibility to do those things. For that 
reason, the government’s action in supporting a position by advocating it cannot 
be equated to the government’s supporting a position by suppressing the op-
posing view. But, at the same time, government speech may have the effect— and 
sometimes has the purpose— of discrediting, and possibly effectively silencing, 
speech that takes a different view. In that respect, government speech resembles 
suppression.

That is what creates the fault line. The First Amendment, as currently 
interpreted, would ordinarily prohibit the government from criminalizing speech 
that vilified a religion, for example. But a government official who denounces re-
ligious bigotry in strong terms does not violate the First Amendment— even if 
the official is trying to shame the intolerant speakers into being silent or cause 
others to ridicule or ostracize them. As with other fault lines, this is a tension in-
herent in any system of free expression.

The current black- letter principle is that government speech simply does 
not present First Amendment issues.27 But the Supreme Court has from time 
to time recognized that government speech can violate the First Amendment. 
A government blacklist, for example, is government speech, but a blacklist— 
which is specifically designed to discourage a potential audience from listening 
to a speaker— certainly seems as if it should raise First Amendment issues. The 
Supreme Court’s treatment of blacklists has occasionally, but only occasionally, 
recognized this.28

Social media again make this problem more acute. In part that is because 
social media make it easier for a government official, like any other speaker, to 
reach a large audience and to propagate a message repeatedly. But it is also be-
cause social media remove the filter between a government official and the au-
dience. A government official using legacy media has to depend on others to 
convey a message to a wide audience. Today, an official who wants to discredit a 
political opponent, for example— or to circulate misinformation in order to gain 
some personal or political advantage— may not have to worry about resistance 
from the editors of a newspaper or a radio or television station, or from the gov-
ernment communications bureaucracy. That official can take advantage of the 
prominence and credibility that come with being a government official and use 
Twitter or Facebook to convey a massive amount of speech to a large audience 
without any effective limit. In a sense, social media change the nature of govern-
ment speech. To a greater extent than before, it might be the speech not of an 
institution but of an individual.

One possible solution, then, might be to distinguish between speech attrib-
utable to the government as an institution and speech that is properly attributed 
to a specific individual who happens to be a government official; speech in the 
latter category could, in principle, be restricted or sanctioned in whatever ways 
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private speech could be. That might conceivably allow an official who incites vi-
olence or commits fraud to be held liable for a tort or a crime. But this approach 
will have only limited effects. Federal government officials, for example, can be 
held liable for defamation, but only if the defamatory speech was not within the 
scope of their official duties.29 And precisely because speaking is an important 
part of what government officials legitimately do, it will be very difficult for a 
plaintiff in a defamation action to establish that the speech was outside the scope 
of the official’s duties.30

The problems created by government speech on social media are, to some 
degree, derivative of the problems that create other fault lines. A political leader, 
speaking in the name of the government, can propagate falsehoods that corrupt 
political debate. Even treating that speech as the speech of a private individual will 
not help, because falsehood alone does not justify suppression. And a falsehood 
propagated by a political leader can do more damage because it can be, for ex-
ample, a weapon against political opposition. The same is true of speech directed 
at specific individuals. A person in power can use social media to attack a critic 
or a political opponent more effectively than legacy media would allow. These 
forms of government speech on social media can have effects that are nearly in-
distinguishable from suppressing dissent and punishing dissenters. Once again, 
a problem that current law treats in a way that may be roughly satisfactory— by 
treating government speech as if it presents no First Amendment problem— 
becomes much less satisfactory when social media are involved.

More Speech

One of the most rhetorically striking ideas in the history of the US system of 
freedom of expression— stated most famously in Justice Brandeis’s opinion in 
Whitney v. California31— is that the way to deal with harmful speech is responsive 
speech, not suppression: “[T] he fitting remedy for evil counsels is good ones.”32 
More specifically, “[i]f there be time to expose through discussion the falsehood 
and fallacies, to avert the evil by the processes of education, the remedy to be 
applied is more speech, not enforced silence.”33

These statements identify a fault line. On one hand, they capture something 
central to any system of freedom of expression. But on the other hand, they 
are— if interpreted as claims about the efficacy of “good counsels”— often simply 
false. Obviously not every harm done by speech can be adequately answered by 
counterspeech. That is clear when, for example, the speech discloses information 
and the disclosure is itself harmful. But even beyond that, many unquestionably 
permissible restrictions on speech— laws forbidding defamation, incitement, 
fraud— would not be needed if “good counsels” could always remedy damaging 
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speech. And individuals— or, worse, a governing majority— can be persuaded 
to do terrible things that answering speech is powerless to prevent.

At the same time, though, Brandeis’s formulation does describe something 
important about how a system of freedom of expression should operate. In a 
democracy, people must try to prevail by persuading their fellow citizens, not 
by silencing them; if the good counsels fail, and bad outcomes result, that is 
the price of democratic self- rule. The same principle applies outside of poli-
tics, when people might do harmful things: Suppression is a worse alternative. 
Sometimes damaging speech has to be prevented or punished, but in many 
contexts, suppression is so dangerous and harmful that, on balance, it is better, 
at least in certain circumstances— “if there be time to expose through discussion 
the falsehood and fallacies, to avert the evil by the processes of education”— to 
rely on counterspeech.

One implicit premise of this approach is that counterspeech will be effective 
enough, often enough, to justify the decision not to resort to suppression. The 
question raised by social media is whether that balance has to be rethought be-
cause social media make counterspeech less likely to be effective.

In some ways, the internet, including social media, could make counterspeech 
more effective. It can take much less time to expose “falsehoods and fallacies” 
when so many people can communicate with so many others so easily. “The 
processes of education” are— potentially— more effective in the internet age 
than they were when Brandeis wrote. In United States v. Alvarez, the case in which 
the Supreme Court reversed the conviction of a person who falsely claimed to 
have won the Medal of Honor, the plurality opinion described a concrete way in 
which the internet and social media could make counterspeech effective.34

But there are stronger reasons to think that social media will make 
counterspeech less effective. Social media allow people to cut themselves off 
from “counsels” different from what they want to hear; people have always been 
able to do that, to some extent, but social media allow people to make sure, to a 
greater degree than before, that their views are reinforced repeatedly and to seek 
out the most extreme and emotionally satisfying forms of reinforcement. Perhaps 
most important, social media firms’ business models are based on giving people 
what they want. So while, in Brandeis’s formulation, “the processes of education” 
provided by social media are in principle especially robust, the effects might be 
perverse. The speech may be abundant, but there is no reason to believe that it 
will generally be counterspeech. It will be speech that it is profitable for social 
media firms to direct to the individuals in question, or speech that the individuals 
have chosen, probably because it is agreeable rather than challenging. If so, “more 
speech,” instead of being a “remedy to be applied,” can make things worse.

* * *
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The challenges presented by social media may force us to rethink the law of 
freedom of expression in fundamental ways; or it may be that those challenges 
can be comfortably accommodated without much change. But those challenges 
confer a collateral benefit. They force us to reexamine aspects of current law 
that are familiar and comfortable, because they work pretty well, but that were 
problematic in some ways even before social media became important. Those 
fault lines are where the tensions created by social media are most troubling. 
Whatever else might be said about the issues raised by social media, those issues 
may at least precipitate more self- awareness about the constitutional protection 
of free speech.



      

2

A Deliberate Leap in the 
Opposite Direction
The Need to Rethink Free Speech

L a r ry  K r a m e r

Then and Now

A famous anecdote: Upon learning that the Constitutional Convention had 
concluded its business, a crowd gathered outside the Pennsylvania state 
house (today’s Independence Hall) where the delegates had been meeting. As 
Benjamin Franklin left the building, a woman in the crowd asked him what form 
of government the Constitution would create. “A republic,” he replied. Then, 
after a pause, “If you can keep it.”1

A made- up anecdote: It’s 1965. After a long day at work, you head to the local 
pub for a drink. A stranger sits down next to you, and you strike up a conversa-
tion. He’s reserved at first, maybe even a little suspicious, but after a few drinks he 
opens up, confiding that he has inside knowledge of the biggest political scandal 
in American history. Eyes bright with excitement, he bursts out: “Lyndon 
Johnson and the leaders of the Democratic Party are running a pedophilia ring 
out of a D.C. pizza parlor!” Pleased by your astonished expression, he sits back. 
Then, turning serious again, he says, “I’ve got to get this story out.”

“But how?” he asks. And now it’s your turn to smile (inwardly). Because he’s a 
crackpot, and you know there’s no chance his story is going anywhere. He could 
self- publish, of course; he has the same free speech rights as any American. But 
all he could realistically accomplish on his own would be to produce an ama-
teurish pamphlet that would reach, at most, a few hundred people in his imme-
diate circle. He could offer the story to one of the nation’s extremist political 
outlets, which might be willing to publish his outlandish claim. The Communist 
Party had a paper, The Worker, as did the John Birch Society, which published 
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American Opinion and Review of the News. These might have been delighted to 
put out a story like his. But their readerships were negligible, limited to the few 
people— ideological adherents— who went out of their way to subscribe to or 
buy journals like these. There also were supermarket tabloids— the National 
Enquirer, the Globe, the Sun, and such— but these, too, had small readerships, 
and all but a few of their craziest customers knew not to take them seriously.

The only way to reach a large audience in 1965 would have been through 
one of the major metropolitan newspapers or the three broadcast networks. 
But these prided themselves on practicing serious journalism. They might lean 
a little to the left or a little to the right— perhaps slightly more leaned left than 
right, at least outside talk radio— but all were by and large determinedly centrist 
in orientation, with high professional standards, and none would have aired this 
outlandish fiction. Bottom line: The demented man with the deranged idea that 
America’s political leadership was trafficking children out of a pizza parlor would 
not have been able to get his story out to a mass audience.2

Flash forward a half century, to today, and it’s a different story altogether. 
Today, the stranger’s demented grandson would likely be boasting about how 
he had gotten his story into the mainstream. To begin, using technology like 
the Adobe Creative Cloud (which includes Photoshop, Illustrator, Acrobat, and 
PageMaker), he could cheaply produce something that looked both professional 
and believable— indistinguishable in appearance from conventional, respected 
news sources. Using the internet, he could then easily and just as cheaply get it 
out to millions of people. With relatively simple techniques, he could manipulate 
Google and other search engines to ensure that links to his story would pop up high 
on searches for things like “Democrats,” “child trafficking,” or even “D.C. pizza.” 
Better still (from his perspective), with social media platforms like Facebook, 
YouTube, WhatsApp, TikTok, Instagram, Snapchat, Reddit, and Twitter, he could 
co- opt profit- hungry private enterprises to spread the story for him— relying on 
its salacious “clickbait” nature to trigger their algorithms (perhaps with an assist 
from some social bots he created), or simply letting gullible users spread the story 
for him through their platform networks. And as it spread, the very fact of its 
spreading would make the story newsworthy in a way the fragmented, competi-
tive world of mainstream media could not or would not ignore.

The point is by now familiar: Changes in technology have produced radical 
changes in our speech and information environment. Free speech is no dif-
ferent than it ever was. The formal speech rights of our stranger circa 1965 were 
scarcely less robust than those of his grandson in 2021. What’s different is how 
changes in technology enable speakers with those rights to reach vastly larger 
audiences— yielding a qualitative change in the nature and content of the “mar-
ketplace of ideas.”
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While the empirical point may be familiar, the moral of the story seems less 
so— namely, that qualitative changes of the sort we have experienced in the un-
derlying structure of our information environment call for, indeed, necessitate, 
a similar qualitative rethinking of the law, rights, and norms of free speech that 
structure it.

Before explaining why this is so, I should add a couple of provisos. First is the 
obvious and important truth that the same changes that enable my disturbed 
stranger’s unhinged grandson to poison the information environment with non-
sense also enable good, smart, decent people to communicate more and more 
easily and to more people. The utopian claims made for the internet by its ide-
alistic pioneers may have proved naïve (woefully so),3 but there is absolutely no 
doubt that the qualitative changes it brought to our information environment 
have very much been for the better as well as the worse.

Second, the degrading of our speech and information environment has not 
been produced by the internet and new technologies, at least not in the first in-
stance. Cultural and political conditions that make room for extremism have al-
ways been present in American society, and the particular upsurge we’re living 
through now long predates the internet and has been evolving for decades. So, 
too, have institutions dedicated to spreading fake news and propaganda. Even 
with our new technologies, it’s unlikely that a single individual could engineer a 
viral story like Pizzagate without help from well- funded boosters like Breitbart, 
Infowars, and Gateway Pundit.4

But outlets like these have always been around— recall the supermarket 
tabloids and Communist Party and John Birch Society periodicals from my 
opening vignette— and in the past they failed to thrive. What has changed, what 
is enabling the current generation of disinformation peddlers to succeed as they 
have, is the opportunity created by the internet and social media platforms. New 
technologies may not have created the problem, and they are not solely respon-
sible for it, but they have enabled it— providing a necessary (indeed, indispen-
sable) accelerant and catalyst for a change in degree so extreme as to amount to 
a change in kind.

None of this in any way gainsays the incomparable benefits the internet, 
search engines, and social media platforms have brought us by connecting 
people, driving economic growth, fueling innovation and creativity, and pro-
viding common access to so much of human knowledge. Which is, really, my 
point: These new technologies have both produced immense benefits and at the 
same time created fearsome risks and costs. For better or worse— or, rather, for 
better and worse— changes of the type these new technologies have wrought to 
the speech and information environment necessitate a fundamental rethinking 
of the legal and policy frameworks that structure and regulate it.
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Explicit and Implicit Assumptions

In addition to the values they embody, all legal rights rest on empirical 
assumptions about facts and an analysis of costs and benefits, on the basis of 
which we determine the scope of the right and decide how it applies in different 
circumstances. Like any legal construct, rights have purposes, and achieving 
those purposes guides interpretation. So if a right’s purpose is to promote some 
particular value or achieve some specific policy, we ask what interpretation of 
the right best advances that value or policy under the circumstances of a partic-
ular case (and cases like it). We also ask whether that interpretation will impose 
costs we should take into account, and whether there are better interpretations 
that might advance the value or policy as well or almost as well but with fewer 
costs, and so on. This kind of empirical analysis of how a rule plays out in the 
world is the heart of legal argument, reflecting the familiar principle that all 
rights have limits.

It’s this kind of analysis that leads to conclusions like “one cannot falsely yell 
‘fire’ in a crowded theater”: It’s speech, but not the kind of speech whose protec-
tion advances the purpose of the First Amendment, even as it can cause serious 
harm. All the other categories of First Amendment speech— fighting words, 
libel, political speech, commercial speech, art, obscenity, and so on— likewise 
rest on some version of this explicit empirical reasoning. As do other rights.

But rights also rest on implicit empirical assumptions that shape how we 
think about and understand their explicit costs and benefits. These implicit 
assumptions reflect aspects of the world we take as given, rendering them in-
visible to us as a practical matter. Unseen in plain sight, they influence the shape 
of the law, affecting the scope of our rights in ways we do not realize. Until they 
change. When that happens, everything about the balance we have struck in our 
explicit reasoning is thrown off, and we cannot continue relying on the same 
empirical understandings of costs and benefits. We need to rethink the whole 
structure of our analysis.

I can illustrate with a familiar example. In the eighteenth and nineteenth 
centuries, courts developed a body of law for wrongful acts— everything from 
harms caused by defective products, to accidents on the highway, to injuries in 
the workplace, and more. It comprised doctrines familiar to anyone who has 
taken a first- year torts class: negligence, duty, proximate causation, assump-
tion of risk, and so forth. Anyone who has studied first- year torts is also familiar 
with the kinds of arguments lawyers made to shape these doctrines, which led 
to rules requiring privity for liability against product manufacturers, presuming 
that workers assumed the risks of injuries on the job, barring liability in cases of 
contributory negligence, and the like.
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These arguments, and the rules they produced, epitomize the kind of ex-
plicit empirical analysis referred to above and constitute what we think of as 
ordinary legal reasoning. Yet these explicit arguments and rules were perforce 
nested within a world that shaped their consequences, which in turn shaped 
their perceived costs and benefits, which in turn shaped their formulation— but 
shaped their formulation in ways no one thought about or even recognized, be-
cause it was just how things were done. Markets were small and local, and most 
products were made locally and by hand; mass production on a widespread 
scale emerged only later. Travel was still largely by horse and carriage, meaning 
highways were not crowded, people were not moving all that fast, and collisions 
were relatively uncommon. No one took these sorts of facts explicitly into ac-
count in fashioning doctrine, because no one was thinking about them against 
alternative background conditions. No one had any reason to think about their 
role in shaping the law. It was just the way things were.

Until the second industrial revolution came along and with its new 
technologies changed everything. Mass production became common, consumer 
markets grew vastly larger, and suddenly the costs of defective products became 
significantly greater, even as supply chains and chains of distribution grew longer 
and more complex. The car was invented, and in a few short years, travel was 
transformed, with more people moving faster under circumstances in which 
collisions and injuries and deaths became markedly more common. Across the 
board, new technologies changed how people lived and worked. Urbanization 
accelerated and intensified, and work was transformed, with many more workers 
crowded into factories using newfangled machinery, where they began suffering 
injuries at previously unheard- of rates.

These fundamental transformations in how the world worked altered the 
implicit cost- benefit structure underlying tort law in ways no one could have 
envisaged when this law was formulated in the first place. It’s one thing to require 
privity when most products are made to order and sold directly from producer 
to consumer, quite another when there is a long chain of distribution and iden-
tical products are mass produced and used by tens or hundreds of thousands of 
people. One cannot adapt to such dramatic change by simply massaging eight-
eenth-  and nineteenth- century doctrines using classic reasoning by analogy, as 
if the changes are incremental and can be addressed using existing precedent. 
The shift from hand production to mass production, from horses to cars, from 
small shops to factories fundamentally transformed the world in which the law 
was situated. These were changes in kind, not just degree, and they shifted the 
ground on which existing legal doctrines and arguments stood. It became nec-
essary to rethink tort law in elemental ways to conform to a new world— which 
is precisely what lawyers and judges and legislators did over the course of the 
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twentieth century, radically reallocating the risks and costs of injuries between 
those whose actions lead to harm and those who are harmed.

When tectonic plates collide underneath the earth’s surface, and a flat plain 
becomes mountains and valleys, it’s irrational to continue living and working 
as if still on the plains. New ways of living must of necessity be devised. So, too, 
for technological earthquakes that reshape how the world works in ways that 
transform the empirical ground on which our explicit legal analysis has been 
standing.

The Changing Context of Free Speech

Something similar has happened to free speech law, which has likewise seen 
the ground on which its defined categories implicitly stood altered radically by 
the internet and social media platforms. Consider again the not- so- hypothet-
ical anecdote with which I began, the Pizzagate affair.5 Prior to the advent of 
the internet, the technology of news distribution, combined with the curatorial 
practices of the major news organizations, was such that most Americans either 
would never have seen this story or would have seen it in a context where its 
preposterousness was evident (such as on the rack near the checkout line at a 
grocery store, or alongside the adult magazines at a newsstand). The structure of 
the information environment, at least as it emerged in the modern age (by which 
I mean post– nineteenth century), was such that the vast majority of people were 
exposed the vast majority of the time only to plausible news and information 
presented in a reasonably responsible manner.

Something extremist might occasionally break through to reach a mass au-
dience, but this was rare and short- lived. Father Charles Coughlin was able to 
use radio in the early 1930s to reach a huge audience for his anti- Semitic rants 
and harangues in support of Hitler and Mussolini. He was effectively cut off 
after CBS canceled his show, however, and his audience shrank to insignificance 
once he was forced to finance himself. With no one else matching even his short- 
term success, Coughlin can be seen as the quintessential exception that proves 
the rule.6

Today, in contrast, new technologies and the information environment 
they have enabled make it possible for a disturbed individual or malevolent 
group easily and cheaply to produce authentic- looking materials and then 
get them distributed to a mass audience. Bear in mind, too, that the poten-
tial of these new technologies is not limited to nonsense like Pizzagate or 
QAnon. It is equally available— and used— to spread cleverly crafted prop-
aganda, whether produced by a foreign adversary, homegrown fanatics, or 
profit- hungry troublemakers.7
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The change in the possibilities for production is purely a matter of technology, 
which enables anyone with basic computer skills to produce a facsimile of le-
gitimate material. The change in the possibilities for distribution, in contrast, 
results from how technology has altered the channels through which news 
is circulated and accessed. Prior to the internet, the major news producers 
were also its major distributors: The New York Times Company employed 
reporters who wrote stories for the newspaper, which the company then dis-
tributed for a fee to customers directly or via newsstands; CBS hired journalists 
who produced stories that were then aired on the network’s news shows to be 
watched by its viewers. The rise of social media, and the increasing tendency 
of people to get their news online,8 have essentially split the news production 
function— something still done by the Times, CBS, and other major mainstream 
media— from the news distribution function, which even for the major news 
producers (including Fox News) increasingly happens through internet- based 
search engines and platforms.

As responsible news producers, the major media companies of the twentieth 
century curated their content. They were willing to run stories that came from 
outside their organizations, often relying on wire services and freelance investi-
gative reporters. But they chose which stories to run wearing the hat of a respon-
sible news producer with a commitment to professional standards and ethics. 
This, in turn, led them to refuse to air either deranged inanities like Pizzagate or 
propaganda dressed up as news (by which I mean stories that present facts in 
distorted ways to stoke hatred or partisan outrage). It’s why CBS canceled Father 
Coughlin’s show in the 1930s. And since these major news producers were also 
the major news distributors, inanities and propaganda seldom reached an audi-
ence beyond the outer fringes of the information environment.

Search engines and social media platforms are different. With a commercial 
motive to maximize the amount of attention the content they distribute attracts, 
and no production function or professional journalistic commitments to incen-
tivize control over its substance or quality, the new news distributors curate as 
little as possible— or, to be accurate, no more than they must. Suddenly millions 
of Americans who would not have been exposed to toxic forms of misinformation 
and disinformation are being inundated by it. Worse, inundated in forms that are 
difficult to distinguish from the legitimate news, because the signals that used to 
make this easy— appearance, source, manner of distribution, and the like— no 
longer work. It all looks the same and comes through the same channels. And 
worst of all, precisely because it has become so much easier and cheaper to pro-
duce material and distribute it widely, the sheer amount of fake and inflamma-
tory information produced and circulated has increased exponentially.

The consequences, sadly, have been all too predictable. Millions of Americans, 
on both the left and the right, now believe things that are detached from reality 
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and often unhinged, especially on the right. And let’s be clear: This is not because 
there is a shortage of good information or high- quality journalism. Traditional 
mainstream news services may have shrunk as a result of changes the internet 
forced on their industry’s economic model, but there is still plenty of good jour-
nalism.9 Plus, the reduced profession is now supplemented by semiprofessional 
and amateur citizen- journalists, bloggers, and newshounds generating stories 
that are not fake or inflammatory, because the easing of barriers to entry has 
encouraged the production and distribution of responsible material as well.10 
The problem is that media literacy is low and propaganda works, and good 
journalism— journalism reporting facts and providing rational analysis— is now 
mixed indiscriminately in a swamp of propaganda, clickbait drivel, and outright 
fake news.

Our inherited First Amendment doctrine tells us we must simply live with 
this, for our free speech theories and rationales all emphasize the dangers and 
drawbacks of regulating speech: People are autonomous individuals entitled to 
make up their own minds; to do so they need to hear a wide range of views, 
including especially opinions that are unpopular; this exposure is necessary 
for individual self- actualization as well as responsible democratic citizenship; 
protecting hateful ideas may actually increase tolerance; self- government and 
deliberative democracy depend on a free and robust public dialogue; and so on. 
Not that hate speech, disinformation, and propaganda pose no risks or inflict no 
harms. But in Justice Brandeis’s memorable formulation, if that’s the worry, “the 
remedy to be applied is more speech, not enforced silence.”11 I want to quote 
Brandeis’s elucidation of the point at length, lest familiarity with the so- called 
counterspeech doctrine lead us to forget the genuine power of his formulation:

Those who won our independence believed that the final end of the 
State was to make men free to develop their faculties; and that in its 
government the deliberative forces should prevail over the arbitrary. 
They valued liberty both as an end and as a means. They believed li-
berty to be the secret of happiness and courage to be the secret of li-
berty. They believed that freedom to think as you will and to speak as 
you think are means indispensable to the discovery and spread of polit-
ical truth; that without free speech and assembly discussion would be 
futile; that with them, discussion affords ordinarily adequate protection 
against the dissemination of noxious doctrine; that the greatest menace 
to freedom is an inert people; that public discussion is a political duty; 
and that this should be a fundamental principle of the American gov-
ernment. They recognized the risks to which all human institutions are 
subject. But they knew that order cannot be secured merely through 
fear of punishment for its infraction; that it is hazardous to discourage 
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thought, hope and imagination; that fear breeds repression; that repres-
sion breeds hate; that hate menaces stable government; that the path of 
safety lies in the opportunity to discuss freely supposed grievances and 
proposed remedies; and that the fitting remedy for evil counsels is good 
ones. Believing in the power of reason as applied through public dis-
cussion, they eschewed silence coerced by law— the argument of force 
in its worst form. Recognizing the occasional tyrannies of governing 
majorities, they amended the Constitution so that free speech and as-
sembly should be guaranteed. . . .

Those who won our independence by revolution were not cowards. 
They did not fear political change. They did not exalt order at the cost of 
liberty. To courageous, self- reliant men, with confidence in the power 
of free and fearless reasoning applied through the processes of popular 
government, no danger flowing from speech can be deemed clear and 
present, unless the incidence of the evil apprehended is so imminent 
that it may befall before there is opportunity for full discussion. If there 
be time to expose through discussion the falsehood and fallacies, to 
avert the evil by the processes of education, the remedy to be applied 
is more speech, not enforced silence. Only an emergency can justify 
repression. Such must be the rule if authority is to be reconciled with 
freedom.12

This is legitimately stirring rhetoric— but written in and for a world in which the 
risks posed by “falsehood and fallacies” were qualitatively different than today 
(though events already beginning to unfold in Germany would show the dangers 
to be, even then, frighteningly real). In this sense, the limited opportunities to 
distribute disinformation and propaganda before the internet were rather like 
the limited speed of transportation on horses before the car. So when Brandeis 
wrote these words, perhaps he could plausibly assert that “the fitting remedy for 
evil counsels is good ones,” which today sounds about as convincing as Wayne 
LaPierre’s remark that “the only way to stop a bad guy with a gun is with a good 
guy with a gun.”13 And in the mid- twentieth century, perhaps one could with a 
straight face say that “discussion affords ordinarily adequate protection against 
the dissemination of noxious doctrine.” In truth, even then everyone knew how 
often that’s not so, but we could indulge the consequences in a world in which 
the volume and reach of noxious doctrine was structurally limited.

Well, that’s no longer true today. With the structural limits all but obliterated 
by new technologies, the costs of taking so much on faith have soared and can 
no longer be taken for granted. Technological developments have caused a tec-
tonic shift in the implicit empirical assumptions that framed prior perceptions 
of the costs and benefits of our free speech rights and tolerances. Even the most 
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optimistic observers recognize the strains these developments have put on dem-
ocratic societies. But the threat is greater than just some additional stress. Left 
unchecked, the presently evolving information environment must be expected 
to unmake our democratic constitutional systems. Perhaps not imminently, but 
with certainty over time.

If history teaches anything, it is that democracies are fragile things: difficult 
to establish and challenging to maintain. That was the purport of Franklin’s 
cutting challenge, “If you can keep it.” And while there is room to argue about 
the requisite practices a nation must embrace to be authentically “democratic,” 
democratic governance is not possible as a practical matter absent at least two 
minimal conditions: First, the people who comprise a democratic polity must 
see themselves as part of a shared political community— willing to accept their 
inevitable differences and accommodate governance within and across them.14 
Second, given the difficult decisions a government must make and the harsh 
consequences these decisions can entail, there must also be either a reasonably 
well- informed public that shares a basic understanding of facts and is capable of 
understanding these decisions, or a well- informed elite to which the public is 
generally prepared to defer.15

These are not the only demands needed to constitute a democracy, at least a 
democracy worthy of the name. They are, rather, prerequisites for such a govern-
ment, because without them popular government has no chance of enduring. 
Yet these are the very conditions that the new information environment is 
eroding: fracturing our sense of political community by turning disagreement 
over political and social issues into tribal differences among perceived enemies, 
destroying trust in elites and elite institutions, and actively and aggressively 
misleading and misinforming the public. We tasted the first fruits on January 6, 
2021, which ought to serve as a wake- up call to the mainstreaming of extremism 
in forms that hitherto lingered on the fringes of American life. This is because the 
Capitol riot was no one- off event; belief in a laughably implausible conspiracy 
to steal the election persists and continues spreading, along with assorted other 
forms of (mostly right- wing) extremism that have found ways to flourish in the 
new information environment— via the internet, of course.16

These are consequences our system cannot and will not withstand for 
long. So if our intellectual and legal frameworks for free speech and the First 
Amendment significantly impede our ability to address them, those frameworks 
need to change. Note that I only say “change.” Freedom of speech remains one 
of the requisite values and practices needed for a nation even to call itself a de-
mocracy. But with apologies to the Platonists out there, freedom of speech is 
not an abstraction that applies in an unchanging, universal manner at all times 
and in all places. In the real world of actual governance, its precepts and princi-
ples are invariably— and appropriately— shaped by context. And insofar as the 
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circumstances and context that shaped our prior understanding of free speech 
have changed— changed in ways that make this earlier understanding a mortal 
threat to the republic’s survival— we need to rethink our stance. And, yes, of 
course we need to do that in a way that doesn’t throw the baby out with the 
bathwater. But we do need to drain the bath lest the baby drown in the increas-
ingly filthy water.

In Terminiello v. Chicago,17 Justice Jackson was sufficiently apprehensive 
about the risks of unregulated speech to support punishing a suspended priest 
for an inflammatory speech. Though the vote was 6– 3, neither of the other 
dissenters joined Jackson’s dissent or shared his fears, and the general con-
sensus has long been that Jackson’s worries were overstated. But the scale of 
mischief Father Terminiello could cause speaking to an audience of eight hun-
dred in an auditorium in 1949 is not comparable to what his successors can do 
today via the internet and social media, and Jackson’s dissent seems prescient, 
if not downright prophetic, when considered in the very different context of 
our fundamentally transformed speech environment: “The choice is not be-
tween order and liberty. It is between liberty with order and anarchy without 
either. There is danger that, if the Court does not temper its doctrinaire logic 
with a little practical wisdom, it will convert the constitutional Bill of Rights 
into a suicide pact.”18

Finding “a Little Practical Wisdom”

Few things send shivers down the spine of a constitutional lawyer like the sug-
gestion that government should regulate speech. For while regulation is hardly 
unprecedented— think of commercial speech, defamation, obscenity, or child 
pornography, among other categories— our paramount speech commitments 
have for many decades now been fiercely libertarian. Indeed, the “marketplace 
of ideas” shielded by contemporary First Amendment jurisprudence is probably 
closer than any commercial or commodity market has ever been to a neoliberal’s 
fantasized free market.

First Amendment values alone do not fully explain the deeply libertarian na-
ture of our contemporary doctrine. Underlying this dread of even modest gov-
ernment regulation of speech are worries about the proverbial slippery slope. 
Let government begin censoring bad speech or coercing good speech, we are 
told almost without exception, and where will it end? Of course, awareness of 
the logical fallacy in this argument is practically as old as the argument itself: It 
will end where the rational distinctions used to justify taking the first step end. 
Nothing about regulating one form of speech because of the harms it causes 
necessitates allowing regulation of other forms that don’t cause such harms or 
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that have greater benefits. But the force of a slippery slope argument doesn’t 
lie in its logic. It lies in our worries about how the distinctions we draw will be 
used by other decision makers, who might have different motives or different 
attachments. The persuasive power of a slippery slope argument rests on fears 
that future decision makers will not recognize, comprehend, or defend doctrinal 
lines drawn by their predecessors.19

Whether overstated or not, such fears might offer reasonable grounds to re-
sist taking even a first step when the costs of not taking that step are relatively 
low. Let Father Terminiello or Clarence Brandenburg blather their racist, anti- 
Semitic drivel, stepping in only if and when their rhetoric creates a palpable 
danger of violence in the moment. As contemptible as their speech might be, 
if the actual harm it threatens is limited and remote, maybe we can and should 
indulge it in the name of extra security for “good” speech or as a normative ex-
pression of values.

That proposition is being tested today in the debates over speech on college 
campuses. The controversy pits traditional First Amendment defenders and 
defenses against an argument that the counterspeech doctrine has failed. “More 
speech” has not done its part, say the advocates of limiting free expression, and 
we’ve tried it long enough to know that protecting hate speech just enables and 
perpetuates the violence of racism, sexism, and other like harms. Such injuries 
matter, and averting them warrants shutting some speech down. Not because 
freedom of speech isn’t important but because the harms from restricting such 
despicable speech, even with the attendant risks, are not greater than the harms 
caused by protecting it.

I take no position here on who is right or wrong insofar as we are talking 
about traditional speech in traditional forums. Whatever the case may be on col-
lege campuses or in ordinary real- world settings, the nature and extent of harm 
enabled via unregulated speech on the internet is, for all the reasons explained 
above, qualitatively different and greater— both in enabling the spread of iden-
tity and group- based harms and in subverting the foundations of liberal democ-
racy. In that medium, unwillingness to risk sliding down the slope of government 
regulation poses an equal or greater risk of sliding into harms that are no longer 
peripheral or insignificant on the opposite slope of unrestricted speech. In a 
world whose technology limited these harms “naturally,” that may have been 
something we could chance. But the world is no longer structured that way. The 
structural limits are gone, and we need to rebalance our assessment of the risks, 
costs, and benefits of unregulated speech on the internet.

The task of rethinking First Amendment doctrine and rebalancing free speech 
norms online is huge, complicated, and beyond the scope of an essay like this. 
I do, however, want to offer a few thoughts about places to start and potential 
directions to take, as well as some concrete proposals.
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First, if we do revisit First Amendment law and norms for the reasons and 
along the lines I’ve suggested above, we should still be thinking about taking 
small steps, at least initially. Opening our minds to possibilities for new 
approaches to freedom of expression is not the same as inviting a comprehen-
sive, all- at- once overturning. Once new paradigms are fully formed, we come 
to see them as systematically different from what they replaced (though, even 
then, most of the key concepts remain, albeit in different configurations or with 
different weights). But that’s only in hindsight, and typically only after an ex-
tended period of development. The shift in tort law described briefly above, for 
example, took decades and involved cumulative reinforcing action by courts, 
legislatures, and administrators. Changes in law or norms can be incremental 
while still being qualitatively different enough— fecund enough, if you will— to 
generate truly new ways to think about and address problems.

As suggested above, no one is looking, even in the long run, to entirely over-
throw existing understandings of free expression in favor of something com-
pletely new and different. It would be astonishing if centuries of thinking and 
experience had it all wrong. No one, least of all me, believes we should abandon 
the core tenets of our current free speech law, which contain much that is wise and 
needs to be sustained. We nevertheless need to put that wisdom into a different 
context, built on different circumstances, and in doing so create opportunities 
for new approaches to policy.

The shift needed in a free speech paradigm for online speech is more like a 
renovation than a teardown. Our task is to preserve what is good in the old struc-
ture, while building something more suited to the needs of current occupants. 
It’s also something we need to do room by room, so to speak, meaning that 
(unlike in ordinary construction) the final structure will take shape as we go 
along. Which is, of course, all the more reason to approach the process pragmat-
ically: testing ideas, seeing whether and how they work, and building on those 
that do.

Second, there are some steps that, while not simple or uncontroversial, never-
theless seem obvious. Under our current law, the Supreme Court has recognized 
categories of low- value speech that may be regulated, but has defined the 
categories in ways that keep them very narrow. One might think that false speech 
would be low value, but falsity alone is not enough for legal culpability under 
existing law, and untrue speech— even intentional lies— can be regulated only 
in very limited circumstances, as in libel, fraud, perjury, and commercial speech. 
Most famously, the Court in New York Times v. Sullivan held that an injurious 
false statement about a public official can give rise to liability only if it was made 
with “ ‘actual malice’— that is, with knowledge that it was false or with reckless 
disregard of whether it was false or not.”20 In United States v. Alvarez, the Court 
not only declined to extend this rule to false speech more broadly, it ruled that 
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regulation of falsehoods is permissible only where there is a strong government 
interest in regulating a carefully defined category of speech that causes specific, 
material harm and is “ ‘part of a long (if heretofore unrecognized) tradition of 
proscription.’ ”21

Justice Kennedy’s plurality opinion offered no explanation for this austere 
conclusion beyond a feeble gesture at past practice: That’s how we’ve done it in 
the past, so that’s how we do it. Justice Breyer did better in concurrence. There 
are instances, Breyer noted, where a false statement may serve “useful human 
objectives,” as where it prevents embarrassment, protects privacy, or comforts 
the sick. Plus, we must worry about borderline cases, where the truth or falsity 
of a statement is unclear, and the risk of punishment could “inhibit the speaker 
from making true statements, thereby ‘chilling’ a kind of speech that lies at 
the First Amendment’s heart.” Add to that fear of what government might do 
if empowered to prosecute false speech generally, and it makes sense to inter-
pret the First Amendment to permit action against falsehoods only in narrow 
circumstances where specific, present harms are likely to occur and can be 
proved.22

Except that the anxieties Breyer expresses— the potential for there to be good 
motives or beneficial effects, the possible uncertainty about truth and falsehood, 
and the concomitant worry about chilling effects— are just as present, and in 
exactly the same ways, when it comes to the categories of false speech for which 
regulation is permitted. It was to address concerns like these that the Sullivan 
Court added the requirement of actual malice, limiting punishment to instances 
in which speakers know their speech is false or act with reckless disregard for its 
truth or falsity. There is no reason to believe this safeguard and the “breathing 
room” it provides would be less adequate when it comes to speech beyond libel, 
including speech on issues of public interest more generally. Which leaves the 
fear of government abuse if we permit regulation more broadly as the only per-
suasive justification for confining control of false speech to narrowly defined 
categories.

It’s tempting to dismiss this predictable resort to the slippery slope argument 
with a Reaganesque “there you go again.” But it’s a reasonable position in a world 
in which the dangers from allowing false speech to circulate freely are small and 
remote. Where that is the case, it makes sense to weigh the balance in favor of 
permitting even this low-  or no- value speech, and to permit the law to step in 
only when that speech causes concrete, material, present harms.

The same argument is less reasonable or sensible in a world in which the 
dangers of this laid- back approach are no longer small or remote: a world in 
which the diffuse harms that come from a regular diet of intentional disinforma-
tion are becoming manifest; in which no single speech act threatens significant 
injury or mischief, but the cumulation of many threatens catastrophe. In that 
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world, which is our world, the risk of government abuse remains, but it must 
now be balanced against a very real risk of even greater harms from an unregu-
lated speech environment. Brandeis may be right that “those who won our in-
dependence were not cowards,” but neither were they naïve Pollyannas. And 
neither should we be.

Developing doctrine here will not be simple. We need answers for some awk-
ward situations— one colleague asked if I would punish a father for posting a 
video in which he tells his child that Santa Claus is real— but neither this kind 
of innocent or well- intentioned falsehood nor other problems we can expect to 
encounter are intractable. We could, for example, deal with problems like the 
Santa Claus example by limiting liability to speech about issues of public interest 
(much as Sullivan was limited to public figures). In any event, we must not let 
our comfort and familiarity with the current way of thinking— which is hardly 
timeless and itself emerged only in the mid- twentieth century to displace a very 
different free speech regime— squelch our ability to imagine new answers to dif-
ficult challenges. Working through hard cases goes with the territory whenever 
the law changes, and we should not let our capacity to hypothesize reductiones ad 
absurdum force us to sit helplessly by as the public discourse essential for liberal 
democracy is twisted into a tool for its undoing.

Third, while regulating false speech along the lines suggested above might ad-
dress some dangers associated with the new information environment, much 
disinformation and dangerous speech involves statements that are not easily la-
beled “true” or “false” or that are “true” while nevertheless creating threats we 
need to address. Effective propaganda often relies on real facts presented in ways 
that are partial or cleverly distorted to trigger fear or incite anger. Hate speech, 
whether directed at individuals or groups, need not rely on “facts” at all. Breaches 
of privacy may reveal genuine information in ways or under circumstances that 
create significant harms. And so on. These and other problems we can imagine 
also require new thinking and solutions.

In tackling such issues, we can find valuable lessons in the practices of other 
nations. Americans have never been especially keen about seeking guidance 
from foreign law sources— at least not since the founding generation, which 
borrowed generously from foreign precedents.23 And certainly there are reasons 
for reluctance about importing rules and norms from other cultures that derive 
from something other than a misguided belief in American exceptionalism. Yet 
donning Scalian blinders24 to the actions and activities of other nations is a mis-
take, for we can surely learn a few things by looking to both international law and 
the regulatory practices of other liberal democracies.

There is, in fact, a great deal of experience upon which to draw, because the 
rest of the world has not approached free speech with the same all- or- nothing, 
in- or- out categorical approach used in the United States. In most of the world, 
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restrictions on speech are allowed if they advance sufficiently important state 
interests in ways that are not needlessly overbroad and (in the words of the 
Canadian Supreme Court) there is “proportionality between the effects of the 
measures [on speech] and that objective which has been identified as of ‘suffi-
cient importance.’ ”25 Such an approach is not entirely unfamiliar to American 
law, which flirted with a similar balancing approach in the 1950s and 1960s.26

Of course, lessons from other nations at that level of generality are not likely 
to be particularly enlightening. What matters is how this structured proportion-
ality approach has been used, particularly in combination with national and in-
ternational texts that permit or, in some instances, even require, the regulation 
of speech. For example, the International Covenant on Civil and Political Rights 
provides in article 19(3) that the right of free expression carries with it “special 
duties and responsibilities” that make it “subject to certain restrictions” when 
provided by law “(a) For respect of the rights or reputations of others,” and “(b) 
For the protection of national security or of public order (ordre public), or of 
public health or morals.”27 Article 20 goes a step further and requires the prohi-
bition of “[a] ny advocacy of national, racial or religious hatred that constitutes 
incitement to discrimination, hostility or violence.”28 In like manner, article 10 
of the European Convention on Human Rights, which in turn provides interpre-
tative guidance for the EU Charter of Fundamental Rights, states that since the 
exercise of freedom of expression “carries with it duties and responsibilities,” it

may be subject to such formalities, conditions, restrictions or penalties 
as are prescribed by law and are necessary in a democratic society, in the 
interests of national security, territorial integrity or public safety, for the 
prevention of disorder or crime, for the protection of health or morals, 
for the protection of the reputation or rights of others, for preventing 
the disclosure of information received in confidence, or for maintaining 
the authority and impartiality of the judiciary.29

Provisions like these, translated into statutes and decisional law in many na-
tions, have in turn produced very different approaches from US law to some of 
our most difficult challenges.30 These include different treatment, analyses, and 
outcomes respecting the regulation of hate speech (including group hate speech, 
Holocaust denial, use of hate symbols, and more),31 privacy and data privacy,32 
elections and election- related speech,33 “fighting words” and offensive speech,34 
speech related to religion (e.g., blasphemy, religious dissent),35 regulation of 
media,36 the use of prior restraint,37 and the use of “human dignity” as an inde-
pendent value both promoting and limiting freedom of expression.38

There is no need here to go through the details of how other nations treat 
speech in all these categories. Not only is there a great deal of variety, but my 
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point is not that other nations have found the “right” answers. Everyone is 
struggling with the same issues as the United States, though I think a decent case 
can be made that many of these nations are doing better than we are. Germany 
and France have hardly solved the disinformation problem,39 but their efforts 
have plainly had at least some dampening effect compared to this country’s. But 
only some, and clearly no one has yet figured out how to rebalance the costs and 
benefits of free expression in the internet age.

That’s not surprising: The problem is still relatively new as these things go, 
and it is made doubly challenging by the speed with which the technology— and 
so the problem itself— continuously evolves. But other nations have a bigger 
toolkit with which to search for solutions, and we can and should learn from 
their efforts. For instance, most Western democracies criminalize inciting hatred 
against groups distinguished by race, gender, sexual orientation, and the like40 
or threatening, insulting, or degrading such groups.41 In Germany, it is illegal 
to incite “hatred against parts of the populace” or call for “acts of violence or 
despotism against them,” or to attack “the human dignity of others by reviling, 
maliciously making contemptible or slandering parts of the populace.”42 The 
Icelandic Penal Code includes public denigration of groups, which it defines as 
publicly mocking, defaming, denigrating, or threatening them.43 In all these na-
tions we can find precedents for using provisions like these to tamp down ex-
tremism in ways that preserve freedom of expression and promote tolerance.

Nor have other nations confined their efforts to rein in dangerous expression 
to hate speech. In France, a moratorium on campaigning and media coverage of 
elections goes into effect two days before an election, a law that likely seems in-
credible to most Americans— a friend once told me to calm down and breathe 
when I suggested such a law might make sense. Yet this provision has, in fact, 
been effective in mitigating forms of election disinformation that have subverted 
American elections without turning France into Oceania.44

I don’t think anyone can honestly say that life in these other countries is 
meaningfully less “free” than life in the United States, that their people are less 
self- actualized, that their societies are less tolerant, or that their public debate is 
less robust. If anything, the opposite seems clearly true, at least with respect to 
tolerance and the quality of public debate. Hence, we might want to borrow and 
adapt some of these tools. Indeed, given the inherently global nature of today’s 
information systems, we might want to work on the problem together. We might 
even need to do that.

Fourth, assume we find reasonably effective ways to redefine our free speech 
commitments, by which I mean rules and standards that appropriately balance 
the need for robust free expression with the need to tamp down the unique ca-
pacity of new technologies to spread hate, lies, disinformation, and propaganda. 
Whatever our new law looks like, we can enforce it by conventional means, 
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including both criminal sanctions and civil liability. But relying on litigation— 
whether criminal or civil, whether by the state or by injured individuals— to 
control the people and organizations intentionally spreading lies and hate may 
be less effective and is certainly less efficient than finding ways to head off mass 
distribution in the first instance. Which brings me to the question of platform 
regulation.

There has been considerable debate about whether social media platforms 
like Facebook, Twitter, and YouTube should be seen as “publishers” and 
so speakers with responsibility for the content they make available. The 
companies do curate some content for themselves— I am thinking here of 
features like Facebook’s News tab or Apple News— but those services are 
not a source of any serious controversy. The problem that threatens our de-
mocracy and provides the reason for a book like this grows from the social 
media companies’ willingness to allow practically anyone, with minimal ef-
fort or scrutiny, to use their platforms to circulate material to whomever they 
can reach— a reach the companies then extend with algorithms designed to 
push material out to everyone the companies’ data suggest might give it some 
attention.

Even here, the platforms curate by enforcing community standards that ban 
things like explicit sexual content, depictions of graphic violence, and, more re-
cently, certain kinds of misinformation around elections and vaccines. Not sur-
prisingly, they also respond to episodic bursts of intense public pressure, as in 
Facebook’s and Twitter’s banning of Donald Trump after the January 6, 2021, 
Capitol riot. Facebook has gone so far as to create an independent Oversight 
Board with authority to review individual Facebook and Instagram decisions on 
content moderation, though it carefully cabined the board’s authority to ensure 
company control over policy decisions with broader consequences. This reflects 
the general approach taken by all the platforms, which is to moderate content 
no more than they must, mainly for public relations, using rules that vary from 
platform to platform but are designed by and large to maximize their capacity to 
serve as a passive conduit for user- generated content.45 If we need a metaphor to 
describe the role of these unique institutions in the news ecosystem, the most 
accurate label may be news distributor: The social media companies are, in effect, 
the largest newsstands and news delivery services in human history, able (and 
willing) to deliver practically anybody’s “news” to the whole world in order to 
earn advertising revenue.

As anyone who has paid even slight attention to the issue knows, Congress 
decided in the Communications Decency Act of 1996 (CDA) to protect online 
intermediaries from legal responsibility for third- party content they distribute 
by providing in Section 230 that “[n] o provider or user of an interactive com-
puter service shall be treated as the publisher or speaker of any information 
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provided by another information content provider.”46 That decision makes 
sense when framed, as it was, as an all- or- nothing choice between liability and 
immunity. Given the enormous number of users and massive scale of these 
operations— nearly three billion people are on Facebook, YouTubers upload 
five hundred hours of video every minute, Twitter posts forty million tweets 
a day, and so on— imposing the risk of liability for anything unlawful on their 
platforms would saddle the companies with an impossible burden and threaten 
to put them out of business.

Unfortunately, an enforcement regime that ignores the platforms and limits 
itself to action against the direct producers of prohibited material is likely to be 
ineffective. The originators of unlawful online speech can be difficult to identify 
and hard to reach even when identified, not to mention judgment- proof or be-
yond service of process. Engaging social media companies in the task of sorting 
lawful from unlawful speech and not letting their platforms be used to spread 
the latter may thus be necessary— if, that is, we can figure out ways to do so that 
are reasonably effective (which includes being sufficiently protective of lawful 
speech) and can be operationalized in practice.

This, in turn, calls for some creative thinking and willingness to experiment. 
Here, I’ll offer a couple of ideas of things we might consider trying. These will 
not address the problem in its entirety. Rather, they are offered as illustrations 
to challenge settled thinking and suggest directions we might take. Both may be 
useful even under current rules for freedom of expression, though they would be 
more effective if we broadened the law to reach more harmful speech along the 
lines suggested above.

1. One possibility is to take a different approach to intermediary liability. 
Congress was not wrong, when it enacted CDA § 230, to worry that companies 
cannot realistically keep watch over hundreds of millions of daily postings. There 
is disagreement about when— or even whether— artificial intelligence will have 
natural language abilities good enough accurately and effectively to perform that 
sort of task, but even techno- optimists acknowledge that it’s still a long way off.47 
Yet while unlawful communications directed to or at individuals or small num-
bers of people are bad, our biggest concern when it comes to disinformation and 
propaganda is with communications that go viral and reach mass audiences. Half 
a loaf being better than none, we could limit the threat of intermediary liability 
to this subset of communications, which is readily manageable. Indeed, the large 
platforms already have virality tripwires they use to monitor popular content for 
violations of their existing community standards.

One could do this by tweaking the damages rule for intermediaries, using 
what we might think of as microliability. Imagine, for instance, statutorily lim-
iting damages to one penny for each post, like, or retweet. That would mean 
total damages of $10,000 for an item that reached a threshold of one hundred 
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thousand posts, likes, or retweets, $100,000 for items that reach one million, 
and so on. Platform companies could then make their own decisions about how 
risk- averse they are and so how much monitoring they do. We could, in turn, 
adjust the definitions and numbers with experience to achieve an appropriate 
and workable level of enforcement. This would, among other things, build in a 
process for responding to the ever- changing ways in which technology can be 
misused by incentivizing the companies themselves to adapt in light of whatever 
threshold we set for meaningful liability.

My suggestions for what to monitor (posts, likes, tweets) and how to size lia-
bility (one cent for each) are offered to illustrate the concept. Perhaps we should 
focus on “views,” or maybe the liability rule should be ten cents per incidence 
rather than a penny. How and where to set the threshold depends on what scale 
of sharing we think will and should incentivize monitoring by imposing a risk 
of significant damages— questions that are not difficult to answer but require 
more data, analysis, and discussion. And, yes, there are other concerns to address 
along the way. I’m not blind to the perverse irony of prompting companies to 
squelch items because they are popular, which makes it especially important to 
minimize the possibility that companies overreact and close off legitimate and 
valuable speech. To counter this, we can incorporate an actual malice require-
ment along with notice as either an element of the basic liability rule or an af-
firmative defense. We can, in fact, manage a great many concerns about over-  or 
underenforcement using familiar procedural tools like fee shifting; evidentiary 
requirements; burdens of production and persuasion; and mixing public, pri-
vate, and administrative enforcement.

This particular innovation obviously will not solve the whole problem. The 
same lie may be embodied in numerous articles, each slightly different, no one of 
which goes viral, each shared among smaller audiences, but collectively having 
the same impact. Plus, fake news may still spread by other means, though these 
are harder to use effectively. We have, moreover, recently seen an uptick in di-
rect communication of end- to- end encrypted information within groups via the 
instant messaging service WhatsApp (also owned by Facebook), which may re-
quire special treatment like limiting the size of groups or the kinds of materials 
that can be shared both within and among them. There are no silver bullets, and 
we’ll need an array of efforts to deal with the rapidly changing, many- headed 
disinformation beast. But the principle I’m suggesting offers a way out of the 
all- or- nothing liability trap and provides a novel approach to address one very 
significant piece of the puzzle.

2. A second approach to mitigating the disinformation threat might be to 
directly regulate how social media companies operate, in particular, their prac-
tice of proactively pushing out material to users. Disinformation and propa-
ganda have been around for a very long time, but (as noted earlier) before the 
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internet, its peddlers had limited capacity to reach an audience beyond those 
who affirmatively wanted to read or see or hear what they were peddling. That’s 
because, before the internet, people had to do something— to go out of their 
way somehow— to get news and information: They had to mail or phone in a 
subscription, walk to a newsstand, tune into a TV or radio station. What was 
required seldom entailed a great deal of effort, but since most people weren’t ac-
tively looking for fringe material, even trivial demands were enough to buffer all 
but a very few people. That kept exposure and sales low, which in turn discour-
aged the creation of such material in the first place.

The internet and social media companies have removed all the friction from 
this system. People no longer need to seek out extremist literature: Today, it 
seeks them out. With relatively little sophistication, producers of disinformation 
can get to enough people to let the algorithms take over, while also relying on 
users they reach to further push their material out to “friends” and “followers” 
and others in their online social networks.

Once people receive this provocative stuff, viewing and reading it becomes, if 
not quite irresistible, at least much more likely. I would never go out of my way 
to look for an auto accident on the highway, but if I happen to drive past one, I’m 
no better than anyone else at resisting the urge to rubberneck. With the internet 
and social media platforms, purveyors of disinformation are able, in effect, to 
purposefully place accidents along our routes. At that point, the game is all but 
over, because if we’ve learned anything over the years, it’s that exposure is the 
game when it comes to lies and propaganda— particularly in a system like ours, 
in which the mere fact that a fake story is spreading becomes an event that main-
stream outlets must cover, furthering the story’s circulation and, in so doing, 
unwittingly promoting its legitimacy.48

Among the most inexplicable features of our attitude toward information 
technology is a tendency to assume that if such technology can do something, 
that something should be permitted— even if it has little or no social value or 
can be used for malevolent purposes. No one bats an eye about making it crim-
inal to engineer a virus that makes people sick, and rightly so. But it’s still not 
illegal to make a computer virus (only to intentionally spread one). Technology 
now makes it possible to produce so- called deepfake videos, yet despite the 
obvious hazards, there has been little clamor to regulate, much less ban, their 
development.

And so it is with social media platforms: They are able to do something news 
and information services in the pre- internet period could not, viz., gather de-
tailed information on the potential interests of billions of people and use it to 
feed them material that draws their attention, whether desired or not. And be-
cause the platforms can do this, we seem impelled to concede that they should be 
permitted to do so.



38 A n  O v e r v i e w  o f  t h e  P r o b l e m

      

But why concede that? Why let these for- profit entities freely operate in a 
fashion that is wreaking havoc on our public discourse and democracy’s fu-
ture? Why not limit the platforms’ business models to prohibit pushing out cer-
tain kinds of information— not forbidding them to provide access, but simply 
disallowing the feature that lets them put unrequested information in front of 
unwitting users? We could, for instance, prohibit the platforms from proactively 
sending users materials published or produced for general audiences, whether 
via predictive algorithms or by allowing other users to forward active links. 
The companies could still make such materials available. They could still make 
themselves the world’s largest newsstands, where nearly anything and every-
thing can be found; could still permit users to tell others in their networks about 
this or that story or item. But users would need to make an effort to acquire the 
materials themselves, as in the pre- internet age. We might, for instance, require 
users to subscribe to materials but limit the subscriptions in time, requiring them 
to resubscribe on a monthly basis. We could, likewise, permit platforms to show 
users potential content while following Roger McNamee’s smart suggestion to 
ban algorithmic amplification.49

The effort required for individual users to access content would not be great 
with changes like these; given search features, it would, in fact, still be less than 
was required before the internet. But restoring even a little of the friction that 
used to be a natural feature of our information environment would reduce the 
spread of disinformation without the need to censor or meddle in anyone’s au-
tonomous decisions about what they want to read and see and hear.

This would in no way restrict or interfere with free speech rights. Speakers 
could still write, say, and publish as much as ever; platforms could still make 
all of it available to users; listeners and readers could still obtain whatever they 
wanted. But social media channels could no longer manufacture automatic 
audiences, and people would (once again) have to take a little initiative (though 
just a little) to get the materials they want. Social media companies would lose 
the small portion of their advertising revenue that comes from this component 
of their business, but it’s a relatively straightforward kind of commercial regula-
tion. And if this is at odds with current law respecting the regulation of commer-
cial speech— and I don’t see how it could be— it’s a prime example of the kind 
of thing we should be rethinking.

As with my first suggestion, there are complexities we need to work out here. 
How should we define materials published for a “general audience”? I have in 
mind a carveout that leaves room for algorithms to continue pushing personal 
items like family photos or personal thoughts intended for actual acquaintances. 
But crafting a workable line will be difficult, especially when it comes to public 
figures and celebrities, who may have thousands or millions of followers.
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Equally difficult will be calibrating the amount of friction to reintroduce, 
which needs to be enough to stop or slow the spread of disinformation without 
at the same time significantly reducing the consumption of legitimate news and 
information. Fortunately, while a large majority of Americans now get their news 
on digital devices, most don’t rely on social media for access to conventional 
sources.50 Very few people rely exclusively on social media, and many of those 
who do may be more willing to make the effort needed to access mainstream in-
formation. Still, there’s a lot we don’t know about how this would work, and we 
may want to avoid a cure that also has serious side effects. My point, in any event, 
is that there are benefits from restoring a little friction back into the system, and 
we can and should experiment to find the right amount.

If You Can Keep It

The internet and social media companies did not create the destructive dy-
namics that today threaten the future of liberal democracy, and mitigating their 
influence will not solve all our problems. These new technologies have, however, 
enabled, intensified, and accelerated those dynamics in ways that make it impos-
sible to solve the problems without mitigating their impact and contributing role.

I began this essay with Ben Franklin’s famous quip about how the 
Constitutional Convention had created a republic “if you can keep it.” I re-
member feeling pride the first time I heard this story, which was many years 
ago: pride in realizing how tenuous the American experiment was at its launch, 
and pride in thinking how distant that fragility now seemed. Well, it no longer 
seems distant. The world has changed, and in ways that make “business as usual” 
when it comes to the law of free speech dangerous and foolhardy.
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The Disinformation Dilemma
E m i ly  B a z e l o n

In the past few years, deliberate and widespread campaigns of misinformation 
and disinformation around the world have sparked terrible ethnic violence, 
threatened democracy— including in the United States— and worsened the 
COVID- 19 pandemic by sowing false doubt about vaccines. The pandemic in 
particular led public health authorities and governments to denounce an “info-
demic.” “Misinformation costs lives,” the World Health Organization and other 
groups said in September 2020 about what they saw as a crisis. “In recent years, 
the rapidly changing information environment has made it easier for misin-
formation to spread at unprecedented speed and scale,” the surgeon general of 
the United States, Dr. Vivek Murthy, stated in an advisory on the topic in the 
summer of 2021. “Limiting the spread of health misinformation,” he added, “is a 
moral and civic imperative.”1

But not a legal imperative. In the United States, the government has limited 
its role in combatting false information to one of exhortation. Americans have 
a deep and abiding suspicion of letting the state regulate speech, and justifiably 
so: Laws that touch on speech or public debate have a suspect history in this 
country and others. In the present as well as the past, they can be thinly veiled 
attempts at censorship.2 The modern First Amendment sweeps broadly to pre-
vent any such possibility. John Stuart Mill wrote a century and a half ago that 
“[a] ll silencing of discussion is an assumption of infallibility.”3 There is still plenty 
of reason to believe that moving away from the American free speech tradition 
could make us too quick to dismiss apparently false ideas and factual assertions 
that turn out to have merit— and that airing them is the only way to find out.

The infodemic about COVID, however, like the spates of ethnic violence 
abroad and the undermining of the 2020 US election (among other examples), 
underscores the cost of free speech absolutism in our era. It leaves the country 
vulnerable to a different kind of threat, which may be doing serious damage to the 
discourse about politics, news, and science. Campaigns of misinformation, which 
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refers to falsehoods generally, and disinformation, which refers to falsehoods 
aimed at achieving a political goal— propaganda, to use the twentieth- century 
term— encompass the mass distortion of truth and overwhelming waves of 
speech from extremists that smear and distract. These forms of speech are often 
grimly effective at muting critical voices. And yet as Tim Wu, a law professor at 
Columbia Law School, points out in The Perilous Public Square, a recent excellent 
collection of essays, the “use of speech as a tool to suppress speech is, by its na-
ture, something very challenging for the First Amendment to deal with.”4

Wu’s insight leads to another that may seem unsettling to Americans: that 
perhaps our way of thinking about free speech is not the best way. At the very 
least, we should understand that it isn’t the only way. Other democracies, in 
Europe and elsewhere, have taken a different approach. Despite more regulation 
of speech, these countries remain democratic; in fact, they have arguably created 
better conditions for their citizenry to sort what’s true from what’s not and to 
make informed decisions about what they want their societies to be.

Here in the United States, meanwhile, we’re drowning in lies. The over-
whelming amount of misinformation and disinformation, the polarizing anger 
encoded in it— these serve to create chaos and confusion and make people, even 
nonpartisans, exhausted, skeptical, and cynical about politics and the under-
lying social compact. The spewing of intentional falsehoods isn’t meant to win 
any battle of ideas. Its goal is to prevent the actual battle from being fought, by 
causing us to simply give up.

These problems and tensions were evident in the summer of 2021, when 
the federal government tried to lay blame for misinformation about COVID. 
President Joe Biden lashed out in July at one giant private actor— Facebook— 
for “killing people” by allowing misinformation to spread. The company said 
Biden was wrong. He backed off, saying he meant to point the finger at a dozen 
“super- spreaders” of misinformation on Facebook. The company said it was al-
ready addressing the problem, and publicly, at least, the dispute petered out, an 
inconclusive and unedifying tit- for- tat.

What was Facebook actually doing about the coronavirus infodemic? “These 
facts are not unknowable,” the tech writer Casey Newton argued, but “for the 
most part Facebook doesn’t share them.”5 Most other social media platforms 
are similarly opaque. This is possible because the government neither sets 
standards for transparency nor even holds the company to its own professed 
benchmarks. Sheera Frankel of the New York Times reported in July 2021 that 
the company refused requests by a group of its own data scientists to study 
COVID misinformation on the platform.6 That spring, Facebook broke up the 
team that supported the data analytics tool CrowdTangle, which journalists and 
researchers used to track the content— often featuring misinformation— that 
generated high engagement. Two months later, Facebook shut down a project 
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called Ad Observatory at New York University that collected and analyzed data 
about political ads and the people they target.

The larger point is that Biden’s spat with Facebook revealed the extent of 
the government’s chosen impotence. The business model for the dominant 
platforms depends on keeping users engaged online. Content that prompts hot 
emotion tends to succeed at generating clicks and shares, and that’s what the 
platforms’ algorithms tend to promote. Research shows that lies go viral more 
quickly than true statements.7

How prevalent are disinformation and hate speech on the platforms? When 
Facebook, Twitter, and YouTube add information labels to false and misleading 
content, are people less likely to share it? When the companies say they are 
altering their algorithms to reduce the amplification of false information, what 
happens? Government policy and regulation play little to no role in answering 
these questions.

In many ways, social media sites today function as the public square. But 
legally speaking, internet platforms can restrict free speech far more than the 
government can. They’re like malls, where private owners police conduct. 
The platforms get to make and enforce the rules about how to moderate con-
tent and about how its algorithms amplify it. They’re not bound by the First 
Amendment— for example, they police hate speech, to which the Supreme 
Court has extended constitutional protection. And the platforms also get to de-
cide what we know about the effects of their decisions. They have little incentive 
to be forthcoming, since the more a platform shares about what happens on it, 
“the more it risks exposing uncomfortable truths that could further damage its 
image,” the New York Times writer Kevin Roose observed.8

Newton, whose job is to track these power dynamics, argued for changing 
them. “Create legal reporting requirements for social platforms that detail what 
violations of their own standards they are finding, and encourage them to report 
at least some of their findings in real time,” he urged Congress and the president. 
“If we really want to figure out who’s killing whom, somehow this country is 
going to have to pass some laws.”9

A similar argument could be made about updating the rules that govern 
media outlets. The problem of misinformation and disinformation, after all, is 
by no means limited to the internet. A 2020 working paper from the Berkman 
Klein Center for Internet and Society at Harvard University found that effective 
disinformation campaigns are often an “elite- driven, mass- media led process” 
in which “social media played only a secondary and supportive role.” During 
Donald Trump’s presidency, Fox News and other conservative media outlets 
came to function “in effect as a party press,” the Harvard researchers found. The 
right- wing press has gained great influence without observing the “reality- check 
dynamic” of mainstream journalism, which appears to “significantly constrain 
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disinformation,” as Yochai Benkler, Robert Faris, and Hal Roberts of the 
Berkman Klein Center argue in their 2018 book Network Propaganda.10

Right- wing media and social media have a symbiotic relationship. Links 
from Fox News hosts and other right- wing figures aligned with Trump often 
dominated the top links in Facebook’s News Feed for likes, comments, and 
shares in the United States.11 As a result, though Fox News is far smaller than 
Facebook, the social media platform has helped Fox attain the highest weekly 
reach, offline and online combined, of any single news source in the United 
States, according to a 2020 report by the Reuters Institute.12

In light of these realities, is the American faith that more speech is better, 
and that the government should regulate it as little as possible, worthy of 
reexamination? Should we continue trusting a handful of chief executives po-
licing spaces that have become essential parts of democratic discourse?

The dilemma is this: When it comes to the regulation of speech, we are un-
comfortable with government doing it; we are uncomfortable with social media 
or media titans doing it. But we are also uncomfortable with nobody doing it at 
all. This is a hard place to be— or, perhaps, two rocks and a hard place.

* * * 

In the wake of the January 6, 2021, attack on the US Capitol that temporarily 
halted the counting of the 2020 electoral votes, Twitter permanently took away 
President Trump’s account on the site. The company’s decision drew criticism 
from Chancellor Angela Merkel of Germany, who criticized it as a “problem-
atic” breach of the right to free speech. But what troubled Merkel was not the 
deplatforming of Trump itself. Instead, she took issue with the fact that a private 
company made the call, rather than the government invoking a law restricting 
online incitement. Germany passed such a law in 2017 to prevent the dissem-
ination of hate speech and fake news stories.13 With some exceptions, the law 
(known as NetzDG) requires platforms with more than two million users in 
Germany to remove or block access, within twenty- four hours of notice, to con-
tent that is “manifestly unlawful” because, for example, it’s defamatory, includes 
nonconsensual sexual photographs, constitutes “public incitement to crime,” or 
forms “criminal or terrorist organizations.”

This countertradition to the US approach is alert to the ways in which dem-
agogic leaders or movements can use propaganda/ disinformation. A crude au-
thoritarian censors free speech. A clever one invokes it to play a trick, twisting 
facts to turn a mob against a subordinated group and, in the end, silence as well 
as endanger its members. Looking back at the rise of fascism and the Holocaust 
in her 1951 book The Origins of Totalitarianism, the political philosopher 
Hannah Arendt focused on the use of propaganda to “make people believe the 
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most fantastic statements one day, and trust that if the next day they were given 
irrefutable proof of their falsehood, they would take refuge in cynicism.”14

Many nations shield themselves from such antipluralistic ideas. In Canada, 
it is a criminal offense to publicly incite hatred “against any identifiable group.” 
South Africa prosecutes people for uttering certain racial slurs. A number of 
countries in Europe treat Nazism as a unique evil, making it a crime to deny the 
Holocaust.15

In the United States, laws like these surely wouldn’t survive Supreme Court 
review, given the current understanding of the First Amendment— an under-
standing that comes out of our country’s history and our own brushes with 
suppressing dissent. In the 1960s, the Supreme Court enduringly embraced the 
vision of the First Amendment expressed, decades earlier, in a dissent by Justice 
Oliver Wendell Holmes Jr.: “The ultimate good desired is better reached by free 
trade in ideas.”16 In Brandenburg v. Ohio, that meant protecting the speech of a Ku 
Klux Klan leader at a 1964 rally, setting a high bar for punishing inflammatory 
words.17 Brandenburg “wildly overprotects free speech from any logical stand-
point,” the University of Chicago law professor Geoffrey R. Stone points out. 
“But the court learned from experience to guard against a worse evil: the govern-
ment using its power to silence its enemies.”18

It’s important to understand, however, that the Supreme Court decisions 
that appear to impede even modest efforts to regulate social media or media 
companies have little or nothing to do with individual rights. They come from 
another line of precedents that entrenched the power of corporations.

In the 1960s, the heyday of foundational decisions like Brandenburg and 
New York Times v. Sullivan in libel law,19 the Supreme Court was still willing to 
press private entities to ensure they allowed different voices to be heard. A hall-
mark of the era was the Court’s “sensitivity to the threat that economic, social 
and political inequality posed” to public debate, the University of Chicago law 
professor Genevieve Lakier wrote in a 2020 law review article.20 As a result, the 
Court sometimes permitted the government to require private property owners 
like TV broadcasters to grant access to speakers they wanted to keep out. “It is 
the right of the viewers and listeners, not the right of the broadcasters, which 
is paramount,” the Court wrote in its 1969 decision (now sidelined) in Red 
Lion Broadcasting Co. v. FCC. “It is the purpose of the First Amendment to pre-
serve an uninhibited marketplace of ideas in which truth will ultimately prevail, 
rather than to countenance monopolization of that market, whether it be by the 
Government itself or a private licensee.”21 The Court’s language suggests “an af-
firmative obligation on the legislature to act,” Lakier argues.22

But the Court later shifted, she explains, toward interpreting the First 
Amendment “as a grant of almost total freedom” for private owners to decide 
who could speak through their outlets. In 1974, it struck down a Florida law 
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requiring newspapers that criticized the character of political candidates to offer 
them space to reply. Chief Justice Warren Burger, in his opinion for the majority, 
recognized that barriers to entry in the newspaper market meant this placed the 
power to shape public opinion “in few hands.” But in his view, there was little the 
government could do about it.23

In the same decade, the Court also started protecting corporate campaign 
spending alongside individual donations, treating corporate spending on speech 
that was related to elections much like the shouting of protesters. This was a 
“radical break with the history and traditions of U.S. law,” the Harvard law 
professor John Coates wrote in a 2015 article published by the University of 
Minnesota Law School.24 Over time, the shift helped to fundamentally alter the 
world of politics. In the 2010 Citizens United decision, the Court’s conservative 
majority opened the door to allowing corporations (and unions) to spend un-
limited amounts on political advocacy, as long as they donated to interest groups 
and political action committees rather than to campaigns.25

By requiring the state to treat alike categories of speakers— corporations and 
individuals— the Supreme Court began to go far beyond preventing discrimina-
tion based on viewpoint or the identity of an individual speaker. “Once a defense 
of the powerless, the First Amendment over the last hundred years has mainly 
become a weapon of the powerful,” Catharine A. MacKinnon, a law professor 
at the University of Michigan, wrote in The Free Speech Century, a 2018 essay 
collection.26 Instead of “radicals, artists and activists, socialists and pacifists, the 
excluded and the dispossessed,” she wrote, the First Amendment now serves 
“authoritarians, racists and misogynists, Nazis and Klansmen, pornographers 
and corporations buying elections.” In the same year, Justice Elena Kagan warned 
that the Court’s conservative majority was “weaponizing the First Amendment” 
in the service of corporate interests, in a dissent to the Janus ruling against labor 
unions.27

Somewhere along the way, the conservative majority has lost sight of an es-
sential point: The purpose of free speech is to further democratic participation. 
“The crucial function of protecting speech is to give persons the sense that the 
government is theirs, which we might call democratic legitimation,” says the Yale 
law professor Robert Post. “Campbell Soup Company can’t experience demo-
cratic legitimation. But a person can. If we lose one election, we can win the 
next one. We can continue to identify with the democratic process so long as 
we’re given the opportunity to shape public opinion. That’s why we have the 
First Amendment.”28

The Court’s professed interest in granting all speakers access to the public 
sphere becomes a mechanism for deregulation of media companies and, if the 
same approach applies, social media companies as well. There’s a real tension 
here. Democratic values justify protections against government interference 
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with what media and social media platforms publish. But in its stronger form, 
this conception of corporate speech rights, especially in a legal regime lacking 
strong antitrust enforcement, can also be a threat to democracy. It undermines 
the government’s ability to take the kind of action the Court permitted and even 
encouraged in Red Lion. As Lakier puts it, “The Court invoked democratic values 
to justify extending protection to corporations, but the result was a body of free 
speech law that made it hard for the legislature to ensure equality of access to the 
democratic public sphere.”29

* * * 

In US media law, in the not so distant past, there was another way. For most of 
our history, ensuring a vibrant free press made up of competing outlets was an ex-
press aim of federal policy. From the founding until the early twentieth century, 
Congress lowered the cost of starting and running a newspaper or magazine by 
setting low postage rates for mailed copies. The advent of radio raised questions 
about how to foster competition and public access. “Lawmakers of both parties 
recognized the danger that an information chokehold poses to democratic self- 
government,” says Ellen P. Goodman, a law professor at Rutgers University. “So 
policymakers adopted structures to ensure diversity of ownership, local control 
of media and public broadcasting.”30

In 1927, when Congress created the licensing system for exclusive rights to 
the broadcast spectrum, so that radio broadcasters could secure a place on the 
dial, lawmakers told broadcasters to act “as if people of a community should 
own a station.” The 1934 Communications Act similarly required anyone with a 
broadcast license to operate in the “public interest” and allocated the spectrum 
to ensure that local communities had their own stations. In 1949, the Federal 
Communications Commission (FCC) established the fairness doctrine, which 
interpreted operating in the public interest to require broadcasters to cover 
major public policy debates and present multiple points of view. And in 1967, 
Congress created and funded the Corporation for Public Broadcasting, whose 
mission is to “promote an educated and informed civil society,” and reserved 
broadcast spectrum for local NPR and PBS stations.31

During these decades, broadcasters were held to a standard of public trustee-
ship, in which the right to use the airwaves came with a mandate to provide for 
democratic discourse. Broadcasters made money— lots of it— but profit wasn’t 
their only reason for existing. “The networks had a public- service obligation, and 
when they went to get their licenses renewed, the news divisions fulfilled that,” 
says Matthew Gentzkow, an economist at Stanford University who studies trust 
in information.32 The model coincided with a rare period in American history 
of relatively high levels of trust in media and low levels of political polarization.
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But public trusteeship for broadcasting and diverse ownership began to un-
ravel with the libertarian shift of the Reagan era. In the mid- 1980s, the Reagan 
administration waived the FCC rule that barred a single entity from owning 
a TV station and a daily newspaper in the same local market to allow Rupert 
Murdoch to continue to own the New York Post and the Boston Herald after he 
bought his first broadcast TV stations in New York and Boston. Then, in 1987, 
the FCC repealed the fairness doctrine, which had required broadcasters to in-
clude multiple points of view. “When that went, that was the beginning of the 
complete triumph, in media, of the libertarian view of the First Amendment,” 
Goodman says.33

With the advent of the internet, in short order, the libertarian principles that 
weakened media regulation allowed a few American tech companies to become 
the new gatekeepers. The United States gave platforms like Google, Facebook, 
and Twitter free rein to grow. Google bought YouTube. Facebook bought 
Instagram and WhatsApp.

The European contrast is illustrative. After World War II, European coun-
tries also promoted free speech, and the flow of reliable information, by making 
large investments in public broadcasting. Today France TV, the BBC, ARD in 
Germany, and similar broadcasters in the Netherlands and Scandinavia continue 
to score high in public trust and audience share. Researchers in Germany and 
France who have mapped the spread of political lies and conspiracy theories 
there say they have found pockets online, especially on YouTube, but nothing 
like the large- scale feedback loops in the United States that include major media 
outlets and even the president.

The difference between the political speech traditions of the United States and 
Europe was acutely apparent in the American and French presidential elections 
of 2016 and 2017. When Russian operatives hacked into the computers of the 
Democratic National Committee (DNC), they gave their stolen trove of DNC 
emails to WikiLeaks, which released the emails in batches to do maximum 
damage to Hillary Clinton and her party in the months before the election. The 
news media covered the stolen emails extensively, providing information so the 
public could weigh it, even if a foreign adversary had planted it.

The French press responded quite differently to a Russian hack in May 2017. 
Two days before a national election, the Russians posted online thousands of 
emails from En Marche!, the party of Emmanuel Macron, who was running for 
president. France, like several other democracies, has a blackout law that bars 
news coverage of a campaign for the twenty- four hours before an election and 
on Election Day. But the emails were available several hours before the blackout 
began. They were fair game. Yet the French media did not cover them. Le Monde, 
a major French newspaper, explained that the hack had “the obvious purpose of 
undermining the integrity of the ballot.”34



 Th e  D i s in for mat i on  D i l e mma  49

      

Marine Le Pen, Macron’s far- right opponent, accused the news media of a 
partisan coverup. But she had no sympathetic outlet to turn to, because there is 
no equivalent of Fox News or Breitbart in France. “The division in the French 
media isn’t between left and right,” said Dominique Cardon, director of the 
Media Lab at the university Sciences Po. “It’s between top and bottom, between 
professional outlets and some websites linked to very small organizations, or 
individuals on Facebook or Twitter or YouTube who share a lot of disinforma-
tion.”35 The faint impact of the Macron hack “is a good illustration of how it’s 
impossible to succeed at manipulation of the news just on social media,” said 
Arnaud Mercier, a professor of information and political communication at the 
University Paris 2 Panthéon- Assas. “The hackers needed the sustainment of the 
traditional media.”36

The challenge of informing the public accurately about the coronavirus 
has also played out differently in the United States and Europe. In August 
2020, the global activist group Avaaz released a report showing that through 
at least May, conspiracies and falsehoods about the coronavirus and other 
health issues circulated on Facebook far more frequently than posts by au-
thoritative sources like the World Health Organization and the Centers for 
Disease Control and Prevention.37 Avaaz included web traffic from Britain, 
France, Germany, and Italy, along with the United States, and found that the 
United States accounted for 89 percent of the comments, likes, and shares of 
false and misleading health information. “A lot of U.S.- based entities are ac-
tually targeting other countries with misinformation in Italian or Spanish or 
Portuguese,” said Fadi Quran, the campaign director for Avaaz. “In our sample, 
the U.S. is by far the worst actor.”38

* * * 

America’s information crisis was not inevitable. Nor is it insoluble. Whatever the 
Supreme Court does, there’s no legal barrier to increasing the delivery of reliable 
information. The government, federal or state, could invest in efforts to do exactly 
that. It could stop the decline of local reporting by funding nonprofit journalism. 
It could create new publicly funded TV or radio to create more alternatives for 
media that appeals across the ideological spectrum. It could create a “PBS of the 
Internet,” as Goodman and a co- author, Sanjay Jolly, argue in a 2021 paper.39 The 
only obstacles to such cures for America’s disinformation ills are political.

Trump, as president, and Biden, during his campaign to challenge him, called 
for revoking Section 230 of the 1996 Communications Decency Act, which 
Congress wrote in an early stage of the internet to help it grow. Section 230 ef-
fectively makes internet platforms, unlike other publishers, immune from libel 
and other civil suits for much of the content they carry.
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Taking away the platforms’ immunity altogether, however, does not seem 
like the best fit for the problems at hand. The immunity that platforms currently 
enjoy from lawsuits directly affects only a narrow range of cases, mostly involving 
defamation.40 Yet the threat of being sued for libel could encourage platforms 
to avoid litigation costs by preemptively taking down content once someone 
challenges it. Some of that content would be disinformation and targeted hate 
speech— when either is defamatory— but other material might be offensive but 
true, posing a risk of overcensorship.

But there are other ideas with plausible bipartisan support: For one, make 
the platforms earn their immunity from lawsuits. Ellen Goodman and others 
have proposed using Section 230 as leverage to push the platforms to be more 
transparent, for example, by disclosing how their algorithms order people’s news 
feeds and recommendations and how much disinformation and hate speech they 
circulate.41 A quid pro quo could go further, requiring the companies to change 
their algorithms or identify superspreaders of disinformation and slow the vi-
rality of their posts.42 To make sure new media sites can enter the market, the 
government could exempt small start- ups but impose conditions on platforms 
with tens of millions of users.

Congress, as well as the Justice Department, can also promote competition 
through antitrust enforcement. In early October 2020, the House Judiciary 
Committee’s Democratic leadership released a 449- page report, based on an 
extensive investigation, that said Facebook, Google (which owns YouTube), 
Amazon, and Apple have monopoly power in their markets like that of the “oil 
barons and railroad tycoons” of the early twentieth century. “Because there is 
not meaningful competition, dominant firms face little financial consequence 
when misinformation and propaganda are promoted online,” the report stated43. 
When the Federal Trade Commission filed suit against Facebook for anticom-
petitive conduct at the end of 2020, the case was described as one of the most 
important such actions in decades. Then in June 2021 a district court judge 
threw out the case (for lack of evidence to support the government’s claim that 
Facebook controlled 60 percent of the social media market). The government 
returned to court with a new filing; the upshot is that it remains to be seen how 
effective antitrust enforcement will be in the social media domain.44

For decades, tech companies mostly responded to criticism with 
antiregulatory, free speech absolutism. But external pressures, and their own 
controversial records, have had an impact. Mark Zuckerberg of Facebook and 
Jack Dorsey of Twitter have lately suggested they are open to government reg-
ulation that would hold platforms to external standards. This could at least 
solve the problem of transparency exposed by Biden’s fight with Facebook 
over COVID misinformation. And there are other medium- sized ideas floating 
around Washington for steps to improve the online speech environment, like 
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banning microtargeted political ads, requiring disclosure of the ad buyers, and 
making the platforms file reports detailing when they remove content or reduce 
its spread.45

But the United States may miss the chance to lead. To fend off regulation 
and antitrust enforcement, the internet platforms spend millions of dollars on 
lobbying in Washington. They align their self- interest with a nationalist pitch, 
warning that curbing America’s homegrown tech companies would serve the 
interests of Chinese competitors like TikTok.

Europe once more offers an alternative. The European Union and its 
members don’t have a stake in the dominance of American tech companies. 
European lawmakers have proposed requiring platforms to show how their 
recommendations work and giving users more control over them, as has been 
done in the realm of privacy. They could also require that the platforms set and 
enforce rules for slowing the spread of disinformation from known offenders. 
Miguel Poiares Maduro of the European Digital Media Observatory has 
proposed treating the platforms like essential facilities, the European version 
of public utilities, and subjecting them to more regulation. (Senator Elizabeth 
Warren, the Massachusetts Democrat, has outlined a similar idea in the United 
States.) It would be a huge shift.46

There is no consensus on a path forward, but there is precedent for some in-
tervention. When radio and television radically altered the information land-
scape, Congress passed laws to foster competition, local control, and public 
broadcasting. From the 1930s until the 1980s, anyone with a broadcast license 
had to operate in the “public interest”— and starting in 1949, that explicitly in-
cluded exposing audiences to multiple points of view in policy debates. The 
Court let the elected branches balance the rights of private ownership with the 
collective good of pluralism.

This model coincided with relatively high levels of trust in media and low 
levels of political polarization. That arrangement has been rare in American his-
tory. It’s hard to imagine a return to it. But it’s worth remembering that radio and 
TV also induced fear and concern, and our democracy adapted and thrived. The 
First Amendment of the era aided us. The guarantee of free speech is for democ-
racy; it is worth little, in the end, apart from it.



      



      

4

A Framework for  
Regulating Falsehoods

C a s s  R .  S u nst e i n

One of the most serious concerns about speech on social media focuses on the 
increasing amount of false information. This can have serious consequences for 
individuals, for our society, and for our democracy. What is the role of truth and 
falsehood in human life? In business? In health care? In politics? In this essay, 
I will try to shed some light on how we might think about these questions.

Consider three problems. All of them are hypothetical, but they are based di-
rectly on real events, happening all over the world.

 • Thomas Susskind, falsely claiming to be a doctor, writes on his Facebook page 
that COVID- 19 does not create a serious health problem. Purporting to ana-
lyze the data with care, Susskind insists that unless you’re at least eighty years 
old, you really don’t have to worry about it. Susskind knows that the state-
ment is false; for reasons of his own, he is trying to create problems in Europe 
and the United States. Should Facebook take the statement down, or accom-
pany it with some kind of correction? Should public officials order Facebook 
to do so?

 • A political candidate named John Jones buys an advertisement on the web-
site of a prominent television network. The advertisement falsely states that 
Jones’s opponent, a politician named Eric Munston, sexually assaulted a fe-
male employee ten years ago. Jones knows that the statement is false. Should 
Munston be allowed to sue the network or Jones? Should he be allowed to 
force the network to take the advertisement down?

 • Mary Winston runs a column in the local newspaper stating that vaccinations 
are responsible for autism. Winston believes that the statement is true. But it 
isn’t. Even so, the column is convincing many parents not to vaccinate their 
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children and is thus creating serious health risks. Can the local authorities 
order the newspaper to remove the column? Can they fine Winston? Can they 
mandate some kind of disclaimer, at least online?

Is there a right to lie? About a pandemic? About health and safety? About a 
public official? About an actor or musician? About a neighbor? About science? 
If we are committed to freedom of speech, must we tolerate lies? What about 
falsehoods in general? How important is truth, and what should governments 
do to protect it?

Intimate relationships are defined by trust. (“I trust you,” one person might 
declare to another, at a defining moment.) So are close friendships. Truth- telling 
is central to trust. Something similar can be said about relationships between 
employers and employees, or among people who work together (at, say, a restau-
rant, a hospital, or a school). None of these relationships is likely to be entirely 
free from lies, but in some cases, deception turns out to be shattering. In politics, 
truth- telling is not exactly universal. But in politics, some lies can also be shat-
tering. They are beyond the pale. What can be done about them?

In a famous opinion, Supreme Court Justice Oliver Wendell Holmes Jr. 
wrote: “The most stringent protection of free speech would not protect a man in 
falsely shouting fire in a theatre and causing a panic.”1 Right now, a lot of people 
are falsely shouting fire in a crowded theater. They are causing panics. At the 
very least, what they are doing is pretty close to that. They are certainly shouting, 
and what they are shouting is false. In some cases, their lies lead to illnesses and 
deaths. In other cases, their lies cut at the heart of democratic self- government. 
Some of those lies come from foreign governments, such as Russia. Some of 
them are homegrown. They come from public officials and from politicians or 
those who support them.

Importantly, many false statements are not lies; people who make or 
spread them sincerely believe them to be true. Falsehoods are a broad cate-
gory of which lies are a mere part. Some people say what they know to be false. 
Others are reckless; it should be obvious that they are spouting falsehoods, 
but they do not know that that is what they are doing. Still other people are 
simply mistaken; they had reason to say what they did, but they turned out 
to be wrong.

These differences matter. When we are deciding whether a falsehood can 
or should be punished or regulated, it might be crucial to know whether the 
speaker was a liar, or reckless, or merely mistaken. But even the most innocent 
mistakes can be damaging and dangerous. Consider the case of Mary Winston, 
who was not a liar. People make mistakes about health or safety, and their 
mistakes cost lives.
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Corrections

In general, falsehoods ought not to be censored or regulated, even if they are 
lies. Free societies protect them. Public officials should not be allowed to act as 
the truth police. A key reason is that we cannot trust officials to separate truth 
from falsehood; their own judgments are unreliable, and their own biases get in 
the way. If officials are licensed to punish falsehoods, they will end up punishing 
dissent. As Justice Robert Jackson wrote in the greatest opinion in the long his-
tory of the US Supreme Court, “Those who begin coercive elimination of dis-
sent soon find themselves exterminating dissenters. Compulsory unification of 
opinion achieves only the unanimity of the graveyard.”2

The best response to falsehoods is usually to correct them, rather than to 
punish or censor them. Punishment or censorship can fuel falsehoods. In some 
contexts, they operate like oxygen. These are time- honored ideas, but in some 
ways, they are now on the defensive. We need to understand them better. We 
need to appreciate them more. We need to do that, above all, to protect against 
government overreach, but also to allow freedom to flourish on television and in 
magazines and newspapers, and also online and on social media platforms such 
as Facebook and Twitter.

Still, we need to qualify these conclusions— and to take some of them back. 
As William Blake wrote, commenting on lectures by Sir Joshua Reynolds, who 
praised generalization: “To Generalize is to be an Idiot. To Particularize is the 
Alone Distinction of True Merit.” Blake added, “I thank God I am not like 
Reynolds.”3

Under the US Constitution, government can already do a great deal to control 
defamation. It can already regulate false advertising. It should be allowed to do 
more. It should be able to restrict and punish certain kinds of lies and falsehoods 
that pose serious threats to public health and safety. To protect the democratic 
process, it should be able to regulate other kinds of lies and falsehoods, even if 
they are not defamatory. It should be able to regulate doctored videos, certainly 
when they are defamatory, and even when they are not, to ensure that people 
who see them know that they are doctored. In defending these conclusions, 
one of my main purposes is to draw attention to the sheer diversity of tools. 
Government need not censor or punish; it might (for example) require dis-
closure, or some form of choice architecture that reduces the likelihood that 
falsehoods will spread.

Private institutions, including television networks, magazines, and 
newspapers, and social media platforms (such as Facebook, YouTube, and 
Twitter) have considerable room to slow or stop the spread of lies and falsehoods. 
To their credit, some of them are doing a great deal already, and their creativity 
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offers a host of lessons for public officials. But they should be doing more. Real 
people are being badly hurt by their inaction. So are institutions, both public 
and private.

Fake News

If you want to ban each and every lie, or to excise lies and falsehoods from human 
life, you’re probably not a lot of fun.

People boast; they exaggerate their achievements. Some of us flatter; we tell 
people things that they want to hear. People protect themselves; they lie to those 
who threaten them. (Do the ends justify the means? Not never; but sometimes.) 
Some of us joke; we tell tall tales. Journalists spread falsehoods, even when they 
are trying very hard to tell the truth. No one should have to live in a nation that 
makes it a crime not to tell the truth, or even to lie. Such a nation would crush 
freedom.

But some lies, and some falsehoods, are beyond the pale. Suppose that Barton 
Medical, a (hypothetical) company that sells medicines, markets a new product, 
promising, “If you take this daily, you will never get cancer!” If the product does 
nothing to prevent cancer, the company will almost certainly get into trouble 
with the authorities. This is so even in the freest of free societies. But it is not 
simple to come up with principles to distinguish between what is intolerable 
from what must be allowed. To do that, we have to explore the foundations of 
a system of free expression. We need to understand what such a system is for— 
what it is designed to do.

These issues are always important, but in the modern era, they have new ur-
gency. One reason, of course, is the rise of modern technologies, which allow 
falsehoods to be spread in an instant. If you want to circulate a lie about safety 
or health, or about a prominent person, you can do that with ease. If you want to 
sell a product by lying about it, you can try, starting today. If you are a public of-
ficial and you want to lie about what you are doing, you can get a large audience 
in essentially an instant. You might be able to do the same thing if you want to 
attack a public official, a former lover, a neighbor, or someone you hate or just 
don’t like. Or consider the focus on “fake news,” disseminated by both foreign 
and domestic agents in an effort to generate traffic, to sow social divisions, or to 
drive political outcomes in North America, Europe, and elsewhere in particular 
directions. Much news is indeed fake, and that is a major problem.

Ironically, however, charges of “fake news” are often themselves fake— 
making it quite destabilizing to figure out what is true. Prominent national 
leaders cry “Fake news!” when they are subject to criticism, even when nothing 
fake has been said, and when the factual claims are true. The real fake news is 
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the cry of fake news. The result is that with respect to many questions, people 
now find themselves in a state of vertigo. As St. Augustine said: “When regard 
for truth has been broken down or even slightly weakened, all things will re-
main doubtful.”4 Or consider the contestation of science and established facts by 
prominent figures, including national leaders in many nations. Highly influential 
lies by public officials and in political campaigns are nothing new, but there are 
certainly a lot of them these days.

Television programs, newspapers, magazines, Facebook, Twitter, YouTube, 
and other social media platforms should be doing more than they are now doing 
to control the spread of falsehoods. Of course, they should prize freedom of 
speech and the values that it carries with it. But they should also work to protect 
public health and safety, democratic processes, the reputations of individuals 
and institutions, and most broadly, the social norm in favor of respect for, and 
recognition of, what is true— a matter of uncontestable fact.

As Hannah Arendt warned:

The chances of factual truth surviving the onslaught of power are very 
slim indeed; it is always in danger of being maneuvered out of the world 
not only for a time but, potentially, forever. Facts and events are infi-
nitely more fragile things than axioms, discoveries, theories— even the 
most wildly speculative ones— produced by the human mind; they 
occur in the field of the ever- changing affairs of men, in whose flux 
there is nothing more permanent than the admittedly relative perma-
nence of the human mind’s structure.5

A Framework

There are countless falsehoods out there, and along many dimensions, they are 
different from one another. A cry of “Fire!” might be a lie, designed to cause a 
stampede. Or it might be an innocent mistake, coming from someone who saw 
some smoke from audience members who were (illegally) lighting up cigarettes. 
A seller of a car might lie about the vehicle’s gas mileage. On a date, a man might 
lie about his career achievements. Someone might perjure himself, saying that 
he was not at the scene of the accident. Someone might make an innocent error, 
mistakenly identifying someone as a perpetrator of a crime.

These diverse falsehoods raise very different questions. To approach them, 
we need a framework. To obtain one, we need to identify four sets of issues, and 
we need to keep them separate. As we shall see, each of them plays a role in anal-
ysis of constitutional issues and also of the obligations of private institutions, 
including social media providers.
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 1. The first question involves the speakers’ State of Mind (and hence their level 
of culpability). In saying something that is false, people might be (1) lying, 
(2) reckless, (3) negligent, or (4) reasonable but mistaken. It might greatly 
matter into which category speakers fall. Under US constitutional law, it often 
does. The difference between lying and (2), (3), and (4) should be straight-
forward. The differences among (2), (3), and (4) are less straightforward.

 2. The second question involves the Magnitude of Harm. How much damage 
is caused by the falsehood? There is a continuum here, but for heuristic 
purposes, let us say that the damage might be (1) grave, (2) moderate, 
(3) minor, and (4) nonexistent. A lie could start a war; that would be grave. 
But many lies are harmless. In deciding whether a falsehood can be regulated, 
surely it matters whether it is causing a grave harm or no harm at all.

 3. The third question involves the Likelihood of Harm. Here, too, we have 
a continuum, including (1) certain, (2) probable, (3) improbable, and 
(4) highly improbable. A falsehood could create essentially certain harm, as 
when a seller lies about a product and thus induces a consumer to buy, or 
when someone prominently says, online, that people under the age of eighty 
cannot get COVID- 19. By contrast, a falsehood could create highly improb-
able harm, as when a student announces in a class, “John F. Kennedy was not, 
in fact, president of the United States; he was actually vice president.”

 4. The fourth and final question involves the Timing of Harm. Yet again there 
is a continuum, but for heuristic purposes, it might be (1) imminent, in the 
sense of occurring immediately, (2) imminent, in the sense of the occurring 
in the near future, (3) occurring not in the near future but reasonably soon, 
or (4) occurring in the distant future. A libel can easily be seen to create im-
minent harm. A claim, by one teenager to another, that smoking cigarettes is 
actually good for you might be seen to create long- term harm.

These various possibilities might be mixed and matched in numerous ways— 
256, to be precise. We could construct a matrix with that number of boxes, and 
aim to give an indication of how the constitutional issue would be resolved, or 
should be resolved, on the basis of what box is involved. In order not to get ahead 
of ourselves, and as an act of mercy, let us not to do that. Let us allow table 4.1 
to suffice.

It should be immediately clear that for purposes of thinking about freedom 
of speech, the combination of boxes will almost certainly matter. Suppose that 
we are dealing with liars who are certain to create grave harm immediately. If so, 
the argument for First Amendment protection seems very weak. Suppose, by 
contrast, that we are dealing with speakers who made reasonable mistakes that 
have a low probability of creating minor harms in the distant future. If so, the 
argument for First Amendment protection is very strong. As we shift from the 
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four sets of (4) to the four sets of (1), the argument for constitutional protection 
gains force. Current constitutional law roughly reflects that understanding (but 
note: only roughly).

What Matters

To be more disciplined, of course, we need to think about each of the four scales, 
and about why they matter. For State of Mind, there are two major candidates. 
The first involves culpability. From the moral point of view, a liar seems to be 
a great deal worse than a complete innocent, and if people spread falsehoods 
recklessly, they are worse than the merely negligent. Predictably, moral outrage 
weakens as we go from (1) to (2) to (3) to (4).

The second explanation points to the effects of punishment or regulation on 
freedom of expression. Those effects differ dramatically, depending on the state 
of mind of the speaker. If the state punishes a liar, the deterrent effects are far less 
severe than if it punishes someone who has made a reasonable mistake. If those 
who make reasonable mistakes are punished, a lot of people will simply shut up. 
But if liars are punished, liars will stop lying. How bad is that? At first glance, it 
is not bad at all.

It is true that the state might wrongly deem someone to be a liar. It is also true 
that some lies are harmless. It is true, too, that punishment of liars might turn 
out to deter truth- tellers. For these reasons, we might demand some showing 
of harm— at least (3)— to justify regulation of lies. But as we shift from lying 
to recklessness to negligence to reasonable mistakes, regulation imposes an in-
creasingly serious threat to freedom of expression.

If we emphasize culpability, we might converge on a simple conclusion: Lies, 
as such, should not receive any protection at all. The Supreme Court has rejected 
that view. The Court was right on the general point. The government has imper-
fect tools for ferreting out lies; if government acts against lies, it might be biased, 
going after a particular subset of lies; human beings have a right to depart from 
the truth, at least in some situations. We might therefore insist that government 
must make some demonstration of harm if it seeks to regulate lies. I shall be 

Table 4.1.  Framework for Regulating Falsehoods

State of Mind Lie Reckless Negligent Reasonable

Magnitude of harm Grave Moderate Minor Nonexistent

Likelihood of harm Certain Probable Improbable Highly improbable

Timing of harm Imminent Near future Reasonably soon Distant future
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defending that conclusion here. (This conclusion bears on the responsibilities of 
private institutions, including social media platforms.)

For Magnitude of Harm, the central idea is simple. It is no light thing to sup-
press or regulate speech, which means that a significant justification is almost 
always required in order to do that. A small loss is not enough. As they say, de 
minimis non curat lex (the law does not concern itself with trifles). This general 
proposition leaves many open questions.

For Likelihood of Harm, the claim seems to be that if no one is likely to 
be hurt, we lack the requisite justification. Why should government regulate 
speech— including falsehoods— if it can show only a small chance of harm? But 
there is a serious problem with the claim here. Suppose that a falsehood gives 
rise to a small chance (say, one in ten) of a very grave harm (say, a significant 
loss of lives). In that event, is there a weaker justification for regulation than if a 
falsehood gives rise to a high probability (say, nine in ten) of a modest harm (say, 
a small loss of money)? What would seem to matter is the expected value of the 
harm, not its likelihood.

For Timing of Harm, the justification seems to have everything to do with 
the idea of “counterspeech,” captured in the view that the proper remedy for 
falsehoods is more speech, not enforced silence.6 If harm is not imminent, 
perhaps the legal system should rely on rebuttal or counterargument, not on 
censorship or regulation. But this idea is also vulnerable. Suppose that a harm 
is inevitable but not reasonably soon. How, exactly, will counterspeech help? 
Should imminent harm be necessary? Perhaps it ought not to be. But there is 
a qualification: If a harm is not imminent, we might not be sure that it is likely 
at all. Officials might think that it is, but they might be wrong. Their powers of 
prediction are limited, and their judgments might be distorted by some kind 
of bias. It might make sense to care about timing for pragmatic reasons: If the 
harm is a long way off, maybe we should just assume that counterspeech is the 
right remedy.

Tools

It is essential to see that if falsehoods threaten to create harm, government can 
choose among an assortment of tools, with different levels of aggressiveness 
and intrusiveness. It might order those who spread falsehoods to stop. It might 
impose a jail sentence. It might impose a criminal fine. It might impose a civil 
fine. It might authorize people to bring damage actions in court. It might require 
someone— a newspaper, a television network, a social media provider— to pro-
vide some kind of disclaimer or disclosure to those who will see the falsehood. 
It might require labels and warnings. It might come up with a corrective strategy 
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of its own, perhaps by telling the truth and making it readily available. Whenever 
free speech is at issue, courts might require government to choose the most 
speech- protective alternative— for example, disclosure rather than prohibition.

Private institutions, including social media providers, also have an assortment 
of tools. For example, Facebook, YouTube, and Twitter might remove certain 
lies. Alternatively, they could require disclosure. They could use the architecture 
of their platform in creative ways— perhaps by downgrading falsehoods so that 
few people see them, or perhaps by educating their users so that they can easily 
find out what is true. They might combine these approaches in creative ways, 
restricting the most aggressive for the most harmful, and the gentlest for the least 
harmful. In 2020, Twitter received a great deal of attention when it accompanied 
two tweets by President Donald Trump containing false claims about the high 
level of fraud associated with mail- in ballots with a small label: “Get the facts 
about mail- in ballots.” (Was Twitter right to do that? I think so.)

Importantly, governments might consider building on some of those 
practices, perhaps requiring their best practices. There are some promising 
and novel possibilities here. Some social media platforms have adopted cre-
ative methods for combatting falsehoods and lies, sometimes by informing 
users, sometimes by educating them, sometimes by using architecture to 
limit the distribution and influence of misinformation. Labels and warnings 
might be used in lieu of removing material. We could easily imagine a law that 
would require general adoption and use of one of these techniques. We could 
also imagine a judicial holding that under the free speech principle, govern-
ment is required to use the least intrusive tool. And indeed, the various tools 
could be mixed and matched with the four scales emphasized here— with, for 
example, permission to use the most aggressive tools with the (1)s, and the 
weakest with the (3)s.

These points offer a distinctive perspective on both old and new problems. 
They strongly suggest that in the United States, current constitutional law fails 
to strike the right balance. Public officials, actors, musicians, and athletes should 
be able to do far more than they are now permitted to do to respond to defa-
mation. The same is true for ordinary citizens subject to damaging falsehoods. 
In addition, public officials have considerable power to regulate deepfakes and 
doctored videos. They are also entitled to act to protect public health and safety, 
certainly in the context of lies, and if falsehoods create sufficiently serious risks, 
to control such falsehoods as well. In all of these contexts, some of the most 
promising tools do not involve censorship or punishment; they involve more 
speech- protective approaches, such as labels and warnings.

Private institutions, including television networks, magazines, newspapers, 
and social media providers, should be acting more aggressively to control defa-
mation and other falsehoods and lies. They should be doing more than they are 
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now doing to prevent the spread of misinformation involving health and safety 
and of doctored videos. They should reduce the coming spread of deepfakes.

These are specific conclusions, but they bear on some of the largest and most 
general questions in all of politics and law, and indeed in daily life itself. Hannah 
Arendt put it this way: “What is at stake here is this common and factual reality 
itself, and this is indeed a political problem of the first order.”7 The principle of 
freedom of speech should not be taken to forbid efforts to protect reality.
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The Free Speech Industry
M a ry  A n n e  F r a n k s

Introduction

During a September 30, 2021, Senate Commerce Subcommittee hearing on 
Facebook and mental health harms, Sen. Edward Markey (D- Mass.) stated that 
“Facebook is just like Big Tobacco, pushing a product they know is harmful to 
the health of young people.”1 Comparisons between big tech and big tobacco 
have proliferated in recent years, as journalists, scholars, and legislators note the 
similarities between two massively profitable, largely unregulated industries that 
knowingly inflict harms on the public. One major difference between the two 
is that the tobacco industry was eventually subjected to extensive regulation, 
through both agency oversight and lawsuits. The tech industry, by contrast, re-
mains as yet virtually untouched by either administrative rules or by tort law.

The tech industry’s broad immunity from civil suits is the product of Section 
230 of the Communications Decency Act. Though not usually described as 
such, Section 230 is an astonishingly comprehensive piece of tort reform. While 
a straightforward reading of the 1996 law indicates that it forbids imposing pub-
lisher liability in defamation cases, courts have interpreted Section 230 to pre-
emptively absolve online intermediaries of nearly all tort liability (as well as state 
criminal liability) for wrongful content and conduct on their sites and services.

Tort reform has historically been a partisan affair. Progressives have often 
decried tort reform as a tool of neoconservatives to advance corporate interests 
over individual welfare. For example, liberals have criticized the 2005 Protection 
of Lawful Commerce in Arms Act (PLCAA), which broadly immunizes the 
firearms industry for unlawful acts committed with their products. Liberals 
have highlighted the constitutional significance of access to the courts to ob-
tain redress for wrongs, especially for marginalized groups, and emphasized 
how “tort liability encourages industries to develop new safer technologies.”2 
But liberals have been among the strongest supporters of Section 230, even as 
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the law has been used to close the courtroom door on some of the most vulner-
able members of society, including women, racial minorities, and minors, who 
have suffered grave injuries stemming from the action or inaction of powerful 
corporations.

Until very recently, Republicans and Democrats were united in their def-
erence to the tech industry. Today, while politicians on both sides of the aisle 
claim to be appalled by big tech’s power and influence— though often for very 
different reasons— they rarely acknowledge how both parties’ decades- long, en-
thusiastic embrace of Section 230 has helped create it. Nor has either party yet 
made significant strides to restore the right of individuals to their day in court 
for a vast array of harms facilitated by tech companies, including surveillance, 
harassment, threats, privacy violations, and defamation.

Why has such an incredibly powerful industry been allowed to essentially 
regulate itself for so long? Why have liberals, in particular, not only failed to 
sound the alarm on tech corporations’ predatory practices, but often been the 
industry’s biggest cheerleaders? An important part of the explanation is the truly 
extraordinary degree to which the tech industry has convinced the public that 
free speech is a product, and it has cornered the market.

From the earliest days of the commercial internet, technolibertarians asserted 
that cyberspace was the true home of free speech, an assertion inevitably 
wrapped in antiregulatory sentiment. Tech companies invoked the laissez- faire 
principles of the First Amendment to justify their failure to address extremism 
and abuse, elevating passivity into a virtue. Perhaps most seductively, companies 
like Google, Facebook, and Twitter appeared to provide “free speech” in a dual 
sense: free from censorship and free from cost.

But as the world is increasingly coming to recognize, there is nothing free 
about what the tech industry is offering. For tech companies, “free speech” is 
“free labor,” a commodity created by “users” to sell to other “users.” Far from 
being uncensored, speech online is filtered, arranged, promoted, altered, and 
labeled in accordance with corporate interests. In exchange for the illusion of 
free expression, multi- billion- dollar corporations extract troves of personal 
data from individuals to be used for marketing, advertising, and surveillance 
purposes. The relentless pursuit of “engagement” means that there is a premium 
placed on extreme, polarizing content, including vicious harassment, sexual ex-
ploitation, and dangerous disinformation.

The tech industry’s commercialization of “free speech” has also contributed 
greatly to the American public’s misunderstanding of the meaning and scope 
of the First Amendment. In particular, it has created confusion about to whom, 
to what, and how the First Amendment applies. The invocation of the First 
Amendment and free speech in the text of Section 230 further confuses the issue 



 Th e  Free  Speech  Indu st r y  67

      

for legislators and courts as well as the general public. The concept of free speech 
that emerges from this confusion is impoverished, commodified, and passive.

Far from unleashing the radical and revolutionary power of free speech, the 
free speech industry tends to tame free speech and cement the status quo. While 
the antiregulatory, pro- corporation, techno- utopian system enabled by Section 
230 immunity generates enormous capital, both literal and symbolic, the vast 
majority of that capital stays firmly in the hands of those who have always had 
more of it than everyone else: the wealthy, the white, the male. While Section 
230 does help amplify free speech, increase profits, and enable informational 
dominance for the powerful and the privileged, it also assists in the silencing, 
bankrupting, and subordination of the vulnerable.

Like other pernicious forms of tort reform, Section 230 curtails the rights of 
the vulnerable in favor of the privileges of the powerful. Insulating the tech in-
dustry from liability for extremism, abuse, and misinformation has threatened 
free expression, worsened existing inequalities of gender, race, and class, and 
gravely undermined democracy. Section 230 should be amended to allow those 
who have been injured to have their day in court. Unless the harmful content 
or conduct in question is clearly speech protected by the First Amendment, 
plaintiffs should not be barred from suing online intermediaries, and online 
intermediaries that demonstrate deliberate indifference to harmful content 
unprotected by the First Amendment should not be able to take advantage of 
Section 230’s protections.

Section 230: Tort Reform for the Tech Industry

In 1996, Congress attempted to regulate pornographic content on the internet 
by passing the Communications Decency Act. While the Supreme Court soon 
invalidated nearly all of the Act for violating the First Amendment, one part, 
now popularly known as Section 230, remained. Section 230 limits how and 
when online intermediaries (“interactive computer services”) can be held le-
gally accountable for the actions of those who use their platforms and services. 
Subject to exceptions for violations of federal criminal law and intellectual pro-
perty law, “providers or users of an interactive computer service,” as the statute 
called them, are not liable for content created by other users.

The tech industry looks considerably different today than it did in 1996. As 
of September 2021, the five largest US companies by market capitalization were 
Apple, Microsoft, Alphabet, Amazon, and Facebook.3 These five tech companies 
“constitute 20 percent of the stock market’s total worth, a level not seen from a 
single industry in at least 70 years.”4 The dominance of the tech industry extends 
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far beyond economic markets, shaping how people work, vote, socialize, learn, 
shop, and communicate.

As the influence and power of “big tech” have continued to expand, calls to 
reform the industry have emerged with increasing frequency and urgency across 
the political spectrum. A 2021 Pew Research survey found that 68 percent of 
Americans think that “major tech companies have too much power and influ-
ence in today’s economy,” and that more than half of Americans think that major 
tech companies should be more highly regulated.5 Executives from Facebook, 
Twitter, and Google have been summoned before Congress multiple times in 
recent years to address issues such as anticompetitive practices, misinforma-
tion, and algorithmic amplification.6 President Joe Biden signed an executive 
order in July 2021 urging the Federal Trade Commission (FTC) to examine an-
ticompetitive restrictions, unfair data collection, and surveillance practices by 
dominant internet platforms.7 The FTC filed an antitrust suit against Facebook 
in August 2021,8 and several bills have been introduced in Congress aimed at 
reducing the liability shield afforded to tech companies by Section 230 of the 
Communications Decency Act.9

Despite increasingly impassioned calls for reform, the profit, power, and in-
fluence of major tech companies only continue to grow. In August 2021, Google, 
Apple, and Microsoft “reported record- breaking quarterly sales and profits. 
Facebook doubled its profits and reported its fastest growth in five years. In the 
last three months alone the US’s five largest tech companies made combined 
profits of over $68bn.”10 In 2005, only 5 percent of Americans reported using 
social media; today, that number is 72 percent.11 Seven in ten Facebook users 
report daily use of the platform.12

According to its supporters, Section 230 is as necessary today as it was back 
in 1996 to ensure that the internet remains the most powerful medium of free 
expression. Section 230 enthusiasts refer to the law as the “Magna Carta of the 
internet,” the “foundation of the internet,” the “cornerstone of internet freedom,” 
and “the First Amendment of the internet.” Section 230 has three main provisions:

 • 230(c)(1), which states that “[n] o provider or user of an interactive computer 
service shall be treated as the publisher or speaker of any information pro-
vided by another information content provider.”

 • 230(c)(2), which shields providers and users of an interactive computer ser-
vice from civil liability with regard to any action that is “voluntarily taken 
in good faith to restrict access to or availability of material that the provider 
or user considers to be obscene, lewd, lascivious, filthy, excessively violent, 
harassing, or otherwise objectionable” or “taken to enable or make available 
to information content providers or others the technical means to restrict ac-
cess” to such material.
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 • 230(e)(3), which states, inter alia, that “no cause of action may be brought 
and no liability may be imposed under any State or local law that is incon-
sistent with this section.”

In brief, Section 230(e)(3) sets out the principle of broad immunity for tech 
companies, and the other two sections detail the two situations in which this 
principle is applied: when a company leaves harmful content up— 230(c)(1)— 
and when it takes it down or restricts it— 230(c)(2). As will be discussed in 
more detail below, the takedown provision, Section 230(c)(2), is a fairly unre-
markable provision that essentially restates rights that interactive computer ser-
vice providers, as private actors, already have under the First Amendment.

Section 230(c)(1), on the other hand, has been interpreted by courts to 
provide wide- ranging, preemptive immunity to online intermediaries for the 
choices they make about what content they choose to leave up, even if they 
know of its unlawful nature and take no reasonable steps to address it. Courts 
have interpreted Section 230 to protect online classifieds sites from responsi-
bility for advertising sex trafficking,13 online firearms sellers from responsibility 
for facilitating unlawful gun sales,14 and online marketplaces from responsibility 
for putting defective products into the stream of commerce.15

Section 230(c)(1) affirmatively strips plaintiffs who have been injured by on-
line harms of the right to pursue claims against online intermediaries. Although 
it is not often characterized this way, the law is a particularly sweeping and trou-
bling example of what is euphemistically called “tort reform,” a movement pri-
marily associated with neoconservative values. Tort reform generally refers to 
changing civil law to make it more difficult for injured parties to bring claims, 
receive compensation, or obtain jury trials. A common tactic of tort reform is to 
portray the civil system as being overrun by greedy, unscrupulous plaintiffs, and 
to cast corporations in the role of the victim. “Corporate victimhood deflects at-
tention away from the true victims: those who suffered from defective products, 
negligent medicine, investor fraud or unreasonably risky financial activities,” 
write Michael L. Rustad and Thomas H. Koenig. Similarly, neoconservatives 
redefined the term “reform” to mean caps and other limitations on recovery 
for injured plaintiffs “to improve the functioning of the American civil justice 
system.”16

Section 230 is often described as providing incentives for the tech industry 
to self- regulate, but this description is only intelligible with regard to Section 
230(c)(2), which protects online intermediaries from suit if they choose to re-
move content they find objectionable. By also protecting online intermediaries 
from suit if they choose not to regulate, Section 230(c)(1) removes the incen-
tive for them to act. Rather than encouraging the innovation and development of 
measures to fight online abuse and harassment, Section 230 removes incentives 
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for online intermediaries to deter or address harmful practices no matter how 
easily they could do so.

Section 230(c)(1) functions for the tech industry in much the same way 
that the PLCAA does for the firearms industry: It provides a superimmunity 
for powerful corporations, encouraging them to pursue profit without 
internalizing any costs of that pursuit. Just as the PLCAA eliminates incentives 
for manufacturers to develop safer guns or secure storage, Section 230 
eliminates incentives for tech corporations to design safer platforms or more 
secure products. Private individuals are left to deal with the fallout of a reck-
less tech industry moving fast and breaking things— including life- destroying 
harassment, publicized sexual exploitation, and ubiquitous surveillance— on 
their own, just as they are forced to absorb the costs of deaths and injuries as-
sociated with a reckless firearms industry. Section 230 preemptive immunity 
ensures that no duty of care ever emerges in a vast range of online scenarios and 
eliminates the incentives for the best- positioned party to develop responses to 
avoid foreseeable risks of harm.17

Not only does 230(c)(1) fail to incentivize safer tech products and practices, 
it denies members of the public access to the courts to seek redress for injuries. 
In Chambers v. Baltimore & Ohio R. Co. (1907), the Supreme Court stated that 
“[t] he right to sue and defend in the courts is the alternative of force. In an organ-
ized society it is the right conservative of all other rights, and lies at the founda-
tion of orderly government. It is one of the highest and most essential privileges 
of citizenship.”18 Section 230 preempts plaintiffs from ever bringing suit in many 
cases, and ensures that the suits that are brought will rarely survive a motion to 
dismiss on Section 230 grounds.

It may be objected that the appropriate party to be sued in many if not all 
cases is the person who directly caused the injury, or that many suits against 
online intermediaries will ultimately fail on the merits. As to the first objec-
tion, the nature of online interaction makes it challenging, often impossible, 
for plaintiffs to discover the identity of the person who has most directly 
wronged them. More important, many harms are the result of more than one 
actor— the principle of collective responsibility is well recognized in the law. 
As to the second objection, whether a plaintiff ’s claim will ultimately succeed 
in any given case is necessarily indeterminate. The value of the right to bring 
the claim does not turn on whether the claim is vindicated in the end. As 
Douglas A. Kysar notes, “Even when a plaintiff ’s case fails on the merits, judi-
cial engagement with the details of her claim helps to frame her suffering as a 
legible subject of public attention and governance.”19 Moreover, in many cases, 
the discovery process will provide significant value not just to the plaintiff in 
the case at hand, but to legislators, regulators, future plaintiffs, and the public, 
according to Rustag and Koenig:
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Prolonged discovery in cases where the ISP is classified as a distributor 
will enable plaintiffs to uncover more information about the nature, 
nexus, and extent of prior crimes and torts on websites. Plaintiffs could 
use the locomotive of discovery to unearth aggravating factors, such as 
whether the ISP profited by being too closely connected to fraudulent 
schemes that injured consumers. Discovery in these cases might even 
result in ISPs or websites being stripped of their immunity as primary 
publishers because of a close connection to the creators of illegal con-
tent. If ISPs were liable as distributors with knowledge, the gravamen 
of a case would shift to determining how much the web host or service 
provider knew about the dishonest scheme and when they knew it.20

Given that the costs of online injuries so often disproportionately fall on 
marginalized populations, the ability to hold online intermediaries respon-
sible is also key to protecting “cyber civil rights”21 (a phrase coined by Professor 
Danielle Keats Citron in 2009).22 The anonymity, amplification, and aggregation 
possibilities offered by the internet have allowed private actors to discriminate, 
harass, and threaten vulnerable groups on a massive, unprecedented scale. As 
the internet has multiplied the possibilities of expression, it has also multiplied 
the possibilities of repression, facilitating a censorious backlash against women 
and minorities. The internet lowers the costs of abuse by providing abusers with 
anonymity and social validation, while providing new ways to increase the range 
and impact of that abuse. Abundant empirical evidence demonstrates that on-
line abuse further chills the intimate, artistic, and professional expression of 
individuals whose rights were already under assault offline.23

Section 230’s preemption of the right of injured individuals to sue for online 
harms has led to a dystopian state of affairs where expressive, economic, and in-
formation inequalities divide our society; where the leader of a country can use 
social media platforms to incite violence against his own citizens; where domestic 
terrorists can coordinate bloody attacks on the Capitol; where global corporations 
can extract astronomical profits from exploiting private data; where women and 
minorities are silenced by online mobs; and where massive disinformation and 
misinformation campaigns can microtarget populations to create public health 
crises, foment armed rebellions, and undermine democracy itself.

Selling Free Speech

Comparing the tech industry to other industries, and Section 230 to other forms 
of tort reform, invites the objection that the tech industry should be treated 
differently than any other industry because its business is speech. Indeed, the 
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findings section of Section 230 itself stakes out this claim: “The Internet and 
other interactive computer services offer a forum for a true diversity of political 
discourse, unique opportunities for cultural development, and myriad avenues 
for intellectual activity.” Because the internet has “flourished, to the benefit of all 
Americans, with a minimum of government regulation,” one of the stated goals 
of Section 230 is “to preserve the vibrant and competitive free market that pres-
ently exists for the Internet and other interactive computer services, unfettered 
by Federal or State regulation.”

The close association of the internet and the First Amendment is reflected 
in a 2019 First Amendment Center of the Freedom Forum Institute survey that 
found that more than half of respondents agreed with the erroneous statement 
that “[s] ocial media companies violate users’ First Amendment rights when 
they ban users based on the content of their posts.”24 The error is not limited to 
members of the public; it also animates multiple lawsuits filed against companies 
such as Facebook, Twitter, and Google for alleged free speech violations as well 
as an increasing number of legislative and executive actions purporting to force 
social media companies to carry certain speech or provide access to certain 
speakers. This is despite the fact that the text of the First Amendment makes 
abundantly clear that it restrains government interference with speech and case 
law has abundantly demonstrated the corollary that private entities like so-
cial media companies are not so restrained. Indeed, the right of social media 
companies to create and enforce terms of service is itself protected by the First 
Amendment.

One explanation for the widespread but mistaken belief that tech companies 
are subject to First Amendment obligations is modern society’s extraordinary 
dependence on social media for communication, news, commerce, education, 
and entertainment, such that any restriction of access feels like a violation of 
constitutional significance.25 The outsized influence of the internet over daily 
life leads users to think of online platforms and tech companies not as the prem-
ises and products of private businesses but as public forums controlled by quasi- 
governmental actors.

But another influential factor is how the telecommunications industry has for 
decades actively encouraged the public to think of online platforms as natural, 
essential, and unmediated outlets for free speech. The tech industry’s unprece-
dented economic, political, and cultural dominance relies in significant measure 
on its successful, and successfully disguised, commodification of free speech.

Journalist Nicholas Thompson observes that “the idea of free speech has 
long been a central concern in Silicon Valley,” from the early “hacker ethic” 
that “prized the free flow of information” to a Twitter executive’s (in)famous 
2012 characterization of the site as the “ ‘free speech wing of the free speech 
party.’ ”26 As John Perry Barlow, a co- founder of the influential Electronic 
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Frontier Foundation (EFF), wrote in his 1996 Declaration of the Independence 
of Cyberspace, “[w] e are creating a world where anyone, anywhere may express 
his or her beliefs, no matter how singular, without fear of being coerced into 
silence or conformity.”27 Barlow’s manifesto rejects what he characterizes as gov-
ernmental attempts to regulate and censor cyberspace, declaring that “all the 
sentiments and expressions of humanity, from the debasing to the angelic, are 
parts of a seamless whole, the global conversation of bits. We cannot separate the 
air that chokes from the air upon which wings beat.”28

For many years, tech companies and platforms used First Amendment princi-
ples to justify their hands- off approach to abusive and harmful content on their 
platforms and services. Marvin Ammori observes that “the First Amendment— 
and American free speech doctrine— still influences top tech lawyers tremen-
dously. . . . It does so not as law but as a way of thinking about issues and viewing 
the world.”29 Kate Klonick writes that reliance on First Amendment law is “a 
common theme” of major technology platforms:

American lawyers trained and acculturated in American free speech 
norms and First Amendment law oversaw the development of com-
pany content- moderation policy. Though they might not have “directly 
imported First Amendment doctrine,” the normative background in 
free speech had a direct impact on how they structured their policies.30

Following controversy in 2012 about a subreddit featuring surreptitious 
photographs of underaged girls, then- CEO of Reddit Yishan Wong wrote, “We 
stand for free speech. This means we are not going to ban distasteful subreddits. 
We will not ban legal content even if we find it odious or if we personally con-
demn it. Not because that’s the law in the United States . . . but because we be-
lieve in that ideal independently, and that’s what we want to promote on our 
platform.”31 When Fredrick Brennan, the creator of the site 8chan, was asked 
in 2014 whether sexually explicit imagery featuring minors “is an inevitable fix-
ture in the landscape of hardcore free- speech zones like his website,” he replied 
in the affirmative: “It is simply the cost of free speech and being the only ac-
tive site to not impose more ‘laws’ than those that were passed in Washington, 
D.C.”32 Newer social media sites like Gab and Parler are even more explicit 
about their professed First Amendment ideals. Gab’s terms of service mention 
the First Amendment no fewer than eight times; Parler’s community guidelines 
state that “[w] hile the First Amendment does not apply to private companies 
such as Parler, our mission is to create a social platform in the spirit of the First 
Amendment to the United States Constitution.”33

But, as succinctly expressed in Mark Zuckerberg’s testimony before a 2018 
joint hearing before the Senate Judiciary and Senate Commerce, Science, and 



74 R e f o r m i n g  S e c t i o n  2 3 0

      

Transportation Committees, the business of social media platforms isn’t free 
speech, but profit. When asked by Senator Orrin Hatch, “How do you sus-
tain a business model in which users don’t pay for your service?” Zuckerberg 
answered, “Senator, we run ads.”34

The internet is dominated by a handful of multi- billion- dollar companies, in-
cluding Facebook, Google, and Twitter. The point of what is euphemistically re-
ferred to by these companies as “engagement,” “community,” or “user- generated 
content” is not the promotion of free speech or the public interest; it is to harvest 
as much data as possible to sell to advertisers. These industry players operate 
“commercial enterprises designed to maximize revenue, not defend political 
expression, preserve our collective heritage, or facilitate creativity.”35 The com-
modification of free speech is an essential element of what Shoshana Zuboff calls 
“surveillance capitalism”: “a boundary- less form that ignores older distinctions 
between market and society, market and world, or market and person. It is a 
profit- seeking form in which production is subordinated to extraction as sur-
veillance capitalists unilaterally claim control over human, societal, and political 
territories extending far beyond the conventional institutional terrain of the pri-
vate firm or the market.”36

Free speech is the free labor that fuels the tech industry. Search engines and 
social media platforms create nothing; they amplify, sort, and sell the speech of 
users who increasingly cannot conceptualize a right of free speech that exists 
apart from the internet: “to exist is to be indexed by a search engine.”37 The 
tech industry masks its corporate manipulation, extraction, and exploitation of 
speech through an increasingly wide range of “free” services promising connec-
tion, entertainment, and convenience. “Practically anyone can set up a Facebook 
or Twitter or Snapchat account (or all of these together), and using Google does 
not even require that,” writes Moran Yemini. “With all of these opportunities for 
speech, it is sometimes easy to forget that, whatever users wish to do and to be 
through the use of these platforms, their interests are always subject to the grace 
of the platform.”38

Crossing a Line

Experts on online disinformation and harassment have been arguing for years 
that allowing extremism and abuse to flourish on the internet leads to real- world 
harms. But the major players in the tech industry have until very recently largely 
eschewed moderation or even enforcement of their own terms of service with 
regard to white supremacist content, coordinated misogynist campaigns, and 
political misinformation. In the wake of high- profile incidents and sustained 
public pressure by antiabuse advocates, several tech companies began to make 
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sporadic attempts to address nonconsensual pornography, conspiracy theories, 
and targeted harassment of individuals around 2015. But it was the January 6, 
2021, insurrection that led to the most significant and sustained interventions 
by major tech companies to address harmful content.

On January 8, 2021, two days after a violent mob attacked the Capitol in 
an attempt to prevent Congress’s certification of the 2020 presidential elec-
tion, Twitter permanently banned then- president Donald Trump’s personal ac-
count.39 Twitter had first temporarily locked the @realDonaldTrump account 
on January 6 after Trump posted a video and a statement repeating false claims 
about the election and expressing his “love” for the rioters,40 requiring Trump 
to delete the tweets before being able to post again. At the time of the lockout, 
the Twitter Safety team noted that if Trump violated Twitter’s policies again his 
account would be banned.41 In a blog post on January 8, the company explained 
that it had determined that two of the Trump tweets that followed the riots, one 
referencing “American Patriots” and another stating that Trump would not be 
attending President- Elect Biden’s inauguration, were “likely to inspire others to 
replicate the violent acts that took place on January 6, 2021, and that there are 
multiple indicators that they are being received and understood as encourage-
ment to do so.”42

The rioters who attacked the Capitol on January 6 bludgeoned a police officer 
to death with a fire extinguisher; dragged another officer down several steps and 
beat him with an American flag; attempted to locate and assassinate Speaker of 
the House Nancy Pelosi; constructed a gallows on Capitol grounds and called 
for the hanging of Vice President Mike Pence; ransacked congressional offices; 
looted federal property; and forced terrified elected officials and their staff into 
hiding for several hours.43 They organized their efforts on sites such as Facebook, 
Twitter, and Parler, where false claims about election fraud and increasingly un-
hinged conspiracy theories like QAnon had proliferated for months.44

Twitter’s decision to ban Trump came after Facebook’s announcement that it 
would be suspending Trump’s account indefinitely;45 more social media bans— 
not just of Trump, but of other individuals who promoted lies about the election, 
endorsed white supremacist rhetoric and violence, or encouraged further insur-
rection efforts— quickly followed.46 On January 9, Google and Apple removed 
the right- wing- dominated social media site Parler from their app stores after the 
site refused to moderate violent content, and Amazon removed the site from its 
web hosting services later that same day, citing the platform’s multiple violations 
of Amazon’s terms of service.47

While some praised the social media crackdown, several prominent 
Republican figures characterized it as an attack on free speech and the First 
Amendment— often taking to social media to do so.48 Secretary of State Mike 
Pompeo tweeted, “Silencing speech is dangerous. It’s un- American. Sadly, this 
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isn’t a new tactic of the Left. They’ve worked to silence opposing voices for 
years.” Donald Trump’s son, Donald Trump Jr., tweeted, “Free Speech Is Under 
Attack! Censorship is happening like NEVER before! Don’t let them silence us.” 
Congressman Matt Gaetz proclaimed, on Twitter, “We cannot live in a world 
where Twitter’s terms of service are more important than the terms in our 
Constitution and Bill of Rights.”49

Many conservatives also complained about how many followers they were 
losing as Twitter purged accounts violating their terms of service.50 Pompeo 
tweeted a graphic purporting to show how many thousands of followers he and 
other high- profile right- wing individuals had lost. Scott Atlas, who served as 
a Trump advisor on COVID- 19 policy, bemoaned on January 11, “I have lost 
12k followers in the past few days.” Sarah Huckabee Sanders, the former White 
House press secretary, tweeted on January 9, “I’ve lost 50k+  followers this week. 
The radical left and their big tech allies cannot marginalize, censor, or silence the 
American people. This is not China, this is United States of America, and we are 
a free country.”

But it was not only conservatives who raised concerns about social media 
platforms’ banning Trump and cracking down on election disinformation and 
violent propaganda. Following Facebook’s indefinite suspension of Trump’s 
account, NSA whistleblower Edward Snowden tweeted, “Facebook officially 
silences the President of the United States. For better or worse, this will be 
remembered as a turning point in the battle for control over digital speech.”51 
The Electronic Frontier Foundation (EFF) somberly observed, “We are always 
concerned when platforms take on the role of censors.”52 A senior legislative 
counsel for the American Civil Liberties Union (ACLU) wrote, “It should con-
cern everyone when companies like Facebook and Twitter wield the unchecked 
power to remove people from platforms that have become indispensable for the 
speech of billions.”53 Ben Wizner, an attorney for the ACLU, criticized Amazon’s 
decision to cut off Parler, telling the New York Times that “there will be times 
when large majorities of people want to repel speech that is genuinely impor-
tant. . . . I think we should encourage, in a broad sense, companies like Amazon 
to embrace neutrality principles.”54

The swift social media crackdown on harmful online content following the 
events of January 6 demonstrated that technology companies have long had 
the capacity to address online extremism and abuse— they have only lacked 
the will. And the cries of censorship that these belated and modest moves 
have triggered from influential figures across the political spectrum is a testa-
ment to how successfully the tech industry has colonized the free speech im-
agination of the American public. Speech is only real if it appears online; free 
speech is not merely a negative freedom from government interference, but an 
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affirmative right to an audience and to amplification; any moderation, edito-
rial control, or enforcement of quality standards by social media companies is 
a form of censorship.

The consequences of this confusion have been thrown into sharp focus in 
recent years as tech companies have made modest, belated attempts to address 
severe online harms such as misinformation and violent rhetoric. Platforms have 
begun deleting, flagging, or providing context to false information, as well as 
suspending or permanently banning users who violate their terms of service. As 
private entities, they have the First Amendment right to undertake these actions; 
a different part of Section 230, 230(c)(2), explicitly provides them with addi-
tional procedural protections in doing so. And yet these actions have led to a bar-
rage of criticism, especially from the right, including claims that the companies 
are engaging in “censorship” forbidden by the First Amendment. A number 
of high- profile Republicans have initiated lawsuits against tech companies 
and sought to gut Section 230(c)(2) in the name of defending free speech. 
Republican legislators have introduced laws attempting to force platforms to 
carry certain speech or grant access to certain speakers: exactly the kind of gov-
ernment action that the First Amendment explicitly prohibits.

These Orwellian attacks on tech companies and Section 230 obscure and 
undermine legitimate, urgently needed efforts to limit the tech industry’s 
terrifying power over the boundaries of public discourse. The most serious 
problem with Section 230 is not that it reinforces tech companies’ First 
Amendment rights to reduce, remove, or ban speech as they see fit. Rather, it is 
that it incentivizes tech companies to do the opposite: to leave up, boost, and 
even solicit content that causes foreseeable, measurable harm because they 
will not bear the costs for it. When it comes to private actors, passivity toward 
or complicity with harmful speech is neither an obligation nor a virtue. The 
tech industry should not be rewarded for turning a blind eye to conduct that 
incites violence, invades privacy, or threatens physical health, and certainly 
not for profiting from it. Such conduct is not only adverse to public welfare; it 
is adverse to free speech.

Most people know, on some level, that the First Amendment does not gener-
ally apply to private actors. They know that declining to let a solicitor into their 
private home isn’t censorship, that restaurants displaying signs that they have the 
right to refuse service to anyone isn’t a violation of free speech, that a newspaper 
doesn’t violate their constitutional rights when it fails to publish their letter to the 
editor. But the internet, and social media platforms in particular, feel different. 
That is due in no small part to how aggressively tech companies have cultivated 
the image of their products and services as being open to everyone to say any-
thing: a “modern day public square,” as the Supreme Court put it in Packingham 
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v. North Carolina.55 Congress has reinforced this association by asserting that the 
internet provides “a forum for a true diversity of political discourse.”56

These characterizations make it tempting to view the internet as a public 
forum. Public fora occupy a “ ‘special position in terms of First Amendment pro-
tection’ because of their historic role as sites for discussion and debate.”57 If the 
internet is a public forum, then social media companies, despite being private 
companies, should be treated like government actors with obligations to allow 
virtually all comers and all content.

But whatever hopes Packingham may have raised in terms of the Supreme 
Court’s expanding or obliterating the state- action doctrine for private fora that 
host speech, they were dashed in the 2019 case Manhattan Community Access 
Corp. v. Halleck. The Court held that “merely hosting speech by others is not 
a traditional, exclusive public function and does not alone transform private 
entities into state actors subject to First Amendment constraints.”58 In the ma-
jority opinion, Justice Kavanaugh noted that to hold otherwise would be to in-
trude upon a “robust sphere of individual liberty.”59 This would be “especially 
problematic in the speech context, because it could eviscerate certain private 
entities’ rights to exercise editorial control over speech and speakers on their 
properties or platforms.”60 In other words, protecting free speech in a private 
forum requires the exact opposite of what it takes to protect free speech in a 
public forum: Private actors must be allowed to exercise their free speech rights 
to counter, ignore, or exclude speech as they see fit, even where state actors 
would be restrained from doing so.

Though Halleck involved a cable channel, not a social media platform, the 
case had clear implications for the application of the state action doctrine to 
the internet. As private entities, Twitter and Facebook can employ fact- check 
labels to exercise their own free speech rights, and they are under no First 
Amendment obligation to allow any government official to use its platform 
as a propaganda channel. They are also free to remove or reduce the visibility 
of the speech of some individuals so that speech by other individuals might 
flourish.

The problem is, except for rare situations such as the bans and fact- checks 
that occurred in the wake of the insurrection, the tech industry generally 
declines to take any responsibility for harmful content or conduct facilitated 
through online platforms. As long as this is the case, free speech will remain 
the privilege of those with the most power. And while power imbalances and 
gatekeeping are a problem in traditional media as well, traditional media do 
not enjoy the same extensive tort reform as online media have been granted 
through Section 230. The tech industry is incentivized to serve its own 
bottom line due to the extraordinary privileges granted to it by the current 
interpretation of Section 230.
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Dismantling the Free Speech Industry

To hold the free speech industry accountable requires reforming Section 230. 
Specifically, Congress should amend Section 230 to allow people who been in-
jured by online harms to have their day in court. Unless the harmful content 
or conduct in question is clearly speech protected by the First Amendment, 
plaintiffs should not be barred from suing online intermediaries, and online 
intermediaries that demonstrate deliberate indifference to harmful content 
unprotected by the First Amendment should not be able to take advantage of 
Section 230’s protections.

Limit Section 230’s Protections to Speech Protected by the 
First Amendment

Both critics and defenders of Section 230 agree that the statute provides on-
line intermediaries broad immunity from liability for a wide range of internet 
activity. While critics of Section 230 point to the extensive range of harmful 
activity that the law’s deregulatory stance effectively allows to flourish, Section 
230 defenders argue that an unfettered internet is vital to a robust online mar-
ketplace of ideas. The marketplace of ideas is a familiar and powerful concept in 
First Amendment doctrine, serving as a justification for a laissez- faire approach 
to speech. Its central claim is that the best approach to bad or harmful speech is 
to let it circulate freely, because letting ideas compete in the market is the best 
way to sort truth from falsity and good speech from bad speech, and because 
government cannot be trusted to make such decisions wisely or fairly.

The internet- as- marketplace- of- ideas presumes, first of all, that the in-
ternet is primarily, if not exclusively, a medium of speech. The text of Section 
230 reinforces this characterization through the use of the terms “publish,” 
“publishers,” “speech,” and “speakers” in 230(c), as well as the finding that the 
“Internet and other interactive computer services offer a forum for a true diver-
sity of political discourse, unique opportunities for cultural development, and 
myriad avenues for intellectual activity.”

When Section 230 was passed, it may have made sense to think of the in-
ternet as a speech machine. In 1996, the internet was text- based and predom-
inantly noncommercial. Only twenty million American adults had internet 
access, and these users spent less than half an hour a month online. But by 2019, 
293 million Americans were using the internet, and they were using it not only 
to communicate, but also to buy and sell merchandise, find dates, make restau-
rant reservations, watch television, read books, stream music, and look for jobs. 
According to one Section 230 enthusiast,
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the entire suite of products we think of as the internet— search engines, 
social media, online publications with comments sections, Wikis, pri-
vate message boards, matchmaking apps, job search sites, consumer 
review tools, digital marketplaces, Airbnb, cloud storage companies, 
podcast distributors, app stores, GIF clearinghouses, crowdsourced 
funding platforms, chat tools, email newsletters, online classifieds, 
video sharing venues, and the vast majority of what makes up our day- 
to- day digital experience— have benefited from the protections offered 
by Section 230.61

But many of these “products” have very little to do with speech and, indeed, many 
of their offline cognates would not be considered speech for First Amendment 
purposes. If, as many defenders of Section 230 as currently written would 
have it, the broad immunity afforded online intermediaries is justified on First 
Amendment principles, then it should apply only with regard to online activity 
that can plausibly be characterized as speech protected by the First Amendment. 
What is more, it should only apply to third- party protected speech for which 
platforms serve as true intermediaries, not speech that the platform itself creates, 
controls, or profits from.

To accomplish this, the word “information” in Section 230(c)(1) should 
be replaced with the word “speech protected by the First Amendment.” 
This revision would put all parties in a Section 230 case on notice that the 
classification of content as protected speech is not a given, but a fact to be 
demonstrated. If a platform cannot make a showing that the content or in-
formation at issue is speech, then it should not be able to take advantage of 
Section 230 immunity.

Honor the Long- Standing Principle 
of Collective Responsibility

Many harmful acts are only possible with the participation of multiple actors 
with various motivations. The doctrines of aiding and abetting, complicity, and 
conspiracy all reflect the insight that third parties who assist, encourage, ignore, 
or contribute to the illegal actions of another person can and should be held 
responsible for their contributions to the harms that result, particularly if those 
third parties benefited in some material way from that contribution. While US 
law, unlike the law of some countries, does not impose a general duty to aid, it 
does recognize the concept of collective responsibility. Third parties can be held 
both criminally and civilly liable for the actions of other people for harmful acts 
they did not cause but did not do enough to prevent.
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Among the justifications for third- party liability in criminal and civil law is 
that this liability incentivizes responsible behavior. Bartenders who serve al-
cohol to obviously inebriated patrons can be sued if those patrons go on to cause 
car accidents; grocery stores can be held accountable for failing to clean up spills 
that lead to slip and falls; employers can be liable for failing to respond to reports 
of sexual harassment. Such entities are often said to have breached a “duty of 
care,” and imposing liability is intended to give them an incentive to be more 
careful in the future. It is a central tenet of tort law that the possibility of such li-
ability incentivizes individuals and industries to act responsibly and reasonably.

Conversely, grants of immunity from such liability risk encouraging negligent 
and reckless behavior. The immunity granted by Section 230 does just that, de-
spite the evocative title of its operative clause, “Protection for ‘Good Samaritan’ 
blocking and screening of offensive material.” This title suggests that Section 230 
is meant to provide Good Samaritan immunity in much the same sense as Good 
Samaritan laws in physical space. Such laws do not create a duty to aid, but in-
stead provide immunity to those who attempt in good faith and without legal 
obligation to aid others in distress. While Good Samaritan laws generally do not 
require people to offer assistance, they encourage people to assist others in need 
by removing the threat of liability for doing so.

Subsection (c)(2) of Section 230 is a Good Samaritan law in a straightforward 
sense: It assures providers and users of interactive computer services that they 
will not be held liable with regard to any action “voluntarily taken in good faith 
to restrict access to or availability of material that the provider or user considers 
to be obscene, lewd, lascivious, filthy, excessively violent, harassing, or other-
wise objectionable” or “taken to enable or make available to information con-
tent providers or others the technical means to restrict access” to such material. 
Importantly, because most interactive computer service providers are private 
entities, their right to choose whether to carry, promote, or associate them-
selves with speech is not created by Section 230, but by the First Amendment. 
Subsection (c)(2) merely reinforces this right by making it procedurally easier 
to avoid specious lawsuits.

On the other hand, Section 230(c)(1)’s broad statement that “No provider or 
user of an interactive computer service shall be treated as the publisher or speaker 
of any information provided by another information content provider” has been 
interpreted in ways directly at odds with Good Samaritan laws, as well as with a 
host of other legal principles and settled law. Where (c)(2) offers immunity to 
interactive computer service providers in exchange for intervening in situations 
where they have no duty of care, (c)(1) has been read to provide the same immu-
nity to providers who do nothing at all to stop harmful conduct— and, even more 
perversely, extends that same immunity to providers who actively profit from or 
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solicit harmful conduct. For example, Section 230(c)(1) has been invoked to 
protect message boards like 8chan (now 8kun),62 which provide a platform for 
mass shooters to spread terrorist propaganda; online firearms marketplaces such 
as Armslist, which facilitate the illegal sale of weapons used to murder domestic 
violence victims;63 and classifieds sites like Backpage (now defunct), which was 
routinely used by sex traffickers to advertise underage girls for sex.64

In subsidizing platforms that directly benefit from illegal and harmful con-
duct, Section 230(c)(1) creates a classic “moral hazard,” ensuring that the multi- 
billion- dollar corporations that exert near- monopoly control of the internet are 
protected from the costs of their risky ventures even as they reap the benefits.65 
Given that the dominant business model of websites and social media services 
is based on advertising revenue, they have no natural incentive to discourage 
abusive or harmful conduct. As Kalev Leetaru notes, “abusive posts still bring 
in considerable ad revenue . . . the more content that is posted, good or bad, the 
more ad money goes into their coffers.”66

Online intermediaries who do not voluntarily intervene to prevent or alle-
viate harm inflicted by another person are in no sense Good Samaritans. They 
are at best passive bystanders who do nothing to intervene against harm, and 
at worst, they are accomplices who encourage and profit from harm. Providing 
them with immunity flies in the face of the long- standing legal principle of col-
lective responsibility that governs conduct in the physical world. In physical 
spaces, individuals or businesses that fail to “take care” that their products, serv-
ices, or premises are not used to commit wrongdoing can be held accountable 
for that failure. There is no justification for abandoning this principle simply be-
cause the conduct occurs online. In fact, there are more compelling reasons for 
recognizing collective responsibility online, because online interaction provides 
so many opportunities for direct tortfeasors to escape detection or identification.

Creating a two- track system of liability for offline and online conduct not 
only encourages illegality to move online, but also erodes the rule of law off-
line.67 Offline entities can plausibly complain that the differential treatment 
afforded by broad interpretations of Section 230 violates principles of fairness 
and equal protection, or to put it more bluntly: If they can do it, why can’t we? 
There is a real risk that Section 230’s abandonment of the concept of collective 
responsibility will become the law offline as well as on.

To undo this, Section 230 (c)(1) should be further amended to clarify that 
providers or users of interactive computer services cannot be treated as the pub-
lisher or speaker of protected speech wholly provided by another information 
content provider, unless such provider or user intentionally encourages, solicits, or 
generates revenue from this speech. In addition, a new subsection should be added 
to Section 230 to explicitly exclude from immunity intermediaries who exhibit 
deliberate indifference to unlawful content or conduct.
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The revised version of Section 230(c) would read:

 (1) Treatment of publisher or speaker
No provider or user of an interactive computer service shall be treated as 
the publisher or speaker of any information speech protected by the First 
Amendment wholly provided by another information content provider, 
unless such provider or user intentionally encourages, solicits, or generates 
revenue from this speech.

 (2) Civil liability
No provider or user of an interactive computer service shall be held liable 
on account of— 
(A)  any action voluntarily taken in good faith to restrict access to or 

availability of material that the provider or user considers to be ob-
scene, lewd, lascivious, filthy, excessively violent, harassing, or other-
wise objectionable, whether or not such material is constitutionally 
protected; or

(B)  any action taken to enable or make available to information content 
providers or others the technical means to restrict access to material 
described in paragraph (1);

 (3) Limitations. The protections of this section shall not be available to a pro-
vider or user who manifests deliberate indifference to unlawful material or 
conduct.

Objections

Those skeptical of Section 230 reform worry that narrowing the immunity for 
online platforms will encourage these platforms to be overly cautious in a way 
that would negatively impact valuable speech now available on the internet. That 
is, the specter of potential liability might lead platforms to remove content that 
seems even remotely controversial, including speech by women, minorities, and 
other historically marginalized groups. This is a serious concern, but not one 
that overrides the need for reform.

It must first be noted that whether an online platform leaves content up or 
takes it down, it makes a choice— there is no neutral position. Platforms already 
make choices about whether to leave content up or take it down, and they make 
that choice primarily based on their corporate bottom line. Right now, the tech 
industry’s calculus for making choices about potentially harmful content is very 
simple: There is virtually no downside to leaving up even egregiously harmful 
content. Such content generates engagement, which in turn generates profit. It 
may also draw some bad public relations, but even that isn’t necessarily a negative 
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consequence from a financial perspective. Without any credible fear of liability, 
there is simply no real incentive for social media companies to do anything other 
than leave content up unless it drives down user engagement.

If Section 230 immunity were limited in the way described above, it would 
complicate this calculus. Would it mean that valuable content would disappear? 
Possibly, although this is by no means inevitable. Imposing a modest restric-
tion on the extravagant immunity currently enjoyed by the tech industry does 
not mean that social media companies would suddenly become automatically 
liable for user content, no matter how controversial. Plaintiffs would still at a 
minimum need a theory of liability and need to demonstrate the basic element 
of causation— high bars to clear with regard to speech. And whatever risk of lia-
bility for not taking content down would still need to be weighed against the po-
tential benefit of keeping it up. Controversial speech would still generally mean 
more engagement, and engagement would still generally mean more profit.

Virtually every industry other than the tech industry (with the possible ex-
ception of the firearms industry) has to contend with the potential for liability 
when its products cause harm. Auto manufacturers can be sued when design 
flaws cause injury and death. Tobacco companies can be sued for deceptive ad-
vertising practices. Universities can be sued for failing to address sexual harass-
ment. And yet these industries survive.

Finally, it is worth noting that under the status quo, certain forms of valuable 
content are never able to appear. When platforms are overrun by death threats, 
rape threats, harassment campaigns, and exposure of private information, many 
people— especially women, minorities, and other marginalized and vulnerable 
groups— go silent. They exit. Their valuable speech goes missing from those 
platforms.

Some also argue that any reform of Section 230 jeopardizes free speech in a 
larger sense, even if not strictly in the sense of violating the First Amendment. 
Of course, free speech is a cultural as well as a constitutional matter. It is shaped 
by nonlegal as well as legal norms, and tech companies play an outsized role in 
establishing those norms. There is indeed good reason to be concerned about 
the influence of tech companies and other powerful private actors over the 
ability of individuals to express themselves. This is an observation scholars and 
advocates who work on online abuse issues have been making for years— that 
some of the most serious threats to free speech come not from the government, 
but from nonstate actors. Marginalized groups in particular, including women 
and racial minorities, have long battled with private censorial forces as well as 
governmental ones.

But the unregulated internet— or rather, the selectively regulated internet— 
is exacerbating, not ameliorating, this problem. The current model, which 
shields platforms from liability, may ensure free speech for the privileged few, 
but protecting free speech for all will require legal reform.
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Conclusion

In place of the free speech industry, we might envision the flourishing of mul-
tiple spaces— online and off, public and private— that provide the conditions 
necessary for free expression and democratic deliberation for different groups 
with different needs. This vision entails crafting law and policy to ensure that 
no one host or forum, or even one medium, dominates the shaping of public 
opinion or the boundaries of free speech. In addition to Section 230 reform, 
we should contemplate meaningful investments in traditional media, public ed-
ucation, universities, community centers, and small businesses to return to or 
become alternate sites of free expression and informed debate. A democratic so-
ciety should demand the myriad possibilities of a free speech culture, not settle 
for the constraints of a free speech industry.

 



      



      

6

The Golden Era of Free Speech
E rw i n  Ch e m e r i ns ky  a n d  A l e x  Ch e m e r i ns ky

It is not hyperbole to say that the internet and social media are the most im-
portant developments with regard to expression since the creation of the 
printing press. Throughout history a central problem with speech was scarcity 
of opportunities for expression. Even when newspapers were far more preva-
lent, there were a limited number, and a person had to be fairly rich to own one. 
When broadcasting developed, first radio and then television, there was the scar-
city created by the limited number of frequencies on the spectrum. Indeed, in 
Red Lion Broadcasting Co. v. Federal Communications Commission, in 1969, the 
Supreme Court upheld the fairness doctrine for television and radio, including 
a right to reply law, based on the inherent scarcity of the broadcast spectrum.1

But with the internet and social media, no longer is scarcity an issue. Anyone 
can speak and potentially reach a mass audience instantly. Everyone has access 
to virtually unlimited information. A half- century ago, if free speech advocates 
had engaged in science fiction and tried to devise media to maximize expression, 
the Web and Twitter and Facebook and YouTube likely still would have been be-
yond their imaginations.

But every advance has costs as well as benefits. Many now point out that be-
cause it is easy to speak and reach a mass audience, there is more false speech 
and that it risks undermining democracy.2 Also, there is no doubt that these 
developments have had a detrimental effect on traditional media, a tremendous 
loss of newspapers, and of the benefits they provide, such as investigative jour-
nalism.3 The huge proliferation of sources of information means that it is easy 
for people to hear only what reinforces their beliefs. This contributes to the stark 
political polarization of American society.4

Ironically, while in Red Lion the justification for regulation was scarcity, now 
the call for regulation is based on there being too much speech. Although there 
are problems that require solutions, overall the internet and social media should 
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be heralded for their huge contributions to free speech, and great care should be 
taken to not enact regulations that could undermine what has been gained.

Simply put, the assumption of the First Amendment is that generally more 
speech is better. To be sure, that is not always so; if the speech is child pornog-
raphy or false advertising, more is not better. But overall, the premise in analyzing 
speech should be to increase expression and in that way the internet and social 
media have brought us a golden age of free speech.

In the first section, we explain why the internet and social media should be 
heralded as radically changing free speech for the better. In the second section, 
we focus on Section 230 of the Communications Decency Act, which has be-
come the focus of much of the debate over speech over the internet and social 
media. Although it has attracted significant criticisms from both the left and the 
right, we believe that Section 230 is desirable and only minor revisions would 
be desirable. Finally, in the third section we briefly identify some of the crucial 
problems with the internet and social media— false speech and foreign speech— 
and point out that there are no easy solutions under current First Amendment 
doctrine.

In Praise of the Internet and Social Media

A quarter of a century ago, Professor Eugene Volokh wrote a prescient article, 
Cheap Speech and What It Will Do, predicting how online communication would 
promote democracy by making publishing and receiving a vast amount and va-
riety of information easily available to a wide range of individuals.5 Professor 
Volokh wrote that before there was Facebook or Snapchat or Twitter. What he 
described has come to fruition in an exponential way.

In Packingham v. North Carolina, decided in June 2017, the Supreme Court 
spoke forcefully about the importance of the internet and social media as places 
for speech.6 The Court declared unconstitutional a North Carolina law that 
prohibited registered sex offenders from using interactive social media where 
minors might be present.7 The Court explained that cyberspace, and social 
media in particular, are vitally important places for speech.8 Justice Kennedy, 
writing for the majority, explained:

Seven in ten American adults use at least one Internet social net-
working service. . . . According to sources cited to the Court in this case, 
Facebook has 1.79 billion active users. This is about three times the 
population of North America.

Social media offers “relatively unlimited, low- cost capacity for com-
munication of all kinds.” On Facebook, for example, users can debate 
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religion and politics with their friends and neighbors or share vacation 
photos. On LinkedIn, users can look for work, advertise for employees, 
or review tips on entrepreneurship. And on Twitter, users can petition 
their elected representatives and otherwise engage with them in a direct 
manner. Indeed, Governors in all 50 States and almost every Member 
of Congress have set up accounts for this purpose. In short, social media 
users employ these websites to engage in a wide array of protected First 
Amendment activity on topics “as diverse as human thought.”9

Three characteristics of the internet are particularly important for free speech. 
First, the internet has democratized the ability to reach a mass audience. It used 
to be that to reach a large audience, a person had to be rich enough to own a news-
paper or to get a broadcast license. Now, though, anyone with a smartphone— or 
even just access to a library where there is a modem— can reach a huge audience 
instantaneously. No longer are people dependent on a relatively small number 
of sources for news.

It is difficult to overstate how much this changes the most fundamental na-
ture of speech. As mentioned in the beginning of this essay, throughout world 
history, there always was a scarcity of most media for communication. Only so 
many books or newspapers or radio or television programs could exist. A half- 
century ago, the Court unanimously held that the federal government could reg-
ulate the broadcast media because of the inherent scarcity of spectrum space.10 
No longer is there such scarcity.

To be sure, this also means that false information can be quickly spread by 
an almost infinite number of sources. True information that is private can be 
quickly disseminated.11 There is even a name for it: “doxing,” or publishing pri-
vate information about a person on the internet, often with the malicious intent 
to harm the individual.12 The internet and social media can be used to harass.13 
A study by the Pew Research Center “found 40 percent of adult Internet users 
have experienced harassment online, with young women enduring particularly 
severe forms of it.”14

Second, the internet has dramatically increased the dissemination and perma-
nence of information, or to phrase this differently, it has enormously increased 
the ability to access information. The internet has the benefit of providing us all 
great access to information. As lawyers and law students, we can access Westlaw 
and all of the cases and secondary sources that would have required a trip to the 
law library. We can visit the great museums of the world online. We have access 
to virtually unlimited information from a myriad of sources.

But there is a downside to this easy access and permanence. Take defamation 
as an example. Imagine before the internet that a local newspaper published false 
information about a person that harmed his or her reputation. The falsity would 
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be known by readers of the paper and could be circulated by word of mouth. 
There could be great harm to the person’s reputation. But the newspaper itself 
would largely disappear except to those wanting to search for it on microfilm or 
microfiche.

Now, though, the defamatory story can be quickly spread across the internet 
and likely will be there to be found forever. It is enormously difficult, if not im-
possible, to erase something from the internet.

Finally, the internet does not respect national boundaries. Again, there are 
great benefits to this. Totalitarian governments cannot easily cut off information 
to their citizens. When the revolution began in Egypt, the government tried to 
stop access to the internet, but people with satellite phones could maintain ac-
cess and, consequently, disseminate what they learned.15 The Supreme Court 
has estimated that 40 percent of pornography on the internet comes from for-
eign countries, making any attempt to control it within a country impossible.16 
Of course, as we saw in the 2016 presidential election and evidenced by Special 
Counsel Robert Mueller’s report, this also allows foreign countries and foreign 
actors a vehicle for trying to influence the outcome of US elections.17

This, of course, is just a brief sketch of how the internet has changed free 
speech. But our point, like the Court’s in Packingham, is that the internet is in- 
kind different from other media that exist for speech. The benefits are great, but 
so too are the potential costs.

Section 230

This golden age of free speech is possible thanks to the powerful shield against li-
ability for online platforms created by Congress in 1996: 47 U.S.C. § 230. Under 
Section 230, “interactive computer services”— a capacious term that includes 
websites such as Facebook, Twitter, and TikTok— are immune from liability for 
most content posted by users. Platforms are permitted to solicit18 and host user- 
generated content,19 and to make editorial decisions regarding that content,20 
without fear of being sued. But Section 230 does not immunize platforms for 
content they have a hand in generating.

In the first major case analyzing Section 230, in 1997, the Fourth Circuit 
observed that

[t] he purpose of this statutory immunity is not difficult to dis-
cern. Congress recognized the threat that tort- based lawsuits pose to 
freedom of speech in the new and burgeoning Internet medium. The 
imposition of tort liability on service providers for the communications 
of others represented, for Congress, simply another form of intrusive 

 



 Th e  G old e n  Era  o f  Free  Speech  91

      

government regulation of speech. Section 230 was enacted, in part, to 
maintain the robust nature of Internet communication and, accord-
ingly, to keep government interference in the medium to a minimum.21

Section 230 is essential to the functioning of the modern internet. It fosters 
the maximum amount of online speech by immunizing platforms for hosting 
content, and at the same time encourages a tolerable internet environment by 
permitting companies to freely edit or remove speech on their platforms. And 
it does it with remarkably low social costs because it protects online platforms 
from lawsuits they would almost always win anyway. Professor Jeff Kosseff has 
suggested that Section 230 contains “the twenty- six words that created the 
internet.”22

In recent years, Section 230 has endured attack from both progressives and 
conservatives.23 Progressives complain that online speech platforms create 
breeding grounds for bigotry and misinformation. Conservatives bemoan con-
tent moderation practices by tech giants such as Facebook and Twitter, which 
they claim favor left- leaning views at the expense of conservative speech.24 
Calls to amend Section 230 abound from both sides of the political aisle.25 In 
December 2020, former president Donald Trump vetoed a major defense ap-
propriation bill in protest of Congress’s refusal to amend Section 230.26 More 
than one hundred bills have been introduced in legislatures nationwide in the 
last several years in attempts to influence the content moderation decisions of 
social media platforms, either by encouraging more moderation or by requiring 
less moderation.27 Although we are sympathetic to the criticisms of the current 
online speech environment— including online hate speech, violence, misinfor-
mation, revenge porn,28 deepfakes,29 and unequal access to critical informational 
technologies— we nevertheless believe that the issue here is not Section 230. 
Amending Section 230 significantly would be difficult to accomplish, likely un-
constitutional, and more likely to cause harm than good. Indeed, we believe that 
Section 230 has been unfairly blamed for many of the problems that are inherent 
to the internet and social media.

Many proposals to modify Section 230’s protection violate the First 
Amendment. In June 2021, a federal court preliminarily enjoined a Florida 
statute that “prohibits a social media platform from taking action to ‘censor, 
deplatform, or shadow ban’ a ‘journalistic enterprise’ based on the content of its 
publication or broadcast.”30 The court held that the statute was a content- based 
restriction of the speech of online platforms subject to strict scrutiny, and that 
the plaintiffs’ First Amendment challenge was likely to prevail.31 In a persuasive 
thirty- one- page opinion, the court identified the problem with most proposed 
Section 230 reforms: Online platforms have the right, protected by the First 
Amendment, to make editorial decisions regarding the content they host. Any 
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attempt to limit that right by restricting editorial power or mandating certain 
editorial decisions will be deemed a restriction or compulsion of speech that is 
subject to heightened scrutiny.

Several proposals put forward in Congress recently, such as the Protecting 
Constitutional Rights from Online Censorship Act, which would make it un-
lawful for internet platforms to restrict access to content, would similarly be 
unconstitutional on First Amendment grounds.32 They would require online 
platforms to host messages the platforms would prefer to remove and would 
thus trigger strict scrutiny under the Supreme Court’s compelled speech 
jurisprudence.

Proposals that would require platforms to moderate content also have serious 
constitutional problems. The government cannot directly require platforms 
to moderate objectionable speech if that speech is protected by the First 
Amendment. This means that Congress cannot directly impose requirements 
that platforms prohibit hate speech or misinformation, both of which are at least 
sometimes protected speech.33 Any statutory attempt to restrict hate speech on-
line, even if desirable, would need to meet strict scrutiny under the Supreme 
Court’s rules for judicial analysis of content- based restrictions on speech.

But any reasonable observer can agree that some content moderation is re-
quired for the internet to be a tolerable place. If platforms could not remove First 
Amendment– protected terrorism accounts, or misinformation, or harassment, 
or posts espousing bigotry, the internet would be unusable. Section 230 gets 
around the basic First Amendment problem in content moderation by taking 
the government out of the equation and leaving editorial decisions up to the 
platforms and their users. It also is predicated on the very basic notion in the 
American free speech tradition that, if a person doesn’t like someone’s speech, 
he or she can just ignore it or respond with more speech. Section 230 encourages 
private companies to do what the government cannot do itself— moderate 
“cheap speech” that is harmful— while leaving open a channel for online speech 
available to everyone. In doing so, it permits a balance between free speech and 
decent speech that would be impossible to achieve through state action.34

Even where proposals to increase moderation do not pose constitutional 
difficulties, they are frequently undesirable as a matter of policy because they 
would significantly reduce liberty of speech online. One proposal, the PACT 
Act, co- sponsored by Sen. Brian Schatz (D- HI) and Sen. John Thune (R- SD), 
would make Section 230 immunity contingent on online platforms’ complying 
with elaborate notice- and- takedown procedures for illegal or policy- violating 
content, publishing quarterly transparency reports, and even setting up toll- free 
call centers.35 The point of the PACT Act is to ensure that companies rapidly re-
spond to complaints of illegal content, and to encourage them to enforce their 
own acceptable use policies. The PACT Act cleverly attempts to quell lawful 
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but awful online speech by exhorting platforms to promulgate acceptable use 
policies and to enforce them. All platforms, including ones that exist for the ex-
press purpose of offering a safe haven from censorship, prohibit uses that would 
be constitutionally protected if restricted by the government.36 The PACT Act 
encourages moderation of that speech, without directly requiring it, to restrict 
speech without running into a looming state action problem. But it may lead to a 
decrease in freedom of speech, as platforms would overregulate to avoid the risk 
of tort or criminal liability.37

There is considerable evidence in the context of the Digital Millennium 
Copyright Act (DMCA)38 (which uses a notice- and- takedown system) that 
notice- and- takedown procedures can chill online speech by giving anyone a way 
to veto speech they do not like. In a persuasive article, Professor Wendy Seltzer 
explains that the DMCA serves as a “prior restraint by proxy,” encouraging 
platforms to overmoderate online speech without the presence of state action, 
by requiring them to set up private adjudication schemes for online speech that 
may constitute copyright infringement.39

The PACT Act would surely compound the potential free speech problems 
caused by the DMCA. Not only would it impose a similar notice- and- takedown 
requirement, but it would do it in a context in which adjudication is much more 
complicated. It is much easier for a platform to look at two photos, or listen to 
musical compositions, and then make a quick determination as to whether one 
infringes the copyright of the other, than it would be in the context of speech 
torts. For example, if a platform receives a notice that a post is defamatory, it 
would be required to rapidly determine whether the post is true. That would 
require significant fact- finding resources that platforms are not prepared to ex-
pend. Rather than investigating the truthfulness of every claim of defamation on 
the internet (of which there would be many), platforms would lean toward the 
side of overmoderation.

This approach to regulating truthfulness has been visible in the context of the 
COVID- 19 pandemic. Facebook has struggled mightily to reduce antivaccine 
misinformation on its platform. Although Facebook bans antivaccine 
advertisements,40 it admits that the most popular Facebook post from January 
to March 2021 was one that promoted antivaccine doubts.41 This occurred 
even though its algorithm frequently moderates posts that are well meaning. 
For example, the Washington Post reported that although Facebook has put its 
algorithms and fifteen thousand human moderators to the task of detecting 
vaccine misinformation— it has taken down more than twenty million posts 
since the start of the pandemic— “it routinely misses new memes and con-
spiracy theories, while at times scrubbing legitimate information.”42 If it is too 
difficult for Facebook to moderate the truthfulness of posts about commonly 
accepted scientific information, we shudder to think how it might respond to 
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private claims of defamation, or how it might respond when pressed with factual 
understandings that shift over time.

Content moderation occurs at too massive a scale for companies to risk 
liability for each item of user- generated content they host. In a white paper 
published in 2013, Facebook revealed that at that time— and the number is 
likely much larger now— more than 350 million photos were uploaded to 
the platform (not inclusive of Instagram) per day.43 According to the paper, 
4.75 billion items are shared on Facebook every day.44 In the first quarter of 
2021, Facebook took action against five million pieces of content that violated 
its child nudity and sexual exploitation policies alone.45 From 2015 to 2018, 
Twitter removed more than 1.2 million Twitter accounts promoting ter-
rorism.46 At this scale, content moderation acts on a system of probability and 
proportionality, not individual fairness.47 If companies face increased risk, 
they will only respond by hedging their bets and deleting lawful user speech 
to avoid expensive lawsuits, even if they would win those suits easily on First 
Amendment grounds.

The overmoderation problem was visible following the only major amend-
ment that there has been to Section 230. In 2018, Congress enacted the Allow 
States and Victims to Fight Online Sex Trafficking Act (FOSTA), which creates 
exceptions to Section 230 for claims under sex- trafficking laws.48 Shortly after 
the passage of FOSTA, Craigslist removed its entire personal ads section.49 It 
explained that it could not continue hosting users’ personal advertisements 
“without jeopardizing all our other services,” because it would face potential 
civil and criminal liability if it hosted content that violated certain sex- trafficking 
laws.50 Any future attempts to add carveouts to Section 230 should contend with 
the fact that restriction of illegal or objectionable speech online, even if con-
stitutional, will inevitably lead to restriction of desirable speech as well. Given 
the presumption that more speech is better underlying the American First 
Amendment tradition, we argue that such carveouts should be made sparingly 
and narrowly.

Moreover, carving categories of illegal speech out of Section 230’s protection 
will not resolve many of the problems on the internet. Hate speech and bigotry 
will still thrive because it is not illegal to be a bigot. Misinformation will still be 
present because of the enormous challenge of sorting fact from fiction,51 and 
because much false speech is protected by the First Amendment.52 Users will 
still be able to discuss and organize violent activity without rising to the level of 
incitement. Despite inevitable overregulation, illegal and objectionable speech 
will still survive simply because content moderation at scale is impossible to 
perform.

Pressed with the practical and constitutional limitations of statutorily re-
quired content moderation, we think that the best way to approach online 
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speech is to trust in the First Amendment rights of private entities. Section 230 
is an elegant and simple method of attaining a balance between free speech and 
online decency. It encourages online platforms to permit their users to speak 
freely, to comment on each other’s posts and on articles, and to upload anything 
they like, and empowers those platforms to moderate that speech in a way that 
the government cannot. We recognize that a great deal of online speech is abhor-
rent, and that content moderation is not always perfect or fair, but we ultimately 
conclude that the current regime is the best possible way to ensure the endur-
ance of the golden age of speech.

This does not mean, however, that online speech regulation should stop 
only at an immunity. Social pressures motivated by thorough reporting and 
terrific scholarship are already causing platforms to begin improving mod-
eration practices. Those efforts can and should be improved by efforts to 
improve the transparency of content moderation, perhaps through the estab-
lishment of a commission or through transparency reports, such as those that 
would be required by the PACT Act. It will be easier for everyone to have a 
conversation about online speech if we have a better sense of the facts. And 
we can have that conversation without further carving away at Section 230’s 
core protection.

The Problems of the Internet

Although we believe that the internet and social media have created a golden age 
of speech, we do not deny that the ease of speech that reaches a mass audience 
creates serious problems. Some already have drawn legislative fixes. California, 
for example, has adopted laws to address revenge porn (posting sexually ex-
plicit photos of a person without consent). We believe that such regulations 
are constitutional. As for revenge porn, the most basic notions of privacy sup-
port preventing sexually explicit photos of a person being publicly disseminated 
without his or her consent.

But the internet and social media also expose some serious issues where 
there are not easy answers and current First Amendment jurisprudence makes 
solutions difficult. We identify two: false speech and foreign speech.

False Speech

False information can cause great harms. In the political realm, it can change the 
outcome of elections. We have seen, in the area of public health, that it can exac-
erbate the spread of a communicable disease and undermine efforts to control it 
through masks and vaccinations.
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There is no consistent answer as to whether false speech is protected by the 
First Amendment. In some areas, the Court has found constitutional protection 
for false expression, but in other instances it has upheld the ability of the gov-
ernment to punish false speech. This seems inevitable because analysis must be 
contextual and must be the result of balancing of competing interests, which will 
prevent a consistent approach to false speech. That is, the Court never will be 
able to say that all false speech is outside of First Amendment protection or that 
all false speech is constitutionally safeguarded.

In some instances, the Court has emphatically declared the importance of 
protecting false speech. The most important case in this regard— and one of 
the most important free speech decisions of all time— is New York Times Co. 
v. Sullivan.53 One L. B. Sullivan, an elected commissioner of Montgomery, 
Alabama, successfully sued the New York Times and four African American 
clergymen for defamation for an advertisement that had been published in the 
newspaper on March 29, 1960. The ad criticized the way in which police in 
Montgomery had mistreated civil rights demonstrators. There is no dispute that 
the ad contained minor false statements.

The Supreme Court held that the tort liability violated the First Amendment. 
Justice Brennan, writing for the Court, explained that criticism of govern-
ment and government officials was at the core of speech protected by the First 
Amendment.54 The Court said that the fact that some of the statements were 
false was not sufficient to deny the speech First Amendment protection.55 The 
Court explained that false “statement is inevitable in free debate and [it] must 
be protected if the freedoms of expression are to have the ‘breathing space’ that 
they ‘need . . . to survive.’ ”56

Subsequently, in a very different context, in United States v. Alvarez, the Court 
again recognized the importance of judicial protection of false speech.57 Alvarez 
involved the constitutionality of a federal law that made it a crime for a person to 
falsely claim to have received military honors or decorations.58 Justice Kennedy 
wrote for a plurality of four and concluded that the law imposed a content- based 
restriction on speech and thus had to meet the most “exacting scrutiny.”59 He 
explained that the government failed this test because it did not prove any harm 
from false claims of military honors and because the government could achieve 
its goals through less restrictive alternatives.60

Most importantly, Justice Kennedy expressly rejected the government’s argu-
ment that false speech is inherently outside the scope of the First Amendment. 
Justice Kennedy declared:

Absent from those few categories where the law allows content- based 
regulation of speech is any general exception to the First Amendment 
for false statements. This comports with the common understanding 
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that some false statements are inevitable if there is to be an open and 
vigorous expression of views in public and private conversation, expres-
sion the First Amendment seeks to guarantee.61

Justice Kennedy further explained: “Even when considering some instances of 
defamation and fraud, moreover, the Court has been careful to instruct that fal-
sity alone may not suffice to bring the speech outside the First Amendment.”62

Yet there are other contexts in which the Supreme Court has refused to pro-
vide protection for false speech. For example, it is clearly established that false 
and deceptive advertisements are unprotected by the First Amendment.63 The 
government, of course, can constitutionally prohibit making false statements 
under oath (perjury) or to law enforcement officials.64 As for the former, the 
Court generally has treated commercial speech as being of lower value than po-
litical speech and that may make it easier to say that false advertising is entitled 
to no constitutional protection at all. As for perjury, there is a requirement for 
proof of a knowing and intentional falsehood.

More generally, the Court has declared that “[f] alse statements of fact are 
particularly valueless [because] they interfere with the truth- seeking function 
of the marketplace of ideas,”65 and that false statements “are not protected by 
the First Amendment in the same manner as truthful statements.”66 Indeed, the 
Court has declared that “the knowingly false statement and the false statement 
made with reckless disregard of the truth, do not enjoy constitutional protec-
tion.”67 Whether these statements remain good law after Alvarez is an open ques-
tion, but whether Alvarez would come out the same way today is also uncertain. 
It was a 6– 3 decision with Justices Kennedy and Ginsburg in the majority, and 
Justices Scalia, Thomas, and Alito dissenting. It is not clear how the three newest 
Justices— Gorsuch, Kavanaugh, and Barrett— would have voted in the case. But 
ideologically they are much more like the dissenters in Alvarez than those in the 
majority.

The Court’s inconsistent statements about false speech can be understood as 
reflecting the competing interests inherent in First Amendment analysis. On the 
one hand, false speech can create harms, even great harms. Speech is protected 
especially because of its importance for the democratic process, but false speech 
can distort that process. Speech is safeguarded, too, because of the belief that 
the marketplace of ideas is the best way for truth to emerge. But false speech can 
infect that marketplace and there is no reason to believe that truth will triumph. 
False speech can hurt reputation, and it is fanciful to think that more speech nec-
essarily can undo the harms.

But at the same time, there is great concern about allowing the government to 
prohibit and punish false speech. New York Times Co. v. Sullivan was unquestion-
ably correct when it said that false “statement is inevitable in free debate, and . . . it 
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must be protected if the freedoms of expression are to have the ‘breathing space’ 
that they ‘need . . . to survive.’ ”68 Also, allowing the government to prohibit false 
speech places it in the role of being the arbiter of truth. Justice Kennedy captured 
the dangers of this in Alvarez:

Permitting the government to decree this speech to be a criminal of-
fense, whether shouted from the rooftops or made in a barely audible 
whisper, would endorse government authority to compile a list of 
subjects about which false statements are punishable. That govern-
mental power has no clear limiting principle. Our constitutional tradi-
tion stands against the idea that we need Oceania’s Ministry of Truth.69

The result is that it always will be impossible to say either that false speech is 
always protected by the First Amendment or that it never is protected by the 
First Amendment. Inescapably, the Court will need to balance the benefits of 
protecting the false speech against the costs of doing so. Such balancing is inher-
ently contextual and will yield no general answer as to the Constitution’s protec-
tion of false speech. This, then, creates an enormous challenge for dealing with 
false speech over the internet and social media. Without a doubt, the internet 
and social media make the problem of false speech much greater: False speech is 
easier to disseminate to a large audience and has much greater permanent avail-
ability. But we do not think that there can be a general rule about how to treat 
false speech over these media without either doing great harm to free speech or 
providing protection in instances where restrictions should be constitutional.

Foreign Speech

There is now incontrovertible evidence that Russia engaged in a concerted ef-
fort to use speech, including false speech, to influence the outcome of the 2016 
presidential election.70 American intelligence agencies recognized this soon 
after the election.71 In February 2018, Special Counsel Robert Mueller issued 
a thirty- seven page indictment charging thirteen Russians and three companies 
with executing a scheme to subvert the 2016 election and help to elect Donald 
Trump as president.72 Mueller’s indictment details “how the Russians repeat-
edly turned to Facebook and Instagram, often using stolen identities to pose as 
Americans, to sow discord among the electorate by creating Facebook groups, 
distributing divisive ads and posting inflammatory images.”73 Russia’s efforts to 
influence the election primarily were through the internet and social media.

There is understandable widespread outrage at the idea of Russia’s engaging 
in a concerted effort to influence the outcome of the 2016 presidential election. 
Yet, it must be remembered that the United States long has been doing exactly 
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this, using speech— including false speech— to try to influence the outcome 
of elections in foreign countries. Dov Levin, a professor at Carnegie Mellon 
University, identified eighty- one instances between 1946 and 2000 in which the 
United States did this.74 As one report explained,

Bags of cash delivered to a Rome hotel for favored Italian candidates. 
Scandalous stories leaked to foreign newspapers to swing an election 
in Nicaragua. Millions of pamphlets, posters and stickers printed to de-
feat an incumbent in Serbia. The long arm of Vladimir Putin? No, just 
a small sample of the United States’ history of intervention in foreign 
elections.75

Although condemnation of Russian meddling in the American election is easy, 
the underlying First Amendment issue is difficult. Obviously illegal conduct, 
such as hacking into the Democratic National Committee headquarters and the 
subsequent dissemination by the hackers of unlawfully gained information,76 is 
not constitutionally protected. But what about foreign speech that is legal and 
that expresses an opinion— even false speech?

The Supreme Court repeatedly has said that the source of information does 
not matter for First Amendment purposes. In First National Bank of Boston 
v. Bellotti, the Supreme Court declared unconstitutional a Massachusetts 
law that prohibited banks or businesses from making contributions or 
expenditures in connection with ballot initiatives and referenda.77 Justice 
Powell, writing for the Court, concluded that the value of speech is in 
informing the audience. Any restriction on speech, regardless of its source, 
therefore undermines the First Amendment. Justice Powell explained: “The 
inherent worth of the speech in terms of its capacity for informing the public 
does not depend upon the identity of its source, whether corporation, associ-
ation, union, or individual.”78

The Court relied on this in Citizens United v. Federal Election Commission to 
hold that corporations have the constitutional right to spend unlimited amounts 
of money directly from their treasuries to elect or defeat candidates for political 
office.79 The Court stressed that the value of the speech does not depend on the 
identity of the speaker and held that corporate speech is protected not because 
of the inherent rights of corporations, but because all expression contributes to 
the marketplace of ideas. The Court wrote: “The basic premise underlying the 
Court’s ruling is its iteration, and constant reiteration, of the proposition that 
the First Amendment bars regulatory distinctions based on a speaker’s identity, 
including its ‘identity’ as a corporation.”80 On other occasions, too, the Court 
has declared that “[t] he identity of the speaker is not decisive in determining 
whether speech is protected.”81
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But if this is so, why should it matter whether the speaker is a foreign gov-
ernment or foreign individual? Federal law prohibits foreign governments, 
individuals, and corporations from contributing money to candidates for federal 
office.82 A federal court upheld this restriction on foreign speech, declaring: “It 
is fundamental to the definition of our national political community that for-
eign citizens do not have a constitutional right to participate in, and thus may 
be excluded from, activities of democratic self- government. It follows, there-
fore, that the United States has a compelling interest for purposes of First 
Amendment analysis in limiting the participation of foreign citizens in activi-
ties of American democratic self- government, and in thereby preventing foreign 
influence over the US political process.”83 But can this be reconciled with the 
Supreme Court’s declaration that the identity of the speaker should not matter 
in First Amendment analysis? Although it is not a comfortable answer, we do 
not see a way to exclude foreign speakers consistent with the Court’s premise 
that the identity of speaker cannot be the basis for regulation. The assumption of 
the First Amendment is that more speech is better and that is true whether the 
speaker is foreign or domestic.

At the very least, it would be desirable to have disclosure of the identity of 
speakers so that people can know when the speech is coming from a foreign gov-
ernment or other foreign source. But this, too, raises First Amendment issues, 
as the Supreme Court has held that there is a First Amendment right to speak 
anonymously. In Mclntyre v. Ohio Elections Commission, the Court declared un-
constitutional a law that prohibited the distribution of anonymous campaign 
literature.84 Justice Stevens, writing for the Court, stated: “An author’s decision 
to remain anonymous, like other decisions concerning omissions or additions 
to the content of a publication, is an aspect of the freedom of speech protected 
by the First Amendment.”85 Moreover, Justice Stevens said that anonymity also 
provides a way for a speaker “who may be personally unpopular to ensure that 
readers will not prejudge her message simply because they do not like its pro-
ponent.”86 Wouldn’t that be especially true of a foreign government or foreign 
individuals who were trying to influence an American election?

We would draw a distinction between a right to speak anonymously and a 
right for a speaker to mask its identity in order to deceive and manipulate voters. 
Whether the speaker is domestic or foreign, that should be regarded as a form of 
fraud that is unprotected by the First Amendment.

The transnational nature of the internet makes controls elusive even if they 
are constitutional. As the 2016 presidential election shows, foreign governments 
can use the internet and social media to influence elections without their officials’ 
and agents’ ever entering the United States. It is unclear how the law can be ap-
plied to them. The internet gives them the ability to engage in false speech (and all 
other kinds of expression) with relatively little fear of legal sanctions. The United 
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States could attempt to impose international sanctions on nations that interfere 
with our elections. Under the Court’s recent decision in Agency for International 
Development v. Alliance for Open Society International, the First Amendment does 
not apply to the government’s extraterritorial actions.87 The United States’ im-
posing sanctions on foreign entities that engage in such behavior is the appro-
priate response, not the government amending Section 230 to require online 
platforms to engage in moderation of foreign speakers. But whether such inter-
national sanctions would make any difference is at best uncertain.

Conclusions

Our basic point is that the internet and social media provide enormous benefits 
in terms of speech and also unique challenges. Great care should be taken to 
make sure that any regulation actually solves the problems without sacrificing 
the great gains in expression from these relatively new media.

 



      



      

7

Section 230 Reforms
S h e l d o n  W h i t e h o u s e

Introduction

For better or worse, a few social media companies dominate today’s internet. 
In recent years, with the spread of disinformation and other dangers online, the 
worse now overshadows the better.

Social media platforms— companies that facilitate information sharing 
through virtual networks— have shielded themselves more than any other 
media from responsibility for destructive content that they house and propa-
gate.1 They claim that their algorithms simply promote whatever is selected by 
the collective wisdom of the public,2 and that they lack the resources or expertise 
to identify and remove unlawful or untruthful content. But the truth is they are 
not neutral or incapable observers. Social media companies spread disinforma-
tion,3 exacerbate preexisting biases,4 and disseminate unlawful content5 because 
of deliberate, profit- seeking choices. These platforms choose how to structure 
their services; what content to allow or disallow; what content to promote; what 
ads to sell, and to whom; and how they connect advertising to the content users 
consume or create.

These deliberate choices create real- world harm. Although Facebook Chief 
Operating Officer Sheryl Sandberg initially tried to deflect blame to other 
platforms that she claimed “don’t have our abilities to stop hate, don’t have our 
standards and don’t have our transparency,” a leaked internal Facebook report 
acknowledged that the company chose not to act against January 6, 2021, in-
surrection plotting on its platform.6 A New York Times study of the 2020 Senate 
run- off election in Georgia found that the “top 20 Facebook and Instagram ac-
counts spreading false claims aimed at swaying voters in Georgia accounted for 
more interactions than mainstream media outlets.”7 A 2021 study by University 
of Southern California researchers found Facebook job advertisements were 
infected with gender bias, disproportionately targeting men for male- dominated 
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industries and women for female- dominated industries.8 These incidents signal 
problems that demand our attention.

Large social media companies play a dominant role in how we share and con-
sume information. For the purposes of this essay, “[s] ocial media companies” 
are platforms that facilitate online communities among users who create and dis-
seminate user- generated content. Social media companies also collect and sell 
that user data to third parties. While other companies can facilitate the spread 
of illegal content or misinformation, the scale and anonymity offered by major 
social media companies makes them a particular hazard.

The first step to stopping the spread of illicit content and misinformation 
online is to address the shortcomings of Section 230 of the Communications 
Decency Act of 1996. Section 230 was originally meant to help platforms create 
a safe and inclusive internet by granting legal immunity, unheard of in other 
industries.9 The law was predicated on a vision of the internet as a commu-
nity notice board rather than its current role as an influential and manipulated 
information network. Since Section 230’s enactment, the internet has grown 
more than one hundredfold, from 40 million users in 199610 to 4.7 billion 
users in 2021.11 Profit- seeking manipulation of the supposed “community no-
tice board” has become the operating practice of mighty social media giants 
whose platforms dominate the flow of online information. Section 230 has not 
kept pace. Indeed, its unprecedented immunity protection has grown, as courts 
allowed Section 230 to shield a range of illicit corporate behavior unimaginable 
at the time of its passage.

Simply put, Section 230 is outdated, and we need to be rid of it. The Senate 
has the broad bipartisan consensus that we need to be rid of it. However, once 
you try to get rid of it, a dispute over alternatives emerges. The broad bipar-
tisan agreement in the Senate that Section 230 must go breaks down over the 
alternatives.12 So we must grapple with how a replacement should clarify the 
unique responsibilities of social media platforms, regulate their moderation and 
advertising policies, and give redress to parties whom they injure.

I should say at the beginning that I would support simply repealing Section 
230 and letting courts sort it out. This has the advantage of legislative simplicity 
and speed. It also minimizes the hand of Congress in an area that relates to 
speech, where our own political motives— whether of incumbency or party— 
create their own hazards. Better to minimize Congress’s hand in this.

Most of the questions that would come up in court post- repeal would find 
ready answers in existing legal doctrines, with familiar structures and duties. 
Repeal is not a ticket to an alien legal environment; it’s actually a return to estab-
lished legal norms.

At the same time, because Section 230 has effectively prevented our existing 
legal norms from adapting to the way social media work, repeal may not fully 
address the unique problems social media have created. While the existing legal 
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regimes may be sufficient to stop the spread of illicit content, the volume of con-
tent online presents practical challenges for social media platforms seeking to 
root out illicit content. Repealing Section 230 will also not entirely solve the 
pernicious problem of disinformation on social media platforms. Where dis-
information targets an injured individual, liability law will usually clean up the 
mess. But where disinformation is general, dispensed like pollution into the in-
formation environment, it will be hard for a litigant to show standing to sue for 
particularized harm. Indeed, the harm may be too widespread for any individual 
litigant to take an interest.

Moreover, litigation (or the threat of it) could be used by well- resourced 
interests to influence platforms’ behavior, if not the law; and well- resourced 
platforms could use litigation (or the threat of it) to protect their incumbency. 
We need to think in advance about how to sort through that tangle.

To craft a replacement for Section 230, Congress must first recognize that il-
licit content and disinformation are distinct problems that should be treated dif-
ferently. While we can ban illicit content, we must fight disinformation through 
transparency and accountability measures that stop the spread of false facts and 
reveal their true sources. Consumers deserve to know who is behind content 
that is presented to them.

Second, Congress should account for the ways in which social media operate 
differently than legacy media, and the unique challenges posed by the volume 
of content online. Congress should create a notice- and- takedown system for il-
legal content or conduct, mandate stronger transparency requirements, ensure 
that platforms are liable for their own programs or practices, and require that 
platforms share their algorithms with third parties so that we can study how they 
facilitate disinformation.

On their own, these changes would not be enough to end the proliferation 
of disinformation online, but they would bring success within reach. The First 
Amendment limits how far the government can go in regulating speech. We 
should feel similar discomfort with empowering private corporations to decide 
what is true; as we have already seen, they may do so in ways that benefit their 
own interests. Transparency is the surest course. These measures, combined 
with an engaged citizenry to act on that information, can pressure social media 
companies to take their role as stewards of the public sphere seriously.

Section 230 Is Outdated and Stretched Beyond Its 
Original Bounds

When Section 230 of the Communications Decency Act was enacted in 1996, 
the internet was very different than it is today. In October 1995, the Pew 
Research Center observed: “Few see online activities as essential to them, and 
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no single online feature, with the exception of E- Mail, is used with any regularity. 
Consumers have yet to begin purchasing goods and services online, and there 
is little indication that online news features are changing traditional news con-
sumption patterns.”13 Those were the days. Only forty million people worldwide 
had any internet access— 1 percent of users now.14 When Congress debated the 
Communications Decency Act, lobbyist and media attention focused on its reg-
ulation of long- distance carriers, phone companies, and cable providers, not on 
Section 230.15

The internet’s “Big Three information services” then were AOL, CompuServe, 
and Prodigy.16 These three providers were the original online portals for news, 
websites, forums, chats, and file- sharing services.17 Unlike modern social 
media platforms, the “Big Three” charged monthly rates to use their services.18 
Subscriptions were their primary source of revenue. Internet advertising was still 
in its infancy.19

Under the legal regime that existed at that time, entities that affirmatively 
spoke (publishers), or entities that published or disseminated others’ speech 
(distributors), could be subject to liability.20 The internet did not fit neatly into 
those definitions. In 1991, a columnist for a website within CompuServe’s um-
brella posted negative comments about a competitor, and that competitor sued.21 
The court found that CompuServe could not be held liable for libel: Because 
CompuServe did not review any of the content posted on its forums and 
websites, it could not be considered a publisher.22 Four years later, the brokerage 
firm Stratton Oakmont sued Prodigy for user- generated comments on one of its 
bulletin boards that called into question Stratton Oakmont’s business practices.23 
The court found that, because Prodigy moderated some content for “offensive-
ness and bad taste” and established online community policies, it was akin to a 
publisher and could be sued for failing to delete posts that allegedly defamed 
Stratton Oakmont.24 In effect, the courts ruled that if platforms moderated an-
ything, they were liable for everything. The Stratton Oakmont court awarded 
$200 million in damages— roughly equivalent to Prodigy’s estimated annual 
revenue for 1994.25

Many believed the Stratton Oakmont decision would incentivize all platforms 
to abandon all moderation efforts, as only a totally hands- off approach would 
protect platforms from liability.26 In response, Rep. Christopher Cox (R- CA) 
and Rep. Ron Wyden (D- OR) (now Senator Wyden) proposed what would be-
come Section 230.27 The goal, according to Rep. Cox, was “to make sure that eve-
ryone in America has an open invitation and feels welcome to participate in the 
internet. . . . I want to make sure that my children have access to this future and 
that I do not have to worry about what they might be running into online.”28 The 
intent of Cox and Wyden’s original Section 230 was to afford platforms enough 
immunity to let them moderate content, while keeping liability for intellectual 
property abuses and federal criminal law violations.
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But soon content creation flew past platforms’ ability to monitor the content 
being created. No one anticipated the technological changes that shortly made it 
feasible to offer masses of internet users access to “user- centric spaces they could 
populate with user- generated content.”29 As of January 2021, four of the world’s 
six largest websites by monthly search visitors (YouTube, Facebook, Twitter, 
and Instagram) occupied this new space.30 More than 50 percent of Americans 
now receive at least some of their news from social media.31 The volume of con-
tent soared. In 1995, all of Prodigy’s websites and message boards received a 
combined sixty thousand new comments per day.32 In 2021, Facebook processed 
more than eight times as many comments per minute— in addition to innumer-
able status updates, likes, and photographs.33

Judicial decisions have since expanded Section 230 far beyond the bill’s orig-
inal purpose. As the internet changed, courts construed Section 230 to shield 
websites that failed to effectively moderate even known objectionable content.34 
In 1997, Kenneth M. Zeran sued AOL after his name was improperly attached 
to messages celebrating the Oklahoma City bombing,35 arguing that the com-
pany had a duty to quickly process and take down repeated instances of these 
comments.36 The Fourth Circuit held that Section 230 immunizes even a ser-
vice provider that receives adequate notice about illegal material on its system 
and nevertheless fails to act.37 Similarly, in 2014, a court found that Section 
230 immunized the web hosting platform GoDaddy for its failure to take down 
Texxxan.com, a revenge porn website that utilized GoDaddy’s hosting serv-
ices.38 As a result, Section 230 now “immunizes platforms even when they negli-
gently, recklessly, or knowingly fail to curb abuse of their services.”39 Courts have 
created a safe harbor for the very evil that Section 230 was originally intended to 
counter: willful blindness by platforms to illicit and illegal content on their sites.

No other business enjoys the blanket immunity that courts, interpreting 
Section 230, have granted to internet service providers. Congress should update 
Section 230 and restore traditional lines of accountability.

Without an Effective Regulatory Regime, Illegal 
Content and Misinformation Proliferate

Platforms know illegal and harmful content spreads widely across their sites, but 
fail to stop it. Some blame for this inertia falls on the platforms themselves, which 
have political and business incentives to permit harmful content to propagate. 
Blame also falls on outside forces, including America’s geopolitical adversaries, 
who exploit our system’s vulnerabilities to their own nefarious ends. And blame 
must fall on malign propagators, who take easy advantage of the platforms’ 
failures. To address the shortfalls of Section 230, we must remedy the incentives 
for platforms and users that accelerate harmful content’s spread.
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A caution light should go on whenever a politician talks about regulating 
“harmful content.” I get that. But harmful content is real, and has been dealt with 
by the law for centuries. The closer we hew to well- established legal traditions, 
the less the opportunity for new mischief, and the more we will benefit from the 
wisdom of the past that was suppressed by Section 230.

The Rampant Spread of Misinformation and 
Illegal Content

Without incentives to cleanse platforms of illegal content that managers know 
is present, this toxic material has proliferated.40 In 2019, a team of researchers 
discovered that YouTube’s automated recommendation system was encouraging 
consumption of videos of prepubescent, partially clothed children.41 Although 
YouTube had learned of the issue months earlier, it failed to act.42 Drug dealers 
use Facebook to post images of illicit drugs (or images that are a code for drugs) 
with contact information that can be used to buy the drugs. Facebook knows 
this, yet the illegal content is not removed, the user is not banned, and the il-
licit sale is permitted to proceed. It has also failed to respond effectively to drug 
cartels and human traffickers, who use its platform to facilitate illegal activities.43 
Similarly, Airbnb claims that Section 230 shields it from liability for noncom-
pliant listings on its site, including listings for residences that violate state and 
municipal safety codes.44

A growing body of evidence shows that disinformation and misinformation 
spread like wildfire on social media. A 2019 MIT study found that “falsehoods 
are 70% more likely to be retweeted on Twitter than the truth, and reach their first 
1,500 people six times faster.”45 By contrast, true stories are rarely retweeted by 
more than a thousand people.46 Making matters worse, the spread of falsehoods 
tends to accelerate at critical moments when salience is high and truth counts 
the most, such as presidential elections.47 To understand this phenomenon, con-
sider: The Georgia Star News, a fake news outlet devoted to boosting former 
president Trump, published a story claiming that Dominion voting machines 
flipped votes from Donald Trump to Joe Biden during the 2020 election48; 
Facebook users shared the story more than two thousand times, eventually 
reaching up to 650,000 people.49

The pattern holds across different types of damaging disinformation. 
The Center to Counter Digital Hate studied 409 accounts from Facebook, 
Instagram, YouTube, and Twitter, and found that the largest accounts associ-
ated with antivaccination content added close to eight million followers since 
2019.50 Clusters of users opposing or questioning the use of vaccines are more 
numerous, and are more effective at reaching people who are undecided about 
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vaccines, than are clusters who support vaccines.51 As a result, Facebook users 
who receive all their COVID- 19 news from Facebook are far likelier to refuse 
vaccination, a potentially fatal decision.52

The spread of climate denial and other scientific misinformation is a major 
problem for platforms. E&E News recently revealed how The Epoch Times, a top 
mouthpiece for polluter- funded climate denial groups, rose to the top- ten most 
popular purveyors of content on Facebook, with more than forty- four million 
views between April and June 2021 alone.53 This popular content included false 
or wildly misleading stories and opinion pieces casting doubt on the science of 
climate change. For example, The Epoch Times ran articles suggesting the sun, 
not fossil fuels, is driving climate change, and that renewable energy threatens 
the electricity grid.54

Social Media Companies Fail to Stop the Spread 
of Misinformation

While social media companies would undoubtedly deny that they intend to 
spread disinformation, and may even have policies aimed at minimizing its im-
pact, they have not responded adequately to stop the spread of known misinfor-
mation on their platforms.

On several notable occasions, Facebook has failed to intervene to stop the 
spread of misinformation:

 • VICE News examined multiple Facebook groups devoted to sharing unveri-
fied or discredited information about using a livestock dewormer called iver-
mectin to treat COVID- 19. The Food and Drug Administration has pleaded 
with the public to avoid using the drug,55 including broadcasting warnings 
directly on social media platforms.56 The platform’s explicit policies require 
it to remove any “false claims about how to cure or prevent COVID- 19.”57 
Nonetheless, Facebook allowed the groups— some with many thousands of 
users each— to promote ivermectin widely, including sharing strategies for 
obtaining it without a prescription from overseas.

 • In July 2020, Senators Elizabeth Warren (D- Mass.), Thomas Carper (D- Del.), 
Brian Schatz (D- Haw.), and I (D- R.I.) sent a letter to Mark Zuckerberg re-
garding reports that Facebook created fact- checking exemptions for people 
and organizations who spread disinformation about climate change.58 This 
letter responded to a Washington Examiner climate denial piece which five 
climate scientists declared to be “highly misleading.” The piece was allowed 
to stay on Facebook, despite being flagged by Facebook’s own fact- checking 
moderation partners, because Facebook claimed it was an “op- ed” and hence 
apparently immune to fact- checking.59
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 • In March 2021, thirteen environmental groups sent a letter to Zuckerberg 
urging Facebook to take a more proactive role in combatting climate change 
disinformation.60 Despite being given a list of climate- change- denying 
publications, Facebook failed to act against posts from these sites.61

Facebook benefited from climate disinformation, as climate disinformation 
ads on Facebook receive tens of millions of impressions.62

Misinformation Is Spread by Bad Actors and 
the Companies’ Own Algorithms

While social media companies may argue that the spread is driven by the innate 
appeal of certain falsehoods, certain falsehoods are strategically accelerated on 
social media by deliberate propagators.

Almost all of what we know about how these companies operate comes from 
outside researchers. The vast majority of social media platforms do not allow 
outside researchers access to their algorithms or data.63 With some services, 
such as closed messaging products like WhatsApp, it’s impossible to know what 
happens online “without labor- intensive ethnographic techniques like sitting 
next to [users] or interviewing them.”64 The opaque nature of the platforms 
obscures what they’re really up to. “If the public, or even a restricted oversight 
body, had access to the Twitter and Facebook data . . . it would be harder for the 
companies to claim they are neutral platforms who merely show people what 
they want to see.”65

Yet this research indicates that the platforms’ own algorithms play a signif-
icant role in spreading misinformation. A recent NYU study found that users 
of Facebook are more engaged with misinformation: “[F] rom August 2020 to 
January 2021, news publishers known for putting out misinformation got six times 
the amount of likes, shares, and interactions on the platform as did trustworthy 
news sources, such as CNN or the World Health Organization.”66 Similarly, a 
2018 MIT study found that “misleading stories on Twitter . . . performed better 
than factual stories.”67 Guardian journalist Julia Carrie Wong has reported how 
Facebook’s algorithm repeatedly encouraged her to join QAnon groups. Wong’s 
retelling of this process details how common an occurrence it is for Facebook to 
recommend extremist content, with Facebook’s “own internal research in 2016 
[finding]” that “64% of all extremist group joins are due to our recommendation 
tools.”68

The information environment, in turn, responds to the incentives created by 
the algorithms. According to internal Facebook documents obtained by the Wall 
Street Journal, changes in the company’s algorithm led publishers and political 
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parties to reorient their posts toward outrage and sensationalism because “[t] hat 
tactic produced high levels of comments and reactions that translated into suc-
cess on Facebook.”69 Facebook’s data scientists acknowledged, “Our approach 
has had unhealthy side effects on important slices of public content, such as pol-
itics and news.”70 Episodic discussions like this give a mere anecdotal glimpse 
into social media platforms’ behavior, but it’s a disturbing glimpse.

Notably, it is in social media companies’ financial interest for misinformation 
and disinformation to spread. This content drives user engagement; platforms’ 
algorithms amplify content that drives engagement because engagement drives 
ad dollars. Internal Facebook documents indicate the company resisted changing 
algorithms that reduced the spread of misinformation and divisive content at the 
expense of user engagement.71

Social media platforms’ algorithms can drive radicalization. Far- right con-
tent consistently received the highest engagement per follower of any partisan 
group, with far- right misinformation purveyors having “on average 65% more 
engagement per follower than other far right pages.”72 In 2018, the investigative 
journalism site Bellingcat obtained a leaked Discord server for the neo- Nazi 
organization Atomwaffen. One thread from the server featured seventy- five 
members discussing the process by which they were radicalized. Thirty- 
nine credited the internet with their radicalization, with fifteen specifically 
mentioning YouTube.73 Similarly, in 2018 two researchers created new YouTube 
accounts and viewed content from right- leaning channels, left- leaning channels, 
and mainstream channels, and then let the algorithm go wherever it wanted. 
They found that “being a conservative on YouTube means that you’re only one 
or two clicks away from extreme far- right channels, conspiracy theories, and 
radicalizing content.”74 According to a 2018 study by the National Consortium 
for the Study of Terrorism and Responses to Terrorism, social media— plus per-
sonal blogs and forums— played a role in radicalizing and mobilizing roughly 
90 percent of lone extremist actors.75

Compounding the problem, America’s geopolitical rivals exploit social media 
companies’ hesitance to police content to conduct malicious disinformation 
campaigns. Russian intelligence operatives have been deeply engaged in a coor-
dinated campaign to undermine American faith in COVID- 19 vaccines.76 Even 
before COVID, a 2018 study found that “Russian trolls and sophisticated bots 
promote both pro-  and antivaccination narratives.”77 This makes sense: Russia’s 
goal is not the spread of antiscience propaganda so much as the promotion of 
“political discord,”78 with the ultimate aim of reducing America’s effectiveness as 
a global leader. It pursued a disinformation campaign with similar aims that tried 
to plant the idea that the United States conducted a biological weapons research 
project at Fort Detrick, Maryland.79
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Social media platforms’ willful blindness facilitates our adversaries’ misinfor-
mation campaigns. Senator Al Franken memorably challenged Facebook founder 
and CEO Mark Zuckerberg over accepting political ad payments denominated 
in rubles. Even now, Facebook won’t look behind the nominal ad buyer to as-
sure that American shell corporations are not being used as screens for foreign 
influence. An October 2020 analysis found that many Facebook ads did not even 
disclose their source, despite Facebook’s own nominal policies to the contrary.80

Looking Toward Model Solutions

Things don’t need to be this way. Indeed, social media companies have taken some 
steps to combat illicit content and disinformation and misinformation. Platforms 
have worked to identify child sex abuse material; banned some communities 
used to promote hate speech and radicalization;81 worked with third- party fact- 
checkers to identify, review, and label some disinformation;82 deleted some White 
supremacist content and redirected White supremacist– related search terms 
to Life After Hate;83 and fought back against some misinformation by posting 
descriptions from Wikipedia and Encyclopedia Britannica next to videos on topics 
that encourage conspiracy theories.84 These efforts are steps in the right direction 
that Congress should incentivize in its replacement for Section 230.

Disinformation may be one area where we need to go beyond restoring tra-
ditional legal definitions of liability. Deliberate schemes of general disinforma-
tion are different from a deliberate lie about an individual. Platforms have been 
particularly vulnerable to general disinformation campaigns. Usually, the worst 
campaigns have something or someone behind them manipulating the disinfor-
mation. In these cases, transparency as a remedy has the particular civic value 
that motives and conflicts of interests can be disclosed and discussed. Citizens 
deserve that information if they are to be informed citizens.

Replacement, Not Just Repeal, of Section 230

Despite Section 230’s present dangers, repealing it without a replacement 
leaves potential gaps in our defense against the spread of illegal content or 
misinformation.

In the absence of new regulatory guidance, a period of uncertainty could ensue. 
While existing federal and state laws would encourage platforms to police them-
selves, a coherent body of law may take time to develop in courts, leaving much 
uncertainty in the meantime. While legal liability may ultimately prod companies 
to take down some illegal content, it would not adequately address deliberate 
patterns of misinformation that don’t have a harmed target with standing to sue.
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Opening social media platforms to liability could also cause them to 
overcorrect until the law is settled.85 Powerful interests able to finance litiga-
tion could carve favored paths for themselves. Small social media companies 
would face barriers that could make it harder for them to compete against big 
incumbents.

Eliminating Section 230 May Not Solve the Spread 
of Misinformation

Libel and defamation suits can deter and stop the spread of false or misleading 
information that is legally actionable.86 When the voting machine company 
Dominion sued several news organizations for defamation, the wave of lies about 
the company slowed to a trickle, and news anchors started reading disclaimers 
that Dominion’s machines had been repeatedly found to be safe and secure.87 
Similarly, in Competitive Enterprise Institute v. Mann,88 a climate scientist sued 
for defamation bloggers who criticized his work and questioned the validity of 
investigations that cleared him of scientific misconduct.

These cases parallel successful litigation brought by Sandy Hook parents 
and the parents of a murdered Democratic National Committee employee for 
lies propagated in traditional right- wing media about their murdered children. 
Other forms of online speech could violate state laws against harassment, fraud, 
election interference, cyberbullying, cyberstalking, or revenge porn.89

Things get more difficult when the effect of the scheme is to pollute the ge-
neral information environment with lies, rather than to harass or slander an 
identified individual or company. How do we address a pattern of lies about 
“Italygate” or vaccine efficacy? Who would be a proper plaintiff? How would 
you establish causation between the misinformation and the harm?

Congress can’t readily solve these problems by creating new causes of action. 
Causes of action based on the content of speech— for example, a new cause of 
action for knowingly publishing misinformation online— will be subject to strict 
scrutiny in court. Many statutes seeking to criminalize cyberbullying or other 
online speech have been struck down on vagueness grounds.90 Transparency 
rather than liability may be the best policy.

Unlimited Liability Could Privilege Wealthy 
Special Interests

We have an unbalanced information ecosystem populated by predators who 
conduct persistent, stealthy campaigns of special- interest propaganda.91 The 
fossil fuel industry’s long campaign of climate denial through fake science 
and phony front groups is a particularly poisonous example. If Section 230 is 
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repealed without additional guidelines, an already unbalanced information ec-
osystem could be unbalanced further as platforms yield to legal pressure from 
big, deliberate manipulators of information. Powerful special interests can bring 
lawsuits they are unlikely to win in order to scare off social media companies in 
terms of how they police certain content.92

Users do not have a legal right to disseminate speech— even lawful speech— 
via a social media platform. The First Amendment “has plenty to say about 
government regulation of the internet. . . . It has nothing at all to say about 
any supposed constitutional right to use a private platform. . . . The First 
Amendment . . . addresses only government action, not the action of private 
property owners.”93 Thus, under current law and the platforms’ terms of service, 
users would have no First Amendment cause of action against a platform for 
removing content.

The ultimate success of a lawsuit, however, may not matter to well- funded 
interests with the means to threaten nuisance suits, and there are other doctrines 
of tort law that could be used to frame a dispute or a threatened dispute.94 
Consider former president Trump’s July 2021 announcement that he would 
sue Facebook, Twitter, and Google for removing him from their platforms fol-
lowing the January 6 insurrection.95 Within minutes, the Republican National 
Committee used Trump’s lawsuit as a fundraising opportunity and sent out 
emails and text messages soliciting donations.96 Legal experts roundly criticized 
the suit as baseless.97 Nonetheless, the defendant companies must bear the costs 
of defending themselves against the suit, and face the reputational damage such 
a claim could inflict in the eyes of Trump’s numerous supporters.

Repealing Section 230 Could Benefit 
the Biggest Companies

Trillion- dollar social media companies could be beneficiaries as well as victims 
of nuisance litigation. With an abundance of resources at their disposal, Google 
and Facebook can easily afford to litigate. This gives them an incumbency ad-
vantage: New social media startups cannot afford to spend millions of dollars 
on litigation. Startups also can’t afford to spend millions of dollars developing 
automoderation mechanisms. Section 230 reform needs to recognize the power 
discrepancies among the contestants in this market, and avoid turning repeal of 
Section 230 into an incumbency protection scheme.

In summary: This is complicated, and sorting responsibly through these 
questions can spare us from dangerous pitfalls. Even though it’s complicated, 
it’s necessary, as the worst- case scenario is to leave Section 230 undisturbed. 
Congress would do well to listen to the various interests and concerns and offer 
clear guidelines to platforms and users.
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A Framework for Section 230 Reform

Congress must replace Section 230 to account for the colossal changes to the 
internet that have transpired since the law’s enactment. A replacement should 
ensure greater oversight of the policies of major social media platforms that most 
directly contribute to the spread of hate speech, disinformation, radicalization, 
and white supremacism. It should hold sites accountable for their own actions, 
advertisements, and algorithms. It should ensure transparency where necessary 
to expose the actors behind schemes of deliberate disinformation. It should also 
align incentives for social media companies with the interests of the public, with 
companies earning liability protections by reducing the illicit content and mis-
information on their platforms.

Democrats and Republicans agree Section 230 needs serious reform, but 
approach the issue from different angles. Republicans accuse the platforms of 
anticonservative bias,98 while Democrats accuse the platforms of propagating 
disinformation, hate speech, and right- wing extremism.99 Despite the vastly dif-
ferent conclusions of the two parties, there is a path forward that should earn 
support from both sides.

Creating a Notice- and- Takedown System for Illicit Content

As discussed above, social media platforms are not liable even when they fail 
to take down illegal content they’re aware of. The best solution would be for 
Congress to require a “notice- and- takedown” system removing Section 230 
protections when a company willfully refuses to remove unlawful content. As part 
of this system, major social media platforms should maintain an “acceptable use” 
policy, explain how the platform enforces its content moderation policies, and 
describe the methods for reporting content or speech that violates these policies 
or other laws.100 They should notify users when their content is taken down, and 
give users a forum for appeal if they think they’ve been wrongly removed or if 
the company has failed to act. (When users who have been removed don’t come 
forward, it can be a pretty good sign that you’ve hit on fraudulent actors who 
don’t want to show their faces.) All of these steps can be— indeed, as a practical 
matter, must be— systematized. Congress’s focus should be not on individual 
cases, but on adequate systems.

We would be in good company in proposing a notice- and- takedown system 
for illegal conduct on social media platforms. In December 2020, the European 
Commission proposed the Digital Services Act, which, among other things, 
would require platforms, after adequate notice of illegal material, to remove that 
material to retain the act’s protections.101 The act would also require platforms to 
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establish redress mechanisms for removed user content.102 Requiring a notice- 
and- takedown system would also bring social media regulation more in line with 
legal theory. Notice of risk is a common ingredient of tort liability.

Imposing Stronger Transparency Requirements

Social media companies can make a lot of money from inadequate transparency. 
In order to stop the spread of disinformation, we need more insight into the role 
that bad actors and the platforms’ own algorithms play in propagating it.

In our modern disinformation environment, platforms must help identify 
deliberate disinformation campaigns and flag systematized disinformation. 
Much of this disinformation is propagated by domestic interests with economic 
incentives to seek out avenues of malign influence, the capability to deploy large- 
scale influence campaigns, and the resources to bring legal, economic, and po-
litical pressure to bear on the platforms.103 If the platforms don’t have systems 
and safeguards that help them resist this pressure, their incentive to yield to the 
disinformation campaigns’ sponsors will be powerful.

In order to limit the use of paid content to spread disinformation, we ought 
to require platforms to disclose what is paid content and who is behind it, and 
to separate paid content from other content. Users should also be required by 
platforms’ terms of service to disclose when they are paid to disseminate par-
ticular messages. In some circumstances, where dissenting voices are legitimate 
and danger is real, anonymity can provide a valuable protection. But usually, an-
onymity degrades public debate and discourages active citizenship by allowing 
special interests to pollute public discourse from behind false fronts.104 Facebook 
might not have accepted payment in Russian rubles for US election political ad-
vertising if it had known that its receipt of rubles for those ads would be disclosed 
to the public.105 Disclosure ensures that people know who pays to influence their 
views and enables them as citizens to judge that sponsored content accordingly.

Platforms should stop allowing shell companies or other anonymizing 
intermediaries to buy political advertisements.106 No one is better placed than 
the platform to ensure that the voices they propagate are real voices, not bots 
or foreign intelligence operations or corporate disinformation campaigns. We 
know how to press through misleading shells to determine the real “beneficial 
owner” of an entity,107 and we know how to craft policies to pierce corporate 
veils.108 Citizens are owed that information in a democracy. Indeed, they are dis-
abled in their citizenship responsibilities without it.

Finally, social media companies should open their algorithms up to scru-
tiny. In cybersecurity, firms deploy “white hat” researchers to probe their sys-
tems for glitches and weaknesses. Mandating some form of access to social 
media platforms’ algorithms would allow researchers to determine whether and 
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how those algorithms contribute to illegal activity, and also provide a way to 
counteract any illegal actions found. Giving this information to outside “white 
hat” researchers would oblige platforms to be more serious about identifying 
and counteracting problems in their algorithms without government directly 
probing into their affairs. The law countenances “private attorneys general”; one 
could adapt “private inspectors general” to help keep social media platforms 
alert and honest.

Reaffirming That Platforms Are Immunized for Others’ 
Content— Not Their Own Algorithms and Practices

Congress should make clear that social media companies are only immunized for 
user- generated content, not for their own profit- making decisions. Courts already 
assign liability to platforms that cross the line from hosting another’s content to 
co- creating it. For instance, some courts have held that a service provider may be 
subject to liability if it “materially contribute[d]  to the illegality” of the disputed 
content.109 Others have said that service providers may be liable if they “specifi-
cally encourage[d] development of what is offensive about the content.”110

Platforms should be liable for their own decision- making, for harms resulting 
from how they use the data they collect on their users, and for the algorithms 
they rely on to boost and amplify content. If an algorithm itself violates federal 
civil rights laws— for example, by only serving certain kinds of employment 
opportunities to certain users111— platforms should be held responsible. This 
would require platforms to internalize the costs imposed by their algorithms, in-
stead of solely reaping the profits. The threat of legal liability, for example, could 
make Facebook and other companies more likely to adopt measures that stop 
the spread of misinformation even if they also reduce user engagement, as failing 
to act would carry its own financial risks.

Platforms should also be subject to liability for paid advertisements and 
sponsored content. When a platform is paid, the notion that it is just providing 
a public forum vanishes, and the same laws should apply to the platform that 
govern paid advertising in other media. Since this would bring social media lia-
bility in line with legacy media, it would likely survive legal challenges.112

Conclusion

Social media platforms generate immense value, enjoyment, and convenience. 
They have given rise to new industries, and transformed existing ones. They have 
forever changed our social lives. We must recognize their benefits, as well as the 
clear fact that social media are now woven into the fabric of society.
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But we cannot ignore social media’s many dangers, primary among them de-
liberate disinformation on a massive scale, whose targeting of consumers the 
platforms facilitate.

In reforming Section 230 to hold major social media platforms accountable, 
we can more closely align Section 230 to its original purpose, more closely align 
this area with long- standing principles of law, and ensure that platforms are duly 
diligent to stop the spread of fraud, white supremacism, climate denial, disinfor-
mation, and illegal conduct online. In the process, we will create a healthier and 
more accessible internet for all, and improve the functioning of our democracy.

It is this latter point that is most important. Our experiment in American de-
mocracy is facing grave challenges. Lies and disinformation designed to whip 
up public animus and dissatisfaction are one grave challenge. Schemes of dis-
information designed to mislead the public to advance corporate and political 
interests are another. Both are hazards to the experiment in governance we trea-
sure. “Truth will ultimately prevail where there is pains to bring it to light,” said 
George Washington; “An educated citizenry is a vital requisite for our survival as 
a free people,” said Thomas Jefferson. In its present state, and thanks to Section 
230, the social media arena is corrosive to our democracy, and that must be— 
and can be— repaired.
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Algorithms, Affordances, and Agency
R e n é e  D i R e sta

In 2003 and 2021, two momentous events occurred in US politics, in very dif-
ferent information environments. In 2003, Americans watched on their televi-
sion screens, listened to talk radio, and read the morning paper to keep up with 
the latest news about the invasion of Iraq. In 2021, they watched, in real time, the 
live- streamed breach of the US Capitol by an angry mob as it unfolded; many 
amplified, on social media, specific posts about the moment that most resonated 
with their politics.

Although these events were separated by fewer than two decades, and a 
mere two and a half presidencies, the ways the American public contributed to, 
talked about, and understood them were wildly different. The key drivers behind 
those differences have had a tremendous bearing on society: An unprecedented 
agency to shape the media environment, available to anyone with a keyboard, 
internet connection, and grievance. New affordances: the tools and features of 
centralized social media platforms that enable individuals to livestream, like, re-
tweet, and share. And influential algorithms, which amplify, curate, and proac-
tively recommend content with speed and precision. Put more simply: The way 
people encounter, engage with, and amplify speech has changed.

In 2003, the rationale for the Iraq War was developed in a decidedly top- down 
fashion. Following 9/ 11, the Bush administration outlined reasons1 to invade 
Iraq and depose its president, Saddam Hussein: weapons of mass destruction 
(WMD); the aiding and abetting of Al Qaeda, which was responsible for the 
2001 September 11 attacks; and the necessity of bringing democracy to a brutal 
authoritarian state. With these justifications, the executive branch— and also the 
legislative, via Congress’s Iraq Resolution2— communicated to the public the 
necessity of invading Iraq.

Some were more cynical about the motives for the impending war, of course. 
Left- leaning media suggested a different set of justifications: a president’s 
son, now the leader of the free world himself, finishing his father’s unfinished 
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business; control of oil; and purported divine inspiration (which was roundly 
mocked). But for the most part, the Bush administration and Congress found 
an ally in one of the most powerful institutions of the United States: the media. 
In the months leading up to the war, the nation’s top newspapers and television 
networks repeated and endorsed the administration’s narratives for the American 
people. Fox News perennially displayed American flags onscreen during their 
war coverage. Even many left- of- center reporters and publications— like Judith 
Miller at the New York Times3 and David Remnick at the New Yorker4— loudly 
repeated claims about WMDs and Saddam’s brutality. The few mainstream 
journalists who rejected the justifications found themselves unpopular: Iraq War 
critic and MSNBC host Phil Donahue saw his show canceled, for example.5 In 
a study by Fairness & Accuracy in Reporting (FAIR), researchers revealed that 
critics of the war were vastly misrepresented on network television broadcasts.6 
And so, when the war officially began in March 2003, the public consensus was 
clear: Seventy- two percent felt that America’s invasion of Iraq was justified.7

Throughout all this, ordinary Americans had few affordances with which 
to meaningfully engage with the dominant narrative. They could attend a pro-
test. They could change the channel, cancel a subscription, or write a letter to 
the editor— though those options provided minimal agency. By and large, 
Americans were largely passive consumers of a top- down information machine.

Eighteen years later, on January 6, 2021, the same halls where the Iraq War 
blueprints were crafted were overrun with rioters.8 The mob had come to hold 
the (mistaken) belief that the 2020 election had been stolen and that Donald 
J. Trump remained the rightful president of the United States, and they were 
there to protest the ratification of election results showing that Joe Biden had 
won. But this time, the narratives that preceded the infamous riot, that shaped 
a false reality that many came to believe, were not solely coming from the top 
down. That old dynamic was present: The president’s acolyte media properties, 
such as Newsmax and OANN, filled their segments with election fraud claims. 
But such claims were also, in fact, frequently bottom- up, formed on social media 
by way of a process that played out repeatedly for months leading up to elec-
tion day, in which unsubstantiated allegations of fraud were made to go viral by 
way of influencers and online crowds, which created and spread content within 
online echo chambers full of people likely to believe them.9 Although populist 
politicians and shifty polemicists on Fox News certainly participated in shaping 
the overall narrative that there had been a “steal,” ordinary Americans were no 
longer passive recipients of a top- down narrative— they themselves played a 
very significant role in facilitating that consensus and parlaying it into in- the- 
street action.

In the days following the 2020 election, a collection of communities ranging 
from conspiracy theorists and trolls, to militia groups, to partisan ideologues 
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and the otherwise disaffected gathered in Facebook groups and Parler threads 
to seethe and plan protests— and, for some, to plot violence and a breach of the 
Capitol.10 Social media are remarkably effective at bringing the like- minded to-
gether. These angry and disappointed communities reinforced members’ beliefs 
that ballots were being destroyed, that voters were being intimidated, and that 
results had been distorted. These communities of ordinary people, alongside the 
“blue checks” with millions of followers who served as both content creators and 
key amplifiers themselves, facilitated a parallel system of mass influence on a par 
with the propagandists of old.11 While the debate about whether media or social 
media are more impactful continues,12 the seeming impact of pervasive misin-
formation is startling: A few days after the election, seven in ten Republicans 
believed it had been stolen.13 Three months after the riots of January 6, 55 per-
cent of Republicans believed that the rioters themselves had been left- wing 
agitators14— not Trump supporters at all— despite an overwhelming abundance 
of evidence to the contrary.15

Today, information moves by way of a system of algorithms and affordances 
and a historically unprecedented degree of agency, wholly unavailable to those 
Americans of 2003. Ordinary people use the tools of social media to share memes 
and retweet calls to action— like #StopTheSteal— in a high- velocity, high- 
virality ecosystem with the potential to reach millions in a moment. These tools 
are situated alongside a more opaque force in communications technology: the 
algorithms that suggest who we follow and determine what is recommended or 
amplified. These automated curators have facilitated the proliferation of echo 
chambers, bespoke realities within which highly activist online factions coor-
dinate. These are mutually shaping complex systems; MIT researcher Sinan 
Aral, for example, describes the relationship between humans and algorithms 
as a “hype loop” in which users provide signals to machines via their actions 
and content consumption, the algorithms make sense of it and reflect it back in 
their suggestions, and then the humans react to the new provocations.16 There is 
not one sole driving force at fault, but rather the interplay between algorithms, 
affordances, and agency that has transformed speech and community.

In this essay, I explore this interplay, and the resultant new infrastructure of 
human connection, contextualizing it within past communication ecosystems, 
examining its unintended consequences, and offering suggestions for a way 
forward.

The Infrastructure of Influence

Throughout history, punctuated advances in communications technology 
have had profound impacts on how information reaches the public and how 
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communities come to consensus. The printing press, the radio, the television— 
each of these technological advances changed how we communicate, and 
precipitated shifts in social behavior, politics, and power dynamics. The inven-
tion of the printing press ushered in the era of mass media, battering the mo-
nopoly that the Church and wealthy nobles had on information. The era of 
television made it possible for the public to see what was actually happening 
in far- off places and to contrast what was on their screen with how newspaper 
journalism and politicians’ commentary spun certain stories. The most recent 
transformation— the introduction of social media platforms, which followed 
soon after mainstream adoption of the internet— rearranged who had access to 
the tools of content creation and dissemination, and by extension, who had the 
ability not only to speak, but to reach millions. Even among these punctuated 
technological leaps, the impact of social media platforms stands out because of 
the extent to which it turned the audience from passive recipient to active par-
ticipant, upending the power dynamics of mass media. Social networks remade 
not only the way information moves through society, but the way society itself 
is organized— the topology of human connection— and in doing so disrupted 
long- established mechanisms for coming to consensus.17

For centuries, information was relayed from the top down: Elite institutions 
and media communicated to the public through a particular lens, framing the 
narrative, shaping what society thought and felt. People were largely passive 
recipients of information. Affordances were few; computationally supported 
algorithms were, of course, nonexistent. This molding of public opinion through 
the strategic presentation of information— propaganda— was, in the early to 
mid- 1900s, viewed as a necessary component of democratic society. The purpose 
of the elite- manufactured narratives, those who produced them believed, was to 
help the public understand issues about which they had no firsthand expertise.

The merit of this top- down power structure, particularly within a democ-
racy, has long been scrutinized and critiqued by prominent communication 
and media theorists such as Walter Lippman, who coined the phrase “the man-
ufacture of consent” to describe the process of elites and media shaping public 
opinion in 1922,18 to Edward Bernays, who argued that it was in fact the respon-
sibility of democratic government to influence the public in this way because 
the complexities of modern policy meant that ordinary people were rarely truly 
informed citizens.19 Later, that position came to be seen as decidedly antidemo-
cratic; the work of Marshall McLuhan,20 Jacques Ellul,21 Daniel Boorstin,22 and 
Noam Chomsky23 chronicled the extent to which the incentives of media and 
government often led to messaging that was, in fact, decidedly manipulative. The 
top- down model was the communication dynamic that shaped the disastrously 
incorrect 2003 consensus around the Iraq War.
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The specific elite institutions driving the manufacture of consent changed 
over the centuries: the Catholic Church, European empires, and the US gov-
ernment. The communication technology available for messaging has also 
varied: newspapers, radio broadcasts, and network television. But the funda-
mental principle— entrenched elites crystallizing the opinions of the many— 
remained largely the same until the internet arrived.

This shift began in the late 1990s with the emergence of the World Wide 
Web. In its first iteration, the web offered an affordance not previously avail-
able to the public: zero- cost publishing. This Web 1.0 colloquialism referred to 
the free, readily available turnkey sites that anyone could sign up for. Any indi-
vidual with an internet connection, computer, and basic grasp of HTML could 
create and disseminate speech, with minimal financial or temporal hurdles. 
Soon after, blogging engines appeared, and blogs quickly became the primary 
mode of publishing one’s thoughts online. However, although this new infra-
structure circumvented some of the old gates and gatekeepers— like access to a 
printing press or the favor of an editor— the decentralized environment made it 
hard to reach large quantities of people or amass persistent audiences. Anyone 
could write a blog— but how many people would find it and read it? The over-
whelming majority of online speech, whether offensive or anodyne, had vir-
tually no readership.24 Many aspiring citizen journalists and writers, originally 
optimistic about the web, were discouraged by the challenge of distribution.25 
“Why do blogs have a higher failure rate than restaurants?” asked the New York 
Times in 2009, noting that 95 percent of bloggers gave up.

But over the next decade, people gradually coalesced onto a small handful of 
centralized “social networks” that offered them easy ways to share their thoughts 
with friends: Facebook, Twitter, Reddit. Compared to blogs, even in the early 
days the social platforms rewarded brevity. Communication norms shifted as 
platform interface design nudged users to create, and behave, in particular ways. 
Text- heavy blog posts were usurped by far more economic modes of speech: a 
gif, a meme, a 140- character bon mot. These new norms emerged as a result 
of the affordances offered to users and the incentives set by platforms— which 
encouraged content that would lend itself to virality and capture the attention 
of other users.

Virality was encouraged through other affordances as well. Perhaps most 
critically, the Share button and the Retweet feature were material steps toward 
solving the distribution challenges of the old decentralized blogosphere; ordi-
nary people became arbiters of what should spread, and had the power to am-
plify content that they liked or agreed with. Suddenly, everyone had access to 
tools for creation and distribution— affordances that enabled not only speech 
but the potential for reach.
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As users flocked to social media platforms en masse, writing their status 
updates and posting photos of their lunch, the volume of content exploded, 
creating something of a glut.26 There was simply no way for people to read every 
tweet, peruse every comment, and click every clickbait headline that filled their 
feeds. The web’s original curation mechanism, reverse- chronological order, 
became woefully inadequate— and platforms realized they needed to not just 
host speech, but curate it, at a scale far beyond what human editors had ever 
attempted. Drawing on human- generated signals about what speech was most 
engaging— What were people clicking on? Hovering over? Scrolling through?— 
platforms debuted AI- powered feed rankings and recommendations. Now pow-
erful algorithms existed alongside the affordances. Both are, of course, simply 
code— but in the colloquial conversation about social media, the somewhat im-
precise phrase “the algorithms” is primarily used to reference functions that act 
on the user without the user’s taking a direct action in that moment. In the case 
of an affordance— a Like or Share button, a livestreaming feature— the user is 
proactively and consciously choosing to click a button and take an action; in 
the case of “the algorithms,” such as curated search results, topics sorted by a 
trending algorithm, or groups suggested by a recommendation engine, the code 
is shaping the user’s experience, determining what will hit their field of view, 
without any direct user input in that moment.

Unlike their human counterparts— network newscasters, newspaper editors, 
librarians— who prioritize giving their audiences factually accurate information 
from reputable sources, the algorithmic curators and recommenders generally 
prioritize one key metric: engagement. As users click on, share, or “like” a piece 
of content, they signal to the algorithms that something is worth paying atten-
tion to. If many people click en masse, or a cluster of a particular type of con-
tent suddenly attracts attention from many users, that is a signal that platforms 
take into account for another type of algorithmic action: amplification, further 
boosting of the topic or piece of content to even more users. And in the early 
days of the emergence of these curation and amplification algorithms, trending 
algorithms on Facebook and Twitter automatically curated the top stories of the 
day, pushing popular hashtags and URLs into the feeds of millions of users.

Algorithmic curation and amplification didn’t just spotlight certain topics and 
stories— it also bred whole new communities around them. Recommendation 
engines steered people into online groups with niche focuses, independent 
of geography: a mutual love of corgis, a mutual loathing of Democrats (or 
Republicans), a mutual skepticism of vaccines. While this was, in most cases, 
a positive means of facilitating human connection, the recommendation 
engines were wholly unaware of what, exactly, they were recommending. 
Sometimes they inadvertently pushed people into conspiracy- theory- focused 
communities deeply distrustful of outsiders, and highly activist— which, to 
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the recommendation engine, appeared to simply be high engagement, and thus 
worth promoting.

By the early 2010s, the ecosystem of social media platforms had enabled un-
precedented levels of virality, velocity, and scale. The social space and informa-
tion space merged; increasingly large percentages of people began getting their 
news from social media.27 A critical mass of people, effortless creation and dis-
tribution of content, mechanisms to facilitate virality, and the phenomenal reach 
of information— by the 2012 upheavals of the Arab Spring, it had become clear 
that social networks were a communication infrastructure with great potential 
for amassing and disrupting power.

As this new ecosystem emerged, the old began to erode. Mainstream and 
broadcast media did work to leverage social media as an additional channel, set-
ting up Facebook pages and Twitter accounts and growing large audiences. But 
a new class of communicators had emerged: A growing number of influencers 
and a hyperpartisan “demi- media” flourished, enabled by affordances that let 
anyone become a broadcaster. These new entrants targeted their content to-
ward the distinct communities, factions, and bespoke realities that social media 
had engendered. They often aggressively competed with— and, among some 
audiences, muscled out— the old media guard by challenging their truthfulness 
and legitimacy, and developed strong relationships with the fan communities 
that amplified them.

By the end of the 2010s, it had become clear that the public had increasingly 
become active participants in the process of competing to shape narratives, to 
amplify their preferred version of reality. Today, a handful of antivaccine zealots 
can make a video alleging that a global pandemic is a deliberate “plandemic”28 
and get millions of views on Facebook and YouTube. A community of conspiracy 
theorists can make wild allegations— that a major furniture company is a front 
for child trafficking, for example— go viral on Twitter.29 From an office building 
in St. Petersburg, Russia, trolls can masquerade as both Texas secessionists and 
proud American Muslims, triggering in- the- streets conflict between the two 
groups in downtown Houston.30 And, perhaps most important, ordinary people 
with strong political convictions become digital warriors speaking out (and co-
ordinating) to advance their beliefs at scale.31

Narratives now emerge from the bottom up as well as from the top down; 
propaganda is increasingly democratized. Many thousands of people chose to 
become digital warriors in the presidential elections of 2016 and 2020, equipped 
with affordances and bolstered by algorithms. A successful crop of political 
candidates across the world wholly embraced the new dynamic: Populist leaders 
such as Rodrigo Duterte, Donald Trump, Narendra Modi, and Jair Bolsonaro 
harnessed the energy of these online factions. Some niche communities, such as 
QAnon, evolved into online cults;32 recommender systems kept promoting and 
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amplifying these even as researchers and watchdog organizations grew more vo-
cally concerned about their impact.

The expansion of the notion of, and participation in, “media” is in many 
ways a positive development; worldwide, diverse communities and powerful 
movements have formed online, new voices have flourished absent the tradi-
tional gatekeepers, and groups that have historically been silenced have increased 
their visibility. The old system of facilitating consensus by way of top- down nar-
rative control was demonstrably flawed. And yet, today we find ourselves facing 
a distinctly different challenge: Although what society thinks is no longer neatly 
manufactured by the top- down propaganda of elites, it is increasingly shaped by 
whoever manages to wield the affordances of social networks most adeptly to 
solidify online factions and command public attention.

What we are contending with now is not the manufacture of consent but 
the manipulation of consensus: participatory propaganda33 campaigns that 
often originate, bottom- up, as a meme, passed to influencers and media who 
reshape it for their own ends— whether that be birthing or toppling political 
movements, sparking mass protests, upending regimes, or something else en-
tirely. Communities do not trust the same sources. They do not see the same 
content. They get agitated about specific grievances prevalent within their on-
line reality but almost entirely invisible to anyone operating outside it. The result 
is perpetual dissensus and acrimony.

As this dynamic has continued, as the participants have grown in number 
and become better organized, the implications have become more profound: in 
2020, a global pandemic began in which twenty- five percent of the American 
public believes, to some extent, that the outbreak was planned;34 a vaccination 
campaign to address the pandemic in which the likelihood of taking a vaccine is 
based on the extent to which communities trust particular politicians;35 and a 
free and fair election that nonetheless resulted in the storming of the US Capitol 
by people who not only heard but proactively created and spread allegations of 
mass voter fraud. And yet, this divisive environment, this inability to find shared 
reality, to come to consensus, is driven by very real people exercising their right 
to express their political opinions. That makes responding to this challenge— 
moderating, recommending, and curating responsibly; balancing the freedom 
of expression with minimization of harmful content— a far more significant 
challenge.

We presently have an underdeveloped set of norms delineating persuasion 
from manipulation, and a world in which the group most adept at executing so-
cial media marketing tactics determines what captures the public’s attention. 
Foundational processes of deliberation, of coming to consensus in democracies, 
no longer hold;36 the “marketplace of ideas” does not span the bespoke realities. 
And so, we are at a moment in time in which it is imperative for society to wrestle 
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with the implications of this new infrastructure. Can democracy function in this 
environment? Is it possible for humanity to reach consensus on existential issues 
such as the climate crisis or future pandemics?

A Path Forward

The status quo is untenable. Americans, immersed in this fragmented and 
polarized information environment, are increasingly unable to agree on critical 
facts. While the 2020 election itself was free and fair, around 30 percent of the 
public remained unconvinced that Joe Biden is the rightful president in May 
2021.37 Beyond electoral politics, the most pressing global issues— vaccinating 
the population during a pandemic, addressing the challenges of a changing 
climate— become unworkable if consensus has broken down. Historians, elec-
tion officials, and legal scholars alike wonder aloud about the extent to which 
American democracy can function when the losing side distrusts the outcome 
of elections or when large communities of people are immersed in bespoke 
realities with no shared epistemology between them.38

The question of who bears responsibility for fixing this state of affairs re-
mains a matter of debate. For years, platforms were loath to reckon with these 
challenges because they did not want to be the arbiters of truth or determinants 
of the line delineating social and antisocial behavior. That began to change 
in 2017, when, in response to public pressure surrounding concerns about 
“fake news” (a term that briefly referred to demonstrably false and misleading 
news, before it was appropriated by partisans), platforms began to incorporate 
fact- checks on disputed content. This was necessarily a reactive process; fact- 
checking links were often appended days after the content had gone viral and 
audiences had long ceased paying attention. In 2019, the platforms additionally 
began to remove certain types of demonstrably harmful communities— such 
as antivaccine groups and conspiracy theory communities prone to real- world 
violence— from curation algorithms that had previously suggested them. In 
2020, cult- like communities prone to violence, such as QAnon, were declared 
persona non grata on several social platforms. These policy iterations, however, 
evolved reactively, often in response to situations like major measles outbreaks 
or the January 6, 2021, events at the Capitol. However, a series of leaks of 
documents from within tech platforms suggest that they could have been dealt 
with far more proactively: A Facebook internal presentation leaked to the Wall 
Street Journal in 2020, for example, revealed that senior leadership knew in 2018 
that recommendation algorithms were having unintended, and at times dan-
gerous, consequences.39 The presentation warned, “Our algorithms exploit the 
human brain’s attraction to divisiveness” and promote “more and more divisive 
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content in an effort to gain user attention and increase time on the platform.” 
This type of empirical understanding of the dynamics in play is presently almost 
wholly lacking among outside researchers, government, and the public.

While platforms bear a significant degree of responsibility for mitigating 
the unintended consequences of their business models, incentive structures, 
and design decisions, social networks reflect social behaviors and societal is-
sues even as they shape them. A loss of trust in media, and loss of confidence in 
government— a decline that began long prior to the advent of social media— 
coupled with the unpreparedness of institutions to participate in the new media 
ecosystem created vacuums, and an environment in which the speech of grifters 
flourished.

The current discussion of how to reduce polarization, and Americans’ ina-
bility to come to consensus, tends to focus on social media. More specifically, 
it focuses on content moderation, which is inherently reactive, and centers the 
debate on specific types of speech to take down or deamplify. Sometimes it is 
pieces of content, other times it’s the accounts posting the material. But this ap-
proach has led to an unending game of highly politicized whack- a- mole, and it 
does nothing to address the problem of receptivity. We can reduce the supply of 
harmful content, but doing so does not mitigate the demand.

In a mutually shaping system, we need a systemic approach to solutions. 
There is a path forward toward a healthier information ecosystem that balances 
freedom of expression and democratic ideals while minimizing harms and unin-
tended consequences— but it involves re- envisioning the roles that algorithms, 
affordances, and agency play in our information landscape. There are levers at 
our disposal for this reformation: policy, education, and design. There are also 
multiple stakeholders with the power to drive and implement reforms: the 
tech platforms, governments and regulators, civil society, media, and even the 
empowered public. In the next section I discuss their respective roles and envi-
sion a whole- of- society effort for transforming the communication ecosystem.

Addressing the Algorithms

Algorithms, perhaps, are the easiest of the three factors to transform. By 
prioritizing engagement when choosing what to surface, what to rank, and what 
to draw attention to, they inadvertently incentivize sensationalism and acri-
mony; content creators using platform tools can attract attention by perpetuating 
emotionally engaging grievances that online factions subsequently act upon. 
Journalists, researchers, and the public have called attention to the unintended 
consequences of misguided curation— the impact of proactively nudging 
people into extreme groups or filling feeds with demonstrably false content. 
However, because of limitations of platform data sharing (sometimes attributed 
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to concerns about privacy), outside investigators have incomplete pictures of 
what is happening; only the social media companies have full visibility into 
what’s happening on their platforms. Here, therefore, are five suggestions for al-
gorithmic reform, implementable by social media companies:

 1. Reduce dependency on engagement when devising algorithms to curate and 
recommend content.

 2. Add friction, such as circuit breakers and internal- oversight models, to incor-
porate humans into the loop of curation and recommendations.

 3. Provide researchers with data access that affords visibility into the dynamics 
of algorithmic creation, recommendation, and amplification.

 4. Create a system of regulatory oversight.
 5. Offer the public greater visibility into— and perhaps control over— curation 

and recommendation experiences.

Although many readers no doubt feel distrustful of social media platforms— 
polls suggest a dramatic decline in positive sentiment since 2017— when we con-
sider what entities should be responsible for mitigating the myriad issues with 
“the algorithms,” the platforms themselves are the only stakeholder with the di-
rect ability to address emerging issues. They can shift the system through design. 
They’ve done it in the past: When Twitter observed that trending algorithms 
were being gamed by automated accounts, they chose to reweight the factors 
that determined that something was trending. They created a designation for 
“low- quality accounts”— many of which were automated— to reduce the ease 
with which someone with a botnet could create the perception that thousands 
of people were tweeting about a particular topic.

Another type of design intervention for mitigating algorithmic harms might 
be the introduction of friction40— a limit or constraint placed on behavior or 
content to reduce its use or spread. Friction in speech has historically enabled 
opportunities to verify information, to validate facts. In prior information 
environments, traditional journalists vetted sources, conducted fact- checks, and 
reviewed quotes before publishing their story. Algorithms do none of this. But 
that could change: If, for example, platform algorithms detect significant en-
gagement on a new piece of content, rather than treating that as a signal that it 
should be additionally amplified into the feeds of millions of other users, they 
might instead temporarily throttle it while someone investigates the dynamics 
of the spread to ensure that it’s not coordinated manipulation. This kind of 
“circuit breaker”41 could be narrowly tailored to start, perhaps to temporarily 
throttle the dissemination of viral content on breaking news topics (particularly 
those in highly contested areas such as politics), or if the content appears to be 
manipulated (such as sensational videos that might be edited or AI- generated). 
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There is precedent from other industries: In finance, “trading curb” mechanisms 
sometimes kick in to temporarily halt trading if a stock is behaving erratically or 
if news breaks about the company.42 That same principle can be applied to news 
feeds and recommendation engines. A viral hashtag about alleged election in-
terference, or supposed vaccine side effects, could be decelerated until properly 
fact- checked.

The platforms currently use a policy rubric known as “remove, reduce, in-
form” to moderate their content— “removing” involves taking content down, 
the most severe intervention and the one most likely to trigger allegations 
of platform censorship. “Reducing” distribution— throttling content— and 
“informing” interventions, such as adding labels and interstitials to convey con-
text around content, are less divisive and possibly even more impactful. Adding 
friction would enable platforms to temporarily reduce the spread of viral content, 
facilitating an increased ability to help inform the public. They also could proac-
tively facilitate more trustworthy content at key times, such as with banners or 
public service announcements from election officials on Election Day.

But platforms’ self- regulation of algorithmic design and curation policies 
won’t be enough. Many of the design changes and policy shifts that platforms 
have implemented have come about because researchers or media have uncov-
ered a significant harm. Public outcry has driven certain interventions, but regu-
lation is needed to create real oversight.

Presently, there isn’t a strong regulatory foundation to build on. That’s not to 
say that US lawmakers haven’t tried— they’ve just been ineffective and often too 
slow. Consider the Twitter bot manipulation situation discussed above; first a 
novelty on social media platforms, then a scourge that excelled at manipulating 
trending topics, bots by 2018 had largely become toothless in the information 
war because Twitter designated them as “low- quality accounts.” Despite the 
platform’s already having taken action to render bots largely useless for mass 
manipulation, California policymakers still enacted a law in 2019 to make it 
illegal for bot accounts to masquerade as humans. By the time lawmakers got 
their arms around the problem and devised even a weak solution, information 
combatants had moved away from automation in response to Twitter’s de-
sign changes, and had instead begun to focus on infiltrating and galvanizing 
communities of real people— a harder problem for Twitter to take action on 
with simple weighting tweaks.

The toothless bot law and the timescale on which it was passed are emblem-
atic of a broader problem within the policy space. Laws that attempt to go after 
problematic algorithms are the equivalent of building a digital Maginot Line— 
quickly rendered useless by determined adversaries who simply go around them. 
By the time lawmakers pass legislation to address one problematic algorithm 
or affordance, combatants will have moved on to the next. What we need from 
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government regulation of the tech industry is the establishment of comprehen-
sive oversight of social media companies, a multitiered system of regulation sim-
ilar to that which governs the financial industry: a combination of regulatory and 
self- regulatory policy, in which top- level government regulatory bodies can facil-
itate oversight while self- regulatory bodies can respond quickly to industry- wide 
dynamics. The Election Integrity Partnership,43 an inter- institution partnership 
that spent several months monitoring voting- related misinformation during the 
2020 election, offered several suggestions for regulatory oversight: first, the pas-
sage of laws for algorithmic transparency, which would mandate that platforms 
share reports and granular data with academia or civil society, and second, at 
the federal level, interagency prioritization and cooperation in identifying and 
countering foreign mis-  and disinformation. Senator Mark Warner (D- Va.) has 
also laid out proposals for regulatory oversight;44 one key blocker, however, is 
that partisan polarization within Congress itself is stymying consensus around 
what, and how, to regulate.

Finally, there is a real need for educational programs to help users under-
stand how the trends and recommendations that they see are selected for them, 
to facilitate better understanding of the dynamics of how engagement begets 
more engagement, or how accuracy of content is not presently a primary de-
terminant when surfacing it. “Algorithmic literacy”45 research is in its nascent 
stages, but scholars such as Joëlle Swart have begun to examine ways in which 
young people process the recommendations that are pushing content into 
their feeds on platforms such as YouTube, TikTok, and Instagram.46 Opinion is 
split: Some users who understand algorithmic curation find it serendipitous and 
time- saving; others find it creepy, rooted as it is in companies tracking user be-
havior. Beyond simple research, some efforts, such as MIT’s Gobo project, led 
by Ethan Zuckerman, envisioned putting control of curation far more directly 
into the hands of users by giving them their own filters and sliders, increasing 
their agency to determine what hits their feed.47 While Gobo was an experiment, 
it offers a path forward toward potentially leveraging other third- party tools to 
more directly craft a user experience. As a caveat, however, while this may enable 
users to prioritize other criteria beyond engagement in curating their feeds, it is 
unclear whether or not it would result in users’ simply curating themselves into 
filter bubbles.

Addressing Affordances

In the mutually shaping system, algorithms are still ultimately serving up and 
amplifying content, drawing on signal from users as they create and disseminate 
content. And so, we additionally need to pay attention to affordances, to how 
communication tools are used and misused.
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Design has a significant role to play here as well, just as it does with the algo-
rithm problem; platforms can also add an element of friction to the affordances 
that facilitate virality, or enable the amplification of speech.48 These need not 
be onerous; a simple interstitial screen asking users if they’ve read beyond the 
headline when the Share button is clicked can prevent people from unwittingly 
propelling falsehoods (and has added downstream benefit on the algorithms, 
which derive signal from human actions). On platforms like WhatsApp— which 
has no algorithms yet remains prone to people being duped into sharing viral 
falsehoods— designers have limited the ability to forward messages to other 
groups, and limited group size, to reduce the number and reach of viral misin-
formation incidents.

There are many types of design interventions to try, and, as platforms evolve 
and new features are made available to the public, more potential interventions 
will emerge. A consortium of design researchers committed to drawing on be-
havioral science has emerged: the Prosocial Design Network, with the mission 
statement promoting “prosocial design: evidence- based design practices that 
bring out the best in human nature online.”49 The group’s website highlights 
design intervention possibilities— the creation of “Thank You” buttons, delay- 
by- default posting— that might create a less polarized, more “prosocial” social 
media experience. As the interventions are examined in peer- reviewed literature, 
the Prosocial Design Network highlights the research.

Another potential way to mitigate the harms of affordances before they arise is to 
have internal or external “red teams” tasked with envisioning how a feature is likely 
to be misused before it is rolled out. This is how cybersecurity researchers discover, 
and how companies proactively mitigate, vulnerabilities in software. Thinking like 
a troll or foreign agitator in advance could surface challenges or unintended side 
effects of a particular feature before it is actively misused to cause harm.

Policy has some role to play in mitigating the worst harms of social media 
affordances as well: On a self- regulatory front, terms of service and other 
policies presently govern and at times limit affordances granted to users. For ex-
ample, Twitter’s features enable users to tweet, but its policies state that these 
features may not be misused to tweet misleading content related to COVID- 19;50 if 
users do so, platform policy notes that they may receive a “strike,” may be asked 
to delete the tweets, or may have their tweets labeled as misleading. Labeled 
tweets, in some cases, may no longer be able to be retweeted, stopping the fur-
ther dissemination of false and misleading information even if it does not rise 
to the level of meriting a takedown. Additionally, after five strikes, the platform 
may ban the account holder. Many platforms already have existing policies that 
prohibit things like amplifying disinformation and violent content. These rules 
matter. Policy shapes propagation— it defines how users can wield affordances 
for the distribution of speech.



 A lg or i thm s ,  A f fordan c e s ,  and  A g e n c y  135

      

It is also worth noting that much of this essay has focused on the existing 
social media ecosystem; while it is easy to fall into the trap of assuming that the 
big- tech platforms that exist today will exist tomorrow, the emergence of new 
prosocial- first platforms, designed from the ground up, may be the way forward. 
There may be significant hurdles to the mass adoption of such platforms, but 
adjacent regulatory efforts— the rising popularity of antitrust action, and data 
portability, among regulators in the Biden administration, for example— may 
create an opportunity for new entrants.

“We shape our tools, and then our tools shape us,” as Marshall McLuhan’s 
friend and fellow media scholar Father John Culkin once said, describing 
McLuhan’s work. And that mutual shaping leads to the third area for interven-
tion: agency.

Addressing User Agency

No matter how carefully platforms, researchers, and regulators proactively ad-
dress social media algorithms and affordances, any tool has the potential to 
become a weapon for manipulating the discourse. And that is because people 
choose to use them that way.

While design can nudge, and policy can shape and constrain, the fact remains 
that people increasingly feel compelled to participate in hyperpartisan, highly 
factional online behaviors. During the 2016 presidential campaign, cadres of 
people who put frog emojis in their Twitter bios— an allusion to the popular 
alt- right meme Pepe the Frog— elected to become digital warriors supporting 
the candidacy of Donald Trump. By the time the 2020 presidential primary got 
under way, a litany of political factions with emojis- in- bio had proliferated.51 It 
became clear to social media researchers looking at emerging false and misleading 
narratives that ordinary people had become increasingly active participants in 
the process of shaping narratives and amplifying their version of reality. While 
there have been online political discussion groups since the earliest days of the 
internet, these highly activist online factions were vocally united in their hatred 
of the other side.

Harassment is not new. Spreading disinformation is not new. Both pre- 
date the internet by centuries. The dynamics that are playing out online are a 
function of human behavior. Many people are drawn to the camaraderie of par-
ticipation in an online crowd, to amplify their preferred candidates or policies. 
As polarization scholar Chris Bail writes, “the root source of political tribalism 
on social media lies deep inside ourselves.”52 Some people feel inclined to share 
because members of their political “team,” or online factional friend group, are 
sharing. Here, too, scholars such as Jonathan Haidt, Tobias Rose- Stockwell, and 
others have suggested design interventions such as removing visible indicators 
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of engagement, such as likes and retweets, to reduce the inclination toward 
“follow- on” sharing (in which users simply retweet the tweets of their peer group 
without reading the material).53

Another important facet of agency is informedness. Some people are una-
ware of how their shares and behaviors influence algorithmic feeds and curation. 
They are unaware of how they themselves have been slotted into echo chambers 
with a narrow field of view. And so media literacy education, which attempts 
to help people understand the online environment and the way algorithms, 
affordances, and agency come together, offers a way forward. Awareness of the 
impact of one’s actions has the potential to shift norms and to make people give 
agency they wield when creating or sharing content on social platforms greater 
weight. Education has the potential to break down the walls of bespoke realities 
and to rescue our ability to reach consensus by helping people recognize the 
signs of manipulative content or behavior online.

The News Literacy Project offers one example of a notable effort to improve 
online discourse by raising awareness of social media dynamics.54 A nonpartisan 
nonprofit, the initiative helps educators and the general public to better navigate 
the digital information landscape. Simple skills can go a long way in avoiding 
manipulation: the ability to differentiate between fact and opinion, the ability to 
identify trustworthy news sites, the ability to identify a bogus tweet or Twitter 
account. Mike Caulfield, the director of Blended and Networked Learning at 
Washington State University in Vancouver, has also done important work on lit-
eracy. Caulfield champions a simple but effective approach to consuming speech 
online: Before engaging deeply with an article or tweet thread, take a minute to 
learn about the source.

“Think before you share” is a simple rule that could dramatically transform 
the information environment today; however, it’s not only individual consumers 
who need to learn that lesson. Media, too, amplify the most sensational trends 
on social media, often covering absolute nonsense pushed by a relatively small 
handful of people: “Some people on the internet are saying . . .” Media coverage 
of a small, sensational controversy can amplify its reach significantly. Researchers 
like FirstDraft work on educating reporters to be aware of manipulation tactics; 
those at Data & Society have urged reporters to practice “strategic silence”— that 
is, choosing not to cover (and thus amplify) speech known to be false.55 Many 
reporters already do this in relation to sensitive issues like suicide— perhaps 
it’s time to update that playbook to include other forms of speech that, while 
nonviolative, are simply designed to foment outrage and generate clicks.

Platforms, governments, media, and civil society each have a role to play 
in this broader social restoration. Platforms can expand the reach of media lit-
eracy efforts in a variety of ways, such as by incorporating lessons via pre- roll 
on video content or in their “informing” labeling efforts. Governments can take 
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action also, particularly at the state and local levels, by offering formal educa-
tion programs as well as investing in developing communications channels to 
grow trust with their citizens. Finally, civil society organizations, which often 
still enjoy a high degree of trust in their communities, can inflect lessons to ac-
count for the specific concerns and needs of the people they serve.

But, ultimately, the root cause of much of the discord online is a loss of trust 
and social rifts offline. As Chris Bail notes, closing the perception gap— the 
beliefs we hold about the “other side”— is a top priority for reducing polariza-
tion.56 Bolstering the offline work of efforts such as America in One Room57 
and other community- led efforts to bring people together, to break down 
misconceptions and barriers between them, is as necessary as any social media 
reformation project. These community- driven efforts to counter affective polar-
ization, in conjunction with the rethinking of algorithms and affordances, may ul-
timately turn out to be the best way to reduce the vitriol, the viral spread of false 
and misleading information, and the tribal appeal of online bespoke realities.

The present era of participatory propaganda and pervasive manipulated consensus 
is unique. But there have been many historical examples of periods of social up-
heaval following the invention of a new technology. The introduction of the 
printing press in the fifteenth century democratized speech in an entirely new 
way— and introduced a period of societal dissensus. The ability to mass- produce 
speech led to the spread of radical texts like Martin Luther’s Ninety- five Theses, 
triggering religious fragmentation and the Thirty Years’ War, one of the most de-
structive wars in European history. But eventually, with the Peace of Westphalia 
nearly a century later, equilibrium was achieved. Pamphleteering continued— 
especially in the nascent United States— but eventually consolidated into 
newspapers with mastheads and codes of ethics. Consensus was hard- won, but 
ultimately possible.

Social media still hold immense promise: human connection uninhibited by 
geography and instant access to knowledge. But its current iteration, with amoral 
algorithms and easily weaponized affordances, is not fulfilling that promise. 
Creating a future where powerful communication technology enables freedom 
of speech and expression without also facilitating mass manipulation, where so-
cial networks facilitate consensus across borders and bolster the foundational 
values of Western democracy— this is the challenge that faces us in this moment.



      



      

9

The Siren Call of Content 
Moderation Formalism

e v e ly n  d o u e k

Introduction

On January 8, 2021, after years of resisting calls to do so, Twitter suspended the 
account of the then- sitting president of the United States, @realDonaldTrump.1 
In an unsigned blog post that looked more like a judicial opinion than a corpo-
rate press release, the company laid out its reasoning in detail, reciting Twitter’s 
rules and ostensibly applying them to the facts at hand.2 The post explained why, 
despite the company’s relatively long- standing rule that Twitter would gener-
ally not remove tweets or accounts of world leaders given the public’s interest 
in knowing what their representatives think,3 two recent tweets from President 
Trump fell within its exception for glorification of violence.

Was this an even- handed application of Twitter’s prior rules? Twitter had al-
ways said world leaders would not be above its policies entirely and would re-
move any account for threats of violence. But the company had also previously 
stated that “[w] e focus on the language of reported Tweets and do not attempt 
to determine all potential interpretations of the content or its intent.”4 By con-
trast, in defending its decision to permanently suspend @realDonaldTrump, 
Twitter referred not only to the wording of two relatively anodyne tweets, but 
also to how those tweets should be read in the context of the broader events in 
America (especially the violent storming of the Capitol two days earlier) and 
how the tweets were being interpreted both on and off Twitter as encouraging 
further violence.5

Facebook had indefinitely suspended Trump’s accounts on its platforms the 
day before.6 Facebook CEO Mark Zuckerberg’s post announcing the decision 
described his reasoning in somewhat less detail than Twitter’s post. But two 
weeks later, Facebook referred the decision to its Oversight Board,7 a body with 
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quasi- judicial characteristics that reviewed Facebook’s decision and issued a 
public, reasoned opinion upholding this decision that apes that of a court.8

When it comes to the content they host, these private companies can largely 
do whatever they like: Under American law, at least, they are not required to 
host any user on their platforms, nor are they obliged to afford any kind of due 
process or explanation for their decisions.9 They could determine the future of 
former president Trump’s account by coin flip and no court would uphold any 
challenge. So why did they instead elect to write long, tortured blog posts or in-
voke elaborate procedures in trying to rationalize their decisions?

The answer is both intuitive and seemingly irrational for profit- driven 
companies: Legitimacy matters. These companies’ decisions to deplatform the 
leader of the free world were controversial. While many celebrated the step as 
long overdue, others— including politicians around the world10 and other prom-
inent public figures11 not usually thought of as allies of Donald Trump— decried 
it as censorship and an infringement on free speech. Caught between a rock and 
a hard place, where there was no “right” or uncontroversial answer, Twitter ac-
knowledged the need to work on “inconsistencies . . . [and] transparency” in its 
policies and enforcement,12 while Facebook pointed to its willingness to submit 
the decision to independent review so the company wasn’t making such a signif-
icant decision on its own.13

This was a particularly high- profile example of what has been a general trend, 
especially apparent in recent years, toward greater transparency and due process 
in content moderation as a means of establishing their consistency and commit-
ment to rule- bound decision- making. This turn to a more formalistic decision- 
making model is a common path for institutions that exercise extensive power 
over public interests and are trying to assuage distrust of their competence or 
credentials to do so. And it has been embraced by scholars and policymakers as 
the solution to many of the problems that plague social media platforms.

But I argue in this essay that the quest to make content moderation systems 
ever more formalistic cannot fix public and regulatory concerns about the le-
gitimacy and accountability in the way platforms moderate content on their 
services. Such a goal is illusory. The more formalistic way the companies han-
dled the deplatforming of Donald Trump clearly provides no model for the vast, 
vast majority of content moderation decisions. These companies decide to act 
or not act on millions of pieces of content uploaded to their platforms every 
day. The variety of decisions they make, and the way in which they make them, 
far exceeds the narrow kind of decision involved in choosing whether to leave a 
particular piece of content up or take it down. The largest platforms operate mas-
sive unelected, unaccountable, and increasingly complex bureaucracies deciding 
how people can use these central squares of the internet at unimaginable scale. 
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A formalistic model, invoking judicial- style norms of reasoning and precedent, 
is doomed to fail at this scale and level of complexity.

This essay first traces the origins and path toward content moderation for-
malism and juridification in the section “The False Promise of Juridification.” 
Never a fully thought- out plan— indeed, largely an afterthought— platforms 
have been building systems of governance built around elaborate rule sets en-
forced by large task forces and automated tools, ostensibly trying but always 
failing to achieve consistency and determinacy. The section of this essay titled 
“Toward Content Moderation Realism” describes why this is a fool’s errand. The 
practical realities of content moderation mean formalism is even more out of 
reach in this context than in others. Even if the offline world to which content 
moderation governance is frequently compared could achieve it, the scale and 
messiness of online speech governance make simple translation of offline tools 
inapposite. But, of course, perfect formalism is not a realizable goal, online or 
off. Part of the dissatisfaction with content moderation is caused by this unre-
alistic goal. The “Conclusion” then charts a course toward content moderation 
realism. The goal of a better and more legitimate system of content modera-
tion governance should not be forsaken just because the formalistic model that 
stakeholders currently aspire to is impossible, but being realistic about what to 
aim for is a necessary part of building that system. This requires accepting what 
can and cannot be constrained, what mistakes can and cannot be remedied, and 
the trade- offs inherent in every choice. Some degree of consistency and determi-
nacy needs to be sacrificed for greater effectiveness overall.

When this essay talks about “effectiveness” it does not mean to imply that 
I think content moderation, done effectively, can bring about an ideal speech 
situation. There is not and will never be agreement on the ideal substantive 
content moderation rules. But content moderation of some form is inevi-
table: Content moderation is the commodity platforms offer.14 It is both a First 
Amendment right and in their business interests for platforms to interfere with 
their users’ speech more than a government could ever mandate.15 And while 
platforms’ interests will not align with the public’s, there is room (albeit limited) 
for stakeholders like government, civil society, advertisers, and users to push 
platforms to reform their rules to respond to their preferences. “Effectiveness,” 
then, has a content- neutral meaning here: It means the efficient enforcement of 
platform rules in a way that increases public accountability and transparency, 
which creates a mechanism for these stakeholders to influence platforms’ opera-
tions or address the problems created by them.

Finding a way to pair a more realistic model of content moderation govern-
ance with ways to impose constraints on platform decision makers is perhaps 
the greatest challenge for the future of freedom of expression online. The answer 
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will require new tools, and not simply attempts to bring offline speech govern-
ance models to the online world.

The Juridification of Content Moderation

The story of how platforms rapidly constructed legalistic content moderation 
bureaucracies is well- told by now.16 The task of “maintaining a system of freedom 
of expression in a society is one of the most complex any society has to face,”17 
but the governance systems of the most important speech forums in existence 
today were created by people who somewhat accidentally found themselves in 
the position of having to do so. In the early days of platforms’ lives, “very few 
lawyers were focusing on the responsibilities that commercial online companies 
and platforms might have toward moderating speech.”18 But, as these platforms 
became ever more important and scrutiny increased accordingly, they soon 
found themselves hurriedly building initially ad hoc systems to manage their 
users’ speech.19

In the early days these systems were fairly rudimentary. Twitter’s first 
set of rules was 568 words long,20 and YouTube’s was a mere one- page list of 
instructions.21 Internet governance was fly- by- night (“Move Fast and Break 
Things!”)22 and almost completely opaque.23 Decisions descended from Silicon 
Valley overlords as if from on high, and they often seemed arbitrary— indeed, 
they often were arbitrary.

But as user and societal expectations of platforms have increased, espe-
cially with the techlash of the past half- decade, platforms’ rulebooks have 
quickly expanded, becoming ever more comprehensive. They have come to 
resemble the “prolixity of a legal code.”24 They have moved from a standards- 
based approach to a rule- based one, constructing a system aiming for “con-
sistency and uniformity: to get the same judgment on a piece of content, 
regardless of who was moderating it.”25 That is, there was a turn toward “for-
malism,” or “decisionmaking according to rule,” intended to screen off from a 
decision maker “factors that a sensitive decisionmaker would otherwise take 
into account.”26

American law has seen this story before. When bureaucracies experience a 
trust deficit, as is the persistent condition of the administrative state, for example, 
a common strategy for attempting to rebuild trust and legitimacy is recourse to 
formalism.27 American law has a deeply ingrained intuition that proceduralism 
and legalism can mitigate concerns about the exercise of otherwise unaccount-
able power.28

That this path is also reflected in content moderation history is not overly 
surprising given that it was American lawyers who oversaw the development of 
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content moderation policy at the major platforms.29 After all, “if all you’ve got is 
a lawyer, everything looks like a procedural problem.”30 And so there has been 
a steady march toward a legalistic, formalistic paradigm of content moderation 
that is rule- based and provides some semblance of procedural justice in an at-
tempt to ease anxieties about the enormous and unconstrained power platforms 
have come to exercise over modern discourse.31

Lawmakers, too, are enamored with formalistic content moderation. 
Hamstrung by substantive and practical limits on their ability to take content 
moderation decisions away from private platforms completely,32 governments 
have increasingly turned toward measures designed to increase platform trans-
parency and bind their hands by forcing them to stick to their own rules.33 This 
follows years of civil society organizations’ demanding similar transparency and 
due process protections in content moderation.34

Facebook’s Oversight Board experiment is the apotheosis of this approach to 
content moderation.35 Clearly invoking a court- centric conception of govern-
ance, the board decides individual cases where users have specific grievances and 
standing.36 Its decisions are carefully reasoned conclusions based on Facebook’s 
rules and values and human rights norms.37 These reasons “have precedential 
value and should be viewed as highly persuasive when the facts, applicable 
policies, or other factors are substantially similar.”38

The Oversight Board is not the only example of this approach to content 
moderation; the trend is apparent across the industry, as the example of Twitter’s 
reasoning in the Trump example described above demonstrates. It’s not just the 
major platforms— Twitch’s blog post explaining the nuances of how its Nudity 
& Attire and Sexually Suggestive Content policies apply to the surprisingly prev-
alent genre of Hot Tub streams (which are exactly what they sound like) was 
more than eleven hundred words long.39 Knitting forum Ravelry published a 
blog post describing its decision to ban support of Donald Trump or his admin-
istration across the site that included its new policy language and a list of “policy 
notes” that essentially amounted to interpretative guidance.40 The practices of 
producing periodic transparency reports about their rule enforcement and of-
fering users rights to appeal decisions taken against them have proliferated 
across the social media industry.

Formalism has its allure. It serves the rule- of- law ideals of predictability 
and consistency between cases.41 This in turn helps guide users’ behavior to-
ward compliance, because they know what the rules are in advance.42 Reasoned 
decision- making can increase users’ acceptance of decisions taken against them 
because they have greater understanding of the reasons why.43 Theoretically, 
the development of standardized norms and the commitment to treat like cases 
alike constrain our tech overlords in their otherwise absolute discretion to do 
whatever they want. The attractiveness of procedural formalism in the realm 
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of content moderation may be especially great because the idea of universal 
agreement on substantive speech rules is fanciful. Commitment to regularized 
processes for channeling that disagreement may be more achievable.

As this trend of formalization has developed, however, it has required ever 
finer distinctions to accommodate and categorize the infinite variety of online 
content. Again, this is not surprising: As any set of rule- based jurisprudence 
develops, rules converge toward standards over time as in hard cases decision 
makers use rule- avoiding strategies such that proliferating rules begin to “op-
erate as standards, far more than may be apparent from the face of the rule it-
self.”44 This has been the course of elements of First Amendment doctrine, which 
“has become only more intricate, as categories have multiplied, distinctions 
grown increasingly fine, and exceptions flourished and become categories of 
their own.”45 Again, this is reflected in the path of content moderation rules, 
too, but on hyperdrive. The sheer volume of speech decisions and the fact that 
the outcome of these decisions remains permanently inscribed on the internet, 
unlike when someone says something on the street corner, make attempts to 
achieve consistency even harder. Facebook alone makes more speech decisions 
every day, perhaps even every hour, than the Supreme Court ever has in its en-
tire history. Although datasets of these decisions will always comprise only a 
subset of those decisions,46 even these partial archives of speech decisions are 
the largest in history, exposing platforms to relentless criticism. Attempting to 
impose order on this chaos has been . . . challenging.

The results are becoming somewhat ridiculous. Facebook’s once simple and 
famously uncompromising ban on adult nudity47 has given way to a lengthy 
policy that covers its positions on “implied stimulation,” “by- products of 
sexual activity,”48 and the nuances of what exactly it thinks constitutes “breast 
squeezing.”49 Twitter has a complex three- by- three matrix for assessing “coor-
dinated harmful activity.”50 YouTube is consistently vaguer in its public- facing 
rules, but it, too, has unveiled policies that draw fine distinctions in an attempt 
to bring order to the enormous diversity of things humans do and say online. Its 
policy on eating live animals, for example, allows eating living invertebrates, apart 
from fish and frogs, but not eating living vertebrates.51

These rapidly expanding rule sets call to mind the cartographers in Borges’s 
story On Exactitude in Science who, in their quest to create a perfect map of 
an empire, created a map the size of that empire. In their attempt to make the 
governance of the messiness of human communication on the internet com-
pletely predictable and consistent, platforms’ rule sets seem to be trying to 
create a rule for how every post will be treated. Like Borges’s story suggests 
we should be, I am skeptical of whether this is a feasible or useful approach 
to the project of bringing meaningful oversight to the vast terrain of online 
speech forums.
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The False Promise of Juridification

This is not to say that the general trend of formalization is without value. From 
a baseline of almost complete opacity and arbitrariness, publishing rulebooks 
and attempting to apply them fairly and consistently is progress. Some degree 
of formalism, and even juridification (by which I mean “the spread of legal 
discourse and procedures into social and political spheres where it was pre-
viously excluded”)52 is inevitable and salutary. But more is not always better. 
Determining what level of formality and juridification in content moderation 
will result in accountability and legitimacy is an optimization problem.53 Given 
those trade- offs, making formalism the lodestar of what a content moderation 
system should achieve— trying to create a system in which decision makers pro-
fess to do little more than call balls and strikes— is a mistake.

The aspiration to a highly formalistic system of content moderation is a false 
promise for three reasons: First, it is false in the sense that it is impossible to 
attain in practice (as offline adjudicatory systems have long realized, and as char-
acteristics of the online world exacerbate); second, it is false in the literal sense 
that platforms are not truly committed to that promise and do not intend to be 
completely bound by precedent; and, third, it is false in the sense that even if it 
were attainable and platforms were truly invested in achieving it, it would not 
cure the distrust and legitimacy deficits that currently plague content modera-
tion. The remainder of this part addresses each of these false promises in turn.

Content Moderation Formalism Is Impossible

The scale and scope of online speech systems make formalistic content modera-
tion a practical impossibility. The disappointment created by platforms’ resulting 
failure to achieve this ideal is made worse because content moderation is judged 
against a comparator of a utopian offline justice system that does not exist.

The quest to garner legitimacy by creating comprehensive, specific, and de-
terminate rule sets is doomed to fail. Indeed, beyond a certain equilibrium, 
chasing this goal will become self- defeating because the bar of perfectly con-
sistent and stable content moderation is not only impossible to clear but also 
creates complexity that confounds efforts to do so. A map the size of the world 
is not a useful guide, and content moderators cannot be expected to remember 
every page of the handbook in the few seconds they have to review every post.54 
Even if these comprehensive rule sets could be fully internalized by content 
moderators, the tens of thousands of them distributed around the globe will 
never agree on their application, like whether a particular picture meets the spe-
cific definition of breast- squeezing, to take one example. Online speech norms 
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develop at a pace that makes unduly specific rules obsolete at an unsustainable 
pace. The meaning of a hashtag or meme can, and often does, change literally 
overnight.55 The context- specific nature of speech means the exact same post 
can have very different meanings in different cultures, societies, or situations, 
creating a dilemma for decision makers trying to treat like cases alike: The cases 
are both alike in form but not alike at all in meaning.

Then there is the enforcement problem. The scale of online speech means 
perfect rule enforcement is impossible.56 Mistakes are inevitable, and they will 
always be discoverable. It is “exceedingly easy (and often misleading) to find cur-
sory evidence of anything on social media because there is so much of it and . . . it is 
almost by definition optimized for search.”57 Content moderation at scale means 
content moderation errors at scale, and those errors often remain just sitting on-
line, waiting to be found. A content moderation system that attempts to find le-
gitimacy in perfectly predictable formalism will find itself constantly confronted 
with and shamed by its inevitable mistakes and inconsistencies.

The flood of speech that the internet has enabled and that content moder-
ation must govern is truly staggering. This difference in scale is a shift in kind, 
not merely degree. Because a “correct” decision in each case (assuming, for the 
sake of argument, there is such a thing) is practically impossible at this volume, 
individual failures cannot be considered system failures. Content moderation 
is a system that relies on a distributed and underresourced workforce of tens of 
thousands of frontline workers58 and artificial intelligence tools that are blunt 
and stupid but essential.59 This system will get decisions wrong all the time. 
Effective content moderation means getting less wrong and being wrong in the 
right way. To be wrong in the right way involves choosing which side of the line 
to err on— whether that means more false positives or negatives.60

Critics do not expect perfection in every initial decision, but the dominant 
view is that mistakes should and will be corrected through the availability of an 
appeals mechanism that allows every case to be “reheard” by a human moder-
ator.61 But even the smaller fraction of content moderation decisions that are 
appealed would still overload anything but an impractically large workforce. 
And it is not clear that even then consistency would be possible; human error is 
irradicable, as is human disagreement on the application of rules.

Of course, my argument can only be pushed so far and shouldn’t be mistaken 
for an argument in favor of the status quo. There are still far too many examples 
of flagrant errors on which there can be no disagreement. This is not an argu-
ment that content moderation systems have no need to improve because they 
can never be perfect. Clearly, platforms need to be more committed to abiding 
by their formal rules and explain how they have applied them. But it is also im-
portant to be clear- eyed about reasonable goals.
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The ideal of every content moderation victim having their day “in court,” 
being heard and getting reasons, is an unrealistically court- centric conception 
of justice. Many rights determinations in the analogue world are made without 
the possibility of meaningful appeal or with procedural barriers making access 
to such appeals illusive. Many of these decisions have much more significant 
impacts on the subject of the decision than a post being removed from a social 
media platform. These offline failures are often ignored in discussions of content 
moderation, which imagines a utopian system of governance as the standard that 
content moderation must meet.

Platforms’ Commitment to Content Moderation 
Formalism Is Fickle

The promise of content moderation formalism is false in another, more literal 
sense too: Platforms do not mean it. They talk in the language of rights and lofty 
ideals,62 but it can never be forgotten that they are profit- maximizing businesses. 
Content moderation is the commodity platforms offer.63 There is no reason to 
assume that their interests align with societal interests, and every reason to think 
that often the case is otherwise. Certainly, a degree of consistency and predict-
ability in their rules will lead to greater user satisfaction and may help stave off 
certain forms of draconian governmental regulation. But there are constant 
stories of platforms departing from their own rules when it serves their political 
or commercial interests.64

Let’s return to the example that this essay opened with. As described above, 
Facebook and Twitter released extensive, and tortured, reasons justifying their 
decisions to suspend Trump’s account as a simple application of prior rules to 
the facts at hand. Facing what would be one of the most high- profile and con-
tentious content moderation decisions in their history, these platforms tried to 
wrap themselves in formalistic and legalistic reasoning, downplaying the extent 
of discretion involved and disavowing political considerations.65 A convenient 
narrative, if you can believe it. But, of course, there is another explanation to 
the question of “Why now?” Platforms had been under pressure to ban Trump 
well before January 6, 2021. But there was one notable difference now: Donald 
Trump had been deplatformed from the presidency a few months before, and 
the Senate had just changed hands from Republicans to Democrats. Platforms’ 
regulators would now be Democrats, not Republicans, and Trump’s star was en-
tering retrograde. Years of controversy had taken their toll, and platforms’ con-
tinued attempts to explain why political leaders should be treated differently 
under their rules had never succeeded at quelling the very loud and constant 
criticism.
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It is also true, of course, that the events at Capitol Hill on January 6, 2021, 
were exceptional and likely shook platform executives as people and citizens. But 
this does not undermine the realist take on their decisions in the wake of those 
events: There is no set of rules that will ever be able to account for every even-
tuality, and there will always be an irreducible zone of discretion needed to re-
spond to the exigencies of the moment. Their political and commercial interests 
aligned with the decision they took— whether or not they were platforms’ only 
considerations, they certainly weren’t in conflict.

On a broader scale, platforms are trying to have their cake and eat it too by 
being two- faced about their use of formalistic reasoning. They use it both as a 
distraction from underlying systemic issues about how their platforms operate, 
while also insisting that individual errors are not necessarily indicative of their 
broader operations.

Focusing on individual cases in a formalistic and juristocratic manner keeps 
the level of analysis at the micro, preventing proper evaluation of the systemic, 
macro forces that shape the way their services operate and are far more conse-
quential for society than any single post standing alone. What kinds of content 
platforms optimize for, the affordances they offer users to both create their own 
networks and empower them to deal with abuse, the nudges they provide to-
ward healthier communications, and many other structural choices, create and 
tilt the playing field on which content moderation occurs. Focusing on indi-
vidual cases through an individualistic lens is focusing on line calls and ignores 
how platforms create the environment in which the game is played. But there 
is nothing inevitable or natural about the way platforms are constructed or the 
shape of the playing field: Everything should be up for grabs. Keeping the focus 
on individual rules and their application to singular cases provides a distraction 
from this bigger picture.

But platforms also try to disavow the importance of individual cases, even 
as they use them as a decoy. They point to their massive scale and the inevita-
bility of error to shrug off individual mistakes as the price of the way the internet 
empowers everyone to have a voice. Mark Zuckerberg has taken to likening 
content moderation to policing a city, arguing that cities will never be able to 
get rid of all crime.66 He’s not wrong: This is the very same argument I made 
above about how fully deterministic rule sets are impossible. But the approach 
of dismissing individual errors as mere “operational mistakes”67 means that the 
systems that led to those errors are not interrogated.

The problem, then, is that content moderation formalism is half- baked. It is 
both what platforms and, increasingly, outside stakeholders hold up as the ideal 
content moderation should aspire to, while also— when it suits— arguing that 
any failures to attain it are made simply because it is impossible to achieve in 
practice.
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Content Moderation Formalism Cannot 
Deliver Legitimacy

Finally, even assuming content moderation formalism was theoretically possible 
and platforms were truly committed to realizing it, it cannot cure the legitimacy 
deficits from which content moderation systems currently suffer.

On the one hand, where distrust in a system is “deserved” in the sense that it 
has “accrued a track record of ineptitude, bias, or unresponsiveness— then the 
move towards greater legal specificity, adversarial checks, and close fidelity to 
rules may well result in an improvement in . . . justice.”68 Many institutions have 
tried to garner trust in this way. Daphna Renan has, for example, described how 
President Carter tried to use the Office of Legal Counsel (OLC) in this way in 
the aftermath of Watergate, trying to “instantiate a type of legalistic credibility 
in response to political pressures from a wary public.” This was a brief heyday 
for the formalist structure of OLC. Under this conception, formal legal decisions 
reached through a relatively apolitical process might cabin presidential discre-
tion in any one- off case. But they would empower the president by helping to 
rebuild credibility.69

But legitimacy is a complicated concept, and a formalistic conception of le-
gitimacy is only one aspect of it. Authority also needs to be sociologically and 
morally legitimate to be accepted, and legalistic legitimacy alone is not enough 
to garner social and moral respect.70 Indeed, “the people with the deepest, most 
corrosive cynicism about law and legitimacy . . . are often those who began with 
unrealistic expectations that . . . decision making could be wholly apolitical or 
untouched by ideological influence.”71 Formalism will not appease these critics 
and can be damaging to a broader conception of legitimacy. An overly legalistic 
approach can be “incompatible with the need for timely delivery of policy, and 
with . . . expectations [that an institution] should deliver on substance rather than 
concentrating on procedures.”72 When focusing on a legalistic conception of le-
gitimacy impairs effectiveness, the overall effect on legitimacy is ambiguous.73 
In a culture of deep distrust of content moderation in general, and waning faith 
in formalism more generally, a formalist model is less capable of signaling the 
very credibility it is intended to show.74 When the pursuit of formalism stands 
in the way of achieving other governance goals, like speed of decision- making or 
responsiveness to prevailing social conditions, it will harm rather than enhance 
legitimacy and perceptions of accountability and effectiveness.

These are all lessons of offline American legal realism. The online world does 
not need to relearn them. The story that highly formalistic content modera-
tion could exist or would be unquestionably beneficial is a myth: a story that 
platforms are trying to tell and in which many outsiders also place their faith, 
but will never be reality.
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Toward Content Moderation Realism

None of this is to say we should give up on the goal of providing greater legiti-
macy to content moderation. Content moderation regulates the most important 
spaces for speech in the modern era. The rules for online speech affect almost 
every facet of modern life, from politics, both domestic and international, to 
public health, national security, and culture. There are good reasons to want a 
better system than leaving these decisions in the hands of completely uncon-
strained Silicon Valley executives.

To say formalism will not be an effective form of such constraint is not to 
admit defeat entirely. It is simply an acknowledgment that there is more than 
one way of achieving legitimacy. Content moderation needs a more fluid, exper-
imental, and responsive form of governance than formalism provides. Achieving 
such governance will require institutional experimentalism. This is an entirely 
new problem set which the world has only started truly confronting in the last 
decade. Offline speech governance systems have had far longer to develop and 
are still plagued by inconsistencies and gaps. Effective content moderation gov-
ernance will not arrive overnight and will involve trial and error. But this part 
sets out some general principles that should guide content moderation institu-
tional experimentalism before offering some tentative thoughts about the paths 
and obstacles to implementing them. Being realistic about what content moder-
ation is and can be means accepting that these rules do not operate in a vacuum 
but must account for their institutional, political, and social context, will never 
be able to eradicate discretion, and will always involve errors in their application.

Realistic Principles

Principle 1— Empower Decision Makers Other Than Lawyers. Content moderation 
formalism is an ideal created by lawyers for lawyers. Systems of governance that 
hinge on a culture of legalism empower lawyers and enlarge their influence.75 
A lawyer- dominated organization will tend toward ex post enforcement and 
case- specific policy elaboration, but experts from other disciplines will see and 
advocate for the benefits of more ex ante rulemaking and approach problems in 
terms that lawyers don’t.76

Content moderation is as much a technical problem as a political and policy 
one. At every stage of the content moderation life cycle, the question of what is 
technically possible must inform policy. A perfect rule on paper is not a rule at 
all if it cannot be enforced in practice. Reducing the delta between platforms’ 
written rules and their actual enforcement remains one of the most important 
challenges for content moderation. This requires technologists who can create, 
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tinker with, and describe to platform policy makers the automated tools that do 
the bulk of content moderation. It also requires quality assurance specialists to 
assess how effectively policies are working, and people to communicate policies 
and changes in rules to the human moderators that enforce them.

Such thinking about content moderation enforceability must start before any 
rule is written. There are a number of choices platforms make that are not typ-
ically thought of as “content moderation” choices, but should be because they 
fundamentally affect how rules are enforced: the way a platform is constructed, 
the ease of reporting mechanisms, the nudges it gives users in what to engage 
with or amplify (“Do you want to read this before retweeting it?”77), the extent 
to which it empowers victims of abusive behavior to take control of their own 
experience. These decisions, too, should not be made primarily by lawyers. They 
require technical expertise, product manager buy- in, and the input of those who 
bear the brunt of the abusive behavior that content moderation is intended to 
protect against. No content moderation system can compensate for a product or 
platform designed around principles that will thwart content moderation’s goals.

Many other professions have relevant expertise. Some have called for 
increased roles for librarians in content moderation, given platforms’ role in 
knowledge curation.78 As platforms increasingly overrule media organizations’ 
editorial decisions with their own,79 there’s a good case to be made that they 
should give more power to journalists and editors who are familiar with editorial 
norms, media markets, and so on and so forth. These examples are just to dem-
onstrate that the legalistic frame is unduly narrow and inadequate for the vast 
array of decisions that are involved in content moderation.

Principle 2— Abandon the Aspiration to Universally Consistent Rules. The 
utopia of a borderless internet was always a fantasy, as Goldsmith and Wu were 
early to point out.80 Nevertheless, platforms have generally insisted on having 
a single set of global rules.81 Governments are also increasingly enamored with 
insisting that platforms should apply their laws globally and not merely geoblock 
content within the borders of their state.82 But such universalizing ambitions are 
misguided. As international human rights law recognizes, local context is all- 
important in understanding the meaning of speech as a factual matter, and there 
is an important role for regional law to play as a normative matter.83

But to accept that there can be no universal rules is only to ask a different, and 
much more difficult, question: How can platforms enforce speech norms in a 
way that is sensitive to local context but does not engage in cultural relativism? 
When is it appropriate for platforms to push back on government demands out 
of respect for users’ speech rights, and when is that recalcitrant disobedience of 
legitimate governmental power? This is one of the most difficult and important 
issues for the future of online speech. I cannot answer it here; indeed, it’s not 
clear that a good answer exists. But for present purposes it is enough to note that 
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the realist is less embarrassed by inconsistencies. A formalist seeks consistency 
and uniformity, while a realist is happy to take each case on its own terms (or at 
least is more accepting of the fact that this is what happens).84

The idea that any two cases can, in the hands of any sufficiently competent 
lawyer, be made to be analogous or distinguishable is not new. But content mod-
eration happens on a global scale while also being incredibly granular. Every on-
line utterance is potentially subject to moderation, while the social contexts that 
content moderation must span could not be more diverse. Step one in resolving 
this tension is admitting we have a problem.

Completely consistent content moderation is not only practically impossible, 
but normatively undesirable. Different contexts, places, and times require dif-
ferent rules. Content moderation should not be embarrassed by this but em-
brace it. Indeed, it is a strength of private content moderation systems that they 
can be far more fluid and adaptive than state- based governance systems that can 
be ossified and clunky.

Principle 3— Expect Constant Change and Adaptation. Content moderation 
is capable of more change and adaptation than offline governance systems, 
which are known for their stasis and lack of agility, because it is not be-
holden to the formalism of democratic procedure.85 A platform’s rules can be 
changed by tapping out a blog post (although putting that change into prac-
tice can take longer). Amendments do not have to go through both houses of 
Congress or a notice- and- comment process. They cannot be subject to chal-
lenge before a court (although Facebook’s Oversight Board may now weigh 
in on its policies).

This fluidity and responsiveness of content moderation is a good thing, given 
the phenomenon that it regulates. The meaning of online speech is in constant 
flux. The hashtag #ProudBoys can go from being an organizing tool for an ex-
tremist group, to something reclaimed by gay men after the president referenced 
the group in a presidential debate, and back again within days.86 As platforms de-
vise rules, such as rules for policing manipulative or misleading behavior on their 
services, nefarious and merely opportunistic actors alike try to exploit loopholes, 
resulting in a constant game of cat and mouse.87 Political circumstances can also 
suddenly but drastically change the meaning of online speech. Harmless satire 
can morph into a dangerous meme rapidly, and the tipping point is not always 
easy to identify.88 Content moderation must respond to these evolutions with a 
speed that governments could not.

This does not mean that government regulation has no part to play in con-
tent moderation. It does mean, however, that regulators must be careful to avoid 
crafting rules that undermine the responsiveness of the system and disincen-
tivize innovative responses to the ever- developing understanding of how the on-
line information ecosystem works.
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Take the example of transparency reports. Even the industry- leading trans-
parency reports (Facebook’s is currently the most detailed) focus on a very 
limited slice of what constitutes content moderation: generally, the number of 
takedowns of individual pieces of content with some level of detail about how 
that content was detected and if it was subject to appeal. Legislative enactments 
and proposals are increasingly looking to mandate transparency reporting by 
platforms, and the form this takes is often to demand exactly these kinds of 
reports, which the major platforms already produce.89 But these reports often 
lag far behind new product rollouts like the creation of groups, pages, or audio 
spaces. They also don’t acknowledge, let alone provide transparency into, or 
assess the effectiveness of, other measures platforms take that are core con-
tent moderation decisions, like labeling posts that contain misinformation, 
deamplification of problematic content, or mass sweeps and deletions of certain 
trends, groups, or users on the basis of “behavioral signals.”

Given these constant changes in how platforms moderate, static transparency 
mandates will both fail to respond to platform product changes and fail to incen-
tivize them. Why should platforms keep innovating in content moderation— 
which they generally see as essentially a cost center and unfortunate by- product 
of their main offering (the content that creates the pesky problem of modera-
tion)— when static regulation has given them a bar they can more easily meet? 
Certainty and stability come at the cost of responsiveness and effectiveness.

The content moderation realist is also not embarrassed by the uncertainty 
caused by the need for a fluid system this creates. The formalist is: It creates in-
consistent results over time and fails to set clear governing principles for both 
platforms and their users when the governance requirements and rules keep 
changing. These all seem at odds with fundamental principles of the rule of law 
like stable rules with consistent application. But the realist acknowledges that 
legal certainty is an instrumental value and an optimization problem. A more 
rigid decision- making structure based on rules may result in fewer errors or 
inconsistencies overall and more certainty, but a more fluid one based on 
standards might result in fewer serious errors and more optimal decisions that 
are context- sensitive.90 The formalist may be right that a substantively unjust 
decision in an individual case is likely to have a small social cost, but “from a 
dynamic perspective, the opportunity costs of formal rules in these cases may 
be relatively high because these may be the cases in which the potential for 
learning and systemic gain from contextual examination may be highest.”91 The 
realist acknowledges that rules will be bent in hard cases regardless, accepts this 
inevitability— indeed, embraces it— and designs governance around it.

Principle 4— Talk About Errors Differently. The formalistic model has no space 
for candid acceptance of errors. It’s important to be clear what I mean by “error” 
here: I do not mean substantively unjust outcomes, with which— as has just 
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been noted— formalism is familiar.92 I mean a decision that is an error on its 
own terms: The rule and its application are clear, but the outcome does not ac-
cord with that application. Formalism’s emphasis on clear rules and certainty is 
in large part to avoid such errors. As such, substantively unjust outcomes might 
be accepted in the name of the greater good of making it easier to get it right ac-
cording to rules as written. The idea that the ultimate goal of a system is to mini-
mize errors at all costs does not sit easily with a speech governance system that is 
and will always be plagued by them. As discussed above, “perfect enforcement” 
in content moderation is impossible. Content moderation is all about trade- 
offs. It’s possible to imagine a system of content moderation with much fewer 
errors: one that commits to taking barely anything down except for the most 
egregious content, for example, or one that takes down any post with a certain 
word in it regardless of context. These approaches would be easier to operation-
alize, and therefore many more decisions would be congruent with the stated 
rules and so “correct” in the sense I mean here. But such correctness comes at a 
high cost and elevates certainty, an instrumental value, over substance.

Therefore, a key need in content moderation debates is to be less embarrassed 
by mistakes, so we can have more candid conversations about them. Relative 
error rates are intrinsically bound up in the rule- formulation process and con-
strain policy possibilities. A realist has a better language for understanding this 
than the formalist who would find such a proposition distinctly uncomfortable. 
As usual, though, the formalist’s denial that error rates exist does not change 
this fact, but merely pushes it beneath the surface. Embarrassment about errors 
prevents them from being properly evaluated.

Principle 5— Plan for and Channel Disagreement. Content moderation rules 
will never be settled. Ideal speech rules do not exist in any system, and the 
closest approximation of them will change over time. Contestation around what 
people should and shouldn’t be allowed to say is not something to be eradicated 
but made more visible and continuous. Argumentation about these rules is part 
of how a community constitutes and defines itself.

Once again, returning to the example of the deplatforming of Donald Trump 
is illustrative. A few months after platforms made the decision to deplatform the 
president, a survey found that Americans were almost exactly evenly divided on 
the question of whether now- citizen Trump should be allowed back on social 
media.93 Legal experts, politicians, and civil rights figures the world over had dif-
ferent opinions on what the platforms should have done. As long as there are so-
cial media platforms there will be politicians on social media platforms that use 
their online pulpit in harmful ways. The process of arguing about how Donald 
Trump should have been treated by platforms was not only about a single ac-
count, but about how other politicians should be treated both now and in the 
future. It is through the very process of arguing about what to do that norms can 
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be created and defended. In a world where there are no settled legal norms about 
what is allowed on social media and so legal legitimacy is elusive, sociological 
legitimacy is important. In a deeply divided society such legitimacy cannot be 
taken for granted but must be fought for. It cannot come from unilateral, opaque 
decisions, but must be created through open, inclusive discussion and public 
reason.

The realist accepts that there will be an irreducible zone of discretion for 
platforms to decide their content moderation policies and enforcement. There is 
no legal or practical alternative other than accepting that many difficult choices 
will always be left in their hands. Creating avenues for open and directed disa-
greement with those choices, information- forcing mechanisms so that the vast 
information asymmetries between platforms and both their regulators and users 
are reduced, can make space for the process of generating norms and expecta-
tions around content moderation— still in their infancy— to take place.

Putting Principles into Practice

It’s beyond my scope here to give a comprehensive account of how these real-
istic principles are made into reality. But one thing should be clear: It will require 
multiple stakeholders. Platforms are both a necessary part of the process, given 
their presence at the front line of content moderation and technical capacity, and 
also actors with motivations that are unlikely to align with the public interest, 
given their status as profit- making businesses. Governmental regulation will be 
important in coercing changes platforms will not adopt on their own initiative 
and bringing the legitimacy of democratic accountability. But governments are 
also hampered by constitutional limitations on their ability to regulate speech 
and the shortcomings of the comparatively slow and rigid nature of regulatory 
processes. Advertisers have the power to influence platforms to bring about 
change given that they are platforms’ true customers— and indeed have brought 
about changes such as promises of independent audits of platform practice that 
other stakeholders had failed to make happen— but their idea of “safe” content 
is unlikely to align with others’ given their priority of protecting their brands 
from controversy. The voices of civil society and affected users will be essential 
to understanding the impacts of any content moderation choice, but their power 
to compel change is weak.

Some of these changes can be brought about by government regulators, 
but most of the principles here are more negative rather than positive 
recommendations to regulators. They highlight things to be avoided rather than 
enacted. Rigid transparency and process mandates, punishment for individual 
errors, restrictions on how often platforms can change their rules— these are all 
measures that are reflected in regulatory proposals but would not be realistically 
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beneficial. In some sense, the most important avenue for change is cultural. 
Broader discourse about what content moderation governance should strive for 
needs to be informed by the reality of what is possible. It should not compare 
content moderation to a hypothetical formalist ideal model that isn’t possible 
and wouldn’t improve overall effectiveness or legitimacy.

Conclusion

From accidental beginnings, content moderation governance systems are be-
coming some of the most elaborate and extensive bureaucracies in history. They 
are deeply imperfect and need reform. But they will never mirror the picture 
that content moderation formalism— the ascendant philosophy of content 
moderation— paints for it. The sprawling chaos of online speech is too vast, 
ever- changing, and varied to be brought into consistent compliance with rigid 
rules. This is not an embarrassment or admission of defeat. Formalism has al-
ways had its limits offline, and it should be no surprise that it will not exceed 
those limits in the context of online governance.

The myth of content moderation formalism is unrealizable, but myths can 
have value. Platforms should strive for more regularity in their governance sys-
tems, and the baseline from which they started was very low indeed. But as these 
governance systems mature, it is time to be content moderation realists about 
the task ahead.

 



      

10

Free Speech on Public Platforms
J a m a l  Gr e e n e *

Social media companies such as Facebook, Twitter, and YouTube moderate the 
content that appears on their platforms. It is often assumed that the relative ab-
sence of legal limitations on their moderation practices rests primarily on their 
status as private companies, and that if a government were to operate an analo-
gous platform, the First Amendment and international human rights law would 
condemn most of the content moderation the government did there.

I want to problematize this assumption, but not in the usual way of questioning 
the application of the “state action” doctrine to market- dominant technology 
companies. My challenge, rather, is to the premise that content moderation on 
a hypothetical state- operated social media platform would, ipso facto, be legally 
problematic. I offer the challenge not because I necessarily believe it to be suc-
cessful but because I believe it to be a challenge, and therefore worthy of careful 
investigation and assessment.

Consider the following thought experiment. Let’s say the US government 
were to establish and operate a social media platform in order to create a forum 
for citizen expression. The forum would reside within a broader marketplace in 
which there are also competing forums. What rules would the First Amendment 
and international human rights law permit the government to establish on the 
platform? Could the platform ban nudity? Pornography? Could it prohibit hate 
speech, for instance, by banning specific racial slurs? Could it require speech to 
be truthful? Could it apply a warning label or append additional links to posts it 
deemed to be misinformation? Could it downrank or limit the virality of certain 
posts? Could it prohibit anonymous posting? Could it ban commercial speech? 

 * Jamal Greene is Dwight Professor of Law, Columbia Law School. The author is a co- chair of 
the Oversight Board, which reviews content moderation decisions made by Facebook. The views 
expressed in this chapter are solely those of the author in his personal capacity. This essay has 
benefited from generous comments from evelyn douek, Jameel Jaffer, and David Pozen.
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Could it suspend users who repeatedly violate the rules of the platform? Indeed, 
could it deploy rules at all? Content moderation at scale is not possible without 
rules, but rules are by their nature overbroad, posing a challenge both for strict 
scrutiny and for proportionality analysis.

The answers to these questions will appear obvious to some, but they are 
not obvious. It is true, of course, that all the above forms of expression are 
protected under both the First Amendment and international human rights law. 
A state- operated space created for the purpose of free expression is what First 
Amendment law calls a designated public forum.1 While certain “time, place, 
and manner” restrictions might apply to such a forum, the government may 
not discriminate based on the content of speech or, a fortiori, the viewpoint the 
speech expresses.2 And yet to take that injunction seriously would mean that 
content moderation is not possible. A platform whose boundaries were set by 
the limits of free speech rights would quickly be overwhelmed with spam, smut, 
and other unwanted speech and therefore be unusable for most users.3 This anal-
ysis suggests that the government is, in effect, simply barred from entering the 
social media marketplace on anything like the terms of its choosing. We should 
think carefully before conceding that the Constitution requires this conclusion.

International human rights law also lacks an obvious answer to the 
hypotheticals above. State limitations on free expression may be justified only 
when the state can show that it is acting to protect the rights of others or to 
protect narrowly understood interests in national security, public order, and 
public health and morals, and when it is doing so proportionately and with ad-
equate clarity and notice.4 This test is a demanding one in the context of speech 
restrictions, ordinarily requiring a close and particularized nexus between the 
restrictions on speech and the rights being protected.5 For much of the content 
moderation that occurs on social media platforms, this nexus is attenuated or 
lacking entirely. That said, the international human rights law regime generally 
contemplates that state speech restrictions carry penalties of detention, fines, or 
other coercive remedies. One’s assessment of the limitations permitted might 
differ where the sole consequence is a post being removed or blocked from a 
platform for violating the platform’s preset rules of decorum.

Another way to put the problem is to ask whether and to what extent the 
content- related regulatory practices of social media companies are exceptions 
to First Amendment and human rights law because the companies are private 
entities or whether, quite apart from their private status, the law’s toleration 
of these practices simply applies existing legal norms to forums of a certain 
character.

The answer to this question is significant for at least four reasons. First, 
some commentators have called for platform content regulation to mirror First 
Amendment standards,6 and at least one platform— Parler— has committed to 
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regulating content within the spirit of the First Amendment notwithstanding 
its private character.7 These calls and commitments are not intelligible without 
clarity about what the First Amendment actually requires of the state.

Second, recent bona fide litigation around the social media practices of gov-
ernment officials using private platforms such as Twitter has assumed that the 
most relevant question is whether the official who is blocking commenters is 
acting in a public or private capacity and not, for example, on what basis and 
subject to what process the official was blocking people.8 The latter inquiry can 
help clarify the rights and duties of public users of social media and those who 
interact with them.

Third, the major social media companies have committed via the United 
Nations Guiding Principles on Business and Human Rights (UNGP) and the 
Global Network Initiative to be guided by international human rights norms.9 
The platforms’ compliance with those norms will at times depend on whether 
their moderation practices would be lawful if engaged in by a state.10

Fourth, the focus of commentators and regulators on the public- private dis-
tinction may tend to relieve platforms of normative obligations that are as im-
portant as, if not more important than, respect for their users’ free expression, 
the importance of which the companies’ own status as rights- bearers dilutes. 
In a scaled- up regulatory environment, in which relatively crude rules may be 
necessary, the norms of greatest interest arguably revolve around transparency, 
clarity, and reason- giving— what one might call “rule of law” or “due process” 
norms— rather than around free expression as such. The degree to which free 
expression is burdened on a platform depends intimately on substantive internal 
commitments that are almost entirely (and appropriately) within the operator’s 
discretion, but both public and private platforms should be expected to keep 
their promises.

Turning to the merits, the legality of content moderation on a hypothetical 
government- run platform should not depend simply on whether regulation 
involves “content discrimination” or even “viewpoint discrimination.” It should 
depend, rather, on the nature and degree of the burden imposed on speakers, the 
government’s purposes in imposing those burdens, the risk of arbitrary or cor-
rupt enforcement, and— relatedly— the clarity and consistency of the rules the 
government has put in place. It primarily should depend not on jejune questions 
of whether the government is making speech distinctions per se, but on whether 
it is doing so coherently and transparently. Norms around due process, trans-
parency, legal clarity, and procedural regularity more readily translate between 
public and private forms of regulation than do norms around free expression.

The essay concludes with some brief and necessarily tentative observations 
on how we might think about some of these questions in the context of public 
platform regulation of nudity and sexual content, hate speech, and false speech.
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First Amendment Doctrine

Users of social media platforms in the United States do not have a legal right 
to keep their content free of moderation.11 It is commonly assumed that the 
reason for this immunity is that platforms are operated by private companies 
and therefore not subject to the First Amendment.12 As private entities rather 
than states, they also are not directly subject to international human rights law. 
Indeed, social media companies are not only not subject to these legal regimes, 
but they or their principals might be rights- bearers under them. They have a 
right to exercise substantial editorial control over the content that appears on 
their services.13 With respect to international human rights law, the UN Special 
Rapporteur on free expression has said that private platforms should regulate 
content according to human rights norms but has allowed that they may be free 
of certain obligations that relevant human rights instruments such as Article 19 
of the International Covenant on Civil and Political Rights (ICCPR) impose on 
states.14

The assumption that the nonstate character of these platforms enables them 
freely to moderate content has been called into question. Most commentators 
who have looked at the problem have focused on the “private” end of the 
public- private divide, suggesting, for example, that platforms may lawfully be 
subjected to “must carry” rules or other forms of regulation because of their 
degree of market power,15 because they are what Jack Balkin has called “infor-
mation fiduciaries,”16 or because they are akin to common carriers or public 
accommodations.17

The other end of the public- private divide has gone less explored but is at 
least as interesting. Whether or not private companies should sometimes be 
treated as if they were public, are there circumstances under which public speech 
regulation should be treated in much the same way it would be if it were private? 
Thus, if the government operated a social media platform, what limits would the 
First Amendment or international human rights law impose on its content mod-
eration practices?

Public Forum Doctrine

This hypothetical implicates several different strands of US free speech law. 
Perhaps most obvious is so- called public forum doctrine. The doctrine arises 
out of the recognition that the government should be able to place certain kinds 
of limitations on speech that takes place on government property. Public forum 
doctrine is notoriously Byzantine. Over the years, at least four categories of 
public forum have been identified— traditional public forums, designated public 
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forums, limited public forums, and nonpublic forums. It is worth lingering on 
which of these categories might apply to a state- operated social media platform, 
and what the implications of that placement would be.

As it turns out, only the second and third of these categories— designated 
and limited public forums— could plausibly apply.18 A designated public forum 
is “property that the State has opened for expressive activity by all or part of the 
public.”19 A limited public forum is one that has been reserved “for certain groups 
or for the discussion of certain topics.”20 Within a designated public forum, the 
government may not discriminate based on either the content of speech or 
the viewpoint it expresses.21 The government may discriminate against certain 
forms of content in a limited public forum so long as the distinctions it makes 
are “reasonable in light of the purpose served by the forum,” but it may not dis-
criminate on the basis of viewpoint.22 Think here of a school building that is 
open for public meetings of particular groups but not for the public’s general 
use, and only at particular times. The state can distinguish between Alcoholics 
Anonymous (AA) meetings and poker night, but it cannot permit only AA 
meetings run by Democrats.

A state- run social media platform would be a designated public forum almost 
by stipulation— it would have been opened up specifically for the purpose of free 
expression by members of the public. Because content and viewpoint discrim-
ination are forbidden on a designated public forum unless strict scrutiny is sat-
isfied, terms of service that banned pornography or commercial speech or hate 
speech would need to be narrowly tailored to serve compelling state interests.23

Perhaps this test can be satisfied, but the Supreme Court’s precedents are 
not encouraging. The Court in 1978 allowed the federal government to prohibit 
certain instances of indecent language on broadcast television and radio, but 
that holding was driven by concerns particular to the media and technological 
environment of a bygone era.24 Key to the Court’s decision was the difficulty 
users would have avoiding offensive programming or shielding children from 
it.25 Social media users of today are not captive audiences. They have vastly more 
media options than television viewers and radio listeners did in the 1970s.26

More significantly, in cases like Pacifica, which allowed the FCC to ban in-
decent broadcast programming, and Red Lion, which upheld the “fairness 
doctrine,” the Court did not find that the government’s actions satisfied strict 
scrutiny. In each case, the Court took the scarcity of frequencies along the 
broadcast spectrum to be a reason to apply less stringent review to regulation 
of broadcast content.27 The privilege of holding a broadcast license meant that 
the government could impose certain obligations on broadcasters that it could 
not impose on the general public.28 It is unlikely that a modern court would view 
the millions of essentially nonrivalrous users of a public social media platform 
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as akin to broadcast licensees upon whom the government may impose duties 
of fairness or decency.

More apt than Pacifica and Red Lion might be cases holding that a city could 
not prohibit nudity at drive- in movie theaters or treat wearing “Fuck the Draft” 
on a jacket in a courthouse as a criminal offense or prevent a publicly leased 
theater from airing a production of Hair.29 As Justice Lewis Powell wrote in the 
drive- in case, “when the government, acting as censor, undertakes selectively to 
shield the public from some kinds of speech on the ground that they are more 
offensive than others,” its restrictions are permitted “only when the speaker 
intrudes on the privacy of the home, or the degree of captivity makes it imprac-
tical for the unwilling viewer or auditor to avoid exposure.”30 These exceptions 
do not generally apply in the social media context. On a government platform, it 
is likely the state would need to make available technological options to enable 
children or other sensitive users to be shielded before being permitted to censor 
content entirely.31

Although my hypothetical state- run social media platform most natu-
rally lends itself to the designated public forum category, it might perhaps be 
argued that it instead involves a limited public forum. My hypothetical govern-
ment would not in fact have established a free- for- all. Rather, by hypothesis, it 
would be trying through its terms of service to create something like a “usable, 
respectful, family- friendly” space. Spammers, trolls, and smut merchants need 
not apply.

A court might reach out for this solution if it wished to uphold certain kinds of 
content restrictions, but it would be a stretch. The limited public forum category 
has long attracted charges of circularity, as it enables the government to define 
the forum in terms of the kinds of limits it wishes to impose.32 But it would be 
even worse in the case of nudity or hate speech because the limits would not be 
based on particular subject matter but rather on whether speech is especially col-
orful or indelicate. Decorum limits are sometimes permitted in a limited public 
forum, such as a town hall meeting, but only when decorum is germane to the 
subject matter limitation.33 To say a user may speak about literally anything, but 
only with a degree of modesty, is not the kind of limit to which the limited public 
forum category has traditionally applied.34

Moreover, even if the government could argue successfully that a social media 
platform it operates is a limited rather than a designated public forum, it still 
would not be permitted to discriminate on the basis of viewpoint. That mandate 
seems easy enough to justify and apply in the context of partisan distinctions, but 
viewpoint discrimination is not so limited. Twitter’s Rules and Policies forbid 
“targeting individuals with repeated slurs, tropes or other content that intends 
to dehumanize[,]  degrade or reinforce negative or harmful stereotypes about 
a protected category,” including race, sex, and gender identity.35 Facebook’s 
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Community Standards prohibit “dehumanizing speech, harmful stereotypes, 
expressions of contempt, disgust or dismissal, cursing, and calls for exclusion 
or segregation” on the basis of protected characteristics.36 Both of these policies 
constitute viewpoint discrimination within the meaning of the Supreme Court’s 
case law.37 A user may, for example, call for the inclusion of a racial group but not 
for its exclusion. The hate speech rules of these platforms do what (it seems) the 
state may not: “license one side of a debate to fight freestyle, while requiring the 
other to follow Marquis of Queensberry rules.”38

Government Speech

There is, however, a second strand of First Amendment doctrine that, if it applies, 
would be more promising to a government wishing to impose rules of engage-
ment on a public social media platform. In Walker v. Sons of Confederate Veterans, 
the Supreme Court permitted the state of Texas to veto the messages drivers 
were permitted to display on state- issued license plates.39 The Texas motor ve-
hicle division rejected an application by the Sons of Confederate Veterans to 
offer its organizational logo, which included an image of a Confederate battle 
flag, for inclusion on one of the available license plate options. There is no ques-
tion that Texas rejected the application because it disapproved of the viewpoint 
the flag represented, or perhaps worried that others would take offense, but a 
five- to- four Court majority permitted this judgment as a form of government 
speech.40

Government could not function if public officials could not express and pro-
mote its official views.41 The Supreme Court has taken this truism a long way, 
holding over the course of several cases that the First Amendment imposes 
no limitation on what the government may say.42 The austerity of US First 
Amendment law in other domains makes “government speech” an attractive safe 
harbor, even when its fit is as awkward as it was in Walker. As Justice Alito noted 
in dissent, the state had permitted license plates to include messages such as 
“Rather Be Golfing” and those promoting the Oklahoma Sooners or celebrating 
the NASCAR driver Jeff Gordon. To say that these were instances of the state of 
Texas adopting this speech as its own seems counterintuitive at best. Still, the 
Court’s holding might reflect some discomfort at putting the government to a 
choice between either allowing its license plates to bear emblems of racial ter-
rorism or denying individuals and organizations the freedom to propose license 
plate designs.

Walker might mark the outer limit of government speech doctrine. License 
plates are state- issued and state- branded forms of vehicle identification that the 
state requires motorists to display.43 Speech on a hypothetical government- run 
social media platform, if analogous to speech on currently existing platforms, 
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would not carry the state’s imprimatur in nearly the same way. That said, the 
fact that the Walker Court reached for the government speech lifeline in a case 
involving private choices about speech hints at the shortcomings of public forum 
doctrine that I discuss further in the section “In Defense of Public Content 
Moderation.”

Unconstitutional Conditions

Before getting there, another line of doctrine that might be relevant to the hy-
pothetical case of content regulation on a public social media platform is worth 
mentioning. The government doles out lots of money, often attaching conditions 
to the receipt of those funds. Sometimes those conditions relate to speech. Thus, 
in National Endowment for the Arts v. Finley, the Supreme Court upheld the statu-
tory standards by which the NEA chooses funding recipients even though those 
standards required the NEA to consider “decency and respect” for the diverse 
views of the American people in evaluating candidates for funding.44 And in Rust 
v. Sullivan, the Court upheld a Department of Health and Human Services regu-
lation that forbid physicians receiving federal family planning funds from coun-
seling, referring, or providing information regarding abortion.45 These cases 
suggest that there might be some leeway for the government to restrict speech 
when it offers certain benefits that would otherwise be unavailable.

It is not likely, though, that speakers on a public social media platform would 
fall into this category. Notwithstanding cases like Finley and Rust, the presump-
tion is that the government may not condition benefits on the relinquishment 
of constitutional rights. In cases involving, for example, government benefits 
such as tax exemptions, welfare, and unemployment insurance,46 as well as 
those involving public employment,47 the Supreme Court has repeatedly said 
that “even though a person has no ‘right’ to a valuable governmental benefit 
and even though the government may deny him the benefit for any number 
of reasons, . . . [i] t may not deny a benefit to a person on a basis that infringes 
his constitutionally protected interests— especially, his interest in freedom of 
speech.”48

The unconstitutional conditions line of cases can be difficult to navigate, but 
the decisions make it clear that the bare fact that someone is receiving a ben-
efit does not license the government to curtail their speech rights. The Finley 
Court noted that the esthetic judgments the NEA makes as part of its mandate 
required it to engage in content discrimination relevant to those judgments, and 
it construed the relevant statute as not compelling viewpoint discrimination.49 
And although the Court upheld the condition in Rust, it did not explicitly en-
dorse viewpoint discrimination as a federal funding condition. Rather, Chief 
Justice Rehnquist wrote for the majority that the regulatory ban on counseling 
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and referrals was designed to ensure that the statutory ban on federal funding of 
abortion was honored.50

Rust and Finley suggest not that the conferral of benefits licenses the abridg-
ment of rights tout court but that insofar as the government itself is speaking 
through the subsidies it offers, it may restrict speech instrumentally to ensure 
that its own views are not undermined.51 This doctrinal proposition is con-
sistent with public employment cases such as Garcetti v. Ceballos, in which the 
Court held that the ordinary rule that the government may not curtail speech 
as a condition of public employment did not apply to employees who speak 
while acting within their official duties.52 The relationship between social 
media platforms and their users is not nearly as intimate as the relationship 
between the NEA and its funding recipients or public employers and their 
employees acting in their official capacities. As the public forum cases make 
clear, the fact that the government makes available a platform is not an invita-
tion to the government to curtail individual constitutional rights in support of 
its own objectives.

International Human Rights Law

The First Amendment is not the only legal regime that would be relevant to 
public content moderation. International human rights law also constrains state 
behavior in the free expression context. It is important to engage with this ques-
tion both because the United States has international human rights obligations 
and because private social media companies themselves have committed through 
the UNGP to accepting the guidance of human rights norms.

Freedom of expression enjoys strong protection under international human 
rights law.53 The Universal Declaration of Human Rights speaks of the “freedom 
to hold opinions without interference and to seek, receive and impart informa-
tion and ideas through any media and regardless of frontiers.”54 Article 19 of 
the ICCPR reiterates and builds on this language. It adds a specific reference 
to freedom of expression and clarifies that the ideas it protects are “of all kinds, 
regardless of frontiers, either orally, in writing or print, in the form of art, or 
through any other media” an individual chooses.55 The ICCPR acknowledges 
that the right to free expression is not absolute, but limits on expression must be 
(1) “established by law” and (2) “necessary” either “[f] or respect of the rights or 
reputations of others” or “[f]or the protection of national security or of public 
order, or of public health or morals.”56 The UN Human Rights Committee has 
interpreted this language as requiring that state limits on expression meet a 
three- part test of legality, necessity and proportionality, and legitimacy.57 The 
United States is a signatory to the ICCPR and did not attach a reservation to 
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Article 19 on the prevailing assumption that First Amendment law would be 
more speech- protective than international human rights law.58

Because international human rights law lacks a consistent and coherent ap-
proach to public forums or government speech, however, it is not clear that this 
assumption is reliable. In particular, the “necessity” and “legitimacy” prongs of 
Article 19’s three- part test conspire to require that a restriction on expression 
be the least restrictive means of protecting either the rights or reputations of 
others or national security, public health, or morals. The rights and reputations 
of others are understood in terms of the rights protected under international 
human rights law and do not include, for example, a right not to be offended.59 
“Public morals” is a mischievous phrase on its face, but according to the 
Committee, the government may not invoke it or any other legitimate ground 
for limitation of free expression unless it shows “in specific and individualized 
fashion the precise nature of the threat and the necessity and proportionality of 
the specific action taken.”60

Without more, it seems difficult to justify a case like Walker under Article 
19 principles. Display of the Confederate flag is protected expression. Neither 
a general concern that it might offend nor the state’s own disapproval of the 
message it conveys qualifies as permissible grounds for limitation under Article 
19(3). The Committee’s General Comment 34, which offers the most compre-
hensive guidance on the application of Article 19, does not categorically dis-
tinguish speech restrictions on government property from first- order limits on 
speech, though it does note that “public order” might at times justify regulating 
“speech- making in a particular public place.”61 In articulating this basis for lim-
iting speech, the Committee referred to an Australian case in which it deter-
mined that a permitting requirement for speech at a mall was allowed, though 
disproportionate in the particular case, which involved political speech.62 That 
case, Coleman v. Australia, implicitly blessed what US lawyers would call “time, 
place, and manner” restrictions, not those (as in Walker) that were based on con-
tent or viewpoint.

On rare occasions, the Committee has specifically endorsed some public 
forum– like principles, as when in Zündel v. Canada it concluded that a Holocaust 
denier could be denied access to a public press conference site because Article 
19 “does not amount to an unfettered right of any individual or group to hold 
press conferences within the Parliamentary precincts, or to have such press con-
ferences broadcast by others.”63 According to the Committee, even though the 
man had properly booked the space before being denied access by Parliament, it 
was sufficient that he “remained at liberty to hold a press conference elsewhere,” 
such as on the street outside the building.64

This holding has come in for significant criticism, including from Michael 
O’Flaherty, the rapporteur for General Comment 34.65 The Committee’s 
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omission from the General Comment of the principle Zündel seems to me-
morialize was deliberate.66 Zündel suggests a thick border between rights and 
privileges, recalling Oliver Wendell Holmes’s famous quip that “[a]  policeman 
may have a constitutional right to talk politics, but he has no constitutional right 
to be a policeman.”67 This glib categorical segregation of rights from privileges 
runs contrary to the animating spirit of proportionality analysis, including as it is 
more typically used in the Article 19 context.68 Still, the fact that one is speaking 
in a state- provided space (and, indeed, that one is a police officer)69 should be 
relevant to the scope of permissible free expression limits. Exactly how relevant 
it should be has gone underexplored in international human rights law, focused 
as that legal regime has been on state penalties or coercion rather than on access 
to public spaces.70

Where relevant human rights opinions have trained on online speech, they 
have understandably focused less on putative public platforms than on public 
regulation of private ones or on the companies’ own obligations under inter-
national human rights law.71 In 2018, the Special Rapporteur on freedom of 
opinion and expression issued a report on public regulation of user- generated 
online content.72 That report reiterates Article 19’s restrictions on state beha-
vior without offering any systematic analysis of how a state’s regulatory interest 
might vary between online moderation and other exercises of public power.73 
This may be in part because the mine run of government exercises of regulatory 
power over social media content does not involve direct regulation of a public 
platform but rather the very different issue of applying civil or criminal sanctions 
to companies (or their users) that do not play by the government’s rules.74 The 
Special Rapporteur’s report focuses on state laws or enforcement actions that 
police the entire country rather than just a single platform.

As to the companies themselves, the scope the Special Rapporteur’s report 
gives for them to regulate content on their platforms derives primarily from 
their private status and the scale of the content they host.75 The report expresses 
concern about using “[p] rivate norms [that] vary according to each company’s 
business model” as guidance to how they intend to regulate.76 The human rights 
of companies or their directors to moderate content according to those private 
norms receive no attention at all.77

In Defense of Public Content Moderation

Above, I have sketched a domestic and international rights regime that prohibits 
the government from discriminating among social media content based on 
its form or the viewpoint it expresses except under compelling and specific 
circumstances. This result will seem obvious and quite right to some readers, 
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particularly those trained within the US free speech tradition. Public content 
moderation on social media smacks of government censorship, indeed of prior 
restraints, traditionally considered the most brazenly illegal form of content 
restriction.78

And yet the sketch produces an anomaly that requires unpacking. Recall that 
government speech generally does not implicate First Amendment concerns. 
And government institutions that explicitly exercise some editorial judgment or 
other forms of discretion are also permitted to incorporate standards of decency 
into those judgments. Few would question that a state- run television station 
may decide not to air programming with nudity, or that a state- run university 
may refuse to admit students or hire faculty whose writings reveal them to be 
white supremacists. The government may proselytize without restriction and 
may selectively open spaces to relatively small numbers of citizens or groups 
over whom it exercises significant control, but it may not open the same spaces 
to expression by members of the broader public unless it does so indiscrimi-
nately. That is, the less ex ante control the government exerts over speech in a 
public space, the more tightly the First Amendment restricts its ex post behavior.

An inverse relationship between government domination and constitutional 
limitation runs contrary to many of our usual instincts, and it is unclear what 
free speech interests it serves in this context. One possibility is that it prevents 
the government from discriminating against unpopular speakers or those who 
would challenge its authority. What space the government makes available to 
its supporters it must also make available to its opponents. The threat of invid-
ious discrimination of this sort provides good reason to scrutinize the rules the 
government applies to public platforms, and a fortiori how it applies those rules 
in practice. But the categories of “content discrimination” and “viewpoint dis-
crimination” make for crude constitutional rules. The government’s interest in 
its platform’s discursive norms is itself a viewpoint. That interest would not sud-
denly vanish just because the government decided to permit the public to access 
a platform in large numbers.

The discontinuity between government speech doctrine and public forum 
doctrine encourages the government to protect its interests by exerting influ-
ence over forums, lest it be forced to forego those interests entirely. Consider 
again the Court’s decision in the Sons of Confederate Veterans license plate case. 
Had the Court held, as Justice Alito urged in dissent, that Texas had made its 
license plates into even a nonpublic forum (and, a fortiori, into a limited or des-
ignated public forum), existing precedent would have compelled the Court to 
say that the price of the state’s specialized license scheme is the need to permit 
a Confederate flag logo on state- issued license plates. By the same reasoning, 
the state would also have needed to permit a swastika. And yet the same First 
Amendment doctrine enabled the state to avoid these obligations simply by 
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persuading the Court that the license plates represented government speech, on 
which the First Amendment imposes almost no restrictions at all.79

Cases such as Walker speak to the hydraulics of US free speech doctrine. 
The idea that the government may not open a public space to Democrats but 
not Republicans, or to artistic but not political speech, seems right to many 
of us, but the law responds to these intuitions by constructing overly broad, 
overly rigid categories such as “viewpoint” and “content” discrimination. 
Likewise, the idea that the government itself may not speak through its public 
institutions seems wrong to many of us, so the law responds to this intuition 
by creating an unassailable category of “government speech.” As in many other 
areas of law,80 we come to view complex disputes over free expression as about 
the categories the law constructs instead of being about the particularized 
interests on either side of the dispute. When the categories don’t fit the facts, 
judges improvise.

Government speech and public forum doctrine will continue to produce per-
verse results— and cannot coherently be applied to the social media space— 
unless and until the intuitions they rely upon are surfaced and integrated into a 
single regime. Consider prior restraints. American law disfavors prior restraints 
in the free expression realm for separation- of- powers reasons. The idea is that 
decisions about whether speech should see the light of day should be made by 
judges and juries rather than by politicians. But the fact that we also believe that 
the government should have some say, even on the margins, over what content 
is displayed on public platforms (such as Texas’s license plates) points in the 
opposite direction. The existence of the limited public forum category speaks 
to the legal system’s ambivalence about prior restraints in contexts in which the 
government is voluntarily offering a space for public expression.

Prior restraints indeed have the advantage of being susceptible to consistent 
application, which is the most vexing problem for content regulation at scale. 
One can evaluate the rules a prior restraint comprises without reference to indi-
vidual cases, thereby reducing the potential for biased application. Particularized 
decision- making is not possible at internet scale, leaving a platform’s regulators 
to choose between rules that will necessarily be overbroad or underenforcement 
that can make the platform unusable or even dangerous. It is unrealistic to sup-
pose that forbidding content- based rules would make a government choose 
an unregulated platform rather than choosing not to offer the platform at all, 
and so enforcing conventional designated public forum rules would discourage 
even the creation of forums that would host the vast majority of speech without 
restriction.

Perhaps of greater significance, anxiety over abusive or coercive govern-
ment restrictions on speech are most compelling when those restrictions are 
in fact abusive or coercive. We should be less exercised by content restrictions 
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in a context in which the “penalty” is simply that the restricted content does 
not appear on the platform, with no sanction against the user, and when 
nearly the exact same content can be reposted without the nipple, or the 
slur, or the terrorist hashtag. This burden is not in the same universe as being 
arrested, imprisoned, tortured, fined, or intimidated by government agents, 
the usual interest of the international human rights regime. To apply the same 
doctrine, or anything like it, to penalties on the speaker as one does to the 
application of rules to the speech is difficult to justify.81 This is not to say 
that content moderation on a public platform should be treated like govern-
ment speech, with no constitutional guardrails at all, but it is to say that the 
reasons we give license to government speech should inform those guardrails 
even when (again, as in the license plate case) they are intermingled with the 
speech rights of individuals.

An unregulated public platform might even violate various human rights 
norms by dint of its lack of regulation. Article 20 of the ICCPR imposes upon 
states a duty to prohibit “any advocacy of national, racial or religious hatred that 
constitutes incitement to discrimination, hostility or violence.”82 A public plat-
form therefore would need to disallow at least a subset of hate speech. More 
broadly, as the Supreme Court wrote in Red Lion, an unregulated broadcast 
medium “would be of little use because of the cacophony of competing voices, 
none of which could be clearly and predictably heard.”83 The social media con-
text, with its problems of scale intersecting with the omnipresence of malevolent 
actors, can produce darker user experiences than cacophony.84 In the interna-
tional sphere, the Human Rights Committee has suggested that Article 19 might 
impose duties on the state to make platforms accessible to users.85 But an unruly, 
indecent, or abusive online environment stands as a practical obstacle to the full 
range of users having access to social media platforms.

Requiring that platforms tolerate such an environment implicates their rights 
as well. The Special Rapporteur’s downplaying of the “private norms” of social 
media companies in his 2018 report on online content moderation seems in-
sufficiently attentive to the rights of these companies and their directors to con-
trol the character of the communicative services they offer.86 The notion that 
the free speech practices of companies should be homogenized in accordance 
with international human rights norms seems to suppose that the expressive 
interests of Facebook and Parler, of YouTube and Reddit, must align. Private 
companies should be permitted to espouse very different values and free expres-
sion commitments without having to justify those commitments in terms of 
what human rights law specially protects. So too with governments, to a degree, 
but strict application of Article 19’s limitations language seems not to permit this 
kind of variation, arising as it does out of a “government speech” principle that 
has no well- articulated analogue in international human rights law.87
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Content Moderation as a Process Problem

A state’s own expressive and policy interests complicate analysis of the free 
speech rights users of a public platform would enjoy. By hypothesis, the state 
may withdraw the platform entirely at its discretion or may apply restrictive ex 
ante rules that create a limited rather than a designated public forum, either of 
which could reduce the amount and diversity of speech available to users and 
their audiences. This license does not mean free speech norms should have 
no role to play in curtailing the government’s regulatory reach over a public 
platform— the greater power does not always include the lesser.88 But it does 
mean that the kinds of interests these norms protect would differ between on-  
and off- platform regulation. The government’s competing ends would dilute any 
unqualified interest in “more speech.”

It does not, however, dilute a different concern that sometimes shows up in 
First Amendment law, namely the interest in avoiding arbitrary decision- making. 
Free speech is not just about the volume of speech individuals are permitted to 
produce but about who decides, through what process, and according to what 
standards.

This concern surfaces most directly in vagueness doctrine. Vagueness is a 
problem in many areas of law,89 but the Supreme Court has found it especially 
concerning in connection with laws restricting expressive activities, which can 
be “chilled” if citizens do not have a firm sense of what is permitted and what 
is not.

The Court’s special interest in consistent application of legal regulations of 
speech pops up in other realms as well. As we have seen, limited public forum 
doctrine requires any content- based restrictions the government puts in place 
in such forums to track “the lawful boundaries it itself has set.”90 Even though 
the State is not required to create a limited public forum in the first instance, 
once it does so, it may not adjust the forum’s borders on the fly. Likewise, 
prior restraints on speech have been thought most problematic when the 
determinations of legality are placed before a licensing board with standardless 
discretion.91

Even if certain forms of content restriction are permissible under the First 
Amendment, then, a regulatory scheme susceptible to arbitrary and capri-
cious enforcement could nonetheless violate the Constitution. International 
human rights law recognizes similar principles. General Comment 34 specifies 
that, quite apart from the substantive requirements of Article 19, a law may not 
“confer unfettered discretion for the restriction of freedom of expression on 
those charged with its execution” and must “provide sufficient guidance” for 
legal decision makers to know when expression may or may not properly be 
limited.92
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These commitments, which may at times run orthogonal to substantive 
free expression norms, carry important implications for which kinds of speech 
restrictions would and should be permitted on a public social media platform 
and why. It might mean, for example, that in the platform context, rules are 
often preferred to standards. Rules typically sacrifice precision in application 
of the values the law protects in order to achieve consistency and predicta-
bility. Standards have inverse costs and benefits. They offer the possibility of 
getting the decision right by the lights of the motivating legal norm but at the 
cost of piecemeal and potentially ad hoc adjudication. If what the legal system 
values above all is making sure that protected speech is always permitted, 
then rigid rules are intolerable. If, on the other hand, what the legal system 
values above all is consistency (or even the appearance of consistency), then 
content moderation through relatively rigid rules has much to recommend 
it. Optimizing free expression regulation for consistency reduces the benefit 
of the particularized decision- making often associated with proportionality 
analysis.

Relatedly, to the degree consistency is a leading First Amendment value 
in a particular setting, the usual presumption US lawyers apply against prior 
restraints requires a revisit. Prior restraints are rightly disfavored under a pre-
sumption that speech “getting out” is paramount, or if the restraint is enforced 
through arbitrary standards.93 But if the most important First Amendment value 
relates to the discretion of decision makers, there may be good reasons to prefer 
prior restraints.94 With a prior restraint, the standards associated with the exer-
cise of discretion may be evaluated in advance of any enforcement decisions, and 
risks of bias can be significantly mitigated.95

Recognition of the significance of consistent rules and procedural reg-
ularity lends some insight to what I presented in the section “In Defense of 
Public Content Moderation” as a paradox, namely that ex ante government 
control and domination of a platform tends to relax rather than strengthen 
the constitutional constraints that attach to government restrictions on pri-
vate speech on the platform. If we examine the problem along the dimension 
of consistency rather than control, the paradox weakens. Greater government 
control of a platform enables the government to police its rules with greater 
regularity. The more a platform looks like a free- for- all, the more arbitrary, 
and therefore suspicious, government restrictions seem to be. The state cannot 
appear to be making up the rules as it goes along. The key point, though, is 
that, in the name of consistency, the rules that are permitted may not always be 
speech- maximizing. In the social media context in particular, in light of the 
scale on which platforms operate, rules designed to maximize consistency in 
application are unlikely to maximize speech.96
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The suggestion here is not that a government that operated a social media 
platform would have unfettered discretion to moderate content so long as it 
did so according to consistent rules. It is, rather, that the government’s own le-
gitimate interest in structuring the platform to ensure its effectiveness should 
carry some weight— neither absolute weight nor trivial weight— in any legal 
analysis. As with many other exercises of state power, platform moderation rules 
motivated by partisanship, caprice, personal self- dealing, bias against particular 
social groups, vindictiveness, or other markers of distrust, as well as those that si-
lence speech in ways that are not tied to the government’s goals for the platform, 
should not be entitled to deference.

Applications

I have argued above for a normative shift in attention from the volume of speech 
a platform permits to the coherence and consistency of the rules that govern 
which speech it permits and which it does not. This shift is consistent with and, 
indeed, compelled by free expression values as applied to platforms, whether 
those platforms are operated by the government or by a private company. It is 
not my aim to apply this analysis to particular companies or conflicts, but I offer 
some brief observations below about how some of the relevant considerations 
vary with the type of speech at issue, focusing on nudity and sexual content, hate 
speech, and false speech.

Nudity and Sexual Content

Most Americans likely agree that the government may limit a platform it owns or 
operates to nonpornographic content. But it turns out to be somewhat difficult 
to specify why either the First Amendment or international human rights law 
would permit this form of regulation, at least as it pertains to a platform that is 
generally open to public discourse. Sexually explicit images short of obscenity, 
whose definition is demanding,97 constitute protected expression whose limita-
tion is ostensibly forbidden on a designated public forum.98 Content discrim-
ination such as a restriction on nudity or sexual content is permitted within a 
limited public forum, but as the section “First Amendment Doctrine” explains, a 
conventional social media platform would not easily qualify.

Nudity and sexual content involve what Article 19 calls “public morals,” 
a legitimate reason for limitation of speech.99 Although the Human Rights 
Committee has not as of this writing decided cases that help to flesh out how 
this limit applies, the European Court of Human Rights has held that certain 
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forms of sexually explicit artistic expression could be outright penalized without 
offending Article 10 of the European Convention on Human Rights (ECHR), 
the analogue to ICCPR Article 19.100 An important difference between the 
ECHR and the ICCPR is that the former has been read to allow for a margin of 
appreciation, which the Human Rights Committee has rejected.101 Given that 
there is no margin of appreciation doctrine under Article 19, it is far from clear 
that “public morals” is sufficient ground to restrict nude expression as a matter 
of first- order punishment.

Platform restrictions on nudity and sexual content are well suited, however, 
to the framework this essay articulates. Bans on “adult” content can be contro-
versial, of course, but the fact that they are common on platforms around the 
world suggests that, in most instances, they are motivated by a loose consensus 
around public morality, especially in relation to children. The fairest way to be 
sure of this is to permit such bans to operate according to relatively rigid— and 
necessarily overbroad— rules. We can concede that rules against the display of 
explicit sex acts or images of sex organs cannot satisfy a particularized form of 
strict scrutiny or proportionality analysis. Warning screens, age gates, or parental 
controls might be less restrictive means of limiting the visibility of such content, 
and not all instances of nudity or sexual content necessarily implicate the moral 
concerns that motivate a rule against such content. It is conceivable that an ex-
emption for matters of high educational or political importance would need to 
be in place. Still, commonsense limitations on nudity or sexual content likely 
should be permitted on a public platform whose operators wish not to offend 
the moral sensibilities of its users, even if such limitations could not be imposed 
erga omnes or applied to primary conduct.

Hate Speech

Hate speech can be hard to define— it is not a recognized term either under the 
First Amendment or under international human rights law— and it can some-
times be difficult to identify in the wild, especially at scale. Platform bans on hate 
speech also might come closer than bans on nudity or sex to limiting core polit-
ical expression. For these reasons, entrusting the state with the power to decide 
which forms of hate speech may appear on a public platform and which may not 
would carry significant risks.

Still, the fact that defining hate speech occasions difficult judgment calls is 
not a reason to give up on its regulation on platforms, nor is it sufficient reason 
to ignore the legitimate interests a government platform operator would have 
in reducing racist, sexist, or homophobic invective on the platform. As noted, 
governments in fact have an obligation under international human rights law to 
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make media and other communication platforms accessible. Fronting a public 
platform loaded with ethnic slurs, rape jokes, and swastikas would seem to sit in 
serious tension with that responsibility.

This is where it becomes important to focus less on unhelpful slogans such 
as “viewpoint discrimination” and more on the safeguards that a platform has 
in place to ensure that viewpoint discrimination is serving legitimate ends. Such 
safeguards might include well- publicized and specific rules of engagement based 
on consultation with stakeholders across partisan divides, the creation of such 
rules by an entity structured to resist political control (e.g., through a bipartisan 
or merit- based selection and removal process), and an appeal procedure that is 
sufficiently transparent to enable public accountability.

The premise, of course, is that viewpoint discrimination is not, per se, illegit-
imate for a government to pursue. It is reasonable to resist that premise in the 
context of civil or criminal liability. It would be unreasonable to do so when it 
comes to the rules of engagement on a public platform, where the only “penalty” 
is removal of an offending post. The government is permitted to have an interest 
in civil discourse and to pursue that interest by promulgating rules, such as ban-
ning certain slurs. Telescoping out to broader definitions of hate speech— such 
as by generally banning racist or dehumanizing language— brings with it greater 
uncertainty in application.

False Speech

Devising standards through which a public platform should be permitted to po-
lice false speech presents even greater challenges. For one thing, lying is consti-
tutionally protected speech in the absence of specific harm.102 And it will often 
be the case, and not just on the margins, that determining truth or falsity is chal-
lenging. Moreover, this determination will in many cases involve speech about 
the government itself, the regulation of which we have good reason to keep out 
of the government’s hands.

The difficulty here is both epistemic and conceptual. It is impossible for any 
platform operator to amass the resources needed to reliably fact- check content 
at scale. Even if one could somehow solve this problem, the reality of human 
communication is that truth and falsity function more as a spectrum than a bi-
nary, with exaggerated or misleading claims of every stripe and in every degree 
sitting between the poles. Consistent application would be elusive, in just the 
area where consistent application is most needed to shore up trust in the deci-
sion maker.

For these reasons, the interventions we tolerate in this space might be 
more limited than in the areas of nudity or hate speech. A government could 
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perhaps explore targeting disinformation, which is intentional and often coor-
dinated, but not necessarily misinformation, which is endemic and unavoid-
able. An intent and coordination requirement would reduce the “chilling effect” 
on true speech, unintentional falsehoods, and benign puffery. Another option 
for lowering the cost of policing false speech would be to impose less drastic 
remedies than removal, such as downranking or the application of labels or links 
to ostensibly accurate information, which several private platforms already do 
in some instances. The Supreme Court imposed the very high “actual malice” 
standard for a finding of defamation in the famous New York Times v. Sullivan 
case in part because liability involved treble damages and, during the civil rights 
movement, was imposed by biased southern juries trying to harass civil rights 
activists.103 The much lighter consequence of having a label affixed to one’s false 
content on a public platform should get us far less exercised, even if it doesn’t 
leave us unbothered entirely.

Conclusion

Determining how to apply freedom of expression principles developed in the 
context of first- order lawmaking, law enforcement, and personal liability at 
the hands of states to private systems of governance on social media platforms 
involves multiple acts of translation. The analysis cannot simply involve putting 
the private platform into the shoes of a state regulator of primary conduct. Much 
commentary has recognized that private platform moderation is distinct insofar 
as it is private. Commentators have focused less on the ways it is distinct be-
cause it involves platforms. Ignoring the ways in which the law distinctly applies 
to platforms even with respect to public actors risks developing a body of rules 
that impose greater constraints on private companies than they would impose on 
states acting as market participants.104

This essay has analyzed a hypothetical public platform in order to develop 
some intuitions along these lines. The law of platforms under the US Constitution 
is mature, but it suffers from some of the paradoxes of the Supreme Court’s cat-
egorical approach to free speech law and is not well suited to the scale of social 
media. International human rights law generally is less categorical but has yet to 
develop a mature jurisprudence around public forums.

The suggestion of the essay has been that it will be more constructive to 
build a doctrinal architecture around procedural constraints on moderation 
decisions that ensure consistent application of forum rules than to think of plat-
form governance simply in terms of the quantity of speech available to users. The 
government’s competing interest in the quality of the speech that occurs on the 
platforms it operates, the risks associated with the proliferation of certain kinds 
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of expression at internet speed and scale, and the accessibility of platforms to 
users who find themselves on the business end of harmful content can neither 
be ignored nor considered an evergreen “trump” of free expression. The right 
balance will not be the same across all platforms, but we can nonetheless strive 
for consistency within them.



      



      

11

The Limits of Antidiscrimination Law 
in the Digital Public Sphere

Ge n e v i e v e  L a k i e r

Cries of private censorship abound in the digital age. For years now, those on 
both the left and the right have complained that their voices are being silenced 
by the private companies that control the social media platforms that provide 
some of the most important forums for public speech in contemporary society.

What those who decry social media “censorship” mean when they use the 
term varies. Some critics use the term to accuse the social media companies of 
applying the rules that govern speech on their platforms inconsistently, to the 
disadvantage of certain viewpoints or speakers.1 Others use the term to accuse 
the companies of applying speech rules that have a disparate impact on the 
ability of certain groups to communicate.2 Others use the term to refer generally 
to the power that private companies possess to decide what counts as acceptable 
or unacceptable speech on social media.3

What unites all these complaints of platform censorship is the fear that 
underpins them: namely, that the private and almost exclusively for- profit 
companies that control the platforms may use that control to distort public de-
bate and to deny equal access to the social, political, and economic goods that 
the platforms provide.4 This is a fear that cannot be easily disregarded.

While the lack of transparency about the content moderation practices of 
the social media companies makes it hard to reach general conclusions about 
whether and to what extent political bias, or other kinds of bias, influences their 
operation, the broad discretion that these companies currently enjoy to regu-
late the speech that flows through their platforms makes it entirely possible that 
they might, or already do, discriminate against certain viewpoints or speakers, 
either because of their ideological convictions or because it suits their eco-
nomic or political interests to do so. And there is no question that individual 
speakers are denied access to the platforms all the time for reasons that are hard 
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to fathom— although whether that is a consequence of algorithmic or human 
error (the sheer difficulties of making speech decisions at scale), or some more 
invidious reason, is not always clear.5

Anxiety about what might be motivating the platforms to take down speech, 
to deprioritize it, or add warnings to it has led lawmakers in the United States 
to propose— and in some jurisdictions, enact— laws that make it unlawful for 
the social media companies to discriminate against their users in various ways. 
In Florida, for example, the legislature recently enacted a law that makes it un-
lawful for social media companies to suspend the account of any candidate for 
political office in the period prior to election, and more affirmatively requires all 
social media platforms that operate in the state to apply their speech rules “in a 
consistent manner among its users on the platform.”6 In Texas, the legislature 
recently enacted a law that makes it unlawful to limit the dissemination of their 
users’ speech because of their viewpoint, their message, or their geographic lo-
cation.7 Antidiscrimination platform bills have been introduced in Congress as 
well. For example, Rep. David Cicilline (D- R.I.) has introduced legislation that 
would prohibit social media platforms from treating similarly situated “business 
users” of their platforms differently, except when they can show that doing so 
will not “harm the competitive process” by “restricting or impeding legitimate 
activity” or is necessary to prevent the violation of a state or federal law or to 
protect user privacy.8 Other proposed federal laws condition the platform’s im-
munity from liability on their compliance with nondiscrimination obligations.9 
Meanwhile, scholars and policymakers have argued that the same stringent 
nondiscrimination duties that federal and state laws impose on common carriers 
or places of public accommodation should apply to the social media companies.10

That legislators and scholars have turned to antidiscrimination law as a solu-
tion to the problem of private censorship on the social media platforms is not 
surprising. Antidiscrimination law has historically provided one of the primary 
regulatory tools that lawmakers in the United States and elsewhere have used to 
ensure that the private companies that control important forums of mass public 
expression do not use that control to exert undue influence over either the po-
litical or the commercial realm.11 In part because it does not require a signifi-
cant reorganization of the digital economy— as the other tools that regulators 
have historically used to protect the democratic inclusiveness of the mass public 
sphere against private power do— antidiscrimination law remains an attractive 
tool for achieving those same ends today.12

Applying antidiscrimination rules to the social media platforms turns out to 
be quite a tricky business, however, for a number of reasons. First, laws that im-
pose antidiscrimination obligations on the social media companies raise diffi-
cult constitutional questions because, unlike the other regulatory tools available 
(transparency mandates, breakups, and so on), they directly interfere with the 
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choices private companies make when they regulate speech on their platforms. 
They consequently implicate the stringent protection the First Amendment 
provides against compelled speech and compelled access.

Even if one leaves the First Amendment questions to one side, poorly drafted 
or overly expansive antidiscrimination laws may do more harm than good to the 
digital speech environment by making it too difficult for social media companies 
to discriminate. This is because discrimination, when it comes to speech, is not 
always a bad thing. To the contrary, it is the quotidian content discrimination that 
individuals engage in every day— choosing to read one newspaper over another, 
to express one viewpoint rather than another, or to associate oneself with one 
party rather than another— that powers the marketplace of ideas.13 And while 
social media companies do not necessarily participate in the speech market in 
the same way that ordinary speakers and listeners do— instead they operate in 
many contexts more as regulators of the public sphere than as participants in 
it— for these “new governors” of the digital public sphere, being able to treat dif-
ferent users’ posts differently because of their content serves many purposes: It 
allows them to direct users to speech that is most interesting to them; to protect 
users against threatening or harassing speech; and more generally, to exclude 
from the platform spam, misinformation, and other kinds of what is considered 
to be cluttering or harmful speech.14

The fact that it is by making content- discriminatory decisions that the so-
cial media companies are able to provide users with much of the information 
and connections they come to the platforms to find means that lawmakers who 
seek to use the tool of antidiscrimination law to make the digital public sphere 
better, not worse, face a daunting task: They must craft rules that not only can 
withstand First Amendment scrutiny but that do not undermine the value of the 
platforms as social spaces. Is it possible to craft such a law?

This essay argues that the answer to this question is yes: Yes, not only would 
it be possible to craft a constitutional nondiscrimination law for the platforms, 
but it would be normatively desirable for lawmakers to do so. But it also argues 
that such a law, if it is to be both constitutional and beneficial, rather than det-
rimental, to the vitality of the digital public sphere, will not be able to address 
most of what gets described as platform censorship these days. In particular, 
antidiscrimination law neither should, nor constitutionally will, be able to deny 
the platforms the ability to set speech rules that differ from those set by the First 
Amendment. As a result, it will not be able to prevent the social media companies 
from creating rules that have a disparate impact on the ability of some groups— 
conservatives, feminist activists, practitioners of New Age medicine— to dis-
seminate their speech.

This is not to say that antidiscrimination law is useless as a mechanism for 
limiting platform power. What it can do is require the social media companies 



182 C o n t e n t  M o d e r a t i o n

      

to enforce their rules in a nondiscriminatory manner. It could also prevent 
platforms from discriminating against users because of their race, their gender, 
and their sexual orientation— and even, potentially, their political affiliation. 
These are not insignificant accomplishments. But they are not what most of 
those who advocate for antidiscrimination laws want those laws to accom-
plish: namely, prevent private social media companies from writing rules that 
shape the boundaries of public conversation in the United States.

The upshot is that, to the extent that platform power over public discourse is 
a legislative concern— as it surely should be— lawmakers will have to find tools 
from other reaches of law to cabin it. Antidiscrimination law can play an impor-
tant role in the regulation of the digital public sphere. But it is not the be- all and 
end- all to the problem of social media censorship that some have suggested it 
might be.

The Janus- Faced Character 
of Content Discrimination

Legally mandated nondiscrimination obligations have been a part of the 
regulation of the public sphere in the United States for as long as the First 
Amendment has been around. Initially, they applied only to government 
carriers of information— specifically, the post office, which, from the late eight-
eenth century onward, was required to grant newspapers, and later magazines, 
equal access to the mails.15 Beginning in the 1840s, however, states and the fed-
eral government began to impose similar nondiscrimination obligations on pri-
vate companies— namely, the private telegraph companies that were displacing 
the government- run post office as the primary carrier of news and information 
around the body politic.16 By the end of the nineteenth century, a number of 
states had passed laws that also required the news- gathering organizations that 
gathered and disseminated news on the telegraph wires to provide their services 
“to all newspapers, persons, companies or corporations . . . at uniform rates and 
without discrimination.”17 And similar, although narrower, nondiscrimination 
obligations were eventually extended to radio and television broadcasters, to 
cable companies, and newspapers. For example, under the Communications 
Act of 1934, broadcast radio and television providers were required to grant 
all “legally qualified candidates for . . . public office . . . equal opportunities to 
all other candidates . . . in the use of [their] station.”18 The FCC subsequently 
used its rulemaking authority to extend the same nondiscrimination require-
ment to cable television providers.19 Newspapers, meanwhile, are prohibited 
by federal law from charging more to political advertisers than to commercial 
advertisers.20 In some states, legislators also have prohibited newspapers from 
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charging some political candidates more than they charged others to advertise 
in their pages.21

As these examples demonstrate, antidiscrimination law has long worked to 
protect the inclusiveness of the mass public sphere against both governmental 
and private biases. Indeed, antidiscrimination laws represent one of the primary 
regulatory instruments that legislators have used to ensure that the powerful 
governmental and private entities that control important channels of mass com-
munication in the United States do not use that control to exercise undue influ-
ence over the democratic political process or impede the efficient operation of 
the market.

What the history also shows is that, when designing nondiscrimination laws 
for the mass public sphere, lawmakers have recognized the Janus- faced nature of 
content discrimination and worked to ensure that nondiscrimination duties do 
not prevent either the government or private entities that disseminate speech to 
the public from engaging in the kinds of speech- related discrimination that, in 
the view of those writing the laws, at least, add value to the public sphere. This 
desire explains why the early postal laws not only permitted but mandated that 
postal agents discriminate in favor of newspapers, and against letter writers, when 
it came to the setting of postal rates.22 Members of Congress believed that this 
discriminatory system of genre- based cross- subsidization was the only means of 
giving rural newspapers the postal subsidies they needed to survive— in other 
words, that price discrimination aided, rather than threatened, the vitality of the 
news marketplace, given the preeminent role that newspapers played in the cir-
culation of news in the late eighteenth century.23

A desire to shield valuable kinds of discrimination from the reach of the 
nondiscrimination laws also explains why, when it first developed the regula-
tory framework for radio broadcasting in the United States, Congress rejected a 
proposal to designate radio broadcasters as communications common carriers.24 
Members of Congress believed, correctly enough, that requiring broadcasters 
to abide by the broad nondiscrimination duties imposed on telegraph and tel-
ephone companies— including the duty to transmit speech in the order it was 
received— would prevent those broadcasters from being able to provide the 
“regular entertainment” that “induced the public to listen in.”25 That is to say, 
it would prevent them from providing the programming content that, by the 
1920s, it was widely assumed was the primary contribution of the radio to public 
life and culture.

When designing antidiscrimination laws for the social media platforms, 
lawmakers should show similar sensitivity to the two- sided character of discrim-
ination as they showed when designing rules for the postal service and radio sta-
tions. This is because speech- related discrimination plays as important a role in 
the operation of the platforms as it plays in other reaches of the mass public, even 
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if the kinds of discrimination that the social media companies ordinarily employ 
differ. Unlike radio and television providers, social media companies do not usu-
ally attract users by offering them “regular programming.” They therefore do not 
need to make the inevitably discriminatory choices that content providers have 
to make when deciding what stories or subjects or kinds of art to create or dis-
seminate, or not to create or disseminate. And unlike carriers of information, so-
cial media companies typically do not incur the costs of creating new pathways 
of communication or transporting information to a destination selected by the 
user. They consequently do not need to, and indeed, do not, charge some users 
more than others to move their speech from point A to point B.

The social media companies do, however, discriminate between users and be-
tween individual speech acts in at least two other ways— and they do so, at least 
in part, in order to provide the service that users have come to expect of them. 
First, the platforms engage in a kind of concierge speech management that re-
mains perhaps the most distinctive feature of the digital public sphere. Unlike 
carriers of information or, for that matter, the government or private entities 
that regulate the brick- and- mortar public sphere, the social media companies 
have from the very beginning of their existence not only provided a forum for 
public speech but played an active role in connecting participants in that forum 
to one another.26 They help users make sense of the vast ocean of speech flowing 
through the platforms by recommending speech to them or ranking it, and by 
distinguishing the speech of “friends” from those of enemies; that is to say, by 
engaging in pervasive speaker-  and content- based discrimination.

The social media companies also expend considerable labor and capital po-
licing the boundaries of acceptable speech on their platforms.27 They are con-
stantly distinguishing, in other words, between speech deemed to comply with 
the platform- specific service rules and speech that does not. And, to the sur-
prise of many of those involved in the creation and operation of the social media 
cites initially, these distinctions tend not to mirror the distinctions the First 
Amendment cases make between protected and unprotected speech.28 Instead, 
they invariably prohibit more, or much more, speech than the First Amendment 
allows the government to prohibit when it regulates the brick- and- mortar public 
sphere.

As any contemporary reader of this essay will know, how much value these 
discriminatory practices add is today a highly contested question. But it is diffi-
cult to argue that the tendency of most social media companies to rank and sort 
speech and to sometimes aggressively gatekeep the boundaries of their speech 
forums adds nothing of value to the digital public sphere. Indeed, it may add a 
great deal. By constantly directing the flow of speech throughout the platform, 
social media companies are able to create new kinds of speech forums in which 
people feel willing to participate in public expression to a degree, and in ways, 
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that were previously neither possible nor expected. By excluding speech and ha-
rassment from the platforms, the social media companies also work to protect 
that “public order without which liberty itself would be lost in the excesses of 
unrestrained abuses.”29

What this means is that, unless lawmakers are committed to a radical re-
invention of the digital public sphere, they should not attempt, as some have 
suggested, to deny the social media companies all power to discriminate between 
different kinds of constitutionally protected speech. They should not impose on 
the social media companies nondiscrimination obligations, like those imposed 
on communications common carriers, that would prevent them from crafting 
speech rules that are more speech- restrictive than those the First Amendment 
applies. Doing so would prevent the companies from engaging in much of the 
speech management that users today expect of them.30 It would also reduce the 
diversity of the digital public sphere by preventing social media companies from 
tailoring speech rules to the nature of the speech forum: from developing, for 
example, different speech rules for a speech forum designed to attract knitters or 
dog lovers than for one designed to host no- holds- barred political speech.

Even if lawmakers wanted to radically reinvent the platforms by prohibiting 
the social media companies from discriminating, they likely could not do so 
consistent with the First Amendment. This is because the First Amendment or-
dinarily allows the government to prohibit private speech intermediaries from 
discriminating against other persons’ speech only when those intermediaries 
hold themselves out as “neutral, indiscriminate conduits” of third- party speech, 
or, alternatively, when the government employs a content- neutral law to limit 
the private discrimination and is able to satisfy the intermediate scrutiny that 
applies to content- neutral laws.31 Neither of these conditions is likely to be satis-
fied by a law that extends common carrier duties to social media platforms.

First, it is quite obvious that the social media companies do not hold them-
selves out as neutral, indiscriminate conduits of speech. To the contrary, all of 
the major platforms publish on their websites detailed descriptions of the var-
ious content- based restrictions on what speech they allow on their platforms.32 
Nor is it just a matter of self- description. As noted above, the social media 
companies expend considerable time and money patrolling the boundaries of 
acceptable platform speech. They not only do not purport to be neutral, indis-
criminate conduits of information. They really are not neutral, indiscriminate 
conduits of information.33

Second, a law that imposed common carrier duties on social media companies 
in order to prevent them from limiting the dissemination of disfavored speech 
would not be considered content- neutral under contemporary precedents, even 
if it made no content distinctions on its face. This is because such a law would 
be “designed to favor . . . speech of [a]  particular content”— specifically, all of 
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the constitutionally protected speech that is prohibited, or limited, by the plat-
form rules— and this is not a content- neutral purpose, as the Court made clear 
in Turner Broadcasting v. FCC.34

It is true, as Eugene Volokh and others have argued, that common carrier 
regulations would not necessarily be motivated by a desire to promote partic-
ular viewpoints, that they might reflect instead, or more fundamentally, a leg-
islative desire to prevent the social media companies from “leveraging their 
economic power into control over public debate” by disfavoring any viewpoints 
or topics of speech.35 But, as the campaign finance cases make clear, this also 
doesn’t count as a content- neutral purpose because what underlies it is the as-
sumption that there is something harmful about the content choices the social 
media companies are making.36 To put it another way: If the government may 
not, when writing campaign finance laws, prohibit wealthy corporations from 
using their economic resources (specifically, their money) to promote partic-
ular political messages in an effort to prevent them from “obtaining an unfair 
advantage in the political marketplace”— as the Court in Citizens United v. FCC 
held it could not, consistent with the First Amendment— then surely the gov-
ernment also may not, when writing internet regulations, prohibit wealthy so-
cial media corporations from using their economic resources (specifically, their 
control over their platforms) to promote particular political messages in order to 
prevent them from obtaining an unfair advantage in the political marketplace.37

It is very likely, therefore, that, were Congress to enact a common carrier law 
for the social media platforms, its constitutionality would be evaluated under 
the demanding standard of strict scrutiny. This is true notwithstanding the fact 
that were Congress to apply the exact same law to a telephone company or an in-
ternet service provider, it would likely be reviewed under no more than rational 
basis scrutiny.

The same is true of more tailored nondiscrimination laws like the Florida and 
Texas laws. This is obviously the case when it comes to the Florida law, which 
makes numerous facial content- based distinctions.38 But it is equally true of the 
Texas law, which although facially content- neutral, was clearly intended to pre-
vent the social media corporations from wielding their economic power to favor, 
or disfavor, particular viewpoints or messages.39

The analysis gets considerably more complicated, however, when it comes to 
a law like the one that Rep. Cicilline has proposed. This is because the purpose 
of that law— as evidenced both by the statements of its sponsors and by its statu-
tory text— is not to prevent social media censorship per se, but instead to prevent 
the social media companies from using their control of important commercial 
forums to restrict economic competition.40 This is a content- neutral purpose, 
as the Court made quite clear in Turner Broadcasting when it concluded that 
an antidiscrimination law that applied to cable companies was content- neutral 
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because it worked to prevent “unfair competition by the cable systems,” rather 
than “to favor or disadvantage speech of any particular content.”41 Hence, so long 
as a law justified by this purpose is also facially content- neutral, its constitution-
ality should be assessed under intermediate scrutiny, not the considerably more 
demanding standards of strict scrutiny.42

Intermediate scrutiny does not, of course, mean that a law like Rep. Cicilline’s 
would necessarily survive constitutional scrutiny. The government would still 
have to show that the law did not “burden substantially more speech than 
[was] necessary” to achieve its aims.43 This would not always be an easy thing 
to do. In the case of Rep. Cicilline’s draft bill, for example, it might be diffi-
cult for the government to show that preventing the social media companies 
from “discriminat[ing] among similarly situated business users” except when 
they could affirmatively show that doing so was necessary to protect user pri-
vacy or prevent illegal activity, or that it would not impede “legitimate activity” 
(whatever that might mean), was not broader than necessary to further the pro- 
competition objectives of the law. This would be particularly true if that pro-
vision were interpreted broadly to prevent the social media companies from 
in most instances being able to enforce their content- based terms of service 
against those who use their platforms to make money by, for example, posting a 
monetized video or acting as a corporate “influencer.”

Intermediate scrutiny does not provide regulators, in other words, a blank 
check to regulate as broadly as they may desire. But it does make it much easier 
for the government to prevail against a First Amendment challenge, because it 
does not require the government to identify a compelling state interest or show 
that the means it has adopted are the least speech- restrictive available.44

This suggests, more generally, the kinds of antidiscrimination laws that 
lawmakers could plausibly enact in the coming months and years, if they wanted 
to do something about social media censorship without violating the First 
Amendment as it is currently understood. They could enact laws that, like the 
Cicilline bill, do not attempt to prevent the social media companies from de-
ciding for themselves what counts as acceptable or unacceptable speech on their 
platforms, but advance some other, and content- neutral, purpose. In the next 
section, I suggest what some of these content- neutral antidiscrimination laws 
might look like and do.

What Can the Legislature Do?

As the previous section made clear, when assessing the normative merits, as 
well as the constitutionality, of antidiscrimination laws for the social media 
platforms, it really matters what purposes those laws further, as well as the means 
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they employ to further them. This fact partly reflects the government purposes– 
oriented nature of contemporary First Amendment law.45 More deeply, however, 
it reflects the democratic commitments that inform (or are supposed to inform) 
public policy in the United States, as well as free speech law.

Since the early twentieth century, the Supreme Court has insisted that a dem-
ocratic government like our own has no right— or more precisely, no power— to 
dictate to its people “what shall be orthodox in politics, nationalism, religion, or 
other matters of opinion.”46 This is because, the Court explained, it is the proper 
responsibility of the people in a democratic polity, not their elected represent-
atives, to resolve contested matters of opinion for themselves. This is what it 
means to say that, in a democratic state, “[a] uthority . . . is to be controlled by 
public opinion, not public opinion by authority.”47

This view of the relationship between a democratic government and its 
people explains why laws that attempt to dictate to the platforms, or to any other 
private speech intermediaries for that matter, an orthodox view of freedom of 
speech— laws that require the platforms to agree with the courts, for example, 
about the value of lies and misinformation, or hate speech— are deeply problem-
atic, both constitutionally and normatively. It also helps explain why laws that 
promote other goals— individual privacy, for example, or consumer welfare, or 
market competition— are much less troubling normatively and constitutionally, 
even when they target very similar kinds of discriminatory acts. This is because a 
democratic government is not only not barred from protecting these interests, it 
arguably has an affirmative duty to do so.

The result is that there are a good number of laws that legislatures could plau-
sibly enact to limit the expansive power that the social media companies cur-
rently possess to discriminate against those who use their platforms that would 
not run into the constitutional dead ends that would face a platform common 
carrier law or other content- based regulation. The discussion of the Cicilline bill 
points to one way in which lawmakers could act: They could prohibit the social 
media companies from discriminating against the speech of those who use their 
platforms to compete against them or to compete against their friends. But an-
ticompetitive manipulation of the platforms is not the only evil that lawmakers 
could combat using the tool of antidiscrimination law.

Another problem that lawmakers could use antidiscrimination law to 
combat is a problem that pervades the digital public sphere at present: namely, 
the nontransparent and potentially unprincipled application of the platform’s 
rules to individual speech acts. The fact that social media companies have no 
existing obligations, legal or otherwise, to provide an explanation to users 
when they take down, deprioritize, or otherwise limit the dissemination of 
their speech makes it entirely possible— in fact, quite likely— that all sorts of 
factors that have nothing to do with the content of the user’s speech factor 
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into their decision- making: that similarly situated users are not treated alike. 
If so, this is a kind of discrimination that lawmakers can do— and are in fact 
doing— something about. In Europe, for example, lawmakers are considering 
a law, the Digital Services Act (DSA), that would, among other things, require 
social media companies to provide users a right of appeal when their speech 
is discriminated against or their account suspended and to provide prompt re-
dress if and when they conclude that the speech was in fact “not incompatible 
with [the platform’s] terms and conditions.”48 Similar provisions are included 
in the Platform Accountability and Consumer Transparency Act (PACT Act) 
that Senators John Thune and Brian Schatz introduced in Congress in 2021 
and in other proposed laws.49

Unlike those discussed in the previous section, these laws would not prevent 
those companies from making their own decisions about what kinds of speech to 
disseminate on their platforms. Instead, they would merely require the companies 
to enforce those rules in a more transparent and more principled manner than 
they might otherwise choose to do. As such, they do not pose the same nor-
mative difficulties a common carrier law would, or the nondiscrimination 
provisions in the Texas and Florida laws do. Nor do they pose the same consti-
tutional difficulties. This is because a desire to ensure that commercial service 
providers accurately represent their terms of service and apply those terms in an 
evenhanded manner is a content- neutral rather than a content- based motivation 
for government action: It does not reflect even a “subtle . . . content preference.”50

How effectively these laws will be able to achieve that purpose will depend 
on their details. One might in this respect profitably compare the PACT Act— 
which grants platform users a right of appeal but provides virtually no constraints 
on how that appeal should occur— with the DSA, which grants platform users 
many of the same procedural due process rights (a neutral arbitrator, notice, and 
an opportunity to be heard) that courts in the United States have recognized 
must be provided before individuals can be deprived of important social and 
economic goods by government bodies.51 To the extent that lawmakers believe 
that the denial of access to the social media platforms threatens goods of roughly 
commensurable value to those implicated by the procedural due process cases— 
and it is difficult to understand why they would grant users procedural rights of 
this kind if they did not think so— the approach taken by the DSA makes much 
more sense than that employed by the PACT Act.

But even the more bare- bones procedural rights provided by the PACT 
Act would presumably do something to prevent arbitrary content moderation 
decision- making on the platforms’ part, by making clear that the right of users to 
a nonarbitrary content moderation decision is not something the social media 
companies have the freedom to grant or deny at will but is a legally enforce-
able right. And they would do so without raising insuperable constitutional 
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difficulties or demanding that the platforms abide by an “orthodox” view of 
freedom of speech.

The same is true of another kind of content- neutral antidiscrimination law that 
might constrain the discretionary power of the social media platforms: namely, 
public accommodations law. Federal law grants all persons the right to “full and 
equal enjoyment of the goods, services, facilities, privileges, advantages, and 
accommodations of any place of public accommodation, as defined in this sec-
tion, without discrimination or segregation on the ground of race, color, reli-
gion, or national origin.”52 State public accommodations statutes, meanwhile, 
grant individuals a right against discrimination on the basis of many more iden-
tity categories than those protected by federal law.53

Scholars and advocates have argued that laws of this kind should be applied 
to the social media platforms to prevent actions by either the companies or 
their users that deny racial minorities, women, the disabled, or other groups full 
access to the goods the platforms offer.54 These arguments are persuasive. As 
a policy matter, there is no question that race, gender and antigay discrimina-
tion is a problem in the digital public sphere— perhaps a greater one than it is in 
other reaches of public life.55 Therefore, the same normative commitments that 
justify the application of public accommodations law in other sectors of public 
life apply equally here.56

Of course, for all the reasons discussed earlier, the reach of public 
accommodations rights will have to be limited by the First Amendment right 
of the social media companies to decide for themselves what speech to host, or 
not to host, on their platforms. To put it in a more doctrinal form: The Court 
has held that, although public accommodations laws are generally considered 
to be incidental regulations of speech that trigger only very deferential First 
Amendment scrutiny, they become content- based when they are interpreted 
to require private speakers to communicate a message they do not wish to 
communicate.57

In the context of the social media companies, what this means is that some 
applications of public accommodations law are likely to be constitutionally 
barred. For example, it would be extremely difficult for the government to jus-
tify a public accommodations law that prohibited the social media companies 
from crafting or enforcing speech rules that resulted in the disparate takedown 
of conservative, radical, or feminist speech, so long as those rules were motivated 
by something other than a desire to exclude certain groups from the platform.58 
This is because a law of this kind would clearly interfere with the right of the 
platforms “to choose the content of [their] own message”— in this case, their 
message about the relative value or valuelessness of different kinds of speech.59

Many other applications of a public accommodations law would not, how-
ever, trigger the same degree of constitutional scrutiny. Consider, for example, a 
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public accommodations law that was interpreted to prohibit the platforms from 
discriminating on the basis of race, gender, or sexual orientation— or political 
affiliation, even— when it came to the application of their rules. There is plenty 
of evidence that the social media companies apply their rules differently to more 
and less powerful actors— that there are, as the Brennan Center recently put it, 
“double standards” in social media content moderation.60 A law that made it un-
lawful for the platforms to employ these kinds of double standards when the 
intent or the result was to disparately disadvantage racial minorities, women, or 
any other protected group would not interfere with the platforms’ ability to com-
municate a message. It would merely require them to live up to the promise that 
most already make: namely, that they apply the same rules to all users, regardless 
of their national or sexual or political identity.61 Therefore, such a law should 
be entirely permissible under the First Amendment, so long as the government 
was able to show that the law was not enacted or applied “for the purpose of 
hampering the [social media companies’] ability to express [their] views” and 
there was no less- restrictive means of ensuring equal access to the public goods 
that the platforms provide.62

Enforcing such a law would require courts to distinguish cases in which a 
social media company’s speech policy was applied in an evenhanded manner 
but nonetheless had a disparate effect and cases in which the companies’ rules 
enforcers in fact applied the same rule differently to different users. This might 
not be an easy task. Because the rules that social media companies rely upon to 
justify the takedown or deprioritization of users’ speech are often very broadly 
worded, the companies might be able to rather easily cloak what is in fact 
identity- based discrimination as simply the nuanced application of the rule.63 
Meaningful enforcement of the public accommodations law might therefore re-
quire more than just a prohibition on discrimination; it might also require the 
disclosure of information from the platforms about the outcome of similarly 
situated cases, about internal platform policies, and about the procedures of con-
tent moderation.

This is not necessarily a drawback, however. The fact that enforcing a public 
accommodations law might require the platforms to disclose more informa-
tion to the public— or at least to the courts— about their internal practices than 
they might otherwise be willing to do might instead be a secondary benefit 
of the law by forcing the social media companies to be more transparent, and 
therefore more accountable, about their speech- related decision- making. This 
suggests in turn the complementary role antidiscrimination laws might play 
within a broader regulatory framework as one, but only one, of the instruments 
by which regulators work to limit the threat that platform power poses to dem-
ocratic values, including perhaps the core value that democratic government 
enshrines: the equality of the individual.
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Conclusion

The nondiscrimination laws canvassed in this essay do not exhaust the avail-
able options. There might be— likely are— many other kinds of pernicious 
kinds of discrimination, either enacted by the platforms or enabled by them, 
that lawmakers could and probably should do something about by imposing 
on the social media companies reasonable, content- neutral antidiscrimination 
obligations. As has been true with earlier technologies of mass communication, 
antidiscrimination law can help ensure that access to that technology is equi-
tably distributed and that those who control it do not exercise undue influence 
over the content of public debate.

But, as this essay has suggested, antidiscrimination law cannot and should 
not provide a complete solution, or anywhere close to that, to the problem of 
platform power. It will not radically transform how speech decisions on the 
platforms get made or deny the social media companies the power to favor or dis-
favor, in all kinds of ways, particular voices and viewpoints. To render platform 
power more amenable to democratic values, lawmakers will have to rely upon— 
and devise— solutions other than the familiar device of the antidiscrimination 
mandate.

This is because the central problem with the operation of the digital 
public sphere today is not the problem of discrimination (although that is a 
problem, too, as this essay has suggested). It is the tremendous power that a 
few large and nontransparent companies possess over some of the most vital 
arenas of public discourse in contemporary society, by virtue of their owner-
ship and control. To solve this problem will require more than simply the im-
position of nondiscrimination norms on the social media companies, since 
nondiscrimination law is too blunt and too weak an instrument to ensure, as 
a general matter, equitable access for all to the digital public sphere. To ensure 
that goal will require much more ambitious, and structural, reform of the dig-
ital public sphere as it currently exists. Nondiscrimination laws represent, in 
other words, merely a first step to solving the problems that those who decry 
the problem of social media censorship are pointing to. Those who advocate for 
these kinds of laws, or who enact them, should not forget this crucial fact.

 



      

12

Platform Power, Online 
Speech, and the Search for New 

Constitutional Categories
N at h a n i e l  P e r s i ly

What position should large social media platforms occupy in American consti-
tutional law?

Are they like political parties1 or one- company towns?2 In that case, they would 
be state actors that must respect the First Amendment rights of their users. Or 
are they like railroads,3 telephone companies,4 or Federal Express5— common 
carriers that ordinarily cannot discriminate among their customers in delivering 
goods or information from place to place? Or perhaps, as Justice Clarence 
Thomas suggested in a recent opinion,6 they are like “places of public accommo-
dation,”7 akin to hotels and restaurants that are regulated by antidiscrimination 
laws? Or are they like a shopping mall8 that must allow protesters to hand out 
leaflets in its parking lot, or a law school9 that must allow the military to recruit 
students on campus? Or are they public utilities, like an electric company,10 
which enjoy First Amendment rights but also can be subject to considerable 
regulation? Or are they like a broadcast television station,11 a cable provider,12 
or a newspaper?13 If they are like one of those, the government may or may not 
have the power to require them to carry diverse and contrary points of view. 
Or are they simply like other corporations with First Amendment rights against 
government speech regulation, even including the corporation’s right to spend 
unlimited amounts of money seeking to influence election campaigns?14

All such analogies have something to offer, but none fits perfectly. The in-
ternet and the rise of social media require the creation of new legal categories 
even as we struggle to fit these new institutions and relationships into old con-
ceptual boxes. That each analogy to an earlier form of expression may fall short 
should not surprise us: Each generation tends to view technologies of its day as 
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unprecedented and in need of new legal definitions. The question that these new 
platforms pose, however, is: How can we create a legal environment that protects 
individuals’ ability to reach an audience on the internet while also recognizing 
the twin dangers of unfettered expression that leads to real- world harm and un-
constrained platform power that allows for consolidated corporate domination 
of the speech marketplace?

While we struggle to characterize the nature of social media platforms under 
the Constitution, courts and even the platforms themselves have described the 
environment these platforms have created as “the new public square.”15 As the 
Court majority put it in Packingham v. North Carolina, “[t] hey allow a person 
with an Internet connection to ‘become a town crier with a voice that resonates 
farther than it could from any soapbox.’ ”16 The Court was considering a law 
that restricted access to social media, not a practice by a social media company 
regulating content on its platform. However, even the leaders of Facebook and 
Twitter have joined in the chorus to characterize their platform environments 
in the same terms.17 The “public square” metaphor has had predictable 
consequences, leading some to argue for increased regulation of social media 
companies given the outsized importance of the speech domain they control 
and others to argue in favor of treating their own self- regulation as akin to gov-
ernment regulation of individual speech.18 Facebook has as much power as any 
government (and more than most), the argument goes, so we should consider 
its regulations of hate speech, incitement, and so on, as we would those of the 
government. Similarly, if the Facebook Newsfeed is now the public square, any 
regime of speech regulation (e.g., political advertising laws) which leaves out so-
cial media is ignoring the principal arena in which speech (dangerous or other-
wise) is taking place.

Finding the right legal category for new social media platforms will not dic-
tate how they should be regulated or how they should behave if unregulated. 
However, it represents a first step toward defining a permissible range of regu-
latory outcomes. As we explore different models, it is important to account for 
the unique features of social media platforms, in general, or even a given plat-
form, in particular. Assuming we can identify the universe of “large social media 
platforms” to which these new rules should apply (itself a challenging task), 
these new rules ought to account for the (1) revolutionary speed of communi-
cation on the internet, (2) the need for automated filtering that operate as prior 
restraints, and (3) the global scope of these platforms. They also must recognize 
the distinctive characteristic of these social media platforms— one that makes 
them different from the traditional public square— namely, (4) the algorithms 
that organize and prioritize communication by making judgments that are inev-
itably content-  and viewpoint- based.
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This essay first analyzes and rejects the arguments that internet platforms are 
state actors, common carriers, or places of public accommodation, in the tradi-
tional sense. The next section explains why neither First Amendment law nor 
international human rights law— developed to deal with government speech 
suppression— has much to offer when it comes to guiding content moderation 
decisions. To be sure, case decisions in whatever forum dealing with general is-
sues of free speech can be helpful (just as a good law review article would not be 
irrelevant), but there are critical differences between the law developed in these 
contexts and the analysis needed to deal with platform content regulation. The 
final section explains why and what to do about it. Certainly, we need to be wor-
ried about the power these private monopolies have over the speech marketplace. 
But different rules should apply to different products, and platforms should have 
a wide degree of latitude to impose the types of content-  and viewpoint- based 
regulations that would be off- limits to government. The Conclusion discusses 
these issues in light of recent disclosures made by the Facebook whistleblower 
Frances Haugen and recent actions taken in Europe to regulate large online 
platforms.

This essay oscillates between positive arguments about the nature of 
platforms (constitutionally or jurisprudentially speaking) and normative 
arguments about how governments should regulate them and how platforms 
should regulate speech. To be clear from the outset, my view is that very few 
rules that have bound government speech regulation should bind platforms. 
This means that (1) the First Amendment (and international human rights law 
applicable to governments) does not and should not constrain platform con-
tent moderation; (2) the government should not pass a statute that requires 
those same legal principles to be applied by platforms on their own (as the 
state of Florida has and some in Congress have urged); and (3) the platforms, 
even absent government compulsion, should not, on their own, constrain 
themselves according to those principles, even if they have a “right” to do 
so. This may seem, at first, like the most extreme version of an argument for 
platform autonomy. However, at the same time as I would urge rejection of 
the platforms- as- governments analogy, I would also give very little credence 
to the platforms- as- speakers argument— that is, the notion that the govern-
ment cannot and should not regulate large platforms for fear of violating 
the platforms’ First Amendment rights. Indeed, neither the Constitution 
nor some other abstract theory related to constraints of government power 
over corporate speakers should stand in the way of government regulation of 
“large online platforms” in the area of content moderation or in the fields of 
antitrust, privacy, transparency, advertising, and taxation. Indeed, regulation 
in these putatively nonspeech arenas may go a long way toward addressing 
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some of the concerns about corporate power that undergird the worries about 
the damage platforms cause democracy through their content moderation 
policies. Government regulation of social media might implicate the consti-
tutional rights of users, but the platforms themselves (contra Citizens United) 
should not be viewed as having rights that stand in the way of regulation of 
content moderation or other practices.

One final prefatory note as to the universe of actors considered in this anal-
ysis: One of the problems with commentary related to the dangers of “big tech” 
and social media is that several different types of communication platforms with 
very different “affordances” are grouped together as if their content modera-
tion or free speech impacts are the same. However, as scholars such as evelyn 
douek have observed, content moderation questions affect everything from 
video games to restaurant reviews to home exercise equipment like Peloton.19 
Anytime a platform allows a user to “speak” to other users, the platform must 
come up with rules about what is permissible speech.

Moreover, some “platforms” comprise many different products. Not only 
does Facebook own Instagram, WhatsApp, and Oculus, but even the Facebook 
platform itself can include Messenger (which is also available as an independent 
application) and other features. Similarly, Google Search presents very different 
speech questions than do Gmail, Google Chat, YouTube, or the Android App 
Store. We should not expect the same rules of content moderation (as prescribed 
by governments or platforms) to apply to every mode of communication that 
a platform offers. WhatsApp is basically a glorified text messaging service, but 
the fact that Facebook owns WhatsApp probably does not mean that that mes-
saging service should be subject to rules different than those that govern Apple’s 
iMessage or even text services enabled by a cell phone provider.

Nor should we expect the same rules to apply to every layer of the internet 
stack. In other words, social media companies may have different obligations 
than hosts (e.g., Amazon Web Services, DreamHost), transit providers (e.g., 
Level(3), NTT), reverse proxies/ CDNs (e.g., Akamai, Cloudflare), authorita-
tive DNS providers (e.g., Dyn, Cloudflare), registrars (e.g., GoDaddy, Tucows), 
registries (e.g., Verisign, Afilias), internet service providers (e.g., Comcast, 
AT&T), recursive DNS providers (e.g., OpenDNS, Google), and browsers.20 
Each of these types of companies must decide what types of “speakers” can use 
its services. Each also has the potential to “silence” or amplify certain voices.

Finally, even if we can define the class of social media applications to which 
certain speech rules should apply, we inevitably must distinguish, on a somewhat 
arbitrary basis, which are large enough to warrant the special rules necessary to 
protect democracy and the speech marketplace. Facebook and Twitter should 
be subject to different rules than an upstart like Gettr or Parler, let alone the 
comment sections of a website like the New York Times, Fox News, Breitbart, or 
DailyKos. But what about TikTok, Reddit, Clubhouse, Next Door, or Discord? 
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Should the rules (again, either as to the propriety or constitutionality of govern-
ment regulation or the rules the platform itself should enact) depend on the size 
of the user base, the professed openness of the platform, or some other metric 
associated with the danger the platform poses? At a certain point, the speech dis-
cussion begins to bleed over into a similar discussion occurring among antitrust 
experts concerning platform power— that is, once a platform achieves certain 
scale due to network effects it should be subject to greater regulation by govern-
ment and its content moderation rules take on greater significance. For purposes 
of this essay, though, assume that the universe of relevant actors includes (at 
least) the Facebook newsfeed, YouTube, Twitter, and TikTok, based simply and 
arbitrarily on the size of the US user base, which for all of these is in excess of fifty 
million monthly active users.

Platforms as State Actors, Common Carriers, 
Public Accommodations, and Essential Facilities

State Action

If large internet companies are state actors, then they have no rights to object 
to government regulation, and they must respect the First Amendment and 
other rights of their users. Companies can become state actors if they perform 
a function that has been “traditionally, exclusively reserved to the state”21 or if 
they are so intertwined with the state (through funding or joint performance of 
state- directed policy) that they are, in effect, agents of the state. Given the often 
adversarial relationship of the platforms to the government, it would be difficult 
to consider such corporations state actors in all their functions and incarnations. 
That a firm is powerful— even a powerful monopoly— does not mean it sud-
denly converts into the state. More is necessary. We can fear the power of 
Facebook and Google and even conclude they should be regulated into oblivion, 
but they are still private companies unless certain other factors are present. State 
action depends not merely on the size and importance of the company but also 
on the type of power it exercises and its proximity to formal organs of the state 
or state officials.

In the class action complaints he filed against Facebook, Google, and Twitter, 
following his deplatforming in the wake of the attempted insurrection on January 
6, 2021, President Trump argued that the companies are state actors violating his 
First Amendment rights.22 The suit is frivolous, but it raises important questions 
about what, if anything, might convert these companies into institutions that 
must obey the First Amendment. Although, like so many politicians and pundits 
do when they attack the platforms for viewpoint discrimination, the com-
plaint emphasizes the platform’s scale and the “public square” argument from 
Packingham and elsewhere,23 it also grasps for other more traditional state action 
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arguments. It tries to latch onto the series of cases related to government entan-
glement with private actors, to suggest that the federal government encouraged, 
coerced, or partnered with these platforms to silence his and others’ speech.24

Specifically, the complaint argues: “In censoring the specific speech at issue in 
this lawsuit and deplatforming plaintiff, defendants were acting in concert with 
federal officials, including officials at the CDC and the Biden transition team.”25 
Whether through a series of implied threats from Democrats (what Genevieve 
Lakier discusses more generally as “jawboning”),26 partnership with the govern-
ment through free advertising, or reliance on agencies as official sources of in-
formation against which private posts would be judged as disinformation, the 
platforms, under this view, have become handmaidens in a government cen-
sorship program. They are all the more state- like, the complaint maintains, be-
cause Section 230 of the Communications Decency Act (which, they also argue, 
happens to be unconstitutional) grants platforms the benefits of immunity from 
liability for user- generated speech that they host and for takedowns of speech 
deemed “obscene, lewd, lascivious, filthy, excessively violent, harassing, or oth-
erwise objectionable.”27 This “benefit” of Section 230 immunity, like generous 
government funding or using government facilities, the argument goes, converts 
their content moderation decisions into state action and censorship in violation 
of the First Amendment.

The lawsuit is absurd for a number of reasons, not the least of which is that the 
plaintiff in this case happened to be the elected leader of the government alleged 
to have censored him at the time. Government officials can use their bully pulpits 
to excoriate internet platforms without turning them into state actors, and they 
can run advertisements or even give money to corporations (whether internet 
platforms, TV networks, hospitals, private schools, or restaurants) without 
those recipients turning into “the government.” Indeed, if the government is 
coercing the platforms, as suggested, then a lawsuit against the United States 
or perhaps individual officeholders might be appropriate. Moreover, if Section 
230 is a sufficient “hook” for state action, then any website that moderates user 
comments is a state actor, as they all benefit from the immunities that the statute 
provides. Section 230 is not limited to “big tech” or monopolistic websites, as 
impoverished popular commentary suggests. It applies to all websites that allow 
for user- generated content. If mere protection by Section 230 creates state ac-
tors, then much of the web is “the government.”28

Common Carriers or Public Accommodations

A more serious analysis of the constitutional position of large internet platforms 
suggests that they be treated akin to common carriers (telephones or railroads) 
or places of public accommodation (hotels and restaurants).29 There are strong 
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and weak forms of these arguments. The strong form is not dissimilar to the 
state action argument— suggesting that, as common carriers, the platforms have 
a constitutional obligation to welcome all comers. Just as a telephone service 
could not allow only “Democratic” phone calls, so, too, Facebook could not only 
allow Democrats to have accounts in its service.

The weak form of the common carrier argument maintains that the platforms 
can be forced to allow all comers onto their service. In other words, the state 
may force them, in essence, to comply with First Amendment precedent that 
would constrain a government— for example, to prohibit them from engaging in 
content-  or viewpoint- based discrimination. Just as a common carrier (or place 
of public accommodation) could be forced to provide equal access to people 
of different races or political parties, the same obligation could be imposed on 
the platforms. Of course, were the state to impose such an obligation on the 
platforms, much of their efforts at policing disinformation (banning groups like 
QAnon or antivaxxers) or addressing hate speech (banning white supremacists 
and terrorist sympathizers), let alone garden- variety moderation of bullying or 
depictions of violence and nudity, might thereby be preempted.

One key question here is whether some right of the platform— either the 
platform’s own First Amendment rights or perhaps its property rights— should 
prevent government treatment of them as common carriers or places of public 
accommodation. Do large platforms have a constitutional right to engage in 
moderation efforts to create an experience for their users that might exclude cer-
tain types of objectionable (but constitutionally protected) content?

Of course, some platforms must have such a right. The First Amendment 
would certainly protect me in my efforts to start a chat group with my friends 
or those of the Republican Party (or a conservative publication like Breitbart) 
creating a website limited to Republican users or content. But these are not 
examples of common carriers. Indeed, Facebook itself could not plausibly have 
been considered a common carrier when Mark Zuckerberg developed it in his 
Harvard dorm room and limited it to his classmates. The question is whether, 
once achieving some level of scale or importance for the communication ec-
osystem, Facebook became a common carrier. Facebook’s implicit promises 
of allowing broad participation on its service irrespective of party, race, and 
so on might also be important (although that promise is itself cabined by the 
Community Standards and Terms of Service). The implication here, of course, 
is that a social media service, which might originally have been conceived as a 
closed and highly regulated environment, could become a common carrier once 
it achieves a certain scale and importance.

This is a powerful argument with serious real- world implications, as a recently 
passed30 and rapidly enjoined31 law from Florida highlights. That law imposes 
significant fines on platforms that deplatform or shadow ban candidates. It also 
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punishes platforms for taking “any action to censor, deplatform, or shadow ban a 
journalistic enterprise based on the content of its publication or broadcast.”32 It 
exempts any platform that operates a theme park (Florida’s convenient “Disney 
exception”), but otherwise applies to any platform with one hundred million 
global monthly users and brings in one hundred million dollars annually.33 
Florida argued that the platforms were common carriers, making arguments 
echoing Pruneyard and Rumsfeld.34 The court sided with the platforms, though, 
preliminarily enjoining the law. It held that the law was a content- based restric-
tion on the platform’s own First Amendment rights, failing either strict or inter-
mediate scrutiny. Because the Florida law was so poorly written, riddled with 
content- based exceptions, and publicly described as an attempt to control lib-
eral tech companies,35 the court did not feel the need to engage deeply with the 
common carrier argument.

Justice Clarence Thomas has given a more thoughtful, even if still cursory, 
judicial treatment of the platform- as- common- carrier or public accommo-
dation argument in his concurrence from a vacatur of the decision that held 
that President Trump’s Twitter account was a public forum.36 Describing the 
platforms as “networks within a network,” Thomas argues that platforms with 
“substantial market power” that “hold themselves out as open to the public” 
might be considered common carriers. Gesturing toward the arguments in the 
Trump lawsuits arising from the Facebook, Twitter, and YouTube deplatforming, 
Thomas also finds the benefits bestowed through Section 230 and the specter 
of government coercion of the platforms as suggestive of their common carrier 
status. He throws Google Search and Amazon into the mix, as well, suggesting 
the argument extends well beyond social media.

Essential Facilities
What is missing from these accounts, as well as from a series of Wall Street 

Journal op- eds from Professor Phillip Hamburger,37 is an appreciation and un-
derstanding of the different functions that social media platforms perform. 
Specifically, most of what they do is not “carrying” in the same way as railroads 
and telephone companies. They are not merely hosting speech, but organizing 
it. The most important feature of the platforms is the algorithms they employ to 
structure a unique “feed” for every individual user.

In what is the most sophisticated treatment of the subject, Professor 
Eugene Volokh develops a more modest common carrier argument restricted 
to the particular functions of the platform.38 He considers the platforms as 
“common carriers” merely in their “carrying” functions— namely, hosting an 
account, posting content, and allowing users to follow other accounts. On this 
view, the state could prevent Facebook from deplatforming President Trump 
(and anyone else violating its community standards) or from preventing 
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people from following him. It could also prevent takedowns of content from 
the platform. If it were truly a common carrier, then the platform might be 
forced to keep on all hate speakers, disinformation purveyors, terrorist or su-
premacist sympathizers, bullies, self- harm videographers, and any number of 
other speakers that, for example, could not be discriminated against by phone 
companies or railroads.

However, when it comes to the presentation of information to users in 
feeds, Volokh (as well as the court that struck down the law in Florida) 
emphasizes the First Amendment rights of the platforms. The algorithms that 
organize what users see are, under this view, like the newspaper editors in 
Miami Herald v. Tornillo39: exercising legitimate content- based judgments as 
to what appears where on the page (or in this case, screen). Facebook and 
Twitter’s Newsfeeds, YouTube’s recommendation system, and Google Search 
would be beyond the reach of these common carrier regulations. When a 
platform organizes, prioritizes, and packages communication, it “speaks” 
rather than “carries.”

This distinction seems plausible, even if, as I will argue later, it is undesirable. 
It would also allow for common carrier regulation of messaging apps and email. 
In other words, the state can require a platform to allow all comers to exist on the 
platform and communicate directly with a willing audience, but it cannot pre-
vent a platform from discriminating against speakers by limiting the reach or vis-
ibility of their posts. The Florida law, which prohibited “shadow banning”— the 
use of algorithms to deprioritize a speaker’s content in users’ feeds— would go 
well beyond this minimalist view of common carriers. Even so, the implication 
of this weak form of the common carrier argument is that the platforms might 
not be able to deplatform or delete the posts of purveyors of hate, disinforma-
tion, violent imagery, and even advocacy of some offline harm.

If the common carrier argument only extends to the hosting function, then 
the platforms become indistinguishable from the internet itself. The ability to 
appear on a site and to have users see your content is indistinguishable from 
the right to have one’s own separate website. The platform’s added value comes 
from its algorithms. Facebook reports that when it demotes content it reduces 
reach by 80 percent.40 Similarly, 70 percent of YouTube views come from the 
recommendation or autoplay features.41 Merely hosting an account with con-
tent on it for users who seek it out does not afford the speakers much more 
than what they would get from having their own URL. In other words, deeming 
them common carriers for the accounts they host might protect “freedom of 
speech,” but what these users are really fighting for is “freedom of reach,”42 
namely, the likelihood that their content would land in the feeds of a large au-
dience on the platform.
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The Place of Free Speech Law in Platform 
Regulation and Policy

Should the First Amendment Govern Platform Content 
Moderation?

The more limited common carrier argument is both too restrictive of platform 
autonomy to regulate speech and too protective of the First Amendment rights 
of platforms with respect to their algorithms. Platforms need to take action 
against harmful but constitutionally protected speech, and governments need to 
be able to regulate more than the mere ability to host accounts. For the largest 
platforms with the most influential algorithms, the state should enjoy wide lat-
itude to regulate the ingredients of such algorithms to ensure both fairness and 
transparency.

Just as the state action argument goes too far, so, too, does the strong common 
carrier argument that the platforms should use the First Amendment as the 
guidepost for their content moderation decisions (or be compelled to do so). 
There are certain absurd implications that should be recognized from the outset. 
Citizens United and the constitutional restrictions on political advertising regu-
lation are cases in point. If Twitter were “the state” and the newsfeed were the 
“public square,” its ban on political ads would be unconstitutional,43 as would 
Facebook’s recent ban on new political ads being launched in the week before an 
election.44 Indeed, many of the restrictions Facebook places on ads would be un-
constitutional,45 including its ban on ads with sensational content46 or those that 
lead to “low- quality or disruptive” landing pages.47 Some of these rules are not 
dissimilar to what a television or radio station might require, but the argument 
is common among different types of media entities: The legitimate interests and 
methods of a company to determine the boundaries of speech- for- purchase are 
different from those that a government can lay down for all of society.

This argument applies to the prioritization of content, as well as the rules 
for purchasing audience reach through ads. If one were to apply the First 
Amendment to platform algorithms, then content-  and viewpoint- based pri-
oritization of content would be prohibited (or at least subject to strict scru-
tiny).48 Yet, in a very real sense, that is what a social media algorithm is. It makes 
personalized decisions about what you should see based on a host of character-
istics about you (most importantly, your viewing history and friend networks), 
as well as decisions by the company about what kind of product and experience 
it wants to deliver to the users. If it could only include content- neutral factors in 
the algorithm, then only a chronological feed (or something similarly ringing in 
the spirit of “time, place, and manner” regulation) would be allowed. (This is one 
of the recommendations made by Frances Haugen, the Facebook whistleblower, 
in her Senate testimony.)
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One consequence of content neutrality for social media algorithms is that 
they would be easily gamed and overrun by spam. The platforms’ most aggres-
sive content moderation programs, by far, concern the takedowns of accounts 
and content deemed to be spam. For example, a chronological feed basically 
favors speakers who post as often as possible. If you have one hundred Facebook 
friends, ninety- nine of whom post one post per day, but one of whom (perhaps 
due to automation, perhaps due to overcaffeination) posts one thousand posts 
per day, a chronological feed will favor the information superspreader. Of course, 
there may be content- neutral ways of dealing with this particular example, but the 
point remains that, for the algorithm to function, it must make “decisions” about 
speakers and content quality. It is no wonder, then, that Facebook takes down 
close to four billion accounts per year, mostly due to its antispam enforcement.49

Most spam is generated by automated or anonymous accounts. Anonymity, 
however, is generally protected under the First Amendment.50 Were that to be the 
decision rule applied by platforms, real- names policies (like Facebook’s) would 
not be allowed. To be sure, there are instances when disclosure can be mandated 
by government— as in, for example, campaign spending or advertisements. But 
if Facebook were a state, it could not require all organic content to be identified 
with a speaker. As it stands, some platforms, like Twitter, allow for anonymity 
and others, like Facebook, try to avoid it. But if the First Amendment were 
the lodestar for content moderation, anonymity would need to be generally 
protected. Doing so would seriously threaten the platform’s ability to police on-
line harm, foreign election interference, and a host of other problems.

It also remains far from clear what it might mean for an algorithm to “obey the 
First Amendment.” Anyone who interacts with these firms quickly appreciates 
that there are few, if any, people who fully understand all the components of 
the Facebook newsfeed algorithm or Google search, for example. These “speech 
regulations” have now evolved over decades and are basically millions of lines of 
code, some of which are the product of machine learning that is not amenable to 
the kind of First Amendment analysis one finds in a judicial proceeding.

As compared to the algorithm, however, the platforms’ community standards 
would be amenable to such an analysis, and they would fail miserably. Trump’s 
complaint against the platforms did have this right: The platforms’ rules against 
hate speech, glorification of violence, dangerous individuals, and most other 
standards, such as nudity, bullying, suicide, and self- injury, would be deemed 
unconstitutionally vague and overbroad. Almost any restriction on hate 
speech,51 disinformation,52 and glorification of violence53 would violate the First 
Amendment. Even in areas where the government has greater latitude, as with 
obscenity and indecency, the platforms’ rules on nudity go well beyond the 
boundaries the courts have allowed for government.54 At times, the platforms’ 
rules are both overly specific and overly broad. Facebook, for example, has a 
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series of very specific rules when it comes to comparisons between certain racial 
or religious groups and certain types of animals, which means that (given histor-
ical and cultural context) some groups, and only some groups, can be compared 
to some animals, but not others.55 At the same time, its hate speech rules prevent 
users from calling for “social exclusion” of protected classes of people, “which 
means things like denying access to spaces and social services.”56

One of the key reasons the platforms’ rules are sometimes overly specific and 
overly broad (and often “unconstitutional”) is that many such standards must 
be applied through automated filtering. A computer will have great difficulty, for 
example, in distinguishing positive (e.g., group- reaffirming) from negative uses 
of racial epithets or between satire, news coverage, and harmful speech (e.g., re-
porting on or mocking a hateful speaker while also restating the hate speech). 
The platforms simply are not in the position to make judicial- style judgments for 
each violation of the community standards.

In short, the platforms and their automated filters are in the business of prior 
restraints, which is about as electric a third rail as exists in First Amendment 
law.57 Speech is, necessarily, prevented on the platform even before it reaches 
its audience. Both the scale and the speed of online communication make such 
filtering— which is inevitably overinclusive and underinclusive of the targeted 
content category— inevitable. Facebook must “adjudicate” millions of pieces 
of content every day.58 No number of human moderators would be able to 
eyeball every post for community standards violations. Moreover, only auto-
mated filtering can respond with the speed necessary to enforce the community 
standards before the violative content goes viral. As any number of examples— 
such as the Christchurch massacre livestream59 or the spread of Election Day 
disinformation— demonstrates, waiting for judicial or even executive- style en-
forcement action is a luxury the platforms do not enjoy. Either their systems pick 
up the offending content and limit its distribution, or it quickly may reach an 
audience of millions or even hundreds of millions of users.

One final note regarding the relevance of scale and whether the First 
Amendment can guide platform content moderation: Although in certain 
circumstances platforms can limit their enforcement to a particular speaker 
and audience in a specific geographic territory (so- called geofencing), their 
content moderation rules necessarily apply to a global audience. It would 
be near impossible to have a different hate speech or obscenity policy for 
every country in which Twitter, Facebook, and YouTube operate. The First 
Amendment of the US Constitution, awesome though it may be, does not 
represent a universal norm as to how to draw lines between permissible 
and impermissible speech. Most of Facebook’s audience— indeed, well over 
90 percent— live outside of the United States. If Facebook’s Community 
Standards are to represent the Facebook community, imposing one country’s 
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view of speech seems inconsistent with the nature of the platform, its reach, 
and its diverse user base. Leaving aside the fact that some countries actually 
ban some speech that the First Amendment clearly protects (potentially pit-
ting a platform’s permissive content guidelines against a country’s regulation 
of speech), the platform’s rules need to be sensitive to the charge of American 
First Amendment imperialism over the world’s speech marketplace. Our First 
Amendment tradition is exceptional in a number of respects (defamation, hate 
speech, obscenity, and incitement are just a few examples). Universal speech 
rules for platforms based on the unique American tradition would be in per-
sistent tension with the global nature of the platform.

Should International Human Rights Law Govern Platform 
Content Moderation?

Given the global reach of the platforms, should international human rights law, 
perhaps, guide platform content moderation decisions? Indeed, many NGOs 
and scholars have argued as much.60 The Facebook Oversight Board, pursuant 
to the Charter developed by Facebook itself,61 also has applied international law 
in its decisions on content moderation. If the Oversight Board is going to act like 
a global speech court, the argument goes, then it stands to reason that it should 
adopt international speech norms as guideposts for its decision.

However, for the same reasons that the First Amendment— designed as a 
limit on government control of speech— serves as a poor guide for content 
moderation, so, too, international human rights law— designed for the same 
purpose— fails as well. Even if international law is not generally as speech pro-
tective as the US First Amendment, it still provides an answer to a different 
question than the one platforms are answering in developing their content 
moderation policies.

Two cases from the Facebook Oversight Board demonstrate the mismatch. 
The first involved a Brazilian breast cancer examination video on Instagram orig-
inally taken down by an automated filter under the platform’s nudity policy.62 
Facebook, which owns Instagram, later realized this video probably should be 
allowed under an applicable exception to its rules, as the board eventually held. 
However, the case exemplifies the difference between human rights law and 
rules for content moderation.

Were a government to ban all expression involving nudity, health educa-
tion or otherwise, it would certainly be violating international human rights 
standards (let alone the First Amendment). But is the harm really the same 
when a platform applies an automated filter for nudity? Because it will often be 
difficult to determine “context” and “intent” on a grand scale in a split second, 
automated filters that will necessarily overenforce will need to be employed. 
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Given the importance of trying to prevent indecent material, child sexual im-
agery, and nonconsensual pornography, is the cost of preventing some legit-
imate and important nude imagery really one a platform should be forced to 
bear? It is not as if there is a shortage of places on the internet where one might 
find nudity. Whereas a government should not be able to eradicate nudity from 
the speech marketplace, a platform operating globally that takes down or filters 
out millions of nude images per month ought to be able to decide that a clear 
rule, easily enforced by automation, might be the best way to preserve the plat-
form environment.

The same point could be made with respect to a case involving borderline 
COVID disinformation that the Oversight Board ordered reinstated onto the 
platform.63 The post in question included a video that indirectly questioned 
the French government’s policy of banning the use of hydroxychloroquine in 
treating COVID, saying it was a harmless drug with some evidence of success. 
It was removed under Facebook’s incitement rules, which also prevent certain 
types of disinformation posts that could cause offline harm. The Oversight 
Board, basing its decision in part on international human rights law, ordered the 
post to be reinstated because Facebook had not demonstrated the post caused a 
risk of “imminent harm.”64 And indeed, were a government to have a blanket ban 
on borderline posts such as this, it might run afoul of applicable international law 
and certainly the First Amendment.

But Facebook ought to be able to strike the balance in a different way. It is 
being blamed for being a cauldron of COVID misinformation, leading people 
to doubt vaccine effectiveness, to experiment with dangerous “cures,” and to be-
lieve a host of conspiracy theories. If Facebook decided to filter out all talk of 
hydroxychloroquine, given the risk that some people might die from prophy-
lactic use of an unapproved drug, it would certainly prevent some valuable med-
ical information from reaching its audience (such as warnings not to take the 
drug). But again, Facebook is not the only place on the internet where one might 
find information or misinformation on COVID. Its cost- benefit analysis on the 
harms of overcensoring through automated filtering versus potential lives saved 
through avoidance of COVID disinformation should be different than that of a 
government.

Evelyn douek is one of the few scholars who have recognized this point.65 She 
argues, at a length unavailable here, that the international law rule of “proportion-
ality” in speech regulation needs to be adapted to “probability” determinations 
that platforms can use in their automated and human moderation systems, espe-
cially including the algorithms that determine the reach of content. As a result, 
platforms’ overbroad rules more easily adapted to automated global enforce-
ment require, at least, a rethinking of what might be a new international human 
rights norm for platform content moderation.
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Platform Rights and Platform Obligations

How, then, should we think about the rules that platforms should impose on 
users and that governments should impose on platforms? As should be clear from 
the discussion presented here, both of these decisions need to be informed by 
the unique features that distinguish large platforms from governments: namely, 
the global environment in which they operate, the speed with which they need 
to make decisions, the fact that prior restraints (usually through automated 
filtering at the source) represent the only effective way of preventing many on-
line harms, and the special character of algorithms as a source for organizing and 
prioritizing speech.

As a threshold matter, we should cast to the side the notion of strong First 
Amendment rights for large platforms. They may not be common carriers, as 
argued above, but so too they are not like a newspaper or private club. These 
corporations’ First Amendment rights (in the Citizens United sense) should be 
limited by important state interests in preserving democracy, preventing on-
line and offline harms, and ensuring a competitive and healthy online market-
place of ideas. The First Amendment should be read as preventing many broad 
regulations of speech on the internet, but when it comes to regulating the large 
platforms themselves, the government should have much greater latitude. Many 
regulations of platforms might violate users’ First Amendment rights (e.g., 
forcing Facebook to take down all insults, would, in fact, make them the state’s 
agent in doing so),66 but the platforms’ own rights should not prevent these 
regulations.

Even when constitutional, such regulations might not be wise, of course. 
For reasons explained above, an “all comers” policy based on common car-
rier theories would cause more problems than it would solve. However, more 
modest antidiscrimination approaches could succeed. For example, whereas 
small platforms and websites have the right to discriminate on the basis of race 
or gender, it seems reasonable and constitutional to prevent the large platforms 
from doing so. The same could be said with respect to declared candidates and 
parties: The law could prevent the large platforms from using their power to 
exclude one or another candidate. Of course, that does not mean they can’t 
disproportionately take down the accounts or content of Republicans or 
Democrats if, for example, one party tends to engage in disinformation and 
hate speech. Nor does it mean that each user must receive an equal amount 
of Democratic and Republican content; the platform could still bias the de-
livery of content based on user behavior and search history. It just means that 
platforms of a given size cannot use their monopoly position to intentionally 
favor or disfavor a candidate or party without some other community standard 
enforcement reason for doing so.
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Moreover, a whole suite of regulations of advertising on large online 
platforms should be seen as presenting no constitutional problems. Requiring 
total transparency of purchasers and advertising contracts, bans or limits on 
microtargeting, and unique regulations for political advertising are examples 
of reasonable regulations. Indeed, a host of transparency rules, which might be 
constitutionally problematic if applied by government to the entire internet, 
should be seen as constitutionally unproblematic when applied to the large 
platforms. This would include compelled access to aggregated platform data by 
outside researchers, as well as periodic audits of algorithms to avoid (or at least 
be transparent about) bias and to ensure safety. I have authored one such piece 
of legislation, the Platform Transparency and Accountability Act,67 which would 
empower the Federal Trade Commission to compel platforms to develop secure, 
privacy- protected pathways for independent research on platform- controlled 
data. The goal of such legislation is not to provide a luxury good to academics 
granted access but, rather, to alter platforms’ behavior by removing their ability 
to operate in secret and to provide reliable information to policymakers for fur-
ther legislative initiatives.

When it comes to moderation of content such as disinformation and hate 
speech, there is not much the government can do without running afoul of the 
First Amendment rights of users. A White House Office of Information Integrity 
is something that should send shivers down bipartisan spines. If the government 
is going to regulate harmful but legal content, it will need to do so indirectly. For 
example, it might require large platforms to comply with their own stated policies 
regarding content moderation. This suggestion may be a bit more controversial, 
given that many of their policies would violate the First Amendment if applied 
by government. Indeed, this principle was in part the basis for President Trump’s 
controversial executive order following Twitter’s actions against his posts.68 As 
loony as the executive order was in other respects, its suggestion that repeated 
misapplication of explicit content moderation rules might constitute a kind of 
fraud presents a creative potential middle path for enforcement.69 It might lead 
the platforms to promise less in terms of content moderation or perhaps all their 
rules would become mere suggestions. But given how difficult (and as argued 
above, wrongheaded) legislation on content moderation might be, this attempt 
at “co- regulation” (to borrow from the European approach) may hold some po-
tential for striking the right balance.

When it comes to the platforms themselves, we should not expect or desire 
each platform to resolve controversial issues in the same way (in terms of both 
process and result). Indeed, as evelyn douek warns, there are good reasons to 
fear “content cartels.”70 Moreover, the “affordances” of the platforms, let alone 
the resources they have to dedicate to content moderation, differ considerably. 
Video platforms like YouTube and TikTok face different challenges than a social 
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media company like Facebook, which, given its size and wealth, has very dif-
ferent capabilities than does Twitter.

The decisions of the Facebook Oversight Board are important because they 
are the first official body with some distance from the platform itself (but with 
real- world impact) to grapple openly with the challenges of content moderation. 
We need more institutions like it, whether as a product of industry associations, 
corporate- government partnerships, or single- firm initiatives. The more trans-
parency we have around resolution of the hard cases of content moderation, the 
more we might be able to lurch toward something resembling a common law in 
this space.

As described above, I think the common law here looks different from what 
we might see from constitutional courts. It will still balance individual rights of 
expression against public interests in preventing harm, but it will also include 
legitimate corporate interests tailored to the functioning of the product. These 
are not the raw financial interests of the company (although one can legitimately 
debate whether those are in scope as well) but, rather, the kind of speech envi-
ronment that the platform seeks to cultivate. Are children using the platform? 
Are there closed groups, or are all posts viewable by all users? How much power 
is given to individual users to determine the content they see? (Indeed, this last 
question may hint toward a future of distributed content moderation, in which 
a market for different rules develops and users can opt into different community 
standards or different algorithmic prioritization rules. This, along with larger 
moves toward interoperability between platforms, might change the way we 
think of the impact of platform rules on speech.)

This common law, however, must be tailored to the unique challenges of 
rapid, automated content moderation on a global scale. Those features of plat-
form speech regulation, as compared to that done by governments, necessarily 
translate into error rates at levels that constitutional courts would not and should 
not tolerate. This warranted tolerance for higher error rates comes, in part, from 
the fact that when a government (unlike a platform) bans speech or speakers, it 
often (though not always) removes their ability to utter those words anywhere 
in public or at least from the truly public square.71 Decisions by firms and out-
side oversight bodies, let alone chatter from the pundit class, need to account for 
the place of a platform’s speech rules in the larger context of online speech. The 
reason why large platforms’ own speech rights should be given short shrift (as 
I argued above) is the enormous (arguably oligopolistic) power a few firms wield 
over the information ecosystem. Nevertheless, when certain content disappears 
from Twitter, for example, it does not disappear from the internet. Even when 
speech is taken down, it can almost always be placed elsewhere for users to view.

Of course, loss of an audience on one of the major platforms can be devas-
tating for speakers. Creators on YouTube can spend years cultivating a following, 
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only to see it vanish overnight if they get deplatformed or otherwise demoted. 
Similarly, President Trump’s efforts to re- create the audience he enjoyed on the 
major platforms fell flat. Costs measured by reach, instead of speech, are still sig-
nificant costs, and may mean the loss of livelihood for creators and publications 
that have become dependent on a platform. But for most enforcements of com-
munity standards, as in the Oversight Board cases described above, the platform’s 
decision does not prevent the speakers from getting their message out; it merely 
prevents them from taking advantage of the platform algorithm that amplifies it.

In the end, though, rising platform power may present the greatest challenge 
to the speech marketplace. That problem needs to be addressed head- on through 
antitrust and competition regulation. Indeed, the debate over content modera-
tion cannot be divorced from the antitrust debate: If there were twenty small 
Facebooks, we might be less concerned over the community standards enforce-
ment of any given one. For now, though, we should aim for a more transparent 
and experimentalist enforcement regime from the large platform from which a 
common law of content moderation might develop.

Conclusion

The summer of 2021 may be remembered as a turning point when it comes 
to regulation of social media. The Facebook whistleblower Frances Haugen 
captivated the public and Congress, first with a series of disclosures of Facebook’s 
internal documents published in the Wall Street Journal and then with testimony 
before a Senate committee. She alleged that Facebook put profit before safety, 
and came with examples drawn from internal studies and documents relating 
to everything from Instagram’s effect on teen girls’ health to special content 
moderation appeals processes for influencers to negligence in policing offline 
harm in the global South. Haugen’s testimony has lit a spark that may finally lead 
to comprehensive legislation to deal with the assorted problems afflicting the 
large platforms. At a time of historic partisan polarization, it appears that mutual 
hatred of “big tech” may be one of the few things that unites Democratic and 
Republican lawmakers.

Then again, the parties remain far apart when it comes to their characteriza-
tion of “the problem” and therefore the desirable solutions. Democrats tend to 
want the platforms to take down more content, especially disinformation, hate 
speech, and incitement, and Republicans worry that aggressive content moder-
ation policies lead to censorship of conservatives. Finding a bipartisan, consti-
tutionally viable regulation of harmful content will not be easy, except maybe 
in a few narrow contexts such as child endangerment. Rather, we should expect 
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legislation on privacy, competition, taxation, advertising, and transparency to 
have a greater likelihood of passage.

In contrast to the typically sclerotic US policymaking process, Europe may 
be a first mover when it comes to tech policy. As scholars have shown in other 
contexts of “the Brussels Effect,”72 European regulators often set rules with 
global extraterritorial application. We have seen this in the tech context with 
the General Data Protection Regulation (GDPR), Europe’s privacy law, which 
companies like Facebook have said they will apply worldwide. The same might 
happen with content moderation as Europe begins to draft the specifics for en-
forcement of the Digital Services Act, which contemplates broad regulation of 
American tech companies. Without speech protections as robust as those in the 
US First Amendment tradition, Europe may be able to impose more significant 
content moderation standards. In turn, the US tech companies may (as with 
GDPR) decide that it is easier to apply such rules worldwide than have different 
standards by region.

For now, we need a better understanding of what is happening on these 
platforms and how platform policies are shaping the information ecosystem.73 
We should not need to wait for whistleblowers to blow their whistles in order to 
get glimpses of the insights platform researchers have culled from company data. 
The flip side of freedom of expression is a right to information. The public has a 
right to be informed about what is happening on these large internet platforms. 
However one might characterize these new, powerful entities for purposes of 
constitutional law, these platforms have lost their right to secrecy. Congress can 
and should require that they open themselves up to outside scrutiny.
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Strategy and Structure
Understanding Online Disinformation and How Commitments 

to “Free Speech” Complicate Mitigation Approaches

Kat e  Sta r b i r d

Introduction

The pervasive spread of disinformation online is a critical societal issue, limiting 
our ability to respond to collective challenges such as pandemics and climate 
change. Though it can be difficult to quantify the reach and impact of disinfor-
mation,1 we don’t need to look far to see evidence of the problem. In 2020, as the 
COVID- 19 pandemic pushed people away from physical social gatherings and 
into digital ones, antivaccine conversations expanded from the margins of the 
internet through mom blogs and Facebook groups and eventually out through 
cable news pundits and into the broader population, likely playing a role in 
large numbers of Americans refusing potentially life- saving vaccines. Currently, 
nearly a third of Americans believe— contrary to the evidence and in the midst 
of an ongoing disinformation campaign targeting them— that the outcome of 
the 2020 US election was fraudulent.2 Conspiracy theories that once seemed 
confined to the margins of public discourse are now mainstream.

Researchers continue to investigate and debate the causes and potential 
remedies, but most agree that there is something about our current moment— 
some intersection of our human vulnerabilities, our collective challenges, and 
the dynamics of our now mostly digitally mediated information spaces— that 
seems to be enabling this sort of mass manipulation (and the resulting mass 
delusion) at scale. Though the examples in this essay will mostly focus on the 
US context, the phenomenon is international, with researchers documenting 
similar issues all around the globe.3 Scholars have argued that, considering the 
complexity and incredibly high stakes of human interaction at scale (including 
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the challenge of addressing disinformation), the study of collective behavior in a 
digitally connected world needs to be approached as a “crisis discipline.”4

Pervasive disinformation is of particular threat to democratic societies. 
Farrell and Schneier warn that disinformation can function as an attack on the 
shared understandings that hold political systems such as democracies together.5 
Without this kind of common ground— for example, around the rules guiding 
political participation, including how elections work and who the winners are— 
citizens of democratic countries may be unable to come together to govern 
themselves. The events of January 6, 2021, at the US Capitol underscore this 
danger, revealing how a disinformation campaign can motivate a direct attack on 
democratic processes by a country’s own citizens.

In this essay, I aim to define disinformation, contrasting it with its more fa-
miliar cousin, misinformation, and situating it within a historical context that 
sheds light on how— and why— it works. I’ll describe disinformation as in-
tentional, as misleading but often built around a true or plausible core, and as 
functioning as a campaign rather than a single piece of content. I’ll explain how 
online disinformation exploits social media and other information systems 
(both online and off) in complex ways, and how disinformation can become 
embedded in the structures of online ecosystems— for example, the social 
networks and algorithms that shape how content flows through these systems. 
I’ll also explain how online disinformation is participatory— incorporating “un-
witting” crowds of sincere believers who routinely amplify and even produce 
false and misleading narratives.

Once I’ve established this understanding of the nature of online disinforma-
tion, I’ll explore how our commitments to “freedom of speech”— a core tenet of 
democracy— complicate the challenge of addressing disinformation and other 
online toxicities. The strategies of disinformation have long exploited, both le-
gally and rhetorically, “freedom of speech” to manipulate democratic discourse 
and justify their actions. Examining the history of these strategies reveals the 
persistent challenge of addressing disinformation while preserving our dem-
ocratic commitments to free speech. Finally, I’ll offer a few pointers for how 
platforms can navigate these challenges, focusing on the structural dimensions 
and attending to the participatory dynamics of disinformation.

Defining Disinformation

To understand the unique threat of disinformation, it’s important to differentiate 
it from its less insidious cousin, misinformation. Misinformation is information 
that is false, but not necessarily intentionally false. Misinformation includes, 
among other information types, organic rumors that turn out to be untrue as 
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well as information that was once true (or likely true) but continues to spread 
after it is no longer valid. Disinformation, on the other hand, is false or misleading 
information that is intentionally seeded or spread for an objective.6

Let us unpack this definition— and provide some context. The current 
wording was achieved by bringing recent definitional work on “problematic 
information”7 and “information disorder”8 into conversation with historical 
understandings of specifically Soviet- style disinformation.9 In particular, this 
definition relies on the work of Lawrence Martin- Bittman (originally Ladislav 
Bittman), a former Czech intelligence officer and practitioner of disinformation 
who defected to the United States in 1968 and later became an author and uni-
versity instructor specializing in the study of propaganda and disinformation. 
Bittman’s writings provide insight into Soviet- style “active measures” that can 
help us understand modern disinformation. Active measures are intelligence 
operations that actively manipulate, rather than passively monitor, information 
environments for geopolitical gain. And disinformation is a primary tool in the 
active measures toolbox. Though the KGB were early experts in disinformation 
(and their descendants within the Russian government continue to practice it), 
the tools and techniques of disinformation are now widely available and, in the 
connected era, easier than ever to employ by foreign intelligence officers, do-
mestic political campaigns, and online activists alike.

False or Misleading Information

The most effective disinformation is not necessarily false but, rather, misleading, 
built around a kernel of truth— a true or plausible core— then layered with 
distortions and exaggerations intended to shape how others perceive reality. 
As Bittman explains, “Most campaigns are a carefully designed mixture of facts, 
half- truths, exaggerations, and deliberate lies.”10 Aligned with this historical 
view, Aral describes how a much more recent (2014) Russian disinformation 
campaign targeting Ukraine— part of its successful hybrid- war effort to annex 
Crimea— was detectable in online data from a spike in news that mixed both 
true and false information.11

As Bittman’s quotation suggests, to do the work of blending fact and fiction, 
disinformation most often functions not as a single piece of misleading content 
but as a campaign. Disinformation is therefore difficult to reduce to a single ar-
ticle or tweet or even a single narrative, but takes shape through numerous and 
diverse actions. For example, the Russian disinformation campaign targeting the 
US election in 2016 included, among other tactics, hacking and leaking emails 
through friendly organizations, strategically amplifying emergent conspiracy 
theories about those emails through state- controlled media, and operating hun-
dreds of fake social media profiles that pushed out a range of messages targeting 
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“both sides” of the US political discourse.12 Due to these characteristics— its 
blending of fact and fiction across many different information actions, often by 
different actors (many unwitting, as I will describe below)— disinformation can 
be resistant to simple fact- checking.

Seeded and/ or Spread

Disinformation can be created from whole cloth by those with strategic 
intentions. Or it can consist of organic information (e.g., a conspiracy theory) 
opportunistically amplified by strategic actors. A classic example of this latter 
dynamic is Operation InfeKtion (actually Operation Denver), a Soviet active 
measures campaign which asserted that the US government had created HIV/ 
AIDS as a biological weapon.13 In his 2020 book Active Measures, Thomas Rid 
traces that disinformation campaign back to its roots, revealing that the first 
claims of US government involvement in the creation and spread of HIV/ 
AIDS originated in American gay rights activist communities (in 1983) as they 
struggled against catastrophic inaction by the US government during the early 
days of the epidemic.14 The KGB built their (eventually very successful) cam-
paign around that initially organic conspiracy theory, shaping the narrative and 
catalyzing its spread through the introduction of forgeries and by planting stories 
in various media outlets around the world. Eventually, the claims would begin to 
spread organically, through media outlets beyond those initially targeted. This 
interplay between organic (unintentional) activities and the orchestrated (inten-
tional) activities of disinformation campaigns continues— and is in many ways 
supercharged— in the online realm, where global communities can connect to 
rapidly generate the “fittest” conspiracy theories in response to any and every 
breaking news event and where strategic actors can effectively amplify and shape 
these theories to advance their goals.

For an Objective

Central to its definition is the fact that disinformation is employed to support 
an objective (or objectives). Historically, that objective was primarily a political 
one. Bittman described Soviet “active measures”— of which disinformation is a 
common tool— as an instrument of foreign policy, used to “disrupt relations be-
tween other nations, discredit Soviet opponents, and influence the policies of 
foreign governments in favor of Soviet plans and policies.”15 Though they were 
leaders and innovators, the Soviets were not alone in using these techniques 
during the twentieth century.16 And with expanded access to information pro-
duction and dissemination, in the twenty- first century the tools and techniques 
of disinformation are now usable for a range of goals, by diverse actors.
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Modern disinformation campaigns are often organized around political 
objectives as well,17 though the perpetrator may not be a rival country. Private 
individuals and organizations can also create and spread disinformation to at-
tempt to shape desired political outcomes, in their home countries or abroad— 
either in support of their own objectives or as proxies for other political actors 
including governments.18

Financial gain is another common objective of disinformation. In recent 
years, we have seen disinformation about corporations used to move financial 
markets19 and medical disinformation leveraged to sell alternative treatments 
and “cures.”20 Other motivations for creating and spreading disinformation on-
line include reputation gains (i.e., accumulating online attention in the form of 
engagements or followers) and entertainment (i.e., “for the lulz”). Reputational 
gains can be converted into financial and political gain. For example, there are 
individuals who strategically create and amplify rumors and conspiracy theories 
during breaking news events to gain followers— and then later leverage their ac-
counts to sell products or spread political messages.21

Many intentional spreaders of disinformation have multiple complementary 
motivations. In our research team’s first studies of online disinformation,22 we 
discovered networks of “alternative news” websites that repeatedly spread con-
spiracy theories and disinformation. Many appear to be operated for purely polit-
ical purposes— for example, RT (formerly Russia Today) and Sputnik News are 
integrated into these networks in various ways. But a large number of websites, 
including ones that repeatedly reshare articles originating in state- controlled 
media outlets, seem to be financially motivated. Some generate their own con-
tent, but many simply republish articles produced elsewhere, using the free and 
sensationalist content of political disinformation campaigns to pull readers to 
their pages. Advertisements for nutritional supplements, drones, and “prepping” 
supplies (for a post- disaster or post- apocalyptic world) often run alongside the 
browser margins of online articles spreading disinformation.

A single disinformation campaign can work toward multiple parallel 
objectives, and these can play out on similar or vastly different timescales. For 
example, the multiyear (2014– 17) RU- IRA campaign targeting the 2016 US 
election likely had short- term goals (such as denigrating a specific candidate 
and shifting the outcome of an election toward another), midterm goals (like 
eroding trust in democratic governance), and the long- term goal of weakening 
an adversarial country. The infrastructure— including cultivated audiences— 
that a campaign puts down for one objective can be leveraged later for others. 
For example, Russia’s online disinformation efforts (2014– 21) often build upon 
old narratives— for example, around racial tensions, antiwar sentiments, and 
distrust in the US government— that echo back to campaigns run before the 
fall of the Soviet Union. Similarly, some of the domestic networks of astroturfed 
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accounts that were established between 2011 and 2013 to support the Tea Party 
later functioned to spread disinformation related to the 2016 and 2020 elections.

Intentionality

The primary difference between disinformation and misinformation is the in-
tention to deceive. However, this essential element of the disinformation defi-
nition gets unwieldy when we start to unpack how disinformation campaigns 
work, because many people who spread disinformation are not aware that they 
are part of a campaign or that the content they are spreading is false or mis-
leading. Bittman explained how Soviet- era disinformation campaigns consisted 
of operators (those perpetrating the campaigns), targets (adversaries who will 
be affected by the campaigns), and unwitting agents (who help carry out the 
campaigns without understanding their role).23 In our research on several dis-
tinct disinformation campaigns, we estimate that most spreaders are what we 
call “sincere believers.” Though the definition of disinformation maintains that it 
involves intentional deception, not everyone who spreads disinformation does 
so intentionally.

Bittman noted that journalists, in particular, frequently served as uninten-
tional conduits of disinformation. In some cases, journalists are impersonated, 
allowing intelligence agencies to plant articles within otherwise independent 
media. In other cases, real journalists are cultivated, lured in by the promise of 
scoops or other financial or reputational rewards. While Bittman documented 
these practices in the 1980s (drawing from his experiences in the 1960s), 
these strategies of planting articles and cultivating journalists are still in use 
today.24 Bittman stressed how the KGB explicitly exploited the legal and eth-
ical frameworks of “freedom of speech” and “freedom of the press” to carry out 
their disinformation campaigns, revealing this as an inherent vulnerability of the 
West— and particularly of the United States. I’ll return to this later in this essay.

Drawing from historical accounts and interviews with Bittman, Thomas Rid25 
explored how Western political activist communities were also leveraged by 
Soviet- era disinformation campaigns. Relating several historical case studies of 
intelligence agents infiltrating existing movements and attempting to shape their 
activities toward the objectives of the infiltrators, Rid explains how active meas-
ures and organic activism often became entangled in ways that are difficult to fully 
unwind. In research on online activism around the 2016 US election and the civil 
war in Syria, my colleagues and I documented similar entanglements between 
political activism and modern disinformation campaigns.26 Online activists may 
be especially susceptible to being mobilized as unwitting participants in these 
campaigns due to the relative anonymity afforded by the digital environment 
and the “networked” nature of digitally connected movements.

 



 S t rate g y  and  S t r uc t ure  219

      

Participatory Disinformation

For many of us living in the United States, we can think about our recent awak-
ening to the problem of disinformation as a play with two acts: the 2016 and 
2020 elections. The story of online disinformation and the 2016 US election 
was one of foreign agents at Russia’s Internet Research Agency (RU- IRA) using 
“inauthentic” accounts to coordinate an attack on the US electorate. This was 
not the whole story, of course. The reality was much more complicated and in-
cluded US citizens and international actors performing a variety of roles, both 
witting and unwitting. But the “foreign interference” framing made for a straight-
forward story with clear delineations of right versus wrong, victims versus 
villains. Eventually it became the story that media,27 government reports,28 and 
the social media platforms themselves29 focused on. In the aftermath and reck-
oning with foreign interference in the 2016 election, platforms organized their 
responses to disinformation around this type of threat. For example, Facebook 
focused its mitigation efforts on “coordinated inauthentic behavior”30 and over 
the next four years, took down numerous networks of such accounts operated by 
governments and private organizations all over the world.

The story of online disinformation and the 2020 US election was starkly dif-
ferent. Instead of being foreign, inauthentic, and explicitly coordinated within a 
top- down organization (as in 2016), this disinformation campaign was largely 
domestic, perpetrated by real people— often blue- check, verified accounts— 
and only loosely coordinated. The most impactful disinformation campaign 
centered around narratives meant to sow distrust in the voting process and, 
eventually, the election results. This campaign began in earnest months before 
the election and took shape through many and diverse narratives, eventually 
encompassing false and exaggerated claims about the legality and security of 
mail- in voting, about the vote- counting process, about “statistical anomalies” in 
the vote counts themselves, about dead people voting, about voting software 
changing votes, and many more.31 These narratives were repeatedly shared by 
right- wing media and online influencers, members of the Trump campaign, 
and even the president himself.32 And they were extremely effective. A survey 
conducted in the months after Joe Biden’s inauguration33 reported that nearly 
two- thirds of Republicans believed that the 2020 election had been stolen from 
former president Trump.

This disinformation campaign— first labeled as one by Benkler and colleagues 
in a report published in October 202034— was very much a top- down effort, 
seeded and shaped by right- wing political and media elites who repeatedly pushed 
false, exaggerated, or otherwise misleading claims of voter fraud. However, it 
was also a bottom- up phenomenon, with everyday people using social media 
to spread and in some cases produce false narratives about voter fraud.35 This 
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campaign took shape as a collaboration between politically motivated elites (in 
media and government) and their audiences. Disinformation, in the case of the 
2020 US election, was participatory.36

With the rise of social media, everyday people are not merely consumers of 
information but are producers— and spreaders— of information as well. Early 
internet scholars heralded the positive potential for this kind of mass partici-
pation and the “democratization of information production.”37 Seizing on this 
potential, social media companies boasted about their capacity for making 
connections, that is, “connecting the world.”38 And indeed, in the early years of 
social media (2007– 12), the world witnessed people coming together, in some 
cases from across the globe, to (among other things) assist in disaster response 
efforts and demonstrate solidarity for political protests during the Arab Spring. 
Reflecting some of the optimism of that time, my own lab, created in 2012, is 
named the “emergent capacities for mass participation” (emCOMP) lab. But 
mass participation has its downsides, including harassment, hate speech, and the 
proliferation of mis-  and disinformation.

While the production of information has been democratized, so has the 
production of disinformation and other forms of propaganda. In a chapter 
introducing their conceptualization of participatory propaganda, Wanless and 
Berk wrote:

Modern propaganda can no longer be viewed as a traditional top- down 
process alone. Target audiences are no longer mere passive consumers 
of such targeted persuasive content, but are also active in its creation, 
modification, spread and amplification, often inadvertently furthering 
the agenda of propagandists whose messaging resonates with their 
worldview.39

This conceptualization applies to the modern version of propaganda’s cousin, 
disinformation, as well. My colleagues and I have characterized diverse online 
disinformation campaigns, from RU- IRA interference in the 2016 election to 
the state- sponsored campaign against the “White Helmets” (officially named 
the Syria Civil Defence), as collaborations between witting agents and unwitting 
crowds of online political activists.40 Even in cases where state- controlled media 
and intelligence organizations play a clear role, online disinformation campaigns 
are participatory.

As I noted in the introduction to this section, the disinformation campaign 
that sowed doubt in the 2020 US presidential election was intensely partici-
patory as well, with online activists helping to amplify and even in some cases 
produce false narratives of voter fraud. A particularly insightful example is the 
#SharpieGate narrative. This narrative emerged on Election Day, as a small 
number of voters in several parts of the country noted that the Sharpie pens 
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provided by poll workers were bleeding through their ballots. Though elec-
tion officials assured voters that this would not affect their vote,41 reports of 
Sharpie bleed- through began to spread on social media. Initially, these posts 
were accompanied by messages of concern and directives to “bring your own 
pen.” But later they would take a more suspicious tone, and eventually— as 
the narrative began to “go viral” on the day after the election— the Sharpie 
bleed- through was framed as an intentional effort to disenfranchise specifi-
cally Trump voters.

On Twitter, early claims about concerns with Sharpie pens originated in ac-
counts with fairly low follower counts. Eventually, though, they were amplified 
by right- wing media and political influencers, including President Trump’s two 
adult sons. And though the first tweets about Sharpies bleeding through were in 
reference to issues in Chicago, shortly after Arizona was called by Fox News for 
candidate Biden, the narrative converged around concerns in Maricopa County, 
Arizona. That county would later become the focus of a politically motivated 
“audit” that attempted to prove some of the myriad false claims of fraud.42

One of the most interesting elements of the SharpieGate narrative surfaced 
on November 4, after it had begun to go viral and focus on Arizona. Republican 
voters were being encouraged, within a number of social media posts, to check 
the status of their ballots and report (to various entities, including lawyers and 
the Republican National Committee) anything suspicious. Several social media 
users shared screenshots— accompanied by expressions of anger— of an on-
line tool that reported their ballot had been cancelled. A few of these posts 
circulated widely. The only problem was that the online tool reported the status 
of their mail- in ballot, which had been cancelled when they voted in person, 
not the status of their in- person ballot, where they had used a Sharpie. In other 
words, after repeatedly hearing the refrain that they would be and then had been 
cheated, these voters misinterpreted information they found online, and even 
their own experiences of voting, in ways that aligned with the false voter fraud 
narrative. Through their online participation, they were able to feed those (false) 
experiences back into the disinformation campaign, where they were passed up 
the chain to influencers who could spread them widely.

SharpieGate is just one of dozens of similar examples of the participatory dy-
namics within the 2020 voter fraud disinformation campaign, a campaign that 
culminated in the January 6, 2021, attack on the US Capitol by a group of people 
who believed that Donald Trump was the legitimate winner of that election. In 
our research of social media activity around this campaign, we find that many, 
perhaps even most, of those spreading— and in many cases even those creating— 
disinformation are sincere believers of the content that they are sharing. They 
may be sharing “lies” but they aren’t lying. They are misinformed. Their social 
media posts reveal some to be misinterpreting their own experiences, victims 
of intentional efforts to reshape their realities. Participatory disinformation is a 
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powerful, two- way dynamic that incorporates its target audiences into its pro-
duction and spread.

Online Disinformation as a Threat to Democracy

Scholars, journalists, and political leaders alike have noted that disinformation 
presents a threat to democracy.43 Acute disinformation, like what we saw with 
the disinformation campaign attacking the integrity of the 2020 election, can 
attack democracy directly, sowing distrust in democratic processes and election 
outcomes. But pervasive disinformation— continuous falsehoods that slowly 
erode our trust in information— undermines democracy from another direc-
tion. Pomerantsev and Weiss describe how disinformation is not necessarily 
meant to convince but to confuse, to create muddled thinking across a targeted 
population, so that they are unable to discern what is true.44 In the case of demo-
cratic societies, this may render citizens unable to make the decisions they need 
to make to govern themselves.

From a related perspective, disinformation can be viewed as a kind of attack 
on “common knowledge”— the consensus beliefs that hold political systems 
such as democracies together.45 In the US 2016 election, the Russian govern-
ment and collaborating organizations perpetrated a multidimensional attack on 
the “common knowledge” of democracy in the United States. It included efforts 
to undermine trust in election infrastructure (through hacking of physical sys-
tems), traditional media (calling them “fake news”), social media (through 
widespread impersonation of US political activists using “troll” accounts), and 
the legitimacy of outgroup political actors (by sowing division and impersona-
tion). In 2020, we witnessed some of these same kinds of attacks being carried 
out by domestic groups— citizens, motivated by domestic political goals, using 
disinformation to attack their own institutions from within. Though they may 
have hoped to achieve short- term political gains, the widespread use of disin-
formation as a tool of domestic politics has the potential to critically weaken the 
system over which it aims to win advantage. Disinformation chips away at the 
foundations of democracy— our trust in information (including traditional and 
social media), government institutions (including election systems), and each 
other. Over time, it may destabilize the common ground citizens of a democracy 
need to stand up to govern themselves.

The Strategic Social (Re)Construction of Reality

One of the more concerning aspects of pervasive disinformation is the inten-
tional distortion of reality— at scale. At the end of Rid’s (2020) book about 
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Soviet active measures (and other Cold War information tactics used by 
Western countries),46 he begins to flirt with a compelling idea about the “social 
construction” of reality and its relationship to disinformation strategy. In the so-
cial constructionist view, reality is subjective and constructed through human 
experiences and social interactions.47 Extending from a social constructionist 
view, postmodern scholars often work by “deconstructing” knowledge to un-
pack how these realities have been produced. Rid suggests that the perpetrators 
of active measures (including disinformation) have taken postmodern decon-
struction and turned it on its head, shifting social constructionism from a de-
scriptive theory to a prescriptive one. He writes:

Most academic critical theorists were, however, only studying and 
deconstructing the “practices” of knowledge production to shape in-
tellectual discourse, to interpret the world. Meanwhile, in the shadows, 
intelligence agencies were actually producing knowledge, constructing 
new artifacts, shaping discourse in order to serve their tactical or stra-
tegic purposes— changing the world as they went.48

Disinformation “works” by strategically shaping perceptions of reality within a 
targeted population. Once embedded in those realities— and consequently in 
the histories, social norms, and collective consciousness of a society— it may be 
difficult to undo, address, or even identify the manipulation.

Structure and Sociotechnical Systems

In the connected era, this reshaping of social realities is taking place to a con-
siderable extent within the online media ecosystems that mediate so much of 
our social and political interactions. There has been some debate about the role 
of social media, specifically, in the spread of disinformation and other forms of 
propaganda within these ecosystems. Benkler and colleagues have repeatedly 
argued that while social media get a lot of the attention, other media outlets— 
especially hyperpartisan news outlets— are perhaps even more responsible for 
the current spread of propaganda and disinformation.49 Benkler’s point is a valid 
one; we should not overlook the role of partisan news, including conservative 
cable news leader Fox News. But perhaps a more productive way to approach 
understanding modern disinformation is to think about social and other media 
as inextricably connected. Through the actions of their users to move content 
from one site to another, social media platforms are deeply integrated with other 
media, including traditional media (e.g., newspapers and broadcast media), 
internet- first alternative media, and even cable news. From this view, and in 
consideration of recent examples of disinformation campaigns exploiting these 
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platforms50 to achieve their goals, criticism— and interrogation— of the role of 
social media in facilitating the spread of disinformation is warranted.

One way to understand the dynamics within these complex sociotechnical 
systems is through the lens of structuration theory, which helps us uncover 
and examine the bidirectional relationships between social structure and 
human agency.51 Social structure, in this view, encompasses all of the “rules 
and resources”52 that guide human action, for example, social norms, social 
relationships and hierarchies, and institutions. Structuration theory holds that 
social structure both shapes and is shaped by human agency. In other words, 
the decisions we make are constrained and guided by the social structures 
embedded within our society. And at the same time, those structures are reified, 
stressed, and reconfigured by the choices we make and the actions we take.

In the social media realm, “structure” includes the networks, algorithms, and 
platform features that shape our interactions there. Platform features determine 
which actions are available to us. For example, on most platforms we can post 
messages, follow other accounts, and interact with other content through “like” 
buttons and comment or reply features. Many platforms allow us to reshare (e.g., 
retweet) content. Some allow us to embed links to articles posted elsewhere on 
the internet. On some platforms we are able to see certain signals about content 
or users, like how many engagements a certain post has or how old an account 
is, which can guide our decisions about how to interact with them. For example, 
we may be more likely to form a positive opinion of content when we see it has 
a large number of “likes,”53 while a “disputed” label may make us less likely (or in 
some cases more likely) to engage with a piece of content.54 All of these features 
profoundly shape how we encounter, interpret, and share content as well as how 
we interact with others on platforms.

To a large extent, our networks— that is, the accounts and pages we choose to 
follow or friend— determine what content is made most visible to us. Most so-
cial media platforms have some kind of “feed” where we can see content shared 
by the accounts we follow. However, successful platforms learned early on that 
the content produced exceeds our capacity, as individuals, to attend to it. And so 
they employ algorithms, pieces of computer code that make decisions based on 
some set of heuristics or on “machine learning” processes, to filter that content, 
deciding which messages from which friends will be most visible to us.

Algorithms also play a role in shaping our networks, giving us 
recommendations for whom to follow. The algorithms are, in turn, shaped by 
our actions, which feed them the raw materials (our decisions) they use to do 
their “learning.” Most social media algorithms are black boxes, at least to those 
of us outside their companies, so it’s hard to know exactly how they work. But 
it’s likely that algorithms take into account aspects of social networks when they 
make decisions about which accounts and what content to make most visible. 
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That’s why we are more likely to get a recommendation to follow someone who 
is a friend of a friend, and more likely to see a piece of content that has been liked 
hundreds of times than one that has few engagements.

So we can see these complex and mutually shaping relationships be-
tween network structure, algorithms, platform features, and human behavior 
in online systems. For those of us who spend time on these platforms, these 
sociotechnical structures determine what content is most visible to us, when. 
They also overlay that content with various social and informational signals, 
from veracity to political valence to popularity. And this content shapes what 
we think about the world, including our understandings of political debates and 
social norms, both extremely relevant to concerns about disinformation. For 
those aiming to reshape reality for their political, financial, and other objectives, 
these sociotechnical structures and affordances— and the interactions between 
them— represent an opportunity.

Online disinformation campaigns piggyback on the infrastructure of social 
media, and they can become embedded in the structures there. They exploit the 
affordances of social media to spread their messages. As they operate, they also 
reshape the networks and the algorithms that determine how information flows. 
Examining the operations of the RU- IRA leading up to the 2016 election,55 my 
colleagues and I noted that a large portion of the activity was not focused on 
spreading “fake news” or a specific piece of propaganda but instead on gaining 
followers. First, the “trolls” attempted to embed themselves into the networks. 
Then, they used their positions there to shift the discourse toward their 
objectives. Eventually, a few of their accounts gained enough visibility to be-
come highly retweeted, followed, and likely recommended as well (researchers 
are not able to retroactively study the recommendations that platforms may have 
given at the time).

Similarly, automated and astroturfed activities do not just shift the content 
of conversations, they reshape the underlying structures of those conversations. 
Research suggests that automated (bot) activity on social media platforms like 
Twitter may be just as much about manipulating networks and algorithms as 
about directly reaching other users with specific messages.56 These strategies 
shape what posts are most visible, for example, by making a certain topic make 
it into “trending topic” lists, as well as determining who gets recommended and 
followed.

Manual tactics allow users to quickly grow vast, dense networks. On Twitter, 
this can be seen through “follow- back” mechanisms whereby users reciprocally 
follow others and “train” techniques where users mass- mention other accounts 
that all subsequently follow each other. Researchers have documented these 
practices in pro- Trump, QAnon, and left- leaning “resistance” communities.57 
The resulting networks— which have an interesting property whereby users 
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typically have both a high follower count and something close to a one- to- one 
ratio of friends to followers— routinely facilitate the flow of disinformation and 
political propaganda. On Facebook, using a similar tactic, a few savvy organizers 
employed large “invite lists” to bring participants into private groups during the 
#StopTheSteal efforts, allowing them to rapidly grow their groups and then uti-
lize those groups to organize physical events protesting the election.58

In our research on disinformation around the 2020 election,59 we describe 
the networks as being “wired” for the spread of mis-  or disinformation. The 
same groups of accounts repeatedly activated to share dozens of false and mis-
leading claims of voter fraud. In many cases, these claims flowed across network 
connections (and perhaps algorithmic structures as well) that had formed and 
become reinforced through the spread of misinformation about COVID- 19. The 
activities of past disinformation campaigns are now embedded in the networks 
and algorithms that shape how information flows online.

Addressing Disinformation/  
 Protecting Freedom of Speech

To summarize: The proliferation of disinformation is a threat to democracy. 
Sociotechnical systems have become a catalyst for the spread of disinformation, 
enabling actors (old and new) to employ old methods in new ways, reaching 
vast audiences with limited investment. Disinformation isn’t merely perpetrated 
against the citizens of democratic countries, it works through us, exploiting our 
biases and vulnerabilities and leveraging us in its production and spread. As it 
spreads, disinformation becomes embedded in our sociotechnical systems and 
distorts perceptions of reality in ways that may be impossible to unwind.

One potential solution to this societally critical challenge is more modera-
tion by the platforms— for example, creating and enforcing policies that miti-
gate mis-  and disinformation by removing problematic content and suspending 
or banning the accounts that spread it. However, moves from platforms in 
this direction have often been countered by concerns about infringement on 
freedom of speech. Those who intentionally spread disinformation (the “wit-
ting” agents) have repeatedly invoked these concerns about freedom of speech 
strategically, attempting to diffuse potential moderation by claiming censor-
ship. For example, Russia’s state- controlled media outlet, RT, recently published 
one opinion piece arguing that support of Facebook’s suspension of President 
Trump was “un- American”60 and another calling out Facebook for taking ac-
tion against hate speech and arguing that the platform needed to choose 
“freedom of speech over censorship.”61 But there are more sincere concerns, for 
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example, that through their moderation practices platforms already have too 
much power in deciding what speech and which voices are heard,62 and that 
solutions addressing misinformation in one part of the world may have detri-
mental effects elsewhere.63

The challenge of addressing disinformation has long been complicated by 
concerns about freedom of expression. Disinformation attacks democratic 
societies at specific weak points. For the United States, our freedoms of speech 
and press have historically been two of those vulnerabilities. According to 
Bittman, Soviet Colonel (later General) Ivan Ivanovitch Agayants, referring to 
active measures against the United States, once proclaimed that “if they did not 
have press freedom, we would have to invent it for them.”64 This was in the con-
text of the Soviet Union’s successfully exploiting journalists as unwitting agents 
in the spread of disinformation. Bittman remarked that American journalists— 
and US society more broadly— seemed unaware of the risks.

But it is disturbing that relatively few American journalists recognize 
the significant potential for abuse offered by current interpretations of 
freedom of the press to the Soviet bloc. Communist disinformation 
campaigns not only injure the United States, they represent violations 
of First Amendment rights and sometimes place American journalists 
in the invidious position as unwitting messengers and even victims of 
hostile propaganda.65

In the midst of the Cold War, Bittman appeared here to be arguing for a 
weakening of interpretations of the extent of free speech in order to defend 
against these kinds of attacks. But giving up democratic freedoms for this kind 
of defense would seem like just as significant a loss in these “games” (as Bittman 
referred to them).

However, disinformation is on the rise again, perhaps more of a threat now 
than it was before, and these core tenets of democracy remain vulnerabilities. 
Disinformation campaigns still exploit the freedom of the press, for example, 
using fake media outlets and planted stories to spread disinformation.66 In the 
age of the citizen journalist,67 Bittman’s admonitions about being more aware 
of our vulnerabilities should perhaps apply to all of us (those who use these 
platforms to share information), and to the platforms— and potential govern-
ment regulators— who have to contend with these tensions between free speech 
and strategic manipulation at scale.

These tensions and trade- offs crystallize as we consider the participa-
tory nature of disinformation. In the online realm, many (and in some cases 
most) spreaders of disinformation are sincere believers of the falsehoods they 
share. Though they may be driven by political motivation to participate in the 
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production and spread of these falsehoods, they are often not aware that what 
they are sharing is false. It may be difficult to align values, norms, and legal 
frameworks of free speech with policies that would censor these sincere believers 
from sharing those beliefs.

Considering the top- down and bottom- up dynamics of participatory disin-
formation, perhaps there is potential to differentiate between everyday people 
caught up in these campaigns as unwitting agents and the high- profile public 
individuals— including elected leaders and media pundits— who play an 
outsized role in directing the attention of their audiences to disinformation. 
Within (and occasionally across) certain contexts, researchers have been able to 
identify a small number of “superspreader” accounts that repeatedly help to cat-
alyze the spread of disinformation online, for example, that related to the 2020 
election68 and COVID vaccines.69 Typically, these are high- profile accounts 
with large followings that can instantly reach large audiences with their content. 
Instead of giving high- visibility accounts such as those of politicians a pass for 
being of “public interest,” platforms may benefit from creating and enforcing 
policies that hold accounts with larger audiences to a higher standard. The sus-
pension of President Trump from platforms such as Facebook and Twitter after 
the events of January 6, 2021, suggests that platforms are taking steps in this di-
rection. But recent revelations about an internal “Whitelist” at Facebook suggest 
that there is still a long way to go.70

Platforms also need to consider the structural impacts of algorithmic and net-
work manipulation that have taken shape through years of mostly unmoderated 
disinformation campaigns. Many of the high- profile, superspreading influencers 
who played a role in helping to spread harmful disinformation in 2020 around 
COVID and/ or the US election gained their prominent position in the larger 
information ecosystem by exploiting the platforms. As the platforms work on 
addressing disinformation (and other toxicities), they may want to consider how 
to both prevent future exploitation and mitigate the impact of past exploitation. 
Updating features, recommendation systems, and moderation policies to im-
prove future interactions is only the first step. Platforms also need to take note 
of the structural effects of previous disinformation campaigns. If the impacts 
are embedded in the structures, then the structures themselves need to change. 
Suspensions are one lever. But short of mass suspensions, network connections 
can be trimmed and the algorithms themselves can be inspected, reconsidered, 
and adjusted to take into account (and counter) the structural impacts of 
disinformation.

Surely, these kinds of mitigating actions will be met, especially by those 
caught up in the enforcement efforts, with complaints about censorship and 
violations of free speech. Many politically active social media users already com-
plain of being “shadow- banned” by the platforms— that is, having their content 



 S t rate g y  and  S t r uc t ure  229

      

demoted by the algorithms and therefore receiving less visibility on the plat-
form. These structural approaches to addressing online disinformation bring to 
the fore questions about whether or not freedom of speech extends beyond the 
ability to post content to the right to benefit from the algorithms and networks 
that allocate visibility to certain content. As disinformation researcher Renée 
DiResta has explained, freedom of speech doesn’t necessarily mean freedom of 
reach.71 Are certain users, based on their position in the networks, entitled to 
have their messages spread to millions of people? Are they entitled to maintain 
their position in the networks regardless of how they arrived there?

Designers of online systems have long employed a variety of different levers to 
shape how communities form on their platforms, from seeding early content and 
norms, to incentivizing participation, to moderating content.72 For prominent 
social media platforms like Facebook, Twitter, and YouTube, addressing how the 
structure of their networks and the design (and training) of their algorithms are 
(and have been) manipulated to give outsized visibility to certain users and cer-
tain kinds of content is well within their purview as designers, as well as their 
rights and responsibilities as “good” corporate citizens in democratic societies 
that are increasingly threatened by the pervasive spread of disinformation.
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To Reform Social Media, Reform 
Informational Capitalism

J ack  M .  B a l k i n *

Introduction

Social media today contains lots of speech that is protected by the First 
Amendment but that people argue is harmful to individuals, to groups, and to 
democracy itself. Social media companies already remove or demote much of 
this speech but not all of it. Should we change First Amendment doctrines to 
give social media companies incentives to remove it?

Minor changes in the First Amendment doctrine— even those I think 
unnecessary— will not destroy our system of free expression. First Amendment 
doctrine is a moving target; it has been changing continuously from the begin-
ning of the twentieth century to the present. And some proposals for increased 
content regulation, such as laws aimed at revenge pornography, don’t even violate 
existing First Amendment doctrine, or at most require very minor adjustments.1

But for the most part, these debates focus on the wrong issue. The problem 
is not First Amendment doctrines that protect harmful speech. The problem is 
the health of the digital public sphere: in particular, whether the digital public 
sphere, as currently constituted, adequately protects the values of political de-
mocracy, cultural democracy, and the growth and spread of knowledge. Instead 
of tinkering with First Amendment doctrines at the margins, we should focus on 
the industrial organization of digital media and the current business models of 
social media companies.

Only a handful of social media companies dominate online discourse. In 
addition, the business models of social media companies give them incentives 

 * My thanks Lee Bollinger, Robert Post, and Geof Stone for their comments on previous drafts.
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to act irresponsibly and amplify false and harmful content. The goals of social 
media regulation should therefore be twofold. The first goal should be to en-
sure a more diverse ecology of social media so that no single company’s con-
struction or governance of the digital public sphere dominates. The second 
goal should be to give social media companies— or at least the largest and 
most powerful ones— incentives to become trusted and trustworthy organ-
izations for facilitating, organizing, and curating public discourse. Social 
media companies serve an important social function in the digital public 
sphere, but their business models prevent them from serving this function 
adequately and responsibly.

Given these goals, the focus should not be on First Amendment doctrines 
of content regulation, but on digital business models. To the extent that First 
Amendment doctrine requires any changes, one should aim at relatively recent 
decisions concerning commercial speech, data privacy, and telecommunications 
law that might make it harder for Congress to regulate business.2

Models of Regulation

Changing First Amendment doctrines of content regulation for social media 
would almost certainly require changing them for other media as well. If you 
want to ban conspiracy theories on Facebook, you will be required to ban them 
on cable television, email, and podcasts as well. There are three reasons for this.

First, a focus on social media is seriously underinclusive. The major sources of 
disinformation and propaganda in the United States are pre- digital media: talk 
radio and cable channels like Fox News.3 The most important propagandist in 
the United States in the past five years has been Donald Trump, who, as presi-
dent of the United States, was relentlessly covered by every form of media, not 
just social media. This is hardly surprising. In general, one should expect that 
the most powerful forms of propaganda and falsehood in society will often be 
spread by the most prominent and powerful actors in society. They will draw the 
most attention in many different forms of media.

Second, the internet is protean. It contains many different forms of communi-
cation and allows a wide range of different affordances. Social media constitute 
simply one phase in the continuous evolution of digital communications, and 
the applications we call “social media” today are rapidly evolving in their features 
and affordances.

One might argue that social media have special communicative power be-
cause they so greatly lower the costs of transmitting content to vast audiences. 
But the same could be said for many other internet media— email, podcasts, 
text messaging, blogs, and websites. Some of these, like social media, are push 
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media— they push content to end users (rather than requiring end users to 
search for content or travel to specific sites). Push media make it easier for con-
tent to spread widely and quickly. But email is also push media, and one can 
easily add push features to other digital media or create feeds with similar effects. 
The problem with treating social media as special objects of content regulation 
is that many different types of internet content can spread easily and rapidly to 
large numbers of people, and many more such applications will no doubt be 
designed in the future. That is the whole point of the digital revolution.

Third, content regulations that apply only to a specific type of media require 
a special regulatory hook. For example, government licenses the right to broad-
cast because (given broadcast and reception technologies) spectrum is scarce. 
But there is no special regulatory hook that allows government to regulate 
content on social media more closely than other digital media— such as free- 
standing webpages, email, text messaging, or podcasts— or pre- digital media, 
for that matter.

Government justifies broadcast licenses because spectrum is scarce, so that 
only a limited number of people can broadcast without interference. Hence 
broadcasters are treated as trustees for a larger public. But the public trustee 
model justifies exposing audiences to a broader range of differing views, not 
constricting the number of viewpoints. So even if we adopted this model for so-
cial media, it would not justify most types of content regulation.

In any case, the model doesn’t make much sense for social media. Social 
media feature easy and abundant access for speakers, not scarcity. This abun-
dance produces a different kind of scarcity— the scarcity of attention in people’s 
minds, which drives our current attention economy. But the scarcity of attention 
in human minds does not justify stricter government regulation of the content of 
speech. Where public discourse is concerned, government cannot restrict con-
tent because it wants people to think about some things more than other things.

One might argue that, quite apart from scarcity, social media, like broadcast 
television, are uniquely pervasivemedia.4 The Supreme Court has used this argu-
ment to justify banning indecency on broadcast media in order to protect chil-
dren who might be watching or listening at home.5 But (1) what worries people 
about social media is not primarily indecency; (2) people are worried about the 
viewing habits of adults, not children; and (3) people access social media on 
phones they use everywhere, not just at home. In any case, whether the “per-
vasiveness” theory made any sense concerning television in the 1970s, it makes 
little sense today. Pervasive media are media that comprehensively shape one’s 
culture and that one cannot easily avoid. That argument, taken seriously, would 
also apply to cable television, a far more pervasive medium that has always been 
treated differently than broadcast television, and to many other digital media, 
including email.
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Still another approach would treat social media as public utilities. But the 
public utility model does not justify greater content regulation— although, as 
I describe later on, it might be useful for other purposes.

Governments treat companies as public utilities because they have something 
close to monopoly power and they provide an essential service that virtually 
everyone needs. Classic examples are companies that provide water, telephone 
services, and electrical power. A small number of social media companies— 
Facebook and its affiliated applications, and Google’s YouTube— are very large, 
but most are not. Twitter, Telegram, TikTok, Snapchat, Reddit, and a host of 
small far- right social media companies that have come and gone into existence 
(like 8chan) do not have anything close to monopoly power. Nor are Facebook 
and YouTube essential in the same way that water and electricity are essential. 
I can get along pretty well without a Facebook account (I do not have one), but 
I could not do without access to water and electricity.

There is a plausible candidate for a digital public utility, but it is not social 
media. It is broadband access. Internet communication is structured in layers. 
6 At the bottom are basic internet services: TCP/ IP and other basic internet 
protocols; digital broadband and cellular companies (and their investments in 
hardware and infrastructure); the domain name system; and caching and de-
fense services like Cloudflare and Akamai. Above these basic internet services 
sit the many different applications that people use to create and distribute dig-
ital content, including websites, blogs, e- mail applications, and social media. 
Without these services lower in the digital stack, social media speakers— like 
all other digital content providers— would be unable to reach their audiences.

There is a good argument that broadband internet access— whether mobile or 
landline— has become essential for modern commerce, education, and political 
and social life, and therefore broadband companies, like telephone companies 
before them, should be treated as public utilities. Indeed, they already fall under 
the jurisdiction of the Federal Communications Commission, and if the FCC 
treated broadband as a telecommunications service (as it once did), it would 
have many public utility obligations.7

The standard reasons to treat an enterprise as a public utility flow from its 
quasi- monopoly power and the universal need for what it produces. The goals of 
public utility regulation are to maintain reasonable prices, to secure universal ac-
cess, and to ensure the quality of continuous service for consumers. That is why 
water, power, and telephone services are usually treated as public utilities, and 
why adding broadband to the list makes sense.

Given these criteria, social media are a bad fit. The price of social media is 
free. Access is universal. And companies happily provide continuous service be-
cause they want as much attention from end users as possible. More to the point, 
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the public utility model does not justify content regulation. It justifies universal 
access, reasonable prices, and quality service.

One can try to shoehorn content regulation into the public utility model by 
arguing that an uninterrupted quality of service really means an uninterrupted 
quality of content moderation. That is because, as I’ll argue later, content mod-
eration is a crucial element of social media services. But this fact actually leads 
us away from a public utility model. In the communication and transportation 
industries, public utilities are usually treated as common carriers that may not 
discriminate in terms of what they transport or transmit. In the context of broad-
band, this would mean something like network neutrality rules— which is why 
advocates of network neutrality have pushed for classifying broadband as a tele-
communications service under the Federal Communications Act. The argument 
for network neutrality is that broadband companies shouldn’t be able to block 
or slow down particular content or applications in favor of other content or 
applications— unless companies are just applying neutral network management 
rules designed to ensure quality of service for everyone.

Apply this feature of public utility regulation to social media and you don’t 
get a justification for increased content regulation. You get no content regulation 
at all. This explains why Justice Clarence Thomas, who, like many conservatives, 
is concerned about social media censoring conservatives’ speech, has recently 
been attracted to a common carriage model for social media.8 Thomas reasons 
that if social media are common carriers, they can’t exclude users and block or 
demote content.

Of course, laws preventing social media from moderating any content would 
also make them useless for most people, as social media would quickly fill with 
pornography and spam. To be sure, we could avoid this result by separating out 
the various functions of social media into separate companies— assuming, of 
course, that there were viable business models for each. The existing companies 
would become common carriers; they would simply accept, collate and deliver 
posts when requested. Other companies would arrange for individualized end- 
user feeds and engage in content moderation, and still others would buy and 
sell advertisements and insert them into moderated social media feeds. But this 
arrangement would not get rid of content moderation; it would simply shift it to 
another set of companies.

The fact that content moderation is an important function of social media, 
however, does not mean that government should require it. This misunderstands 
how a system of free expression handles harmful, false, offensive, or uncivil ex-
pression that the state may not reach. The role of institutions is central to that 
story, and as I shall now explain, the problem we face today is that institutions in 
the digital public sphere have failed to do their jobs.
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The Public Sphere and Institutions

A system of freedom of expression operates in a public sphere— the sociological 
phenomenon in which people exchange ideas, knowledge, and opinions with 
others. Whether the public sphere functions well or poorly depends on whether 
it furthers the central values that justify and support the freedom of expression. 
In this essay, I will emphasize three of these values: the protection of political 
democracy, broad opportunities for cultural participation (what I call cultural 
democracy), and the growth and spread of knowledge.

A well- functioning public sphere involves much more than individual 
speakers. It also features a wide range of different institutions for circulating 
ideas and opinions and disseminating knowledge, information, and art. These 
include book publishers, broadcast media, movies, and every sort of communi-
cations medium.

A well- functioning public sphere also needs lots of institutions that produce 
and curate knowledge according to professional standards, because otherwise 
the public will be uninformed. These organizations include universities, research 
institutions, museums, archives, and journalistic institutions.

The institutions that circulate ideas and opinions overlap with the institutions 
that produce knowledge. Media organizations promulgate ideas and opinions, 
and within these organizations journalists research and investigate news ac-
cording to professional standards. Universities produce knowledge according to 
professional standards and also disseminate it to their students and to the ge-
neral public. But the two kinds of institutions are not identical in all respects, 
and both are necessary.

Without trustworthy and trusted professional institutions for producing 
knowledge, public discourse will just be opinions chasing other opinions. But 
knowledge production by itself is not enough. A well- functioning system of free 
expression also needs lots of different institutions for disseminating ideas and 
opinions, and the more the better. If only a small group of people have access to 
knowledge, the health and vibrancy of the public sphere will also suffer. And if 
there are only a few institutions for disseminating ideas and opinions, the system 
of free expression may be skewed and there may be bottlenecks to both infor-
mation and knowledge. To borrow a phrase from Justice Hugo Black, a well- 
functioning system of free expression needs “the widest possible dissemination” 
from lots of “diverse and antagonistic sources” of information.9

Although most of the institutions that enrich the public sphere are privately 
owned, government may also contribute through investments in and subsidies 
for information infrastructure, educational and scientific institutions, and scien-
tific research. Government may also fortify and enrich the public sphere through 
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collecting, collating, and curating knowledge in public libraries, museums, and 
archives, and through producing its own knowledge— for example, about public 
health, weather, and agriculture.

A system of free expression, in short, is more than a set of laws that guarantee 
free expression, and more than a set of speakers. It also needs institutions for 
producing, curating, and disseminating knowledge. And it needs a multiplicity 
and diversity of these institutions.

These institutions have important roles to play in a well- functioning system 
of free expression. Collectively, these institutions should help further the values 
of political democracy, cultural democracy, and the growth and spread of 
knowledge— and thereby promote the health of the public sphere. Therefore, in 
this essay, when I speak of the public function or the social function of a certain 
kind of institution or a certain kind of media, I am making a normative claim: I 
am asserting that this is the role that a particular institution or medium should 
play in promoting the health and vibrancy of the public sphere, whether or not 
it actually does so.

The digital revolution shook up the existing system of free expression. It 
disrupted and transformed older pre- digital institutions and created a new kind 
of digital public sphere with a new set of digital institutions.

Social media form one of these new institutions. They have three basic 
functions in the digital public sphere:

First, social media facilitate public participation in art, politics, culture, and the 
spread of knowledge and information.

Second, social media organize public conversation so people can easily find and 
communicate with each other.

Third, social media curate public opinion, not only through individualized 
results and feeds, but also through enforcing community standards and terms of 
service. Social media curate not only by taking down or rearranging content, but 
also by regulating the speed of propagation and the reach of content.

Unlike broadband companies and telephone companies, whose function is 
to be neutral and efficient carriers of content, social media are curators who or-
ganize and moderate content. Content moderation is not an optional feature of 
social media. It is central to its social function in a well- working digital public 
sphere. And it is what makes social media valuable to end users.10 In the earliest 
years of the internet, the importance of moderation quickly became obvious in 
bulletin boards and newsgroups. In any digital medium open for public discus-
sion in which strangers could interact with each other, moderation was neces-
sary or the site would be flooded with spam and pornography or the discussion 
would quickly degenerate into trolling and abuse. The problems usually came 
from only a relatively small percentage of users, but digital technology gave them 
the power to make everyone else miserable.
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Social media companies learned the same lessons as internet pioneers. They 
originally imagined themselves solely as technology companies rather than as 
curators of content. But they were soon inundated with complaints from end 
users about bad behavior by other end users. Faced with increasing costs to their 
reputation, and in order to keep people from leaving their sites, social media 
companies like Facebook and Twitter slowly began to create bureaucracies and 
algorithms for content moderation.11 People may well criticize companies for 
performing these functions poorly. And I will criticize them in this essay for the 
ways in which their curation is skewed by their business models and their inces-
sant quest for the monopolization of audience attention. But the fact that social 
companies organize and curate end- user contributions badly does not mean that 
this is not part of their appropriate function in the digital public sphere.

The Role of Private Content Regulation in a System 
of Free Expression

Well before the digital age, institutions that curated content and made judgments 
about quality and civility were important elements of the public sphere. During 
the twentieth century, for example, the people who owned and ran movie 
production studios, broadcast media, book publishers, and newspapers reg-
ularly curated public discourse. They picked which topics to emphasize and 
downplayed others. They restricted and sanitized the content they published 
and broadcast for mass audiences. Shaped both by professional standards and 
market incentives, twentieth- century media companies usually limited speech 
viewpoints far more than the law required. Movie studios did not produce, and 
book publishers did not publish, every manuscript they received. Newspapers 
did not run every letter to the editor or publish every story pitched to them by 
their reporters. Nor did they treat every argument made in the public sphere as 
equally worthy of publication or amplification.

I do not mean to suggest that the twentieth century was a golden age. In many 
respects its system of private speech regulation was seriously defective. Many 
valuable viewpoints and ideas were downplayed or excluded, and many valuable 
speakers and artists were ignored or censored. My point, rather, is that a system 
of free expression has lots of content curation and content regulation. But in 
a free society, most of it is not done by the “negative” state, by which I mean 
the aspects of government that regulate expression through criminal and civil 
penalties. Most regulation and curation of content is performed by members of 
civil society; by institutions like mass media that create and disseminate con-
tent; and by institutions that produce and disseminate knowledge like schools, 
universities, libraries, archives, museums, and research institutions. In addition, 
the “positive” state promotes and privileges certain ideas and certain kinds of 
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information through public education, through building or subsidizing commu-
nication infrastructures, through subsidies to media, science, and the arts, and 
through producing its own information.

People who defend the freedom of speech often invoke an abstract notion of 
“counterspeech” by fellow citizens that will somehow secure the promotion of 
knowledge or the protection of democracy. But that is not how the public sphere 
actually works. The counterspeech may not occur; it may not occur in sufficient 
amounts or with sufficient eloquence; and it may not occur quickly enough (for 
example, to deal with lies and conspiracy theories). There may not be enough 
counterspeech, it may not be efficacious, and in some cases, it may be irrelevant 
because the damage to privacy or self- worth may already have been done.

Whether your favorite justification for free speech is that it leads to truth, 
secures self- government, or realizes cultural democracy, you will need far more 
than a bevy of individual speakers offering contrasting views. A well- functioning 
public sphere relies on multiple institutions and devices, some private and some 
public, to set agendas, judge assertions, produce and preserve knowledge, cu-
rate content, promote civil discourse, and protect democracy. Without these 
institutions, the system of free expression will degenerate and fail to produce the 
goods that justify it.

Three Ingredients for Success

In sum, a healthy public sphere needs three things: First, there must be public- 
regarding institutions governed by professional norms for curating information 
and producing knowledge. Second, there must be a wide variety of different 
institutions and actors in society engaged in content production, curation, and 
regulation. There must be many sources of knowledge and cultural production. 
When only a few large institutions effectively control what people see, hear, or 
read, this undermines the health and vibrancy of the public sphere. Enforcement 
of cultural norms by only a few powerful groups or organizations, even with the 
best of intentions, can be oppressive.

Put another way, there need to be diverse and antagonistic sources of know-
ledge production and dissemination, which means there must be diverse and 
antagonistic curators and content regulators. As noted above, this requirement 
means more than simply having lots of voices that disagree with each other. There 
must be also different institutions for knowledge production that are public- 
regarding and that have professional norms that guide how they produce, organize, 
and distribute knowledge and opinion. Moreover, because professional standards 
are no guarantee of sound judgment, and because institutions, no matter how 
well- intentioned, may fail to recognize their own limitations, biases, and flaws, 
there must be many different players who can check and criticize each other.
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Third, taken as a whole, institutions and professions for producing and 
promulgating knowledge must be generally trustworthy and trusted. When they 
prove untrustworthy or are not trusted, the public sphere will decay, even if legal 
rules protecting freedom of speech are still in place. Weaken the institutions or 
destroy trust, and the public sphere becomes a rhetorical war of all against all, 
where no one is believed except the members of one’s own tribe, and people 
cleave to whatever beliefs are most comforting to them.

Bad Incentives

In a relatively short period of time, social media have become some of the most 
important institutions in the digital public sphere. They are different from 
twentieth- century mass media because they don’t produce their own content. 
Instead, they facilitate, organize, and curate content provided by end users. They 
are key institutions for democratizing freedom of expression.

The early promise of social media, like the early promise of the internet gen-
erally, was that they would promote a diversity of views and offer alternatives to 
dominant cultural gatekeepers. They would also support the growth and spread 
of knowledge by lowering the costs of knowledge production, dissemination, 
and acquisition. To some extent, this promise has been realized. Widespread 
access to digital communications has also helped people scrutinize professions 
and institutions and disclose their flaws and failings. But social media, like the 
internet more generally, have also disrupted norms of civility, undermined 
professionalism, and helped people spread distrust in knowledge- producing 
institutions and in democracy itself.

Even though the public function of social media companies is different from 
that of newspapers and broadcasters, the previous analysis applies to them as 
well. For the digital public sphere to work properly, social media organizations 
must be guided by public- regarding and professional norms. And they must also 
be both generally trusted by the public and trustworthy.

In fact, the largest social media companies understand that the public expects 
them to act in the interests of society (and democracy). They engage in public 
relations campaigns asserting that they are trustworthy actors who are acting in 
the public interest. One can also see the beginnings of the development of pro-
fessional norms in the creation of distinctive content moderation bureaucracies 
in the largest social media companies. Facebook has also created an independent 
Oversight Board to advise it about content moderation.

Of course, despite all this, large social media companies regularly fail to act 
in the public interest. My point, however, is that these companies understand 
the public’s expectations about their appropriate social role as trustworthy 
facilitators, organizers, and curators of end- user content.
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The problem is that the business models of these companies systematically 
undermine these goals. Social media companies are among the most prominent 
and powerful examples of what Shoshana Zuboff has called “surveillance cap-
italism”— providing free services in order to collect data about end users and 
others who interact with them.12 Companies then monetize these data through 
sales of behaviorally targeted advertising, and they use data about end users to 
prod and manipulate end users to serve the company’s ends.

Of course, media and advertising attempt to engage and persuade people all 
the time. By “manipulation,” I mean more than simply persuading someone to 
do something they would otherwise not have done. Manipulation means using 
a person’s emotional vulnerabilities or cognitive limitations against them to 
benefit the manipulator (or the manipulator’s contractual partners) and harm 
the person manipulated. One also manipulates if one uses people in this way 
without concern for the harm that results.

There is an inherent conflict between business models based on surveillance 
capitalism and the social functions of media in the public sphere that I described 
earlier in this essay— the promotion of political democracy, cultural democracy, 
and the growth and spread of knowledge. The pursuit of profit has always put 
media organizations potentially at odds with their public functions in the public 
sphere. But the rise of surveillance capitalism and the fact that only a few large 
companies structure online discourse have made these conflicts particularly 
severe.

First, social media companies have economic incentives to maximize end- 
user engagement and attention because this helps them sell advertisements. To 
be sure, social media companies do not have incentives to allow and promote 
every kind of content that might attract attention, because some content repels 
end users and scares off advertisers. Nevertheless, companies have incentives 
to promote highly engaging material even if some of that material turns out to 
be false or misleading, undermines trust in knowledge- producing institutions, 
incites violence, or destabilizes democracies. The most engaging material is con-
tent that produces strong emotions, including negative emotions like fear, anger, 
and prejudice. This includes conspiracy theories and political propaganda that 
undermine trust in democratic institutions, and false information about public 
health.

Second, social media companies have incentives to collect as much informa-
tion as possible about end users. This allows them to predict what will engage 
their users and maintain their attention. And the ability to predict the tastes 
and preferences of consumers and keep them engaged allows social media 
companies to sell more advertising and make more profits. Despite companies’ 
repeated assertions that they respect privacy, they have few incentives to protect 
it all that much, because privacy conflicts with their business model. For the 



244 O t h e r  P o s s i b l e  R e f o r m s

      

same reason, they also have little incentive to educate end users, who may have 
little idea about what data are collected and how they are collated and used.

Social media companies collect data not only about their own end users, but 
also other people who are not even members— for example, by placing trackers 
in third- party sites. In addition, collecting data about some individuals allows 
companies to make inferences about others who interact with these individuals 
or are similar to them. Thus, a person’s privacy is affected not only by what 
they do but by what other parties do or fail to do, creating a collective action 
problem for individuals who want to protect themselves. Thus, social media 
have incentives to take advantage of individuals’ lack of understanding and the 
limitations of their individual decision- making.

Third, social media companies have incentives to underinvest in content 
moderation. Social media companies impose significant externalities on the 
societies in which they operate, including political unrest, democratic decay, 
ethnic violence, the spread of false information about public health, addiction, 
increased rates of depression and harms to mental health, and manipulation by 
political demagogues and unscrupulous advertisers.

Content moderation that avoids or mitigates these harms is difficult and 
expensive to perform quickly, accurately, and at scale. Because social media 
companies do not fully internalize the social costs of their activities, they will 
tend to skimp on content moderation that does not increase their profits. And 
when companies have monopolistic or oligopolistic power, like Facebook and 
Google, they can devote even less effort to content moderation and still retain 
their base of end users.13

To save money, Facebook uses algorithms for content moderation that are 
often imperfect. It contracts out content moderation to third- party contractors 
that employ low- wage laborers who often work under very difficult and stressful 
conditions. Or it relies on subsequent complaints by end users, governments, 
and civil society organizations to spot problems.

Because social media companies do not have to internalize the social costs 
of their business practices, they will amplify too much content and take down 
too little content that generates these externalities. Moreover, as Facebook’s 
history demonstrates, social media companies have incentives not to discover 
the problems they cause, much less to be transparent about the effects of their 
policies or to allow others to investigate them.

Despite all of these bad incentives, social media companies do attempt to 
limit some of the damage they cause. They also work with governments around 
the world to identify and remove abusive and illegal content. But content mod-
eration systems, even if staffed by well- meaning individuals, cannot overcome 
the basic incentive structure created by the underlying business model of sur-
veillance capitalism.
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Facebook offers a good example. Significant parts of the company have 
adopted quasi- professional norms and are more or less public- regarding. 
Company personnel work at content moderation and cooperate with civil so-
ciety organizations, governments, and other social media companies to prevent 
harms caused by social media use, both to end users and to societies. Facebook 
has also created an independent Content Oversight Board to review some of its 
content moderation decisions. This part of Facebook puts out fires. The problem 
is that the other half of Facebook— the operations that make the company 
money— helps start the fires.

Devoted as it is to growth at all costs, Facebook has repeatedly treated the 
damage its business causes primarily as a public relations problem. It apologizes 
profusely and promises to do better, but the engine of surveillance capitalism 
proves stronger than professions of good intentions. Economic incentives in-
evitably lead to more unexpected damage and a new round of apologies by the 
company, and the cycle repeats itself.

Earlier I said that a healthy public sphere requires trusted and trustworthy 
private institutions that produce knowledge and curate content according 
to public- regarding and professional standards. The digital age has severely 
weakened the institutions that serve these functions. And no new comparable 
institutions have arisen to take their place. The most powerful new players in the 
digital public sphere— social media— have not become the trusted and trust-
worthy organizers and curators of public discussion they need to be.

The result is that we have created a new kind of digital public sphere that 
lacks the connective tissue of institutions and practices necessary to sustain the 
underlying values of freedom of speech. We have the formal liberty of speech 
without the accompanying institutions that help protect and promote the values 
that justify that liberty: cultural and political democracy and the growth and 
spread of knowledge.

One might blame this institutional failure simply on the democratization of 
free expression. I think this is too easy an answer. Democratization is inevitably 
disruptive to existing institutions and norms. But the more important accel-
erant is the development of powerful models of informational capitalism, which 
occurred only in the last fifteen years. These developments, in turn, were not 
simply the result of entrepreneurial genius and vigor. They were made possible 
by a host of deregulatory changes in different areas of law that made it possible to 
construct digital behemoths like Facebook, Google, and Instagram.

The Goals of Social Media Reform

Social media reform requires both a less concentrated media ecology and the pro-
motion of professional and public- regarding norms. Each of these goals requires 
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changes to current industry structure and current business models. A handful of 
players will continue to dominate online discourse as long as law allows them to 
do so. And social media will not become trustworthy institutions that can play 
their appropriate social role in the digital public sphere as long as they retain 
their current business models. To reform social media, we must reform informa-
tional capitalism.

Changes in many different areas of law made today’s version of surveillance 
capitalism possible.14 Therefore no single tweak in the law will be sufficient. 
Instead, multiple reforms are required. In the remainder of this essay I will focus 
on two central areas of reform. The first is competition law. The second is privacy 
and consumer law (in the digital age, the two are increasingly inseparable). At 
the close of the essay, I will briefly mention how we might employ a third major 
lever of reform— intermediary liability and intermediary immunity rules— in 
the service of competition and privacy reforms.

Competition Law

By competition law, I mean more than litigation under current US antitrust 
laws. I also include new laws and administrative regulations that seek to reg-
ulate industry structure. The purpose of such laws need not be limited to 
increasing consumer welfare, to promoting innovation, or even to the broader 
purpose of making markets more efficient. In American telecommunications 
law, competition regulations (for example, media concentration rules) have 
traditionally had the additional purpose of promoting democracy and the 
health of the public sphere.15 That is their central purpose in the discussion 
that follows.
Competition law reforms aim at a less concentrated social media industry with 
many more different kinds of companies. Increasing competition among social 
media companies promotes diversity and pluralism rather than making social 
media more professional and public- regarding. (In the next section I will discuss 
reforms directed to that second purpose.)

Suppose that instead of one enormous company, Facebook, with its 
subsidiaries Instagram and WhatsApp, there were fifty little Facebooks. Imagine 
also that competition law prevented large companies from easily buying up 
smaller startups, co- opting their features, and forestalling their rise as potential 
competitors.

Increased competition among social media companies would encourage them 
to develop new innovations and affordances to gain customers. They might de-
velop different moderation practices, which would help produce diverse content. 
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Some companies might specialize and cater to certain kinds of content or certain 
kinds of audiences. They might develop special kinds of expertise in moderation.

Smaller companies might specialize in quality content moderation to attract 
end- users. Some companies might be able to devote more attention to special-
ized audiences, particular languages, or specific geographical regions. Large 
companies like Facebook may struggle to understand and effectively moderate 
posts in multiple languages from a wide variety of cultures around the world. The 
problems of global content moderation may become even severe as Facebook 
attempts to incorporate ever more different forms of media (for example virtual 
and augmented reality). For these reasons, it is possible that some (but not all) 
aspects of content moderation do not scale very well.16 And to the extent that 
is so, an industry with many smaller companies might be better than one large 
company that insists on promulgating and enforcing a single set of content mod-
eration rules around the globe.

One might worry that too many social media companies would fragment 
the digital public sphere and lead to increased polarization. In fact, the largest 
companies already fragment and polarize the public sphere through their 
algorithms and individualized feeds.

Social media companies offer social media services in exchange for end- user 
attention (and end- user data). More competition for scarce end- user attention 
means that social media companies will have greater incentives to give end users 
what they want from social media.17 This might include content moderation 
policies that end users prefer, greater transparency, less confusing and manip-
ulative interfaces, more control over the content end users receive, and more 
procedural protections.

Greater competition might also make the digital public sphere less vulnerable 
to the decisions of only a few companies. Currently fake news and propaganda 
operations only have to learn how to manipulate Facebook’s and YouTube’s 
algorithms to gain access to vast audiences.18 They might find it more difficult 
to manipulate fifty different social media sites, and competition among these 
sites might improve the quality of social media algorithms in identifying and 
removing such content.

But fifty little Facebooks might be less efficient at moderating at scale. They 
might have incentives to create what evelyn douek calls “content cartels,”19 
sharing blacklists and applications for content moderation. Some kinds of 
cooperation— involving spam and child pornography— might be beneficial. But 
others might reduce valuable forms of diversity.

Finally, if you think that cooperation between government and social media 
is helpful in identifying and curating certain kinds of harmful content— for 
example, terrorist recruitment, child pornography, and false public health 
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information— then it is harder for governments to deal with fifty companies 
than with just a handful. On the other hand, if you fear that government will 
co- opt social media companies for improper purposes, having many different 
companies is an advantage, because it is harder to co- opt them all.

Network effects may undercut the goals of a competitive social media in-
dustry. Facebook is large because it benefits from network effects: People want 
to be on the site because other people are on the site. The greater the number of 
people who join an app, the more valuable it is, not only to the end users but also 
to advertisers. If network effects are strong, a world of fifty little Facebooks may 
soon evolve into a world with only one very large company, surrounded by many 
little companies struggling to survive competitively.

But the existence of network effects, and, more importantly, who benefits from 
them, is a result of legal rules. Law can change the distributive consequences of 
network effects to make smaller companies viable.20 For example, governments 
could require interoperability between social media networks. Thus, when 
you sign up with Facebook, you can also connect with all of the social media 
networks that interoperate with Facebook. This approach treats Facebook 
a bit like an early twentieth- century telephone company that was required to 
connect with other telephone companies. A slightly different approach is to 
change intellectual property law and the Consumer Fraud and Abuse Act to 
allow programmers access to social media companies’ application programming 
interfaces (APIs). This would allow entrepreneurs to build super- applications 
that can create feeds of multiple social media applications, even those with dif-
ferent features and affordances. These super- applications, in turn, would make it 
easy for people to join many different applications and, in some cases, commu-
nicate between them.21 The point of these reforms is to redistribute the benefits 
of network effects from a few large companies to smaller companies and to the 
public as a whole.

Vertical integration of digital businesses is just as important to the health of 
the digital public sphere as horizontal integration. Facebook and Google do far 
more than social media and searching. They are also the world’s two largest digital 
advertising brokers. This creates a serious conflict of interest. These companies 
compete with other media organizations for audience attention and advertising 
revenue. But they also run the advertising auctions. Not only do Facebook and 
Google set the rules of digital advertising, they also have access to more data 
than any other companies. This amplifies their competitive advantage.

The largest social media companies should not also be the largest digital ad-
vertising brokers. Separation of functions might help newspapers and other 
media companies to compete more effectively with social media and negotiate 
better bargains with the largest digital companies.
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Here one might return to the idea of treating social media companies as 
public utilities, but for a different purpose. Governments may require that public 
utilities operate only one kind of business and not vertically integrate. But since 
governments can independently pass laws requiring separation of functions 
without labeling a company a public utility, the term does little additional work. 
Moreover, it has a signal disadvantage. Treating social media companies as 
public utilities accepts that the largest companies will remain digital behemoths 
and exercise monopoly or quasi- monopoly status for the foreseeable future. It 
essentially throws in the towel on regulating the size of these companies.

Privacy and Consumer Protection Law

Competition law is not a complete solution to social media regulation. It does 
not address many of the issues that arise from data collection and end- user ma-
nipulation. In some cases, competition law remedies can make these problems 
worse. Even if we broke up Facebook, each of the fifty little Facebooks would 
still be practicing surveillance capitalism. Because they would be competing for 
a smaller share of audience attention— and end- user data— they might adopt 
increasingly manipulative and abusive practices. And open APIs might allow lots 
of different companies to gain access to information about end users, including 
end users’ social graphs and contact history, enabling even more manipulation 
and abuse.

If we want social media companies to become responsible organizers and 
curators of public discourse, we must impose obligations on how they collect, 
analyze, and use data. This is the job of privacy and consumer protection law.

Unlike Europe, the United States still lacks a comprehensive digital privacy 
law. The European Union’s General Data Protection Regulation (GDPR) is a 
complex regulatory system. But its application to surveillance capitalism is not 
yet fully worked out. Depending on how the European courts interpret it, the 
GDPR could force companies to abandon many troubling features of surveil-
lance capitalism or leave most of those features untouched.

My own contribution to these issues is the concept of information 
fiduciaries.22 I’ve argued that the digital age has created great asymmetries of 
power and knowledge between the digital businesses that collect data from end 
users and the end users themselves.23 These asymmetries of power and know-
ledge create special vulnerabilities for end users that are the traditional concern 
of fiduciary law.24 Therefore, I’ve argued that businesses that collect data from 
end users must assume fiduciary duties of confidentiality, care, and loyalty to the 
people whose data they collect and use. They also must ensure that these duties 
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“run with the data,” so that if companies share the data with other companies the 
latter must also assume the same fiduciary obligations.

These fiduciary duties apply not only to social media companies, but to any 
companies that collect and monetize end- user data. This is important because 
the internet of things allows many different objects and appliances to collect per-
sonal data. Fiduciary duties must also apply to smart homes, self- driving cars, 
and personal digital assistants. Moreover, social media companies collect data 
everywhere they can, and not just from the people who use their social media 
applications. Even if you have no Facebook account, Facebook still collects data 
about you from trackers it places on many of the websites you visit. Even if you 
never visit YouTube, Google can still collect data from anyone who uses an 
Android phone.

Facebook and Google are not simply social media companies. They offer 
multiple services that allow them to collect and analyze consumer data. In fact, 
it is better to think of Facebook and Google as surveillance companies that offer 
free social media services— among many others— to collect and monetize end- 
user data.

The information fiduciary model would disrupt these practices and cause dig-
ital companies to alter their ways of making money. Information fiduciaries may 
not use the data they collect about people to manipulate them or harm them. 
The information fiduciary model argues that data privacy is a matter of trust be-
tween companies that collect data and those who use their services. The central 
obligation of an information fiduciary is not to abuse or betray that trust.25

Suppose that the information fiduciary concept were implemented in fed-
eral law— for example, through a framework statute that set out basic princi-
ples of data collection and use and gave a federal agency power to implement 
them through regulations and enforcement actions. Then significant features 
of current digital business models would have to change. That is because dig-
ital companies currently have few qualms about externalizing the social costs of 
their activities onto the people whose data they collect. Under an information 
fiduciary model, social media companies would have to take reasonable steps 
to organize their digital advertising system in ways that would not foreseeably 
cause harm to or create conflicts of interest with their end users. This advertising 
system includes both the collection of end- user data and the algorithms that 
companies use to engage audiences and maintain their attention in order to sell 
advertisements.

The information fiduciary model will only have indirect effects on social media 
companies’ editorial decisions. Its goal is not to specify particular content mod-
eration policies but, rather, to promote the internalization of professional norms 
and public- regarding behavior. Under current business models, social media 
companies care most about advertisers and advertising revenue. End users are 



 R e for m  In for mat i onal  Cap i tal i sm  251

      

valuable primarily as a resource for collecting data that feeds algorithms and as a 
product to be sold to advertisers. But if social media companies are information 
fiduciaries, they must put the interests of end users first, ahead of advertisers— 
and they must restrict their profit- seeking strategies so that they are consistent 
with their duties of care, confidentiality, and loyalty.

Generally speaking, fiduciaries may not use information they receive about 
their clients or beneficiaries in ways that are likely or calculated to harm or un-
dermine their clients’ or beneficiaries’ interests. Because information fiduciary 
rules are designed to ensure privacy and consumer protection, they will aim pri-
marily at data collection and use.

First, fiduciary duties will limit how and when companies collect data; 
the conditions under which they distribute or sell data to third parties; and 
the ways they use data in amplifying content, organizing feeds, and making 
recommendations to their end users.

Second, fiduciary duties will alter how companies employ targeted adver-
tising. Not all targeted advertising is alike. For example, contextual advertising— 
advertising targeted based on the particular site one is visiting— does not require 
the collection of very much information about end users. In contrast, behavioral 
advertising, which depends on prediction models, targets consumers based on 
a rich dossier of information collected about them. Business practices that en-
courage the collection of as much data as possible about end users also encourage 
manipulation of end users. One goal of the new federal agency mentioned above 
would be to specify fair practices for targeted advertising consistent with fidu-
ciary obligations.

Third, fiduciary duties will change how companies design interfaces that coax 
end users into disclosing data about themselves or making choices that benefit 
the company at the expense of the end user.

Fourth, algorithmic advertising and recommendation systems that are self- 
consciously designed to addict or manipulate end users would be a breach of the 
duty of loyalty.

Companies will probably challenge regulations that require companies to 
change their business practices as unconstitutional under the First Amendment. 
But privacy and consumer protection regulations are not aimed at the particular 
editorial decisions in the company’s content moderation system. They are aimed 
at how companies collect and use data gathered from end users. Restrictions 
on data collection and use have a long history in privacy regulation, and courts 
generally do not regard them as raising First Amendment problems.26 Fiduciary 
requirements of confidentiality have an equally long history.27

Earlier I noted that one half of Facebook sets out norms of appropriate con-
tent and behavior on their site and then enforces those norms through a combi-
nation of algorithmic filtering and human moderation practices. The company’s 
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content moderation system acts like a fire department that puts out fires. But 
I also pointed out that the other half of the company, which collects data and 
deploys algorithms to amplify content and maximize engagement, has incentives 
to start fires.

If social media companies become information fiduciaries, they will have 
legal incentives to act more like fire departments and less like arsonists. That 
is the predictable consequence of regulations designed to change how social 
media companies collect and use data to make money. In fact, if social media 
companies cause fewer fires to spread, that may actually ease burdens on their 
content moderation systems and make them more effective.

Information fiduciary obligations would also require social media companies 
to be consistent between the value commitments they make to the public and 
the values they actually enforce through their algorithms. For example, if social 
media companies publicly represent that antivaccination propaganda is harmful 
to their end users— either in their statements to the public or in their commu-
nity standards— they may not turn around and employ end- user data to am-
plify or recommend antivaxxing sites. Nor may they proclaim that they respect 
their end users’ privacy and then design their software interfaces to encourage 
end users to disclose data that make it easier to manipulate them. Once a social 
media company decides to collect and monetize end- user data under conditions 
of severe asymmetry in power and knowledge, it becomes an information fidu-
ciary, and it takes on relational obligations of trustworthiness toward its end 
users that it might not otherwise have.

Intermediary Liability and Intermediary Immunity

Intermediary immunity is a familiar target of proposals for reforming social 
media. Section 230 of the 1996 Telecommunications Act28 immunizes interac-
tive computer service providers from liability for certain kinds of content that 
appear on their platforms; it also immunizes them for their decisions to remove 
content.29

Critics argue that social media companies are abusing their immunity from 
liability, and that Congress should withdraw the immunity to make them be-
have properly. But if the goal is to make social media companies more trust-
worthy curators and organizers of public discourse, it is a bad idea to abolish 
intermediary immunity entirely. That will simply give companies incentives to 
remove too much content.30 Rather, government should condition interme-
diary immunity on social media companies’ adopting business practices that 
ensure their trustworthy and public- regarding behavior. In other words, we 
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should leverage intermediary immunity to further the kinds of reforms I’ve just 
described.

The full scope of the Section 230 immunity is not required by the First 
Amendment.31 The difference between what the First Amendment requires and 
what Section 230 provides is, in effect, a regulatory subsidy. It not only eliminates 
potential damage awards against companies but also lowers the costs of repeated 
litigation over content moderation policies.32

Instead of abolishing intermediary immunity entirely, government should 
employ the techniques of the positive state. It should condition the immu-
nity on social media companies’ agreeing to accept a new set of public interest 
obligations for the digital age. Instead of imposing the public interest obligations 
of twentieth- century broadcasters— such as the long- abandoned fairness 
doctrine— government should articulate a new set of public interest obligations 
appropriate for digital platforms.33 Unlike the twentieth- century model, these 
obligations should extend beyond social media companies to other companies 
that practice surveillance capitalism, including personal digital assistants, search 
engines, commercial platforms, internet- of- things businesses, and robotics 
companies.34 Most digital companies— including social media companies— will 
have incentives to accept the deal, but those who decline remain fully protected 
by the First Amendment.

What should these digital public interest obligations include? Here are three 
examples, drawn from the discussion above:

First, digital businesses who want the Section 230 immunity must agree 
to be regulated as information fiduciaries. (The condition could be limited to 
companies of a certain size or with a certain number of end users.)

Second, social media companies (and, where relevant, other digital 
businesses) must allow interoperability for other applications, as long as those 
applications also agree to act as information fiduciaries.

Third, digital businesses must allow government regulators to inspect their 
algorithms at regular intervals for purposes of enforcing competition law, pri-
vacy, and consumer protection obligations.

Conclusion

The issues discussed in this essay— competition law, privacy law, and con-
sumer protection— form the real battleground for First Amendment doctrine 
in the years to come. That is because the federal courts have decided a series 
of recent cases about commercial speech and data privacy that, read broadly, 
might restrict Congress’s ability to regulate surveillance capitalism.35 Key First 
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Amendment fights of the next several decades will concern whether Congress 
can undo horizontal and vertical integration in social media, whether com-
mercial speech will receive ever greater protection from consumer protection 
regulation, and whether comprehensive data privacy laws are constitutionally 
permissible. These questions will prove crucial because the problems of social 
media today are not primarily problems of inadequate content regulation by 
states. They are problems of informational capitalism.
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Follow the Money, Back to Front
Yo ch a i  B e n k l e r

In the words of Chesterton, a journalist became one who wrote on the 
back of advertisements.

Harold Innis

Social Media Are Not the Problem

American democracy does not have a social media problem. American de-
mocracy has an institutional and political- cultural problem manifested in and 
reinforced by media market imperatives since the 1980s. Beginning with tel-
evangelism and Rush Limbaugh in the 1980s and supercharged by Fox News 
since the 1990s, a large and discrete media audience comprised of White iden-
tity and Christian voters presented a lucrative business opportunity for outlets 
in a changing technological, regulatory, and business media environment. The 
new multichannel environment offered rich rewards for those willing to sell 
vitriol, outrage, and alienation from Black Americans, immigrants, and women 
claiming their independence, as well as from the professional and managerial 
class that held the high ground of what Limbaugh called “the Four Corners of 
Deceit”: government, academia, science, and the media. Since the late 1980s, 
selling right- wing outrage has been big business, and its commercial success 
enabled it to take over the conservative media ecosystem.1

The present epistemic crisis is the product of the interaction between the 
political strategy of Richard Nixon and Ronald Reagan and the economics of 
media markets no longer dominated by one- newspaper towns and three broad-
cast networks. The former forged a distinctive, relatively homogeneous media 
audience alienated by the victories of the civil rights movement and the women’s 
movement and reacting to the transposition of the New Left into the Me 
Generation with its focus on self- actualization and career success as a measure 
of worth. Nixon’s Southern Strategy, combined with Reagan’s racialized attack 
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on “the Welfare Queen” and his embrace of the Moral Majority, harnessed these 
alienated voters to the chariot funded by the 1970s emergence of Organized 
Business.2 For forty years, until 2016, the business wing of the Republican 
Party successfully leveraged the outrage and fear of White and Christian iden-
tity voters to keep the base turning out for elections but kept control over ac-
tual government, repeatedly electing presidents who knew how to blow the dog 
whistle that kept the mass of voters turning out but who were members and loyal 
servants of the business wing of the party. Their strategy was only “new” on the 
background of the unusually controlled media environment typified by one- 
newspaper towns and three television networks that marked the height of “high 
modernism” in American media. The audience that Pat Robertson and Rush 
Limbaugh had rediscovered, and the paranoid style that Limbaugh bequeathed 
to Hannity, Carlson, and others, has a long and deep history in American po-
litical culture.3 And the politics of hatred they stoke today is weak tea by com-
parison to its antecedents, from the conspiracies of treason undergirding the 
Alien and Sedition Act, through the exhortations to civil war and later lynching 
in the South, to the justification of industrialists shooting workers demanding 
an eight- hour workday and later yet Southern resistance to desegregation in the 
1950s. All that has happened in the past thirty years is that these deeply antidem-
ocratic streams in American political culture were harnessed by one part of the 
professional and managerial class against another, and that part of the elite lost 
control over its populist base as the business dynamic fed by this old- new audi-
ence spun out of control.

The business opportunity that alienated White identity and Christian iden-
tity voters emerged when a combination of new technologies and antiregulatory 
ideologies made targeting discrete, large specialty audiences the dominant 
business strategy relative to the strategy of targeting broad, centrist content 
that had typified media markets when readers and viewers had nowhere else 
to go. Changes started with UHF stations and the All Receivers Act in the 
1960s, combined with deregulation of public interest obligations that allowed 
Evangelical Christian broadcasters to outbid mainline Protestant broadcasters. 
These formed the foundation of televangelism. These initial changes were 
complemented by dramatic technical improvements in cable systems’ channel 
capacity and ground- to- satellite retransmission that underwrote the first 
superstations and the Christian Broadcasting Network (CBN), coupled with 
significant cable deregulation, and crystallized with the emergence of FM radio 
to its full potential in the 1970s, leaving AM radio looking for a low- audio- 
quality, low- cost format, for which Rush Limbaugh and talk radio were the an-
swer. In a one- newspaper, three- TV- network market, the dominant business 
strategy had been to broadcast inoffensive materials to the center and aim for 
a share of the whole.4 It allowed elites to more or less limit what the population 
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at large considered acceptable beliefs for well- socialized people to what elites 
themselves, for all their internal divisions, considered acceptable for a well- 
socialized member of the professional and managerial class to believe. In a mul-
tichannel environment, identifying a particular large- enough audience that 
desired unique content became the dominant strategy. And Pat Robertson and 
Rush Limbaugh road- tested and proved the strategy that could leverage the au-
dience that Nixon and Reagan had assembled, the business strategy that Rupert 
Murdoch and Roger Ailes would then perfect in Fox News.

The outrage industry, once so forged, became a catalyst of increasingly asym-
metric polarization in American politics. It is important not to misunderstand my 
focus on larger and longer- term political and cultural dynamics as implying that 
media did not, and are not, playing a critical part in the conflagration engulfing 
American democracy, even if media were not the initial accelerant. By supplying 
and competing on serving outrage, the media ecosystem created an ever- more- 
detached- from- reality audience demanding and rewarding increasingly strident, 
hate- filled media personalities and politicians. The result was a propaganda feed-
back loop: Media drew audiences with stronger identity- confirming assertions 
and brought them out to the polls to reward politicians who were present on 
these media,5 and competed for audience share by policing each other and the 
politicians for identity consistency, not for truth. It became consistently harder 
for conservative media that sought to continue to be anchored in some semblance 
of reality and a shared polity to survive, as the demise of the Weekly Standard 
exhibited, and harder yet for conservative politicians to survive without toeing 
the increasingly unhinged line. Senator Richard Luger, who joined the Senate as 
a conservative Republican and left it as a moderate without changing his own 
votes, marked the long- term transition. Senator Pat Toomey, who replaced the 
avid but not unhinged conservative Arlen Specter as a Tea Party darling in 2010, 
marks the continuation of the same process, as he became the measured voice 
on his way out the door as the Tea Party was succeeded as the right- wing marker 
by the Q Shaman of 2021.

Social media came into being long after the propaganda feedback loop had al-
ready taken hold of the right- wing media ecosystem. In the first few years of the 
blogosphere, it was the left wing of the blogosphere that was more mobilized, but 
the asymmetry manifested in organizational forms and technology deployment, 
not in political extremism.6 When social media arose to integrate decentralized 
authoring with a platform for delivering advertising and making money from 
decentralized authorship, it opened opportunities for new entrepreneurs 
seeking to take advantage of the same strategy that talk radio and Fox had al-
ready exploited effectively for twenty years. It was then that asymmetric polari-
zation online aligned with the already asymmetric polarization on mass media.7 
The highest- quality data studies published in the past few years converge on the 
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finding that most social media sharing of false and hyperpartisan news is con-
centrated in a small minority of mostly over- sixty- five- year- olds with mostly 
conservative ideology8— that is, in the typical Fox News demographic— and 
that they do so because they seek reinforcement of their already existing views, 
not because they innocently surf social media and are exposed to false or ex-
tremist information.9 Consistent with these scientific studies, a May 2021 survey 
by the Public Religion Research Institute found that consumption of far- right 
television sources Newsmax and One America News Network, followed by Fox 
News, was more highly associated with holding core beliefs of the QAnon con-
spiracy theorists than was true of people who did not rely on television news.10

The drivers of the worst forms of epistemic crisis in America, then, are not 
politically neutral, technologically mediated processes hitting unsuspecting cit-
izens. Nor are they Russian operatives, though they gladly take advantage of 
the unbalanced American media ecosystem to project the appearance of more 
power than Russian efforts have ever been actually shown to exercise. Rather, 
the drivers are a combination of profit seeking and political opportunism, taking 
advantage of the particular historical confluence of political culture and market 
structure that has characterized the United States in the past forty years, to har-
ness a large, socially alienated population to an advertising- supported business 
model that relies on intense engagement through identity confirmation and ha-
tred of racial and gender minorities, on the one hand, and expert elites, on the 
other hand.

There is no empirical evidence supporting the proposition that regulatory 
solutions that require platforms to monitor and suppress discrete illegal posts 
or statements on social media have had a measurable impact on dissemina-
tion of disinformation and hatred.11 There is evidence that sustained efforts by 
platforms at “deplatforming” some of the worst offenders do reduce the visibility 
of those specific speakers on social media,12 but no study to date has shown that 
these kinds of speech and hatred as a whole are depressed as a result of these 
individualized decisions with respect to individual items of speech, or even 
broader decisions to exclude a particularly harmful individual speaker from so-
cial media platforms more generally.

The lack of evidence is hardly surprising if one understands the problem of 
hate speech and disinformation not as a problem of discrete bad actors, or as 
a problem of technologically mediated confusion for users who are good- faith 
truth- seekers, but as a problem driven by media market dynamics with deeper 
and longer- term sources and drivers. Just as the fast- food and packaged- foods 
industries optimize the fat, salt, and sugar contents of their products to keep 
customers buying more of their products, obesity epidemic be damned, and 
the tobacco industry packed addictive nicotine to make consumers dependent, 
killing millions, so, too, it is the profitability of stoking anger and providing 
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easy, identity- confirming outrage that underwrites much of the disinformation 
and polarization that pervade American media. On the background of that un-
derstanding, solutions must focus not on the whack- a- mole process of batting 
down falsehoods as they arise, or periodically deplatforming a bad actor, but on 
changing the payoffs to selling outrage and hatred as a business model.

Below I outline two approaches aimed to cause the outrage industry to in-
ternalize the externalities of its business model. The first, a reconsideration of 
defamation law, is limited and likely to be somewhat effective but is very much 
a double- edged sword that may do more harm than good, particularly when 
applied by a politically appointed judiciary such as the United States has in 
the early twenty- first century. The second is a hybrid regulatory– civil society 
approach, one that uses the power of the state to impose meaningful transpar-
ency on market actors but relies on decentralized peer production or on civil 
society organizations to harness that transparency to impose meaningful costs 
on the outrage industry. Like the first approach, this hybrid approach is far from 
a silver bullet, and it, too, has potential to go wrong. But it does have the benefit 
of harnessing more democratic processes to contain the worst abuses, and offers 
an example of an approach designed to avoid the inevitable fallibility of not only 
the state, but also the market.

Did New York Times v. Sullivan Give Us Alex Jones, 
Sean Hannity, and QAnon?

Alex Jones of Infowars is a snake oil salesman who draws buyers to his online 
store by feeding them outrageous rhetoric and hate- filled narratives. In the past 
few years, he has claimed that Hillary Clinton ran a pedophilia ring out of the 
basement of Comet Pizza in Washington, DC;13 that a DNC staffer named 
Seth Rich, who had been the victim of a murder- robbery in Washington, DC, 
had in fact been murdered because he, not Russian operatives, had leaked the 
DNC emails to WikiLeaks in 2016;14 that the Sandy Hook murders were a “false 
flag” hoax, and the grieving parents were lying about their loss;15 and more. 
According to Similarweb, the site received about eight million visits a month as 
of the middle of 2021, and about one tenth of that number enters the Infowars 
store through which Jones sells various twenty- first- century “cures” with names 
like “X- 3 Bio- True Selenium Combo” and “Survival Shield X- 3.”

Sean Hannity makes millions of dollars as both the host of the show with 
the highest or second- highest rating on cable television (he shares that position 
with Tucker Carlson, who offers a similar show on Fox News) and one of the 
leading stars of talk radio. His draw is an aggressive presentation style, often in 
long monologues, sometimes through the selection of interviewees, that draws 
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audiences by reinforcing their deeply held beliefs and fears about “others”: the 
media, academia, the elites, immigrants, “the left,” or the deep state. These 
broader narratives are sometimes punctuated by false stories that make diverse 
inflammatory statements about specific people— from claims associating John 
Podesta, then Hillary Clinton’s campaign manager, with a “spirit cooking” ritual, 
through aggressive promotion of the Seth Rich conspiracy even after the Fox 
News network itself had retracted its hyped- up version of the story, to assertions 
that top prosecutors involved in the Mueller investigation had conspired to 
sell 20 percent of US uranium to Russia,16 or that Dominion Voting Systems, 
Inc., altered the election results in the 2020 US presidential elections. Indeed, 
Dominion is now pursuing defamation suits against several public figures who 
made such allegations, including attorney Sydney Powell, MyPillow CEO Mike 
Lindell, and Fox News, whose various personalities named in the complaint— 
Tucker Carlson, Sean Hannity, Lou Dobbs, Maria Bartiromo, and Jeanine 
Pirro— spread the falsehoods about Dominion up and down Fox News’ broad-
casting schedule.17

Much of the time, these programs offer pure opinion or vague references 
to “the mainstream media” as a whole or to “the left” or “critical race theory” 
or similarly abstract objects of hate and derision. But I picked the handful of 
examples in the prior paragraph because they did, or could, result in defamation 
or other tort lawsuits as the more abstract exhortations were interwoven with 
specific, concrete narratives making derogatory and inflammatory statements 
about concrete individuals. Often these are general- purpose public figures. 
Indeed, Donald Trump’s rise to political prominence was largely built on the 
strength of being the most prominent celebrity to embrace the false claim that 
President Obama was constitutionally ineligible to be president because he was 
not born in the United States. Sometimes— as were the cases of the owner of 
Comet Pizza, Seth Rich, and Chobani yogurt18— the victims are simply unlucky 
enough to be the wrong person (or business) in the wrong place so that they be-
come a target of convenience in the quest for more money.

Even QAnon, often thought of as the clearest example of online conspiracy 
theory spinning out of control and infecting millions of people, is itself fan fic-
tion of a narrative spun by Fox News and propagated by such diverse sources and 
personalities as former National Security Adviser Michael Flynn and Blackwater 
founder Erik Prince in support of Donald Trump’s 2016 election.19 If QAnon 
is fan fiction,20 it is fan fiction based on a mass- media, elite- driven narrative 
originating in reporting by Fox News reporter Malia Zimmerman, using flight 
logs from billionaire pedophile Jeffrey Epstein’s private plane, and asserting that 
Bill Clinton had flown to Epstein’s “pedophilia island.” That story, picked up and 
amplified for several days in the spring of 2016, was Fox News’s ticket back to 
the hearts of Trump devotees after the network lost online prominence during 
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the primaries to more strident pro- Trump platforms like Breitbart. It became the 
Fox story most widely shared on Facebook in the entire 2016 election cycle.21

Ever since New York Times v. Sullivan, publishers of such hate- filled drivel 
are quite safe from suits in torts, particularly defamation.22 The standard that 
plaintiffs have to fulfill, showing that the publisher acted with actual malice, in-
cluding reckless disregard of the truth, has been applied strictly. One particular 
line of the progeny of New York Times v. Sullivan that is applicable to the outrage 
industry has been courts’ willingness to rely on the very outrageous nature of 
the speaker or speech to find that no reasonable person could believe that what 
was being said was an assertion of fact, rather than frothing- at- the- mouth invec-
tive. To be defamatory, a statement has to have been a provably false assertion of 
fact,23 and even a specific accusation that a person has committed a crime is not 
defamatory if the context suggests that the statement is “rhetorical hyperbole.”24 
Indeed, as Judge Mary Kay Vyskocil of the Southern District of New York wrote 
when she dismissed Karen McDougal’s lawsuit against Fox News, “the ‘rhetorical 
hyperbole’ normally associated with politics and public discourse in the United 
States” means that immunity from defamation for “rhetorical hyperbole” is “es-
pecially true in the context of commentary talk shows like the one at issue here, 
which often use ‘increasingly barbed’ language to address issues in the news.” 
Judge Vyskocil was referring to Tucker Carlson’s statements that McDougal 
was guilty of “extortion” when she “approached Donald Trump and threatened 
to ruin his career and humiliate his family if he doesn’t give [her] money.”25 In 
an ironic inversion of the common law maxim attributed to Lord Mansfield 
that “the greater the truth, the greater the libel,” contemporary American First 
Amendment defamation law seems to have gravitated toward a rule where “the 
greater the liar, the lesser the libel.”

This particular logic seems to get the incentives exactly backward. The more 
hyperbolic and untrustworthy a source, the less liable it is in defamation, and the 
more careful and trustworthy a publication is normally, the more liable it will be 
on the rare occasions that it does allow a defamatory falsehood through its ed-
itorial filters. One can understand the sources of the logic. At least since Cohen 
v. California,26 American First Amendment law has respected Justice Harlan’s as-
sertion that “one man’s vulgarity is another man’s lyric.” One may well be wary 
of policing tone, particularly in political news commentary. And yet, in repeated 
surveys, viewers and listeners of outrage media report that they believe as true var-
ious assertions of fact that are false and defamatory. Forty- six percent of Trump 
voters, for instance, reported in a December 2016 Economist/ YouGov poll that 
they believed that emails from the Clinton campaign talked about pedophilia 
and human trafficking.27 Forty percent of respondents who watch Newsmax or 
One America News Network surveyed in May 2021 reported that they believed 
that “the government, media, and financial world in the U.S. is controlled by 
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a group of Satan- worshipping pedophiles who run a global sex- trafficking op-
eration.”28 The distance between Cohen’s jacket slogan “Fuck the Draft” and 
detailed monologues by Hannity alleging that the leading Justice Department 
officials Robert Mueller, Rod Rosenstein, and Andrew McCabe worked with 
Hillary Clinton to get the Obama White House to sell 20 percent of American 
uranium to Russia in exchange for donations to the Clinton Foundation is vast. 
The fact that a reasonable person who is not a consumer of outrage media would 
obviously understand that these assertions are political rhetorical hyperbole is 
irrelevant when the primary target audience for these words is also the audi-
ence that consistently reports that it ranks Sean Hannity and Rush Limbaugh 
(when he was still alive) as its most trusted sources of news behind Fox News 
more generally.29 What seems like political hyperbole to the reasonable person 
who does not watch outrage media is received as trustworthy factual news by the 
audiences that consume those media outlets and commentators. And as the lone 
gunman who walked into Comet Pizza to investigate “Pizzagate” makes clear, 
the consequences for the victims of the business model of outrage media can 
be dire.

Several instances of outrage, particularly when directed at nonpublic figures, 
did result in meaningful settlements. Fox News settled with the bereaved family 
of Seth Rich for its defamatory statements about the murdered young man.30 
Alex Jones was forced to retract or settle statements he made about Comet 
Pizza and the shooting in Sandy Hook. But these are relatively rare events in the 
normal course of the business of selling outrage.

It is difficult to evaluate how much of an impact such a doctrinal change 
would have. At the broadest level, the United Kingdom has a lower standard 
of care, more friendly to plaintiffs, and its tabloids yet thrive. More generally, 
even if the standard I propose does make direct personal attacks on prominent 
politicians a touch harder, it may simply shift the content of the outrage- stoking 
media to more diffuse, abstract targets. It would be more a case of “these liberal 
elites want your son to marry a man” or “the FDA is lying to you, and hiding the 
successful use of Hydroxychloroquine or Ivermectin to treat Covid- 19” than 
“Hillary Clinton procured thirty- three Haitian children for Bill’s pleasure.” And 
yet many of the most prominent and politically targeted attacks, particularly in 
a political system where individual candidates and actors, rather than parties, 
are central, a rule that makes it easier to sue habitual repeat offenders for def-
amation may offer some remedy to the dynamic. A wholesale overturning of 
New York Times v. Sullivan, abandoning the reckless disregard standard alto-
gether along the lines Justice Thomas proposed in his concurrence with denial 
of certiorari in McKee v. Cosby,31 may, however, chill too much speech. Peter 
Thiel’s funding of Hulk Hogan’s lawsuit against Gawker offers one recent ex-
ample of how such a broad reassessment could be used by the growing number 
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of American billionaires, many with strong political orientations, to suppress 
media they dislike.32 But a more narrowly tailored revision of the rules within 
that line of cases, one that takes into consideration the reality of outrage media 
and the actual false beliefs and hatred it instills in the minds of millions of 
people, could be administrable: for example, introducing survey evidence 
about audience beliefs, rather than making bright line judicial rules of what a 
well- educated legal professional would believe. Whether one is willing to en-
trust that kind of power to the McConnell Court and a judiciary that is the 
product of an ever more politicized appointment process in an increasingly dys-
functional political system is another matter.

Creating Transparency Regarding the Profitability 
of Selling Alienation and Hate- Mongering

A major challenge for any regulatory efforts designed to contain disinforma-
tion and propaganda that are fundamentally political speech and reflect a po-
litical perspective is the fallibility of both state and market institutions. Before 
we get to the question of how one might design a regulatory framework based 
on content (falsehood) that could resist First Amendment scrutiny, there is the 
question of how anyone who values democracy could take the risk of passing 
such regulation in the aftermath of the 2016 and 2020 elections. Any currently 
proposed design must assume at least in the 2020s, and possibly into the 2030s, 
episodic control of the federal government by a party that has been taken over 
by an antidemocratic, illiberal faction willing to deny facts and peddle lies, sup-
press opposition voting, and change the rules of democratic elections and gov-
ernance to maintain minority rule whenever it reaches power in a state or in 
the federal government. It is precisely for times such as these that a robust First 
Amendment is most critical.

The “solution” of relying on commercial platforms to censor disinformation 
and propaganda is neither available nor desirable. It is unavailable because the 
worst abuses, with the largest influence, are the core product of the most influen-
tial platforms— Fox News’s, Newsmax’s, OANN’s, and iHeart Radio’s talk- radio 
coast- to- coast bile. Even on social media, keeping the eyeballs and engagement 
drawn by the hate- filled rhetoric is directly in the interest of the social media 
companies, such that the efforts of these companies will always be governed by a 
tension between the desire to contain the dissatisfaction of consumers upset by 
the outrage and the profit- driven need to keep this attractive- to- many content 
on the platform. The interests of the social media firms are less clearly aligned 
with selling outrage than are the incentives of the mass media platforms, but the 
bad incentives are there nonetheless, given the actual structure of the audience 
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for American political media. Moreover, the asymmetric architecture of out-
rage media in the United States leaves social media companies with the unappe-
tizing prospect of regulating media in ways that will be perceived as favoring the 
Democratic Party, and we have seen examples of social media dealing with that 
political risk by intentionally tweaking their algorithm to downgrade left- leaning 
outlets that do not propagate outrage or falsehoods, simply so they can point to 
their own neutrality when challenged by Republican politicians.33 Moreover, in 
an era of high concentration of wealth, after decades of increasing concentration 
in markets, legitimating the intensive engagement of commercial platforms in 
regulating political speech would be to leap out of the frying pan and into the fire, 
as far as preserving a democratic speech environment is concerned. Beginning at 
least with the National Association of Manufacturers in the 1930s,34 American 
companies have invested in sowing doubt and propagating falsehoods that serve 
their bottom line: from lies with global effects like denying climate change, to 
whole industries distorting public health research like the carcinogenic effects 
of tobacco, to confounding discrete profit- threatening effects like the role of 
sugared soft drinks in the obesity epidemic.35 The idea that Big Tech will be sys-
tematically better behaved than Big Oil, Big Tobacco, or Big Sugar requires a 
significant leap of faith.

One proposed alternative is a revival of the regulatory power of the Federal 
Communications Commission (FCC) to contain the worst of the abuses— in 
particular the fairness doctrine. At one level, the fact that the primary sources of 
disinformation and media polarization are mass media— television and radio— 
makes that option more available than is commonly recognized in debates that 
focus solely on social media platforms. Such a revival of direct federal regula-
tion would be neither feasible nor advisable. It would be infeasible because First 
Amendment doctrine has become more robust in its defense of business. As a 
purely predictive matter, efforts to reinstate the fairness doctrine would more 
likely result in overturning the exceptional treatment of over- the- air broad-
casting under the First Amendment, and its assimilation to cable broadcasting. 
Red Lion36 was a product of its time, the tail end of high modernism and its be-
lief in enlightened regulation in the name of the public interest, a time when it 
seemed possible that the First Amendment permitted, perhaps even required, 
newspapers, too, to come under right- of- reply regulations.37 Its original logic was 
as much based on a non- technology- specific conception of a First Amendment 
designed to protect speech “from diverse and antagonistic sources” as it was 
narrowly specific to spectrum scarcity.38 When Miami Herald v. Tornillo39 didn’t 
even bother to cite Red Lion, it left it to later decisions, beginning with League of 
Women Voters, to reify the “spectrum scarcity” rationale for regulation of over- 
the- air television in a fundamentally more invasive manner than the courts 
permitted for cable, telephone, or later the internet. That distinction was barely 
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a fig leaf in the 1980s, as cable TV penetration began to grow, and is much less 
in an era of the internet and over- the- top apps on digital TVs. Even without 
the Lochnerization of the First Amendment of the past thirty years, any current 
Supreme Court is pressed to justify broadcast exceptionalism when over- the- air 
TV is just one of many channels available to all, and when the technical “reality” 
of spectrum scarcity has long been bypassed as a technological matter.

Worse, there is no reason to trust the FCC to be a well- functioning, inde-
pendent regulator. Different agencies have different institutional structures 
and cultures. The Bureau of Labor Statistics produces some of the most polit-
ically charged information of any government agency, and yet has succeeded 
in maintaining its political independence throughout its existence. The Federal 
Drug Administration affects billions of dollars’ worth of companies’ value, and 
yet has succeeded in preserving its independence from industry. The FCC, by 
contrast, has a long and sustained history of both politicization and a remark-
ably well- oiled revolving door to industry. In the 1920s and 1930s, under a 
still- nascent and limited modern First Amendment doctrine, the FCC clamped 
down on socialists (WEVD) and labor (WCFL), and on supporters of Hitler 
objecting to US support of Britain (Father Coughlin). As the 1970s and 1980s 
saw more robust constitutional constraints placed on the commission, its en-
forcement of those areas where it still had power to regulate— non- obscene 
sexual content— mostly followed the election returns, with enforcement of 
the loose Pacifica standard ramping up during Republican administrations as 
cheap signals to the Christian fundamentalist base, and ramping down during 
Democratic administrations. The record on revolving doors is no better. Michael 
Powell, son of then- serving Secretary of State Colin Powell, gutted the open 
access provisions of the Telecommunications Act of 1996 by reclassifying 
broadband as information, not telecommunications service. He later became 
the chief lobbyist for the cable industry. Meredith Atwell Baker, James Baker 
III’s daughter- in- law, became NBC Universal’s chief lobbyist four months after 
voting as FCC commissioner to approve the Comcast- NBC merger, and later 
became the chief lobbyist for the wireless industry. Of the six chairs of the FCC 
appointed to a full term since 1992 other than Powell, three (two Democrats 
and one Republican) moved on to private equity firms, one (Tom Wheeler) 
had already been chief lobbyist for both the cable and the wireless industries 
and could afford to be aggressive against industry interests, and two, Reed 
Hundt (a Democrat) and Kevin Martin (a Republican), who had taken aggres-
sive positions in regulating industry, did not move on to positions in business. 
Hundt, Martin, and Wheeler all saw their temporary victories reversed. Hundt’s 
efforts regarding open access to telecommunications infrastructure were 
reversed by William Kennard (a Democrat formerly with the Carlyle Group 
and now chairman of the board of AT&T) and Powell, Martin saw his efforts to 
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impose net neutrality obligations on the cable companies nullified by the courts 
based on Powell’s reclassification, and Wheeler saw his effort to fix the constraint 
Powell had created by reclassifying broadband as telecommunications approved 
by the courts but reversed by his Trump- appointed successor. The FCC’s en-
tire institutional structure and culture would likely need to be revised to turn it 
into a genuinely independent agency (independent both from political parties 
and from the industries it regulates) before one could reasonably rely on it to 
regulate misinformation and propaganda. Such a restructuring, however, is only 
likely to follow statutory changes that could themselves only be the result of an 
already transformed US political system.

An alternative would be to leverage the newly possible decentralized social 
action, both peer production and civil society organizations, in partnership with 
a state whose role is limited to enabling social production rather than taking on 
the regulatory role itself.40 Rather than seeking to regulate hate speech and disin-
formation on social media, regulatory efforts should be aimed at leveraging the 
new affordances that undergird surveillance capitalism toward providing broad 
and deep transparency about the money flows associated with selling hatred 
and outrage. Rather than working against the powerful technological forces of 
surveillance and ubiquitous data collection and analysis, the regulatory frame-
work should focus on turning those capabilities into a publicly curated database 
that makes transparent which companies advertise on, and which companies 
profit from, advertising associated with hateful content. While this approach 
will not contain hatred and disinformation on its own, it will provide a platform 
for consumers and shareholders to hold the brands they identify with and the 
companies they own to account for the outrage their advertising dollars support. 
And this approach could apply not only online, but actually to the outlets that are 
the most effective disseminators of outrage and disinformation— on television.

The objective would be to construct a system of accountability for advertisers 
who support false and radicalizing content. It should be designed to be neutral 
among competing judgments as to what is false and what is true, as well as to 
what is radicalizing, as opposed to informing or mobilizing. The government’s 
role would not include deciding whether Black Lives Matter online protests are 
“mobilization,” while White supremacist bile is “radicalizing.” We simply cannot 
trust American politics in the coming decade or two to deliver governments that 
can be trusted to make such choices in ways that support, rather than undermine, 
democracy. Rather, the government’s role should be limited to requiring disclo-
sure, collecting and managing the database, and making it freely accessible to the 
public. It would be up to networks of peer volunteers, civil society organizations, 
activist shareholders, academics, or journalists to develop the insights from the 
data and to mobilize to put economic pressure on outlets and advertisers they 
deem to be supporting falsehood and radicalization. This system would be far 
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from foolproof. It would be as available to right- wing consumers or shareholders 
who want to prevent advertisers from advertising in the New York Times (much 
less on the Rachel Maddow show) as it would be for those who wish to boy-
cott advertisers who support the most popular providers of hate and outrage, 
Tucker Carlson and Sean Hannity. It should cover social media platforms, but 
also online sites that receive most of their traffic from direct access, rather than 
through social media referrals, like Alex Jones’s Infowars. Because it is neutral, 
and because there is a large and willing audience that seeks out and is gratified by 
the outrage industry, it is entirely possible that such a transparency regime, even 
if perfectly implemented, will have no impact on the profitability of selling out-
rage. Instead, there will be sorting, with advertisers (like MyPillow) whose core 
audience aligns with the audience segments that pay attention to outrage in-
dustry sources supporting those programs, while advertisers aiming for broader 
market segments do not.

The natural home for designing a comprehensive database of advertising and 
its relationship to content is the Federal Trade Commission (FTC), which has 
tended to be less of a captured agency than the FCC. While the FTC’s Division 
of Advertising Practices focuses its enforcement on misleading advertising, it 
is a reasonable application of that jurisdiction that the FTC may collect infor-
mation about who is advertising what on which channels and programs. As 
technology has evolved to make finer- grained distinctions, such pervasive trans-
parency requirements can be implemented in fine- grained increments, such 
as tying the advertising to specific stories in online media alongside which the 
advertisements appeared, or specific time stamps in television programs to en-
able data analysis to pin down what specific stories on television the advertising 
supported. It is entirely possible, for example, that an advertisement that by itself 
does not claim that it can cure a particular condition may carry that implication 
if run during and after a news segment on that condition. Or, an advertisement 
that does not directly address children may nonetheless merit review under rules 
applicable to advertisements to children if it runs in a program, or on a website, 
that carries children’s programming.

In substance, transparency rules could be addressed to advertising delivery 
systems (websites, social media platforms, search engine advertising tools, and 
online ad exchanges) but also mass media (television channels, radio stations, 
and newspapers). Rules could, in the alternative or additionally, be imposed on 
advertisers themselves, who would be required to report monthly to the FTC 
where their advertising appears— compelling them to contract with advertise-
ment delivery systems to provide them with that information. Most advertising 
online is not necessarily matched to content but to specific users or, rather, user 
profiles. To preserve individual user privacy, no information about the spe-
cific characteristics of the user may be included in the disclosure, but purely 
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the final piece of content, usually in the form of a URL when it is online, that 
was associated with a given advertisement. For mass media audiences in mass 
media formats that do not personalize advertising (on paper or on televisions 
that do not provide addressable advertising capabilities), the reporting would 
simply be the advertisement, advertiser, name of the program, and time stamp, 
to the minute, of when during the program the advertisement aired. While such 
requirements would have imposed insurmountable administrative and technical 
burdens in the past, today these data are collected in online media regularly, as 
a normal part of the operations of the data- informed preference manipulation 
industry (a.k.a. “behavioral” or “persuasive” advertising), and by television and 
radio outlets, who necessarily must record data on which advertisements they 
ran at what times for billing purposes. Including additional bits of data, such as 
the specific minute of airing in what is already a digital video stream on televi-
sion, should be relatively trivial as a technical matter given that all television is, 
at this point, digital streams.

It is important to emphasize that such a requirement would not permit disclo-
sure of any individual’s reading and viewing patterns, and would insist that any 
possible personally identifying information be stripped from the data included 
in the advertising dataset. Websites have long inserted personally identifiable in-
formation into the specific URLs they return to users in order to circumvent 
users’ efforts to preserve their privacy. To avoid returning personally identifi-
able information, content providers would be required to return “canonicalized” 
URLs, those stripped to the bare minimum necessary to access the content to 
which the advertising was attached, but without any of the added codes websites 
use to track their readers. Moreover, such a requirement neither prohibits nor 
regulates any expression. It is applied neutrally to all content and all advertising 
and prevents no content, whether editorial, entertainment, or advertising, from 
reaching its intended willing audience.

Creating such a database would help consumers hold the brands they buy, 
often associating their identity with that of the brand, accountable for the so-
cial and ecological impact of their products. It would help advertisers hold the 
advertising delivery systems they use accountable to place their advertisements 
in contexts of which the advertiser approves. And it would help shareholders 
hold the companies they own to account for the kinds of content the company 
supports with its advertising dollars. It would not help government or private 
parties identify who is reading or watching which programs. It would not help 
the government censor any content. The database would not be associated with a 
government- run program designed to assert that this or that program published 
truth or falsehood. It would not help social media platforms gain any informa-
tion they do not already have to the extent they want it. It would not, in other 
words, exacerbate risks of either public or private censorship, whether online 
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or in mass media, nor would it require collection and curation of any data that 
might compromise user privacy beyond what companies already collect, nor 
make any such identifiable personal data available to parties that do not already 
have legal access to such data.

Instead, the database would be available to the public through published 
application programing interfaces to be developed with the expected commu-
nity of user organizations— particularly academics and civil society organiza-
tions. This would allow both individual users, using publicly developed tools, to 
seek out advertising information, and organizations who seek to act as trusted 
sources to publish the information for users who trust them. A journalistic truth- 
oriented organization, say, the Poynter Institute’s PolitiFact, might take its own 
individual story fact- checking approach of giving sources and individual media 
and political personalities “Truth- O- Meter” scores, and attach to those stories or 
media personalities a list of the advertisers who were aired or shown alongside 
the identifiable falsehood. Advertisers could subscribe to such a Truth- O- Meter 
service and insist that their advertising not be aired next to false information 
that could tarnish their brand. Businesses such as NewsGuard that sell a service 
through a browser plug- in to rate the reliability of websites’ subscribers’ visits 
could extend their offerings to include rating advertisers based on their relation-
ship to the amount of advertising they do on sites that the company rates as un-
reliable. Consumer or other civil society organizations could develop rankings 
and ratings for companies similar to those that various sites provide for adher-
ence to fair trade practices, ecological sustainability, or some index of a range of 
ethical commitments that consumers may support.

A system that would be sufficiently neutral to resist abuse by an antidemo-
cratic administration, however, would necessarily be neutral regarding the or-
ganizations that publish ratings of advertisers. It could, therefore, be misused 
to mobilize political boycotts for purely political purposes, further entrenching 
the polarization dynamic. A politically oriented organization could look for 
politically oriented content and publish a list of advertisers who advertise on 
programs known to support the opposing party— the Republican Party could 
publish a list of firms that advertise on MSNBC generally, or on the Rachel 
Maddow show in particular, while the Democratic Party could do so for One 
America Network, Newsmax, or Fox News. Viewers or readers with well- defined 
and active political identities could subscribe to such lists and choose to sup-
port only brands that do not advertise on the opponents’ networks or websites. 
While this may make advertising on any such networks undesirable, and 
therefore lead to a reduction in the commercial incentives to publish outrage- 
stoking content, it would be impossible to limit the judgment of what counts 
as “political outrage- mongering.” Right- wing media do not have a monopoly 
on hyperpartisan content, though they do operate under a different economic 
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dynamic, with a pronounced propaganda feedback loop. PolitiFact rates Rachel 
Maddow stories as being as likely to make mostly false or false statements as 
those of Sean Hannity. But there is no reason to think that partisans will boycott 
only opposing hyperpartisan programming. Survey evidence from Pew suggests 
that viewers who trust Sean Hannity distrust CNN more than they distrust 
MSNBC, and distrust the New York Times not much less than MSNBC.41 A fully 
decentralized approach that was designed to facilitate use of collective economic 
tools against the opponents of truth could well be repurposed to facilitate collec-
tive economic tools against any opponents.

How likely is such a database to address and contain the incentives to pub-
lish disinformation and stoke anger? While there are broad claims within the 
marketing literature about the increasing importance to consumers, particu-
larly younger consumers, of incorporating ethical choices into their consump-
tion patterns, sustained studies of the actual impact are lacking, and research 
recognizes a gap between survey responses that state intent to consume ethi-
cally and actual consumption habits.42 Organic food sales make up no more than 
6 percent of all food purchases, and possibly as much as 15 percent of fruit and 
vegetables.43 This overall share of the market is similar to the market share of 
fair trade coffee,44 while nationalistic ethical consumption, like the drive to “Buy 
American,” appears to suffer a similar “intention gap” between popularity of the 
policy in survey responses and actual change in consumption habits.45 There is, 
therefore, a significant risk that developing a system to render transparent the 
flow of funds that support outrage will not, in fact, lead to any consumer action 
that would impact the profitability of stoking hatred. On the other hand, un-
like other ethical consumption choices, such as fair trade or organic products, 
there is no systematic reason to believe that brands that advertise on sites that 
disseminate falsehoods and hatred are systematically cheaper than brands that 
refuse to publish on such sites. Focusing one’s consumption patterns on brands 
that do not financially benefit the outrage industry need not, systematically, in-
volve an ethics/ price trade- off in the way that many other ethical consumption 
efforts do. Moreover, while as a media market the consumers of outrage media 
are a relatively large market segment, they are still a minority of consumers in 
the economy as a whole. Furthermore, conversion rates on television (the con-
version of exposure to marketing and actual purchase) are not high, and online 
they are practically unmeasurable.46 The negative impact of consumer boycotts 
need not be large to outweigh the small and uncertain gain advertisers can ex-
pect from continuing to advertise on outrage media.

Another potential vector of influence is socialization and elite cultural 
pressures. The broad target audience of outrage media is older White users, with 
a relatively high proportion who have high school education or less.47 Executives 
at firms that buy advertising are more likely to be influenced by elite attitudes of 
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others in the professional and managerial class and, to the extent that the trans-
parency can put a spotlight on the complicity of certain firms in financing out-
rage media, these executives may be subject to some within- class social pressure. 
While such social pressure is unlikely to affect executives at the companies that 
themselves sell outrage, for others in the same class, who have no particular ec-
onomic interest in selling outrage, shaming campaigns within the professional 
and managerial class may outweigh the uncertain gains from marketing on out-
rage media. In a way that is more formal than merely social cultural pressure, 
one might imagine shareholders raising objections to harmful advertisement 
investments that may prove costlier to deal with than the advertising choices 
are worth.

* * *

Media outlets that sell outrage are not the driver of epistemic crisis or the prev-
alence of hate- filled public discourse in America in the twenty- first century. 
But commercial media are caught up in a competitive dynamic created by the 
political- cultural dynamic that undergirded the Reagan revolution and have, over 
the past forty years, substantially reinforced and amplified the alienation and ha-
tred that resulted in the takeover of the Republican Party by its Trump wing. 
What started as a business opportunity for Pat Robertson and Rush Limbaugh 
became a market imperative strictly enforced by the competitive pressures of the 
lucrative market in selling outrage to a large minority of Americans. In the long 
term, fundamental solutions will have to address the legitimate underlying pain 
of middle-  and working- class, often less well- educated audiences who have borne 
the brunt of the alliance between the neoliberal business wing of the Republican 
Party, which rendered them economically powerless, and the neoliberal Clinton 
wing of the Democratic Party, who traded victories against identity- based dom-
ination in exchange for embracing neoliberal economic extraction. But in the 
shorter term, efforts to contain the propaganda feedback loop and contain out-
rage, falsehood, and hatred in media should focus on the market dynamic that 
makes selling outrage so profitable and kills any efforts to reach the audience of 
these media with truth- seeking, rather than identity- confirming, programming.



      



      

16

The First Amendment Does Not 
Protect Replicants

L aw r e n ce  L e s s i g

Imagine a platform called CLOGGER which offered computer- driven, or more 
precisely, artificial intelligence– driven, content to political campaigns. The tech-
nology would automatically craft content, both text and video, in the form of 
tweets, Facebook posts, Instagram posts, and blog entries. The substance of that 
content would be determined algorithmically, within broad constraints set by 
the campaign initially, and then developed over the course of the campaign based 
on the responses that the content produced, as well as the support the candidate 
is receiving in regular, computer- driven polling. Think of it as a campaign in a 
box— an automatic, human- free, and AI- driven political content- spewing box.

Nothing about the details of this platform is hard to imagine. Brad Pascale, 
the first digital director for President Trump’s campaign, reported sending fifty 
thousand to sixty thousand distinct messages to Facebook users every day during 
the 2016 campaign.1 CLOGGER takes Pascale’s technology to a new level. 
Millions of items of content crafted algorithmically, based on constant feedback 
from voters within the relevant jurisdiction, would be spread by CLOGGER 
across the course of the campaign. Beyond a few initial specifications about the 
candidate— Republican, a lawyer, female, forty- five years old— the campaign 
need do nothing else. All content would be developed based on actual evidence 
of what moves voters, either to participate in the election or not, depending on 
the strategy most likely to produce victory.

Should such a technology be regulable?
It’s trivial to build a First Amendment argument against its regulability. 

CLOGGER utters political speech— the speech most protected under the First 
Amendment. Though no human crafts that speech, there is plenty of authority 
for protecting speech regardless of its source. As Justice Scalia remarked in 
Citizens United:
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The Amendment is written in terms of “speech,” not speakers. Its text 
offers no foothold for excluding any category of speaker, from single 
individuals to partnerships of individuals, to unincorporated associations 
of individuals, to incorporated associations of individuals. . . . We are 
therefore simply left with the question whether the speech at issue in 
this case is “speech” covered by the First Amendment.2

Scalia was not the first to make that move. “The proper question,” Justice Powell 
had declared thirty- two years before, “is not whether corporations ‘have’ First 
Amendment rights, [but whether the law] abridges expression that the First 
Amendment was meant to protect.”3 From this perspective, the question of 
regulability hangs not upon the speaker— here, an AI- driven algorithm— but 
upon the speech— here, the most protected speech within the constitutional 
canon. From this perspective, CLOGGER is not regulable.

Yet this conclusion should give us pause. We’ve seen enough to see why an eco-
system of political speech like CLOGGER’s could well be harmful to democracy. 
As messaging is personalized and rankings are effectively anonymous, political 
discourse changes. Its character changes. As the Wall Street Journal has reported, 
political parties in Europe have complained to Facebook that their algorithms 
were driving the parties to change the content of their digital campaigns from 
substance to sizzle. As one internal document reports about Poland, “One 
party’s social media management team estimates that they have shifted the pro-
portion of their posts from 50/ 50 positive/ negative to 80% negative, explicitly 
as a function of the change to the algorithm.”4 That dynamic would only increase 
with the spread of CLOGGER- like platforms. And though there are many who 
are skeptical about the absolute effect such technologies would have on voting 
or political attitudes,5 we can bracket the empirical question of the magnitude of 
any such effect. If it is not negligible, it is a fair question to ask: Why would our 
Constitution prohibit us from protecting our democracy in this way?

* * *

The history of constitutional law is the story of struggles around latent 
ambiguities. At least it is in part. When the Framers of our First Amendment 
wrote “Congress shall make no law . . . abridging the freedom of speech,” not one 
of them contemplated a world in which political speech could be crafted by a 
machine. Even if they did contemplate what those words literally describe— “po-
litical speech . . . crafted by a machine”— they had no way to understand what the 
machine that I am describing would be. Even we don’t understand the dynamics 
of AI- driven content: We don’t understand how it affects people, or political 
communities; we don’t understand what strategies are most effective when its 
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content is deployed; and we have no understanding of whether the strategies 
that are most effective for it are strategies that are simultaneously democratically 
edifying or destructive. It is perfectly plausible that most effective CLOGGER- 
like platforms for winning elections are also effective technologies for destroying 
democracy. We— and our Founders— just don’t know.

Given these things that they plainly didn’t understand, why should we inter-
pret their Amendment as if it covered “the freedom of speech by machines” as 
well as “the freedom of speech by humans”? I’m not saying it would be crazy 
to protect the poetry of Blade Runner– like replicants. I’m not even sure I’d be 
against it. I am instead asking whether in fact we have. Or more precisely, why 
does it make sense to believe that we have? Why should we read words written 
and enacted by a people who could not begin to contemplate CLOGGER as 
protecting the speech of replicants?

This concept— the “speech of replicants”— is central to the argument I am 
making here. It evokes an idea suggested in many science fiction contexts, none 
more powerfully than Ridley Scott’s film Blade Runner (1982). In that film, 
replicants were synthetic humans that had evolved sophisticated intelligence. 
While the entities had been bioengineered by humans, no one could be said 
to have programmed the intelligence that they eventually manifested. Instead, 
that intelligence had evolved through experience, in a process similar to how 
machines within machine learning contexts are said to learn today. “Replicants” 
in the sense that I will use the term in this essay are thus processes that have devel-
oped a capacity to make semantic and intentional choices, the particulars of which are 
not plausibly ascribed to any human or team of humans in advance of those choices. 
Humans may build the systems, but humans do not make or directly control the 
decisions that those systems manifest— including the decisions about “their” 
“speech.”

“Replicant speech” is thus a subset of the “machine speech” that Tim Wu has 
described.6 If the president prerecords an address explaining his reasons for a 
new direction in foreign policy, and then that message is broadcast on all major 
networks, we could understand his speech as “machine speech,” since, at least 
from the audience’s perspective, it is being produced, literally, by machines. But 
that speech is not “replicant speech,” as a human crafted the president’s words. 
The speech that I am describing is different: It is crafted or originated algorith-
mically, with the substance of that algorithm not in any meaningful sense pro-
grammed by any individual in advance. Like parents with kids, a programmer 
may have started the system off. But at some point, the speech is no longer the 
programmer’s.

Coders may resist this description. The replicants, they might believe, are 
theirs, and therefore, they may insist, their words are theirs. But the distinction 
I’m drawing is familiar. One may enable something, but that doesn’t mean one is 
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cognizant of the things the entity so enabled might produce. Gun manufacturers 
make weapons; they don’t choose who uses the weapons or how they are used. 
Parents make children, but the college essay of an eighteen- year- old is not the 
parents’ speech. For the speech of a machine to be the coder’s or programmer’s 
speech, the coder must in a significant sense craft or control that speech. While 
that’s an easy test for most machine speech, for replicant speech, there is no such 
link. At some point along the continuum between your first program, “Hello 
world!,” and Roy Batty (Blade Runner), the speech of machines crosses over 
from speech properly attributable to the coders to speech no longer attributable 
to the coders. Or at least, everything in the argument I am making presumes 
there is such a line, and that line can be roughly discerned.

So, are there replicants in our world today? Obviously not in the Ridley Scott 
sense. But there is certainly “replicant speech” in the sense that I have defined 
here. Facebook, for example, deploys replicant intelligence in the spread of con-
tent across its platform. The platform makes choices about the priority, kind, and 
nature of the content that it will expose its users to, for the purpose of inducing 
those users to behave in a particular way— whether that is to click on a link, or 
reveal more information about themselves, or share the content with others, or 
even to vote in a particular way. How the platform does each of these things, 
often through the use of “speech,” is beyond the ken of any particular individual 
or team of individuals in advance of those acts and speech. The machine learns 
how to do its task best, and it produces content as it learns.

That no one knows quite how it will evolve was made clear by a particu-
larly embarrassing example revealed in the fall of 2017.7 At that time, Facebook 
started offering a new category of users to interested advertisers— “Jew haters.” 
That category apparently collected users who had expressed anti- Semitic ideas 
or followed anti- Semitic content. Yet that category had not been created by any 
human. There was no person or department of people who had decided it was a 
good idea for Facebook to profit from people who “hated” Jews. Instead, that cat-
egory was crafted by a replicant: an AI- driven algorithm for developing poten-
tially profitable advertising categories had made the “judgment” that “Jew haters” 
as a category would increase Facebook’s profit. Obviously, once the executives at 
Facebook had discovered what their machines had done, they quickly removed 
the category.

I don’t doubt Facebook’s responsibility for the harm caused by their machine’s 
“creativity.” But I also believe that we should not ignore that the machine had 
creativity. It is that creativity that I mean to identify as replicant speech. And it is 
the content of that category of speech that I don’t believe we can ascribe to any 
particular human or team of humans.

No simple line will distinguish replicant speech from Wu’s “machine speech.” 
Simple algorithms don’t transform machine speech into replicant speech; 
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complex algorithms do, but only if they are of a certain self- learning character. 
Yet the intuition should be clear enough to support the argument in the balance 
of this essay and to guide the process of line drawing in application. The question 
in each case is not simple responsibility— rules assigning responsibility are fo-
cused elsewhere. Nor is it a question of specific intent— that my machine speaks 
without my meaning it to speak does not make my machine a replicant. Instead, 
the line must track a sufficiently sophisticated system of technology, the actions 
of which no individual can understand or predict in advance. If we can draw that 
distinction usefully,8 then the question I mean this essay to address is whether 
we must protect replicant speech under the First Amendment. Why, again, must 
the Amendment apply, given that its authors could have had no idea of the tech-
nology that would produce this potentially protected speech?

* * *

The traditional answer to this obvious question is that our Constitution is a set 
of words, and those words have meaning.9 The issue is not what the Framers 
“imagined” or “contemplated” or, God forbid, “intended.” The question for con-
stitutional interpretation is what their words mean or, for an originalist, meant.10 
How do their words, as interpreted through the doctrines of constitutional law, 
apply to the world as we find it today?11 The Framers never imagined an economy 
as large or as integrated as the national economy; the Court has held repeatedly 
that that doesn’t mean that the Commerce Clause should be read to secure to 
Congress a power less than its words direct. As the Supreme Court declared in 
United States v. Classic (1941):

We may assume that the framers of the Constitution in adopting that 
section, did not have specifically in mind the selection and elimination 
of candidates for Congress by the direct primary any more than they 
contemplated the application of the commerce clause to interstate tel-
ephone, telegraph and wireless communication which are concededly 
within it. But in determining whether a provision of the Constitution 
applies to a new subject matter, it is of little significance that it is one 
with which the framers were not familiar. For in setting up an enduring 
framework of government they undertook to carry out for the indef-
inite future and in all the vicissitudes of the changing affairs of men, 
those fundamental purposes which the instrument itself discloses. 
Hence we read its words, not as we read legislative codes which are sub-
ject to continuous revision with the changing course of events, but as 
the revelation of the great purposes which were intended to be achieved 
by the Constitution as a continuing instrument of government.12
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So much is settled doctrine. As applied to replicant speech, the question is thus 
how “the great purposes which were intended” by the First Amendment should 
apply to speech uttered by replicants.

I’m a believer in the value of settled doctrine. I agree that at the margin, the 
question is always and only how existing doctrine applies to a new set of facts. 
Fidelity to role requires that courts minimize interpretative depth.13 Rules must 
be clear and applied in obvious ways if the very act of applying rules is not to be 
read as inherently political.

But there are exceptions to this conservative principle, at least when tech-
nology has changed fundamentally, and when the consequences of that change 
for important institutions or traditions are severe. In this case, technology 
has changed fundamentally.14 And in the context of replicant speech, the 
consequences of that change are severe. An unthinking application of ordinary 
First Amendment doctrine to efforts to regulate platforms like CLOGGER 
could have profound consequences for our democracy. And rather than a juris-
prudence on autopilot, we need to rethink exactly how broadly the principles of 
the First Amendment must apply here. Or put differently, we must consider se-
riously whether the First Amendment must be read to disable democracy from 
protecting itself from the threat of replicant speech.

* * *

We’ve long mythologized the depth of the Framers’ conception of a theory of 
free speech. Yet as writers for generations have noted, their “freedom of speech” 
was an untheorized set of practices, enforced through republican institutions, 
not courts.15

But however articulated their theory was, it was tied to a very practical un-
derstanding of how a democracy functions. That practical understanding 
constituted, in Classic’s language, “the great purposes which were intended” 
by the First Amendment. According to those purposes, those vying for power 
within a democracy should, on this account, offer reasons. Those reasons were 
public. Those reasons were then meant to persuade or not within what a century 
later would be called a “marketplace of ideas.”16 Those playing the persuasion 
game within this market were themselves subject to persuasion. The very idea 
of a debate is that those debating might become convinced that the other side 
has a point.

This ideal operates despite a gaggle of psychological barriers to rational 
thinking. Humans are bad reasoning machines (at least compared to machines). 
Confirmation bias, identity bias, and a host of other flaws together mean that the 
effect of any process of persuasion is marginal at best.17
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Yet history is marked by our minds being changed. President Nixon was loved 
by Republicans as much as President Trump was— until he was not, because 
at least half of Republicans had been brought to see that Nixon was indeed a 
crook.18 White Americans believed in segregation and laws that prohibited the 
mixing of the races— until they did not, because a wide range of culture remade 
those White American ideas.19 These changes were not the product of debating 
clubs. But they were consistent with the ideals being expressed within debating 
clubs of every kind— including the halls of Congress. The very idea of a system 
of free speech embeds the rare possibility that those participating might be 
brought to see the world differently. “The freedom of speech” is a shorthand for 
that ecology of understanding.

It follows that to protect that freedom, the government must treat all of us as 
equals. It does that by standing to the side of our political debates. The domain 
of democratic deliberation, as Robert Post has so powerfully described it,20 must 
be free of the government’s coercion or control. If we are indeed equal citizens, 
then we must preserve an equal right for all of us to engage the rest of us with 
our own ideals. We each, that is, must have the freedom to engage others if the 
dignity of our status as citizens is to be preserved.

None of this is to imagine that we all possess equal power within this do-
main of deliberation. Tucker Carlson has wildly more power than Bill Moyers 
or Elizabeth Warren. But he doesn’t have more power because the government 
has given him more power, at least directly. Inequality may be inevitable, but in-
equality produced by the coercion of government is not allowed.

Yet there is no democratic reason or reason of dignity to extend this priv-
ilege beyond our species. We must protect Tucker Carlson’s freedom as well 
as Bill Moyers’s because both are citizens entitled to persuade the rest of us to 
their very different views. But CLOGGER can claim no equivalent entitlement. 
CLOGGER is a replicant.

This conclusion follows a fortiori from Justice Kavanaugh’s opinion in 
Bluman v. F.E.C (2011).21 In that case, foreign nationals residing temporarily 
within the United States sought the freedom to make political contributions to 
candidates and political action committees. Their claim had been buttressed by 
the Supreme Court’s decision in Citizens United.22 If corporations— which are 
not citizens— get to speak politically, why can’t people— who happen also to 
not be citizens— speak politically? If, as Scalia insisted in Citizens United, the 
question was not the status of the speaker but the character of the speech, then it 
would seem clear that political speech by immigrants should be protected just as 
the political speech of unions and corporations was in Citizens United.

Judge Kavanaugh disagreed. On behalf of a three- judge court, Kavanaugh 
rejected the immigrants’ First Amendment claim. That conclusion was later 
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summarily affirmed by the Supreme Court. “The Supreme Court has long held,” 
Kavanaugh observed, “that the government . . . may exclude foreign citizens from 
activities that are part of democratic self- government in the United States.”23 
More specifically, they can be excluded from “activities intimately related to 
the process of democratic self- government.”24 This does not mean that the gov-
ernment could prohibit “foreign nationals from engaging in [any] speech.” But 
speech intimately tied to the democratic process was speech that foreign citizens 
had no constitutional right to engage.

If Bluman is right, then CLOGGER can be regulated. CLOGGER would be 
uttering replicant speech. It would be deploying that speech to affect elections. 
Those two facts together— a noncitizen engaging in political activity— draw it 
within the scope of Bluman’s reasoning.

This move— let’s call it the identity move in First Amendment jurisprudence— 
is familiar. Talking cats have no First Amendment rights, as the Eleventh Circuit 
has informed us.25 Likewise, following the brilliant insight of Kate Darling, if 
we see replicants as a kind of animal, then their speech, too, should be entitled 
to no strong First Amendment protection.26 Children and young adults have 
fewer First Amendment rights, as the Supreme Court has instructed.27 These 
beginnings suggest the obvious step to excluding replicant speech as, well, based 
solely on the identity of the speaker.28

Wu and others don’t take that step, however, at least this directly, because the 
same jurisprudence also reserves significant First Amendment protections for 
corporations. Corporations are not citizens (even if they are “persons”); why 
should they get rights when machines do not?29

Yet while corporations are certainly not people, they are associations of 
people. And while I certainly agree with many that the corporation speaks in 
a voice distinct from the voice of the people it comprises,30 it still is an entity 
comprised of people. It wasn’t a necessary step to conclude that association 
speech should be treated in the same way as people speech. But it’s not a crazy 
step, either. Corporations are the institutions through which some people ex-
press their ideas. Whatever ideas they express, they are ideas crafted by humans.

Not so with CLOGGER. CLOGGER may share the objective of a traditional 
campaign manager. But the way CLOGGER does its work is radically different. 
There is no human making any judgment about what should be said or not said. 
There is no process by which there is any reflection by any individual or group 
upon what should or should not be said. Whatever this replicant is, it is not a 
person, let alone a citizen of the United States, with any entitlement to partici-
pate in our political process.

My point is not that such technology should be banned. Or that such tech-
nology is necessarily corrupting. My point is simply that such technology does 
not deserve the full protections of the First Amendment. If it is the dignity of 
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democratic citizenship that the First Amendment is protecting,31 there is nothing 
in the replicant’s algorithms that deserves any such dignity. No American ever 
voted to secure to replicants any First Amendment protection. There is no 
reason in logic to extend regular First Amendment protection to them.

None of this is to say that such speech is entitled to no protection at all. This is 
the insight in Justice Scalia’s opinion in RAV v. City of St. Paul (1992).32 We could 
well conclude that replicant speech is entitled to no protection but also conclude 
that the government is not free to discriminate among replicant speech. From 
this perspective, the replicant targeting the ads in Facebook’s algorithm would 
have no presumptive constitutional protection. But the government couldn’t de-
cide to ban Republican targeting, but not targeting for Democrats. As in RAV, 
that is not because the underlying speech is protected. It is because a second 
value within the contours of the First Amendment is the value of government 
neutrality.

* * *

The argument that ordinarily resists the position I am advocating for here is put 
most famously by Eugene Volokh. In an essay commissioned by Google, Volokh 
argues that the results of search engines are protected by the First Amendment, 
even if those results are produced by algorithms.33 “Google, Microsoft’s Bing, 
Yahoo! Search, and other search engines are speakers,” Volokh declares, because 
“each search engine’s editorial judgment is much like many other familiar edito-
rial judgments.”34

Throughout his argument, Volokh considers the “speech” of search engines to 
be the same as the speech of newspaper editors, for example, when they arrange 
stories on the front page, or select which op- eds they will publish, without ever 
addressing the question whether the fact that humans are behind one should 
distinguish that speech from the speech that humans are not behind. He— and 
the courts that have followed this position35— can make that move because they 
believe it follows from the principle that the First Amendment protects listeners 
as well as speakers,36 as well as the fact that humans wrote the code that selects 
some speech over other speech.37

The latter point is certainly true, at least for some code and some automation. 
My claim is simply that we have no good reason to extend that conclusion to 
all code, regardless of its automation— specifically, replicant code. The former 
point simply ignores— literally, the case is not even cited— Justice Kavanaugh’s 
opinion in Bluman. Whatever else Bluman means, it must mean that the fact 
that there are listeners does not elevate all political speech into protected po-
litical speech. I very much would like to see the political ads paid for by legal 
immigrants to the United States. Despite that wish, their speech, at least through 
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donations, in the context of political campaigns, is not protected. Likewise with 
CLOGGER: Whether or not Google’s ranking of Volokh’s blog over Balkin’s is 
protected by the First Amendment, a Google- deployed CLOGGER is not.

* * *

Replicant speech, I’ve argued, as a subset of “machine speech,” is entitled to no 
presumptive constitutional protection. So too might “functional speech,” as Wu 
defines it, also be exempt from First Amendment “coverage.”38 But both claims 
are distinct from the claim that “social media” are entitled to no constitutional 
protection. Social media include content crafted by humans. That portion, at 
least, is entitled to ordinary or full First Amendment protection. But not all con-
tent from social media is content crafted by humans. The part that isn’t and that 
is crafted by replicants— including targeting and other techniques of spiking— 
is not entitled, on this account, to those same protections.

Yet beyond constitutional entitlement, we should be clear about precisely 
why it would be a bad idea to extend presumptive First Amendment protection 
to the products of these machines. What’s the harm from this kind of content? 
What’s the reason a government might prefer to regulate it?

This question forces us to be clear about what we mean by “speech” in this 
context. In the sense in which the First Amendment is currently being invoked, 
speech is broader than words. It includes the editorial judgment in the selection 
and ordering of content, as well as emphasis and placement. It includes, in other 
words, not just words, but acts which are meant to convey or affect meaning and 
understanding.

All of these are not new, even if their sophistication and pervasiveness is. 
Shoshana Zuboff describes the outrage expressed by Congress in the 1970s at the 
emergence of techniques of “behavioral modification.”39 Inspired by the work of 
B. F. Skinner, “behavioral modification” used a wide range of techniques to “ma-
nipulate” individuals into behavior preferred by the modifier. Such manipula-
tion could be opposed in general. But for obvious reasons of social psychology, it 
should raise special concern in the context of political speech. We know enough 
about “us” to know exactly why such manipulation can be so harmful.40 Among 
teens, the use of social media has been linked to substantial and predictable 
harms. After two decades of decline, high depressive symptoms for girls thirteen 
to eighteen years old rose by 65 percent between 2010 and 2017.41 Social media 
use is a predictor of that depression.42 As Tristan Harris, former Google engineer 
and founder of the Center for Humane Technology, puts it,

The problem is [the] attention- harvesting business model. The 
narrower and more personalized our feeds, the fatter [the technology 
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company’s] bank accounts, and the more degraded the capacity of the 
American brain. The more money they make, the less capacity America 
has to define itself as America, reversing the United States’ inspiring 
and unifying motto of E Pluribus Unum or “out of many, one” into its 
opposite, “out of one, many.”43

The point might be made best by analogy to food. We know enough about the 
human body to know that it is vulnerable to certain kinds of food. Evolution has 
left us craving a mix of salt, fat, and sugar that, at least unmoderated, is not in fact 
healthy for the human body. The companies that supply us with this unhealthy 
mix do so not because they want to make us unhealthy. They do so because our 
cravings will make them rich, or more charitably, because the market demands 
they maximize profit, and the addictive version of their food is an effective way 
to maximize that profit. Michael Moss tells a powerful story about processed 
food companies struggling to make their products healthier— with each quickly 
discovering the market’s punishment for their virtue.44 That punishment has the 
predictable effect of driving those companies back into their old ways. The ob-
vious response to this competitive dynamic is for government to intervene in 
the most effective way possible. Nutrition labels are an obvious step. Quantity 
regulations for certain fast foods might also be appropriate.

The same happens at the level of the mind. We know from psychology that 
we all yearn to have our view of the world confirmed, and that we are more 
likely to react to titillation and outrage than reason or facts. These facts about 
us are inputs into the replicants’ algorithms. They direct how the replicant will 
respond. Like the replicant in the film Ex Machina, it knows our weaknesses and 
our vulnerabilities. It exploits them. It rewards discourse that is extreme and 
false over that which is balanced and true. It leverages insecurity and emotion 
rather than understanding and empathy. It does this not because it is evil or pro-
grammed against us. It does this because this is who we are, and it aims to max-
imize something given the constraints of who we are. Were we all versions of 
Spock, we would not need to fear replicants. As we are not, we should.

These facts about us should allow us to protect us— or at least our 
democracy— from the consequences of these manipulations. My claim 
in this essay is that we can do that constitutionally— at least so long as we 
are resisting the manipulations of replicants rather than machine speech 
more generally. The Constitution complicates any defenses against machine 
speech that is not replicant speech. Some machine speech, driven by authors 
ranging from Donald Trump to Tucker Carlson, is powerful and effective at 
exploiting the same psychological weaknesses that replicants do. But Trump 
and Carlson have the First Amendment on their side. Replicants should not. 
And thus, even though our protection will be incomplete, that is no reason 
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not to do what we can to protect ourselves and our democracy. Nothing in our 
Constitution should be read to require us to remain vulnerable to the dangers 
from replicants. To the contrary, everything in our Constitution should direct 
us to protect against their harmful effect.
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Social Media, Distrust, 
and Regulation

A Conversation

N e w to n  N.  M i n ow,  N e l l  M i n ow,  M a rt h a  M i n ow,  a n d  M a ry  M i n ow

Mark Twain said, “A lie will fly around the whole world while the truth is getting 
its boots on.” He also said, “It ain’t so much the things that people don’t know 
that makes trouble in this world, as it is the things that people know that ain’t so.”

Actually, he didn’t. They sound like him and both statements are widely 
attributed to him, but there is no evidence that he said either one.1 It is a lot 
easier to keep attributing those statements to Twain than to verify them. This 
epitomizes the problem of the age of digital media, where truth is the needle in 
a haystack of misinformation.

The good news is that the gatekeepers are disappearing, giving voice to 
people who could never get an op- ed published in the New York Times or a 
seat at the table on The View. The bad news is that the gatekeepers are disap-
pearing: Even though the media gatekeepers kept out people who did not look 
and sound like a small segment of society, they also ensured basic standards of 
fact- checking, disclosing sources, and conflicts of interest. Most troubling, there 
is a new Gresham’s law of information: Instead of bad money driving out good, 
it is avalanches of misinformation, some of it coming from ignorance and some 
from untraceable, malevolent sources, drowning out accurate, fact- based infor-
mation in oceans of misdirection, misinformation, and lies.

Who can and who should do something about it? Is it possible to protect pri-
vacy while making individuals and organizations responsible for what they pub-
lish? Our family has been debating these issues for decades. We four are lawyers 
bringing different areas of expertise, involved with media but with different 
perspectives. This essay is adapted from a recent series of conversations sorting 
through the layers of law, politics, business, and government.
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Martha Minow: Dad, when you were chairman of the FCC, an equal time com-
plaint came to your attention through an unusual source.

Newton N. Minow: In the fall of 1962, former first lady Eleanor Roosevelt called 
me and said, “Why aren’t you responding to Reverend Smith?” I said, “Mrs. 
Roosevelt, I’m sorry, I don’t know anything about this. Who is Reverend 
Smith? What is this about?” She told me Reverend Smith was a Black min-
ister in Jackson, Mississippi, where he was running in the Democratic pri-
mary for Congress against the incumbent, Congressman John Bell Williams. 
He went to the local television station, WLBT, with a check, trying to buy 
time on television to make his case to the voters. For weeks, he was told to 
come back, and when he came back, he was told, “Come back next week.” 
Now the election was next week. Mrs. Roosevelt said he had complained to 
the FCC, but got no response.

I checked and found the complaint sitting on the desk of one of our staffers. 
Staff had checked with the other candidate, the incumbent John Bell Williams, 
and he was not buying any time. The equal time law, Section 315 of the 
Communications Act, provides that a broadcaster must treat candidates equally. 
If time is sold to one, time must be sold to the other. If time is given to one, it 
must be given to the other. But since Reverend Smith’s opponent was not buying 
any time and since we were not giving any time to any candidate, the station and 
our staff believed that there was no violation of law.

I saw the situation differently. While that may be a technical interpretation 
of Section 315, it overlooks the overriding principle of the Communications 
Act: A broadcaster must serve the public interest. How can it be in the public 
interest to have no discussion on television of this political race in this commu-
nity? At that time, we still sent telegrams. I sent a telegram to WLBT saying, 
“Explain today why you think it’s in the public interest to have no discussion of 
this congressional race.” Within hours, a lawyer for WLBT came to my office and 
said WLBT would put Reverend Smith on the air.

And I asked, “When? The election is next week.”
“We’re putting him on soon.”
“What does that mean?”
“Tomorrow.”
And he went on television.

Myrlie Evers, the widow of Medgar Evers, said that seeing a Black candidate 
for public office on television was “like the lights going on.” Reverend Smith 
lost the election. But my point is that public interest is the guiding principle of 
American regulation of communications. What does the public interest mean in 
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our new technological advances into the digital world? I’m turning to our three 
daughters— who make me and my wife so proud— and asking the next genera-
tion to tell us whether the public interest is still relevant.

There’s an extraordinary postscript to the story. Many years later, in 1996, 
I was a delegate to the Democratic Convention, which was in Chicago. I was 
invited to meet with the Mississippi delegation, which was at that time an all- 
Black delegation. One of the delegates said, “Are you the guy that was chairman 
of the FCC?” I said, “Yes, sir, I am.” He said, “I’m Aaron Henry. I was the cam-
paign manager for Reverend Smith. I’m the one who called Mrs. Roosevelt. After 
you left the FCC, the station continued its anti- Black policy and the United 
Church of Christ came to us and organized a challenge to the license. Our group 
applied. And the station lost its license because it didn’t serve the public interest. 
And now I am the chairman of WLBT.”

I recognize it was simpler then. The number of broadcast stations was limited 
and had to be licensed to have access to the public airwaves, and our govern-
ment enforced the broad requirement that they serve the public interest. Station 
WLBT lost its license when the FCC and the courts decided it was not serving 
the public interest. However, these days, new technologies are not licensed. And 
that is why I’m turning to the next generation, who are much more knowledge-
able than I am, to figure out what the public interest means today.

Nell Minow: That is exactly my question. The premise for the public interest re-
quirement was based on scarcity. The government had to allocate licenses to 
broadcasters so their signals would not interfere with each other. You fought 
very hard at the FCC for expanding viewer and listener choice through cable 
and satellite. Then DARPA, the Defense Advanced Research Projects Agency, 
opened up the internet. Everyone who wants to use it has close to the same 
access to an audience that the established media does. When you were at the 
FCC, television came over the airwaves and phones were plugged into the 
wall, and the number of newspapers was much greater than the number of 
television stations. Now the opposite is true. More than twenty years after 
you left the FCC, you argued that the KTTL radio station in Kansas should 
lose its license because of its virulent racist and anti- Semitic content. Today, 
that content would be considered mild in comparison to what is consumed 
by Americans via the internet and talk radio.

Newt: That’s correct. You can’t make the scarcity argument today. Yet the issues 
today are urgent for democracy, and indeed, public safety. What happened 
on January 6 [2021] with the riots and attempt to overthrow our government 
by force was in part a result of misinformation and incitement. I believe that 
we have to find a way to reinstate a commitment to the public interest in our 
world of nonscarcity.
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Martha: Look at Canada, which regulates digital media with a public interest 
focus, not predicated on scarcity. Of course, it is a different constitutional 
system. Canada’s analogue to our First Amendment appears in its Charter 
of Rights and Freedoms.2 It broadly protects expression, but the Canadian 
courts tie those protections to democratic governance and individual dignity3 
and permit limits on hate speech in ways that the US courts do not. There is 
no country in the world that has the extreme speech protections that our US 
courts have developed through their interpretation of the First Amendment. 
Actually, a public interest requirement could be compatible with the First 
Amendment if extreme interpretations of the amendment are moderated, as 
many commentators urge.4

The “public interest” is hard to define, however. I bet we can make more 
progress by discussing a specific example. Let’s contrast the immunity granted 
to digital media from the well- established liabilities of newspapers, publishers, 
broadcasters, cable television, and individuals for content that is defamatory 
or that incites violence or illegal activity. Section 230 of the Communications 
Decency Act granted an immunity to digital platforms from these familiar lia-
bilities in order to nurture new internet businesses. Internet businesses are now 
among the largest and most profitable businesses in the world. I think the public 
interest calls for reexamining a law exempting platform companies like Facebook 
from liability for what they spread. People face harms. Internet platforms are 
getting a subsidy and unfair advantage compared with other media, which al-
ready face severe financial challenges. Actually, the public interest has long 
existed compatibly with the First Amendment. Courts must balance competing 
interests. New challenges call for new efforts such as dealing with anonymous 
tweets. As of 2017, a quarter of Twitter users opted for full or partial anonymity.5 
Also, Twitter is enabling access to the entire world; it is not the individual. Why 
should Twitter be given a subsidy compared to a newspaper or radio station, 
which are not shielded by Section 230?

Mary R. Minow: That’s not true. If a newspaper has an open comment section, 
they have the same protections. It’s a matter of who’s doing the speaking, not 
who the sponsor is. Section 230 protects user- generated content. When the 
newspaper publishes something on its own, it is subject to publisher liability. 
When it permits user- generated content on its website or social media page, 
it has the same protection as any website.

Nell: Reporting abusive tweets and responding to public officials directly on 
Twitter gives me a sense of agency. On the other hand, it makes me very un-
comfortable to think that Twitter is relying on its users to police the tweets. 
Twitter, Facebook, Reddit, even Parler all have lawyers; those lawyers have 
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drafted user agreements.6 These include indemnification and promises not to 
violate copyright or post pornography or spam. They can delete your posts 
or kick you off if you do. These are corporations, not the government, so the 
First Amendment does not apply. They have advertisers and customers and 
shareholders. If they make a market- based decision that what is best for their 
business is to create, if not a safe space, at least a safer one than one that has no 
limits at all, we all agree that is fine, right? If, say, a new competitor to Twitter 
decided that it would only publish grammatically correct tweet equivalents 
in iambic pentameter, they could do so. An individual or a corporation can 
impose almost any restrictions they want.

But what can the government do? Banning certain topics or individuals only 
sends them to places that are (1) harder to monitor and (2) assumed to be even 
more credible because they are more raw and unmonitored. See the excellent 
documentary Feels Good Man: An innocent cartoon image of a frog was co- 
opted as a symbol of the most virulent racist and insurrectionist groups. Matt 
Furie, who created the image, found there was no way to stop his Pepe the Frog 
from being appropriated.7

Martha: The government can create incentives and it can tax platform companies 
using targeted advertising— a practice associated with misinformation 
campaigns and discriminatory displays of employment opportunities.8 A tax 
might even be placed on companies that do not develop a fairness policy or 
that do not report their criteria for content moderation. The government can 
require and enforce consumer protections; the government can say to plat-
form companies, “If you don’t come up with a way to enforce your own user 
requirements and service agreements, which you currently do not do, you 
will not have this immunity.” The government can break up large platform 
companies with antitrust tools or condition a decision not to break them up 
on greater assurance of protections for users. There are many steps that gov-
ernment can take within the Constitution.

Mary: Is there a way that the government could, in fact, say “this is a public 
forum,” just as California said that private shopping centers are public forums 
and, therefore, subject to the First Amendment?9

Nell: What do you do then about Parler, which is deplatformed for violating the 
user agreements of the companies carrying it, and then opens up a week later 
operating out of Russian servers? Like environmental regulation and tax reg-
ulation, rules issued according to physical geographical borders are less and 
less effective.

Martha: The borderless global nature of social media and digital communica-
tions is the bigger challenge. The European Union, Australia, and China are 
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governing social media already. Understandably, companies are searching for 
some common framework; it’s too hard to comply with competing and even 
clashing laws from different countries. We can continue to talk about the First 
Amendment, but then the actual governance of social media is going to be 
decided elsewhere.

Newt: Another way to look at the concept of “public interest” is to look at the 
origins of the internet. It would not exist without the US government’s invest-
ment. The government put up the money through the Defense Department 
for the technology that led to the internet. Isn’t there a way to condition ac-
cess to the internet on some set of requirements? For example, let’s just take 
one thing. Let’s take hate speech. Only hate speech, which is outlawed in 
most countries other than the United States. Couldn’t there be a requirement 
that nobody can be on the internet if they use hate speech?

Nell: Unfortunately, in 2016, the United States turned over control of the in-
ternet to an international authority made up of stakeholders from govern-
ment organizations, members of private companies, and internet users.10 
Also, nobody agrees on what hate speech is. And I guarantee you within thirty 
seconds of any kind of a prohibition on hate speech, extremist Christians are 
going to say it’s hate speech for people to make pro- LGBTIA comments be-
cause it makes them feel attacked. Mary has seen that kind of complaint in 
libraries.

Martha: Beyond hate speech, there’s genocidal speech. Fomenting genocide or 
mass violence violates international human rights. Some speech genuinely 
and directly leads to the deaths of human beings. Facebook posts are linked 
with genocidal killings in Myanmar.11 And under any constitution, messages 
inciting imminent violence should not be shielded from removal by a private 
company. Deciding what is and is not incitement can be challenging; local 
political contexts and code words matter. Here the insulation offered to social 
media platforms by Section 230 should be a benefit; the private companies 
have latitude in guarding against violence— and in forbidding harassment, 
hate, and disinformation. Ultimately, the Supreme Court of the United 
States is not the ultimate authority for decisions by private companies— they 
can make their own rules— and countries other than the United States are 
regulating. I do wonder about what kinds of norms young people ought to 
learn about internet use?

Mary: That presumes that you’re willing to make everyone identify themselves 
before they go on, which really precludes people who are abused, undocu-
mented workers, etc.

Martha: Well, you’re an expert in this, Mary; isn’t there some way to create se-
cure privacy and anonymity, while still making sure that there is some ac-
countability if needed?
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Mary: You can use tokens to get through that first hoop to say, “Yes, I am le-
gitimate.” For example, libraries are able to authenticate a user’s eligibility 
to use licensed databases, and then let the user through. Bitcoin and other 
cryptocurrencies can authenticate without tracing users. Maybe I passed that 
driver’s license test, and then continue to be anonymous. But you want to 
trace back.

Martha: Why can’t a company say it will only use the information under these 
very limited circumstances, but otherwise you cannot use our service? Why 
can’t there be some requirements to be allowed to use the service, like sharing 
your personal identifying characteristics, which the company will not use ex-
cept in urgent situations? Some companies already do this.

Mary: Many people come into public libraries, sometimes specifically, so they 
can use an internet terminal that isn’t tied to their name and their identity. 
Maybe they want to check out drug abuse, or some other sensitive question. 
I want that door open for people who need it. Also, people who are searching 
from their own devices could be prompted to click on their local library to 
get online to chat or email with their library to ask a question. Or if they are 
using Facebook, wouldn’t it be great if there was a button to click in order to 
ask their local librarian if a post is true or partially true? Google has already 
geocoded where users are coming in from and can easily direct users to their 
closest library website, so this is already feasible. The big platforms could also 
tabulate the referrals and send monetary support for library staffing!

Martha: Well, serious privacy protections are needed. It would be great if the 
platforms respected library privacy policies and deleted the identity of a ques-
tioner and the questions once answered unless the patrons indicate that they 
are fine with keeping it up. But people who organized the January 6 events 
leading to the Capitol assault and other assaults on the safety and lives of 
public officials use the privacy protections. We overcome them when we deal 
with foreign terrorism. Why not with domestic terrorism?

Mary: Public libraries actually have a click- through agreement that you’re not 
going to do something illegal, you’re not going to incite, you’re not going to 
violate copyright.

Nell: What do we do about people who create many accounts to make it look 
like they have more support than they do,12 or that the people they attack 
have more critics than they really do?13

Mary: It’s like many other agreements. Violations must come to the other party’s 
attention. Without tracking, it must be noticed in real time. How can libraries 
help law enforcement when there is a legitimate request, going through the 
right process, and yet still protect everyone? It’s a challenge, if you don’t trust 
law enforcement— and there are many who do not, often with good reason. 
Libraries track some user data, but as a matter of professional ethics, try to 
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keep as little as possible. Generally, the name of a user checking out a book is 
kept only until the book is returned.

Nell: Let’s take the shareholder perspective. Most shareholders— whether 
through activist hedge funds or large institutional investors— care about a 
sustainable business model and want digital media companies to be safe and 
credible. It’s like real estate. An investment in a safe neighborhood is worth 
more than one in a treacherous, badly maintained area. The State of New York’s 
pension fund submitted a shareholder proposal to Facebook asking for re-
porting on its terms of service enforcement and risks from posted content.

Mary: You would think that there’d be a privacy bonus— that the consumer 
would go to the companies that have protections in place— but that has not 
been the case. It’s because the general public is not educated as to how their 
information is being used. There are search engines that try to distinguish 
themselves as having privacy protections, unlike Google, but they are terrible 
and not much used.

Martha: The market isn’t working well; concentrated economic power 
suppresses innovation on the supply side. On the demand side, as Mary 
notes, people may not know or care about options.

Nell: Twitter already has the blue check for verified people and other sources. 
I hope they develop an even more effective system to help users evaluate the 
trustworthiness of what they see.

Newt: Let’s go back to basic concepts. You can buy a car, but if you want to drive 
it, you have to get a license for the car and a license for yourself because we 
recognize, as a society, that cars are dangerous. If you want to get on the in-
ternet, why shouldn’t there be some sort of driver’s license test?

Nell: Yes, and we require extensive disclosures for purchases of consumer 
goods, credit cards, and investment instruments, though there is a lot of ev-
idence that no one reads them. Guns are very dangerous and there are very 
few restrictions on buying or using them. Laws are not always consistent. But 
I think it’s fair to say that if a website can make you prove that you can tell 
what is a bus and what is a taxi to show that you’re a real person, they could 
probably give you a test to say that you understand the difference between 
fake news and real news.

Mary: How does that help the person who is undocumented, the abused 
woman? If they need to pass some sort of test, they’re not going to be able to 
go online for help.

Martha: Good point. What if the platforms have a duty and an incentive to 
create instructions so people can learn how to pass the test? Some campaign 
organizing sites already have a version of this— volunteers have to pass a quiz 
after reading an informational document or taking a training course before 
the volunteers can join the effort and send messages. People can retake the 
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test if they fail; sometimes there are observation and audit efforts by expe-
rienced leaders to follow up. Let’s take a page from environmental policy 
and use regulation to tap into innovation— and here, push information tech-
nology toward learning?

Mary: Libraries already offer online instruction and have since the dawn of the 
public internet. It has ramped up in recent years to focus on helping users 
identify factual misinformation.

Nell: Who reads the user agreements?
Martha: I agree. But I do think that this underscores the divide in the world be-

tween people who are tech savvy and people who are not. But, are there more 
wholesale solutions than relying on the end users? Elements in the hardware 
and software can incorporate checks; the design can create speed bumps to 
slow down the transmission of unverified information. For example, a site 
can limit the number of people with whom content can be shared if it is not 
actually read, if its author is anonymous, or even if the site has not subjected 
its content to a review. People are more likely to share fake or false informa-
tion when they are not thinking about it. The platforms prompt people to 
think about whether what they are sharing is true; that can slow the spread of 
misinformation. The architecture of sites has effects; designers should have 
responsibilities. Putting the whole burden on the end user seems unfair and 
ineffective.

Newt: I believe there is a need to think about the public interest when we’re 
dealing with this technology. Or should we just let the market decide?

Martha: The public interest matters and can be defined at least in some instances, 
such as protection of children. The market matters too and has a role— but if 
the big players are insulated from market pressures, it is an inadequate avenue. 
Addressing the misinformation will require the involvement of every part of 
our culture. A 2020 study showed that exposure to inaccurate or misleading 
information about COVID- 19 contributed to people’s disinclination to seek 
out more information.14

If we analogize the social media misinformation problem in an area like the 
pandemic or exposure to toxic waste in the physical environment, there are 
public safety grounds for government mandates on private entities to remove 
misinformation or hateful material and report on the methods used and quantity 
of problematic content removed. To those who object that “this is censorship,” 
let’s be clear, moderation is happening every day by private platforms, and just 
like editing of traditional media content, it is lawful and even constitutionally 
protected. The big platforms remove massive amounts of spam— including fake 
accounts and bot- produced messages— and no one objects. Otherwise we’d be 
“flooded”— overwhelmed with more content. That would interfere profoundly 
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with speech, with listening, and with the trust needed for both. In the spirit of 
environmental protection, why can’t government require platform companies to 
report on their methods and rates of such removal efforts— and their research 
and development even in trying to detect and control disinformation?

Nell: One thing we’ve learned is that the market is not a good mechanism for 
evaluating information. The market for slanted or bad information is very ro-
bust, as we see with the financials of FOX and its subsidiaries. Barriers to entry 
are lowering all the time and “channels” like Newsmax and OANN (funded at 
least in part by Russia) are out- FOXing FOX. What has been most effective 
at pushing back has been the defamation lawsuits filed by Dominion for the 
unfounded claims of the failure of their voting machines. That is a combina-
tion of market forces and government, with the laws and court system. The 
Dominion lawsuit got Newsmax and FOX to back down. On the other hand, 
I am also aware of strategic lawsuits against public participation (SLAPP) 
claims, which are filed to suppress or chill legitimate speech because even if 
they are frivolous it is too expensive to fight them.

Newt: Justice Holmes said in Schenck v. the United States that the First 
Amendment does not protect someone for “falsely shouting fire in a crowded 
theatre and causing a panic.”15 The two key elements there are that the speech 
has to be false— obviously if there really is a fire you want someone to let 
everyone know— and that the false information can cause a panic, where 
people can get hurt. The head of the FBI testified in the Senate about what we 
know about why the January 6 attack on the Capitol happened. Social media 
was a crucial part of not just organizing and getting the mob in place, but of 
spreading the lie that the election was “stolen,” which led to disaster. I was a 
law clerk at the United States Supreme Court in 1951, when the Dennis case 
was decided.16 My boss, Chief Justice Vinson, decided that speech advocating 
the violent overthrow of the government was not protected speech.

Nell: The difficulty is the pervasiveness of media content. NewsGuard on my 
browser does a good job of identifying the reliability and objectivity of news 
sources that I view, including links on Twitter. People like Alex Jones and 
Sidney Taylor admit in court filings that no one should believe what they say, 
but their listeners just think that makes them more credible. They keep saying 
it, and the press keeps amplifying it.

Martha: Lies are hard to identify and regulate. In United States v. Alvarez, the 
Court protected lying about having a military medal and struck down a por-
tion of the Stolen Valor Act because it failed to pursue less restrictive meas-
ures.17 But I think Dad’s point is: Can prevention of falsehoods that carry 
risks of violence and havoc be compatible with the First Amendment? I think 
the answer is yes.18 Changing technologies and understandings of human 
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behavior may call for adjusting what counts as the required proof of “im-
minent harm.” Cass Sunstein analogizes regulation of climate change to the 
incitement of violence as less- than- imminent, but potentially devastating 
harms could be preventable in both cases.19

Nell: But keep in mind the Arab Spring and remember how excited and 
happy everybody was that social media made it possible for people to rebel 
against a totalitarian regime. Believe me, that is the way that the January 6 
insurrectionists and whoever the next group is are going to characterize 
themselves. The consequence is that we treat them all the same. One thing 
we’ve learned is that the less “authorized” a source is, the more certain 
kinds of people find it believable, especially those who feel overlooked or 
condescended to by traditional sources.

Mary: When there is regulation of the platforms, the platforms just go under-
ground or abroad, making it even harder for authorities to monitor.

Martha: Counterterrorism experts should be consulted about how to weigh 
that risk, perhaps by using a cost- benefit calculus. Standards should play a 
role.20 Meantime, to improve trust in information, can the librarians do some-
thing? Mary?

Mary: I’ve always thought that there should be a social media alternative to 
Facebook that’s been created by librarians and others in the public sphere, 
a public option. However, libraries and local governments don’t have the re-
sources. They’re not in the business of making scads of money by monetizing 
everybody’s private information. How about taxing the platforms to support 
the creation of the public internet option and also seek public contributions (as 
the Corporation for Public Broadcasting receives) and private contributions 
from individuals and foundations?

Newt: People have asked me from time to time, why should there be any 
public funds for television? And I say, “We have private parks. Why should 
there be public parks? We have private schools. Why should there be public 
schools? The same with hospitals and libraries.” PBS was a pioneer in the 
kind of programs other broadcasters did not think would make money, like 
educational programs for children and the Ken Burns series on American 
history and culture. The closest thing we have now to the Walter Cronkite 
news programs of the ’60s and ’70s is the NewsHour on PBS. PBS and NPR 
consistently rank as the most trusted news sources in the United States, or 
among the most trusted.21 There are some things the market doesn’t pro-
vide. I believe what’s missing today is that no one I know of who’s in the new 
technology world is talking about something that is important, namely, two 
words: public interest. Nobody is thinking or talking about that. Those two 
words are absent.

Martha: What does public interest mean to you?
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Newt: Public interest means to me that we— the public, the government— 
create certain things that the market does not provide. I believe in the mar-
ketplace because the market has produced more good things for more people 
than any other system of economic activity. But at the same time, the market 
doesn’t provide everything. And when there are things that the market does 
not provide, it is there where I believe government comes in.

Martha: Ethan Zuckerman, for example, calls for public investment to build a 
public service web.22 We don’t seem to have much trouble recognizing that 
there’s a public interest in maintaining the essential and vital services of elec-
tricity, water, and gas. And these days, isn’t communications media one of 
those vital goods or services that everyone needs? The FCC could mandate 
“net neutrality” rules to prevent internet service providers from blocking 
applications and websites or from granting priority access and hence treating 
different consumers and different providers differently. The FCC ultimately 
did use its statutory authority to designate the internet as a “public utility.”23 
Then, with a change in leadership, the FCC deregulated broadband. Yet the 
language of public interest remains in place; the basic idea is that if the in-
ternet is open to all— because it operates as a “common carrier”— then it can 
be subject to regulation accordingly.24

Newt: That goes back to the days of Louis D. Brandeis, and reformers more than 
one hundred years ago, who realized that certain things not provided by the 
market require that the government intervene. It seems to me that when the 
internet arrived, that thinking stopped.

Mary: So who would be the agency? Would it be the FCC that would apply the 
public interest to the internet?

Newt: I’ve seen all kinds of proposals. And I know Congress has before it, at the 
moment, many proposed legislative actions. Tom Wheeler, former chairman 
of the FCC, has written that a new agency dealing only with digital commu-
nication should be created. Given the lack of oversight that went into the 
transfer of authority for the internet out of the United States, I would like to 
feel more confident that this multifactorial problem is being addressed in a 
thoughtful way.

Nell: I still think the internet is a net benefit and very much in the public 
interest— its democratizing effect, where anyone can start a blog or write a 
tweet and get a job or a book deal or an answer about a consumer problem 
without being kept on hold for hours with customer support. It’s remarkable 
to be able to give voices to people who didn’t own a newspaper and didn’t 
have access to television. And so I think we want to talk about how beneficial 
that’s been, and that we don’t want to impede that in any way.

Newt: You’re right. And I think that’s a very important part of the balance.
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Martha: That’s right. There are inevitably trade- offs. It’s often easier to talk 
about what we think is the big worry, rather than getting our arms around 
everything. So what is the biggest worry you have, the worst thing that’s going 
on with social media that you would hope government would regulate?

Newt: I would say it’s the advocacy of violence. I turn to what the Europeans 
are doing through the European Union and also national laws, for example, 
in Germany, and in England. The EU’s Digital Services Act develops compre-
hensive regulation of social media and other digital services, with particular 
interest in improving the media ecosystem and guarding against disinforma-
tion.25 Germany, which emerged from the Nazi era with explicit protections 
against hate speech, has stepped up amid rising right- wing extremism and 
the digital context with a twenty- four- hour deadline before fining platforms 
that allow distribution of hate speech.26 England is debating a law that would 
punish platforms for keeping up “lawful but awful” content, though critics 
warn of government censorship.27 I see the need for some interventions 
involving the things that are dangerous to the existence of democracy in this 
country.

Mary: From what I understand, the neo- Nazi movement is alive and strong in 
Germany. I don’t know that having the capacity to regulate hate speech is ac-
tually working.

Martha: We also don’t know if it would be worse without it. The question has to 
be, compared to what?

Mary: The ACLU makes the argument that when you suppress speech it only 
makes the people who have been suppressed stronger. They’ve done the re-
search to show that people find themselves as martyrs, and they organize 
better, especially today when we’ve got all these platforms offshore. I’d rather 
have the speech be more transparent. What am I most worried about? I’m 
worried about the next January 6. But I would narrow it to incitement, not 
hate speech. I would want the big private entities that operate like a new 
public square— so much that you can’t participate in your local political party 
chapter without joining the Facebook group— to use the same standards that 
apply to the public square.

Nell: I worry about two things. The first is directly related to what we’re talking 
about. I worry less about what individuals have to say on Twitter or Reddit 
than about “news” outlets, like Newsmax and OANN, which people assume 
meet the traditional standards of journalistic integrity and give weight to them 
that they have not earned. They are fly- by- night organizations that set up a 
channel on YouTube and make stuff up that has nothing to do with reality. 
And they ask questions at White House press conferences, and congressional 
representatives and senators go on camera and legitimize them. So I worry 
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about the devaluing of empiricism, the blurring of lines between legitimate, 
fact- based media and the twenty- first- century version of the Weekly World 
News tabloid with front- page stories about aliens and Elvis being spotted at a 
Burger King.

Second is the problem of dark money in politics. This is not a case of journalism 
failing to report on a topic of vital importance; it is a case of that informa-
tion not being available. Dad, you and your long- time friend, the late Henry 
Geller, who was general counsel at the FCC, tried to get the FCC to use its 
authority to force sponsors of political television commercials to disclose 
who paid for them. Your efforts were thwarted when Congress prohibited the 
FCC from pursuing any disclosure requirements. I believe broadcast stations 
and other resources would gain a lot of credibility if they made it clear who 
was behind the ads they run, and if “networks” like OANN revealed that they 
are funded by Russians.28

Martha: I agree. Government censorship is bad, and so is quickly spreading 
hateful expression. Frankly, I think the Enlightenment itself is in trouble. Ideas 
traceable to Europe in the seventeenth and eighteenth centuries— that there 
is a truth to seek, that science is more reliable than antiscience, that reasoned 
debate can resolve or manage disagreements and prevent violence, that the dig-
nity of every person is sacrosanct— have been called into question. These days, 
some of the same people paid by corporate money to create pseudoscientific ar-
ticles questioning the link between tobacco and cancer later moved over to write 
pseudoscience on climate change. Journalists, scientists, and academics built up 
systems for testing claims and building paths to knowledge.29 Unfortunately, 
the internet allows so many falsehoods, doubts, and conspiracy theories to cir-
culate widely while knocking down the vehicles of verification.

Newt: Justice Jackson said, “The Constitution of the United States is not a 
suicide pact.”30 When I think about what happened on January 6, I think 
it was madness. Why are the country and Congress not standing up and 
saying, “This has got to stop”? Where is Edmund Burke when we need him? 
He said, “The only thing necessary for the triumph of evil is for good men 
[and women] to do nothing.”31 Our courts have drawn a clear line: Speech 
advocating the violent overthrow of our government is not protected when it 
creates a likely and imminent danger of serious harm. That line should apply 
to our new technologies, and our government should enforce it.

Mary: I concur about the dark money. I think the disclosure rules that Dad’s 
pointed to and written about should be adhered to.

Martha: I agree, but a Fourth Circuit decision struck down mandated disclosure 
of campaign contributions as violating the First Amendment.32

Nell: But Citizens United itself specifically says that corporate political 
contributions are legitimized by shareholder oversight: “The First Amendment 
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protects political speech; and disclosure permits citizens and shareholders 
to react to the speech of corporate entities in a proper way.”33 When the 
contributions are not disclosed, much less approved by shareholders, the 
contributions should not be considered free speech. Reporter Judd Legum 
has done some great work on exposing the hypocrisy of companies’ polit-
ical contributions. Of course they routinely give to everyone— state, local, 
national, Democratic, Republican. But following the #BLM protests, Legum’s 
reporting led to companies withdrawing support from elected officials who 
had failing grades from the NAACP, and his reporting after January 6 led to 
withdrawal of support from representatives who refused to acknowledge the 
legitimacy of the election results. Indeed, in a few cases, including JP Morgan 
Chase, they halted all contributions while they reconsidered their policies.

Martha: The SEC has failed to exercise its authority to regulate in this area. This 
may be an area of action sought by the new commissioners.

Nell: This is another issue that comes up often in shareholder proposals, though 
even a 100 percent vote is nonbinding; shareholder proposals are advisory 
only. In 2021, thirty- three shareholder proposals on political spending were 
submitted at companies including Netflix, Delta, Kimberly- Clark, and Nike, 
Inc. There are other kinds of market- based pressure: boycotts, which have not 
been effective, and asking companies to stop advertising on certain “news” 
programs, which has been more effective.

Mary: Putting money into public libraries, into local journalism, and into educa-
tion is the answer. You fight bad speech with good speech.

Martha: We do not all agree about every aspect of the problem or about poten-
tial responses, but we converge on some ideas.

Concluding Comments: Here are ideas that we hope gain traction; some in-
volve purely private action, and others require government action, and hence 
could trigger constitutional concerns. We think that these at least deserve 
discussion:

1.  Major internet and other media companies should support the articula-
tion of a core set of journalistic principles they will adhere to in anything 
they label “news”— principles such as requiring at least two sources for 
anything reported as a fact; committing to reflect all sides and draw on 
diverse sources; and committing to check and report on credentials and 
conflicts of interests of sources.

2.  Significantly enlarge public support for public libraries, for media literacy 
education, and for public media. Incentivize the platform companies 
not only to direct users to the public libraries, but also to contribute the 
resources libraries need to answer user questions.

3.  Establish a nonprofit public internet initiative to receive public funds 
while insulated from government control.
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4.  Large internet platform companies, functioning like the public square, 
should be required to make readily available current statements of their 
policies and practices with regard to their “community standards” gov-
erning removal or demotion of objectionable content and should be re-
quired to respond promptly to reports of false or harmful content.

5.  Internet platform companies should be allowed— as they are cur-
rently by US law— to adopt and implement standards for removing 
or demoting content based on their own community standards and 
for suspending or terminating accounts that violate those announced 
standards. We urge resisting any regulations or judicial interpretations 
that would prevent such private content moderation.

6.  Internet platform companies should be required to adopt policies to halt 
or at least slow the distribution of content identified by expert reports as 
inciting imminent violence.

7.  The FCC, FTC, and SEC should be authorized to and should exercise 
the authority to require disclosure of the names of people and actual 
companies (not special- purpose opaquely named entities) paying for 
political ads.

8.  A bipartisan national commission should review and analyze emerging 
social media regulations from other countries and self- regulation by 
companies, and assess what ideas, consistent with the US Constitution 
and existing international law agreements, should be adopted here. We 
hope others will join this conversation!



      

18

Profit Over People
How to Make Big Tech Work for Americans

A m y  K l o bu ch a r

“Facebook has realized that if they change the algorithm to be safer, people will 
spend less time on the site, they’ll click on less ads, they’ll make less money.”1 If 
they allow people to be safer, they’ll make less money.

Those were the words of Facebook (now known as Meta) whistleblower 
Frances Haugen from her groundbreaking October 2021 Senate hearing testi-
mony, in which she— armed with mountains of internal company documents— 
thoroughly described the harms Facebook is inflicting on our children, families, 
and society.

In both Haugen’s testimony as well as the subsequent release of the “Facebook 
Papers,”2 we learned how Facebook’s research showed how the platform con-
sistently feeds harmful content to its users, putting profit over people time and 
time again.

For example, we learned that more than 13 percent of teenage girls reported 
that Instagram made their thoughts of suicide worse.3 We also found out that, 
despite the internal research that would have led most responsible companies to 
reconsider the impact of their products, the company still proposed “Instagram 
Kids” (which it recently suspended following significant public outcry).4

We also learned how Facebook’s algorithms were fostering a cesspool of mis-
information and hate and how the company’s automated systems continued to 
allow 99 percent of violent content to remain on the platform.5

At the time, I called Frances Haugen’s testimony a catalyst for change.
Since her testimony, I have met with parents from around the country who 

are concerned about the impact of social media on their children. Parents are 
worried; they see their kids getting addicted to these platforms, being fed misin-
formation and harmful content with no recourse for help. I heard from a mom in 
Minnesota who described social media like an overflowing sink that she couldn’t 
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turn off: When she goes and mops up the water, the faucet keeps flowing. The 
harmful impacts of these platforms don’t stop.

Like Frances Haugen, these parents are catalysts for change.
As we have seen throughout our history— from worker strikes in Chicago 

against monopoly robber barons, to the Granger Movement of America’s 
farmers— Americans across the political spectrum have come together to drive 
the reforms needed to meet the great challenges facing our nation. And now our 
country’s parents are saying enough is enough.

Today, with the rise of the digital economy and all of the opportunities and 
problems it has brought, we are at another critical moment in our history and an 
inflection point for reform. And there is no time like the present— our privacy 
laws and competition policy haven’t been meaningfully updated since before the 
internet was created. Now, faced with sprawling digital monopolies, including 
but not limited to Facebook, that harvest and use our data with impunity, target 
vulnerable users with harmful content and toxic disinformation, and control ac-
cess to key online markets, it has become clear that America needs laws that are 
fit for today’s digital economy— laws that are just as sophisticated as the tech 
giants that increasingly dominate American life. That means a federal privacy 
law, provisions to better protect children online, more transparency in social 
media algorithms, and yes, updates to our competition laws.

Just as they have in the past, Americans of all political stripes are coming to-
gether to confront the challenges of this era. And each American stepping up 
and speaking out is a catalyst for change.

The Rise of Digital Technology

Over the last several decades, American society has been transformed by the 
rise of digital technology. Today, we have routine access to powerful tools that 
enable us to perform tasks that would have seemed extraordinary just twenty- 
five years ago.

We have gone from the days of Wall Street’s Gordon Gekko with his cell 
phone— affectionately known as “the Brick,” which weighed two pounds and 
was thirteen inches long— to smart phones the size of a wrist watch packed with 
apps that can do a multitude of things. From a device that monitors our vital 
signs and instantly sends alerts if something is off to an app that connects to a 
hearing aid and can instantly translate speech into more than thirty languages, 
technological advances have improved our lives in many ways.

I can connect with my daughter instantly, via video, even if she’s across the 
country or on the other side of the world.
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People in underserved medical areas can consult with top medical experts via 
the internet, with X- rays getting transmitted in a nanosecond.

Due to the COVID- 19 pandemic, we are raising a new generation of kids who 
learned to read during Zoom video conferences, sometimes with their parents 
working remotely in the next room.

And upcoming advances in computing power, wireless networks, connected 
devices, and artificial intelligence promise to make these technologies an even 
greater part of American life in the years to come.

The Bureau of Economic Analysis estimates that the digital economy 
accounted for nearly 10 percent of the United States’ gross domestic product 
in 2019, with a growth rate that was more than double that of the economy as 
a whole.6 That figure is certainly higher today, but even an updated percentage 
would understate the significance of digital technology. As digital advancements 
spill over into other sectors, they have the potential to drive innovation, growth, 
and employment across our economy.

The growing importance of digital technology in America, however, has 
raised serious concerns from the public and a host of challenging issues that 
policymakers must confront. At the root of these concerns is the fact that these 
transformative technologies are controlled by a handful of dominant tech-
nology companies. These companies, which started out as scrappy innovators, 
have grown to become some of the most valuable companies the world has ever 
seen, operating powerful online platforms and acting as digital gatekeepers to 
millions of businesses and billions of consumers around the world. Although 
these platforms provide valuable services that many of us use every day, these 
benefits have come at a cost. And every day, those costs are becoming more and 
more obvious.

These gatekeeping platforms have amassed unprecedented power over our 
everyday lives. That includes power over Americans’ personal data, over how 
businesses reach customers, and over the advertisements and news that people 
see, as well as the unfettered ability to amplify information— or disinformation— 
to an audience of millions in the blink of an eye. It also includes the power 
to dominate key digital markets by suppressing or buying out any potential 
competitors.7 Since the dawn of the digital economy, most of this power that has 
been exercised by these platforms has gone unchecked.

The result has been highly concentrated digital markets where consumers’ 
personal data is free to be sold or monetized as we all become profit centers 
for big tech companies, profit- maximizing algorithms force feed harmful mis-
information and disinformation to millions of consumers, and small businesses 
trying to compete online are boxed out of true competition by self- preferencing 
behavior.
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The current state of affairs not only harms consumers, businesses, and tech-
nological innovation, it threatens our free press, public health, and our democ-
racy. Local newspapers around the country continue to close and newsrooms 
continue to shrink at an alarming rate.8 Even after more than 987,000 Americans 
have lost their lives to the coronavirus,9 the major digital platforms are still rife 
with vaccine disinformation.10 And the January 6, 2021, insurrection at the US 
Capitol demonstrated how digital platforms can be easily co- opted by extremists 
to stage an assault on the temple of our democracy.11

The companies running the dominant digital platforms— Amazon, Facebook, 
Google— are American companies. In fact, they are some of this generation’s 
business success stories. Over the years, they have innovated, created new 
markets, employed thousands of workers, and helped drive our economy for-
ward. While many Americans are understandably proud of the success of 
American technology companies on the global stage, we must recognize that no 
company— no matter how successful or innovative— can be permitted to run 
roughshod over the interests of the public.

As these new digital markets evolve, our laws must evolve along with them 
to promote the public good and ensure opportunities for the next generation 
of American success stories. We must shape the technology landscape to ensure 
that these digital platforms are agents of progress and public good, not tools 
of destruction. Where the law does not address the novel problems caused by 
these digital giants, Congress must act. The problem? In the past fifty years as 
our economy changed dramatically with the internet, not one major federal law 
to protect consumers has passed.

America needs a comprehensive approach to reining in the excesses of Big 
Tech. That includes setting rules of the road to prevent the spread of harmful 
content,12 protecting privacy and promoting transparency, strengthening our 
antitrust laws, preventing anticompetitive discrimination, and empowering our 
enforcers to hold even the most powerful digital platforms accountable when 
they engage in harmful conduct.

Cracking Down on Harmful Online Content

The internet is rife with toxic, hateful, and inaccurate content that causes harm 
in the real world: harm to our health, children, and our democratic institutions. 
And the examples continue to multiply.

The first problem that came into sharp focus in the recent past is the issue 
of vaccine misinformation. The numbers are revealing: In May 2021, 30 per-
cent of adults said that they were unwilling to be vaccinated or uncertain about 
doing so.13 In many cases that was because of misinformation they read online. 
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Two- thirds of unvaccinated Americans believed common myths about the 
vaccine14— myths that went viral on platforms like Facebook and Instagram.

I remember talking to a café worker early on when, only seniors were eligible 
for the vaccine, and he said, “You know, my mother- in- law was going to get it, 
but she decided not to because she read online that they would implant a mi-
crochip in her arm.” I asked where his mother- in- law had read that lie. His an-
swer: “Facebook.”

This is far from surprising. The New York Times reported that an internal 
Facebook study found that the most viewed post on Facebook for the first three 
months of 2021 led to an article suggesting that the COVID- 19 vaccine may 
have been involved in the death of a “healthy” doctor in Florida. The post was 
viewed by nearly fifty- four million Facebook users, but far fewer people saw the 
update reporting that the medical examiner did not have sufficient evidence to 
conclude whether the vaccine had actually contributed to the doctor’s death.15

As we look at all the needless COVID- 19 deaths in the past months, primarily 
among people who are unvaccinated,16 it is clear that misinformation about the 
safety of vaccination has had devastating real- world consequences. That is why 
I introduced the Health Misinformation Act to help hold digital platforms ac-
countable for the spread of health- related misinformation online during public 
health emergencies.17

Second, we have to address the fact that digital platforms’ algorithms are 
facilitating the spread of harmful content to users. That means we need trans-
parency in how these algorithms work in order to stop the unchecked spread of 
harmful content.

As I noted, Frances Haugen explained that Facebook has known for years 
that its algorithm promotes content to entice users, particularly young users, to 
spend more time on the platform.18 But the algorithm optimizes engagement 
without sufficient regard to whether content could be addictive or harmful to the 
user, with predictably devastating results. For example, Ms. Haugen highlighted 
the spread of eating disorder– related content, which can have particularly dan-
gerous effects on young women, testifying that “Facebook knows that they are 
leading young users to anorexia content.”19 In fact, when my colleague Senator 
Richard Blumenthal’s office created an Instagram account posing as a thirteen- 
year- old girl who noted interest in dieting and weight loss, Instagram’s algorithm 
quickly began promoting content that glorifies eating disorders, referring the 
user to accounts with titles like “eternally starved,” “I have to be thin,” and “I 
want to be perfect.”20

I have introduced legislation to combat eating disorders over the years because 
I know they can be fatal.21 Anorexia has an estimated mortality rate of around 
10 percent, making it among the deadliest of all mental health disorders.22 But 
that was not enough to convince Facebook to take action to ensure its algorithms 
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were not leading susceptible users to this harmful content or to build an effective 
system for removing it from the platform.

And this is not just a problem with Facebook. Children also risk exposure 
to toxic content on TikTok, YouTube, Snapchat, and other platforms. Some 
platform features can effectively encourage reckless behavior by teens. For ex-
ample, Snapchat’s now- discontinued “speed filter”— which allowed users to cap-
ture how fast they were moving and share it with friends— has been linked to a 
number of deadly or near- fatal car accidents involving teens.23

Why would some of the richest, most sophisticated companies in the world 
fail to do everything in their power to ensure that their products were not 
harming children? The answer is simple: User engagement is more important 
for these businesses and their bottom line than the safety and well- being of their 
users, even their youngest users. Their singular focus is on fostering a large base 
of engaged users to whom they can target advertising, no matter the human costs.

This is unacceptable.
We cannot let the most powerful tech companies get away with doing less 

than the bare minimum. Systems that catch less than 20 percent of harmful con-
tent are inadequate. The dangers are simply too great. That’s why I am fighting 
to increase transparency about how their existing systems work so we can figure 
out what improvements are needed.

Third, it is essential that we address the use of digital platforms by extremists, 
both abroad and at home. We saw this on January 6, 2021, when a violent mob 
staged an attack, not just on our Capitol, but on our democracy.

I know. I was there.
I saw Democrats and many Republicans come together on that tragic day to 

protect our democracy. But the ease with which the insurrectionists used dig-
ital platforms to build support and plan their attack should give every American 
pause about how these technologies can be used to threaten our system of 
government.

That is why holding these digital platforms accountable for content that can 
lead to real- world harm is critical. People spend many hours online every day,24 
and we have to find a way to ensure that the fundamental laws governing our 
society— like civil rights protections guarding against discrimination— are fully 
enforced online. While we know we need reform, we must allow for freedom of 
speech and maintain and foster innovation at the same time.

One proposal that strikes the proper balance is the SAFE TECH Act, which 
I introduced with Senators Warner, Hirono, and Kaine. It would allow social 
media companies to be held accountable for enabling cyber- stalking and civil 
rights violations, targeted harassment, and discrimination on their platforms.25

These are simple, straightforward proposals that directly address the most 
harmful content to protect the most vulnerable users. But we also know that 
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limiting harmful content isn’t a silver bullet. That’s why we need comprehen-
sive privacy protections that give all users greater control over their personal 
information.

Online Privacy and Data Protection

Dominant digital platforms, such as Google, Facebook, and Amazon, collect an 
enormous amount of information about our daily activities in real time.26 And the 
big tech companies are not the only ones keeping tabs on us. Data brokers also buy, 
process, and sell massive amounts of personal information about consumers. They 
collect information from the Department of Motor Vehicles, from public records, 
from our grocery store loyalty cards, and even from other data brokers.27 They 
know what we buy, who our friends are, where we live, work, and travel, and more. 
Though services such as Google Search and Facebook’s Instagram are offered to 
us for free, these companies use the data they harvest from us to make billions of 
dollars by enabling advertisers to target us directly— we are the product.

But these companies leave consumers in the dark about what personal in-
formation is collected, how it is being secured and used, and with whom it is 
being shared. The simple act of a consumer visiting a utility company’s website 
to pay a monthly gas bill can allow dozens of companies to profit from her, for 
the most part without her knowledge. Facebook and Google are likely to know 
about that consumer paying her bill— even though they had nothing to do with 
the transaction. If the gas company runs advertisements on Facebook— as many 
do— Facebook would have trackers embedded on the gas company’s website.28 
And if she uses the world’s most popular web browser, Chrome, Google would 
know what websites she visited.29 Both companies collect and analyze this kind 
of information, building a detailed profile of her and giving advertisers access— 
for a price, of course.30

Consumers should have transparency and control over what is being done 
with their data, and companies should have clear obligations about how they 
can collect consumer data, how it can be used, and what they have to disclose 
to consumers whose data fuels these multi- billion- dollar industries. Unfettered 
access to personal data is what gives these platforms so much of their power and 
drives their businesses and their profits. For example, Facebook has estimated 
that each quarter, it earns $51 on each US user.31

We know that when consumers have a choice about their data, they decide to 
protect it. That is what happened when Apple let its users decide whether they 
wanted to allow apps to track their cross- app online activity within the Apple 
ecosystem: Sixty- five percent of users declined to allow the tracking.32 That says 
something.

 



308 O t h e r  P o s s i b l e  R e f o r m s

      

Even though the dominant platforms have some business incentives to pro-
tect user privacy, we cannot just trust them to act in consumers’ best interests 
when it comes to the collection and use of consumer data. Even Apple’s deci-
sion to ask users whether they wanted to allow third- party apps to track their 
cross- app activity did not limit Apple’s own ability to track users’ activity across 
the Apple ecosystem that it controls. The one thing we can trust is that all of 
these companies will act in their own best interests, which don’t always align 
with those of consumers. That is why we need laws to protect consumers’ per-
sonal data.

I am working with my colleagues on the Commerce Committee, including 
Chair Cantwell, on the Consumer Online Privacy Rights Act. That bill would 
establish digital rules of the road for all companies to follow and ensure that 
consumers can access and control how their personal data gets used. It also gives 
the Federal Trade Commission and state attorneys general the tools they need to 
hold big tech companies accountable.33 With tech terms of service many people 
don’t know what they’re agreeing to or what data they are letting the platform use 
or sell. The bill requires greater transparency to make sure that when consumers 
give consent for their data to be used, it is informed consent. As of the time 
of this writing, bipartisan negotiations continue on this legislation along with 
other proposals to improve online privacy, including Senator Markey’s legisla-
tion to update the Children’s Online Privacy Protection Act, which passed into 
law more than twenty years ago. His bill, the Children and Teens’ Online Privacy 
Protection Act, would prohibit internet companies from collecting personal in-
formation from anyone thirteen to fifteen years old without the user’s consent,34 
which is something the whistleblower endorsed in her testimony. Current law 
only applies to children under thirteen.

I have also introduced bipartisan legislation to protect consumers’ private 
health data, which is increasingly tracked by connected devices. Health data 
tracking apps have given tech companies access to unprecedented amounts 
of consumer health data,35 but current law does not adequately address 
the emerging privacy concerns presented by these new technologies. The 
Protecting Personal Health Data Act, which I introduced with Republican 
Senator Lisa Murkowski of Alaska, addresses these health privacy concerns 
by requiring the Secretary of Health and Human Services to promulgate 
regulations for new health technologies such as health apps, wearable 
devices, and direct- to- consumer genetic testing kits that are not regulated 
by existing laws.36

There is strong bipartisan consensus on the need to protect online privacy. 
We have been working on these issues for many years, and the time has come to 
get something done.
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Reviving Antitrust Enforcement

At their core, many of the problems that plague the digital economy are caused 
or exacerbated by the unchecked power of the dominant digital platforms. The 
monopolization of large swaths of America’s digital economy has deprived 
consumers of real choice and suppressed the competition that would drive plat-
form innovations to address problems like the spread of harmful content or the 
lack of online privacy. As we confront these issues, it is important to recognize 
that our problems with Big Tech are also symptoms of America’s larger mo-
nopoly power problem.

The spectacular growth of big tech companies has come with an enormous 
societal price tag: consolidation of unprecedented power within a handful of 
companies that exercise control over our personal data, control over the ads 
we see and what news we watch, and monopoly power in key digital markets 
like search, social media, online advertising, commerce, and software app 
distribution.

As I have discussed in this article, gatekeeper platforms use their power to 
impose their will on smaller rivals— sometimes excluding them altogether. Such 
platforms collect as much consumer data as they can, and they buy out their 
competitors, including potential future competitors.

An email from Facebook’s Mark Zuckerberg commenting on emerging rival 
Instagram— before he bought it— highlights the attitude of these modern- day 
robber barons to competition: “These businesses are nascent but the networks 
[are] established, the brands are already meaningful, and if they grow to a large 
scale they could be very disruptive to us.”37

Those words from Zuckerberg encapsulate the problem at hand. When they 
were scrappy start- ups, these platform companies were once proud “disrupters” 
of the status quo. But now that they have reached the top of the mountain, dis-
ruption (meaning competition) can no longer be tolerated. Instead, it must be 
suppressed or bought out. We will never know what bells and whistles Instagram 
could have developed to improve privacy or combat misinformation. Why? 
Because Facebook bought it.

We know that it is competition that gives consumers lower prices and forces 
manufacturers to constantly innovate to improve their products.38 Competitive 
markets force companies to pay workers fair wages and improve working 
conditions.39 They provide opportunities for entrepreneurs to start and grow 
new businesses across the country, fueling future economic growth.40 What the 
United States of America needs now is a renewed antitrust movement— one that 
is grounded in a pro- competitive economic agenda that will actually help capi-
talism and innovation, not just among tech companies, but across the economy.
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People of all political stripes who truly believe in the promise of our free en-
terprise system should come together to encourage greater antitrust enforce-
ment. Rigorous antitrust intervention is a must in our capitalist system because 
it levels the playing field for free and fair competition.

While there is still a lot of work to do, we are making some progress. The 
Justice Department is finally taking action to stop Google from engaging in 
anticompetitive and exclusionary practices in the search and search adver-
tising markets.41 The Federal Trade Commission has filed a complaint against 
Facebook for engaging in an illegal buy- or- bury scheme to maintain its domi-
nance.42 And there are a number of significant actions against these companies 
from large coalitions of state enforcers.43

When I was a young lawyer, I worked for a law firm that represented MCI, 
which at the time was an innovative young telecom company that was being 
held back by local monopoly carriers. Along with Republican and Democratic 
administrations, MCI took on AT&T and ultimately broke up the Ma Bell mo-
nopoly, lowering long- distance calling prices for consumers across the country, 
revolutionizing the telecom industry, and launching a highly successful cellular 
phone company. Many— including a former AT&T president— have suggested 
that AT&T’s famous breakup made the company stronger because it forced it to 
be competitive.

Divesting assets is one of many ways to deal with competition issues. It 
doesn’t mean the companies go away, it simply means people are allowed to 
compete against them.

But this moment calls for more than just potential breakups. To truly rein in 
the power of Big Tech, we need a comprehensive update to our antitrust laws that 
addresses the conduct that is harming competition. That’s why I’ve introduced 
comprehensive legislation to reinvigorate America’s antitrust laws and restore 
competition to our markets.44

First, the legislation empowers our antitrust enforcement agencies by pro-
viding much- needed resources. For years, enforcement budgets at the Justice 
Department’s Antitrust Division and Federal Trade Commission have failed to 
keep pace with the growth of the economy, the steady increase in merger filings, 
and increasing demands on the agencies’ resources.45 To enable the agencies to 
fulfill their missions and protect competition by bringing enforcement actions 
against the richest, most sophisticated companies in the world, this bill would 
authorize increases to the agency’s annual budgets. Our enforcers can’t take on 
some of the biggest companies in history with duct tape and Band- Aids.

While we must increase funding, we also must update the laws governing 
mergers. This legislation restores the original intent of the Clayton Act to forbid 
mergers that “create an appreciable risk of materially lessening competition” rather 
than mergers that “substantially lessen competition,” where “materially” is defined 
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as “more than a de minimis amount.” By adding a risk- based standard and clarifying 
the amount of likely harm the government must prove, enforcers can more effec-
tively stop anticompetitive mergers that currently slip through the cracks.

The bill also clarifies that mergers that create a monopsony (the power to 
unfairly lower the prices a company pays or wages it offers because of lack of 
competition among buyers or employers) violate the statute.

Certain categories of mergers also pose significant risks to competition but 
are still difficult and costly for the government to challenge in court. For those 
types of mergers, the bill shifts the legal burden from the government to the 
merging companies, which would have to prove that their mergers do not create 
an appreciable risk of materially lessening competition or tend to create a mo-
nopoly or monopsony.

Decades of flawed court decisions have weakened the effectiveness of Section 
2 of the Sherman Antitrust Act to prevent anticompetitive conduct by dominant 
companies.46 The bill creates a new provision under the Clayton Act to prohibit 
“exclusionary conduct” (conduct that materially disadvantages competitors 
or limits their opportunity to compete) that presents an “appreciable risk of 
harming competition.”

Competition and effective antitrust enforcement are critical to protecting 
workers and consumers, spurring innovation, and promoting economic equity. 
While the United States once had some of the most effective antitrust laws in 
the world, our economy today faces a massive competition problem. We can no 
longer sweep this issue under the rug and hope our existing laws are adequate.

Digital Platform Legislation

We have also seen in recent years that the rising market power of the dominant 
digital platforms is uniquely and particularly harmful to consumer choice and 
requires a specific response.

One big area of needed reform is with “self- preferencing” by dominant 
tech companies such as Amazon, Apple, and Google.47 While we know these 
companies have created many useful innovations, we also know that today they 
are able to exclude their rivals and use their market power to promote their own 
products and services over those of other sellers, hurting small businesses, dis-
couraging innovation, and reducing benefits to consumers.48

Numerous business owners have come forward to report instances of dom-
inant platforms pressuring them to use extra services, like shipping, to get pref-
erence on the platform, or using nonpublic data— such as information gathered 
from users and small businesses— to build knockoff products and then compete 
against the companies that were paying to sell on their platform.49
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This isn’t your local grocery store chain creating its own potato chips to com-
pete with a brand- name product. This is Amazon using incredibly detailed in-
formation that they gather from sellers on their platform to create a copy- cat 
product and box out competition.

In one case reported by the Wall Street Journal, an employee of Amazon’s 
private- label arm accessed a detailed sales report, with twenty- five columns of 
information, on a car- trunk organizer produced by a small Brooklyn company 
called Fortem. In October 2019, Amazon started selling three trunk organizers 
of its own. When shown the collection of data Amazon had gathered about his 
brand before launching its own competing product, Fortem’s co- founder called 
it “a big surprise.”50

Recent investigations found that Amazon “ran a systematic campaign of 
creating knockoffs and manipulating search results to boost its own product 
lines” in India, one of the company’s fastest- growing markets.51

It’s not just Amazon. At our hearing on app stores, we heard how Tile has been 
blocked from using the chip technology that Apple utilizes for Apple products 
that compete with Tile.52 Google puts its own products first in the rankings, even 
if competitors have better products: Yelp has noted for years that Google puts 
its own review content above that of Yelp and other local review sites in search 
results.53

There’s nothing stopping Google from displaying its travel booking service 
ahead of some competitors that are more preferred by consumers— Expedia, 
for example. This doesn’t only hurt the travel booking services— it hinders 
consumers from finding the best deals.

This is about getting consumers the best deals and ensuring that small 
businesses have opportunities to succeed. It’s as simple as that. And for every 
business that has come forward, I know there are many more that will not go 
public for fear of retaliation by one of the companies.

That’s why I worked with Republican Senator Chuck Grassley and a bipar-
tisan group of nine other co- sponsors to introduce legislation that restores com-
petition online by establishing commonsense rules of the road for dominant 
digital platforms to prevent them from abusing their market power to harm com-
petition, online businesses, and consumers.54

The bill sets clear, effective rules to protect competition and users doing 
business on dominant online platforms. It prohibits platforms from abusing their 
gatekeeper power by favoring their own products or services, disadvantaging 
rivals, or discriminating among businesses that use their platforms in a manner 
that would materially harm competition.

It bans specific forms of conduct that are harmful to online businesses and 
consumers, including preventing another business’s product or service from 
interoperating with the dominant platform or another business; requiring a 
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business to buy a dominant platform’s goods or services for preferred placement 
on its platform; misusing a business’s data to compete against it; and biasing 
search results in favor of the dominant firm.

The legislation will give enforcers strong, flexible tools to deter violations and 
hold dominant platforms accountable when they cross the line into illegal be-
havior, including significant civil penalties, authority to seek broad injunctions, 
emergency interim relief, and potential forfeiture of executive compensation.

Finally, the legislation is tailored to target bad conduct by the most powerful 
digital gatekeepers. The bill would prevent self- preferencing and discriminatory 
conduct by the most economically significant online platforms with large US user 
bases that function as “critical trading partners” for online businesses. For such 
platforms, the rules target only harmful conduct, allowing the platforms to in-
novate, do business, and engage in pro- consumer conduct, including protecting 
user privacy and safety, preventing unlawful behavior, and maintaining a secure 
online experience for users.

In other words— Apple won’t be able to stifle competition by blocking other 
companies’ services from interoperating with their platforms. Amazon won’t be 
able to misuse small businesses’ data in order to copy their products and com-
pete against them. And Google won’t be able to bias their platform’s search 
results in favor of their own products and services without merit.

As a result, we will support a market that is fairer for small-  and medium- sized 
businesses, giving them more options and more flexibility, and offering more 
choice for consumers. It’s about helping foster entrepreneurship and allowing 
more businesses to compete on a level playing field with gatekeeping platforms.

Conclusion

We all want American companies to succeed and prosper, but even the most 
successful, innovative, and popular companies have to play by the rules. The 
goods and services provided may change pretty drastically over time, but the 
threats to competition from monopolies remain the same. And if we continue, 
as a country, to ignore those threats, it will be consumers, workers, businesses, 
and our economic growth that will suffer. That is why we must reinvigorate 
American antitrust enforcement across our economy by funding our enforce-
ment agencies and updating our antitrust laws for the twenty- first- century 
economy. Maintaining the status quo is no longer an option.

The need to act is particularly urgent when it comes to the digital economy. 
When our health, children, and democratic institutions are threatened by unreg-
ulated and unaccountable algorithms designed to prioritize profit over safety, it is 
time to take action. When consumers unknowingly sacrifice their most personal 
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information just so they can share photos with their family and friends, it is time 
to take action. And when companies have become so powerful that they can buy 
out their rivals and promote their own products in a way that eliminates all com-
petition in the market, it is time to take action. The power of Big Tech needs to 
be reined in. That means setting new expectations and putting new rules of the 
road in place.

I am not naïve about the challenges ahead. The halls of Congress are filled 
with lobbyists attempting to keep these important reforms at bay. They don’t 
want a free and fair marketplace, they want to block out competition and boost 
their own profits.

But this is one of those extraordinary moments when the truth breaks 
through.

Nearly every day, I am finding new colleagues ready to get to work. And with 
the American people— each one a catalyst for change— behind us, we will en-
sure that our laws respond to the challenges we face.
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Introduction

Social media have enabled the dissemination of ideas and information at a rate 
and scale unprecedented in human history. They have allowed ordinary citizens 
to spread awareness, offer support, organize, and hold their leaders accountable 
like never before. But there is a clear and growing consensus that social media 
also present real dangers both to individual users and to society as a whole.1 In 
particular, proprietary algorithms designed to promote popular content and dis-
play information based on user preferences have facilitated the viral spread of 
false or misleading information— with serious, real- world consequences.

In its most insidious form, false or misleading information can be weaponized 
to manipulate the public, particularly in the political sphere. Agents of the 
Russian government, for example, launched a coordinated campaign on social 
media aimed to influence the 2016 US presidential election.2 Many other state 
actors have reportedly used social media to fuel conflicts abroad and within their 
own borders.3 Individuals or small groups of users have also used social media 
to amplify wild conspiracy theories, such as Pizzagate and QAnon, to sow dis-
trust in the outcome of the 2020 US presidential election and to undermine 
public health efforts to combat COVID. The ease with which altered images or 
“deepfake” videos can be shared makes it increasingly difficult for users to sepa-
rate fact from fiction.

These are by no means the only examples of harmful speech on social 
media: Hate speech, speech promoting violence or self- harm, defamation, ha-
rassment, and invasion of privacy are all too common. The prevalence of these 
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kinds of speech on social media has unquestionably harmed users, particularly 
children and young adults.4

Social media companies have failed to rein in harmful speech on their 
platforms. The sheer volume of false or misleading information on social 
media— not to mention the difficulty in distinguishing truth from falsehood— 
is enough to overwhelm even the most technologically sophisticated and well- 
resourced social media companies. And other forms of harmful speech, such as 
conspiracy theories, hate speech, and incitement to violence, can be difficult to 
define in a principled manner. Social media companies’ profit motives may also 
discourage them from taking action to stop the spread of harmful speech, either 
because of a reluctance to modify the algorithms that draw users and advertisers 
to their platforms or a fear of being accused of censoring users.

The spread of false or misleading information poses a grave threat to our de-
mocracy and public health, which cannot survive without shared confidence in 
institutions and a common factual framework. Action is urgently needed before 
it is too late. Stemming the flow of misinformation and disinformation on social 
media will be no easy feat. It is fraught with complex legal, regulatory, and tech-
nological challenges.

This dire problem and the manifold challenges of solving it prompted the cre-
ation of the Commission for this book. The Commission’s recommendations, 
outlined below, result from a dialogue among current and former public 
officials, scholars, journalists, researchers, and members of the media and tech 
industries, and are influenced by the essays in this volume. The Commission’s 
recommendations also are informed by its recognition of the following over-
arching considerations:

First, the First Amendment significantly limits the direct regulation of most 
social media content. Conspiracy theories, hate speech, and false or misleading 
speech are constitutionally protected, except in limited circumstances such as 
actionable defamation, misleading advertisements, or incitement to violence. 
Any attempt by the government to broadly regulate such speech on social media 
would certainly be challenged as a violation of the platforms’ and/ or users’ free- 
speech rights. The Commission has considered the existing First Amendment 
jurisprudence and concluded that there is ample room in First Amendment doc-
trine for regulation of certain content moderation practices.

In this respect, the evolution of First Amendment jurisprudence to accommo-
date new technologies such as broadcast media provides an instructive model. 
In Red Lion Broadcasting Co. v. FCC5 and again in FCC v. Pacifica Foundation,6 
the Supreme Court upheld more stringent regulation of broadcasters on the 
grounds that the broadcast medium’s particular attributes— the scarcity of avail-
able frequencies and its “uniquely pervasive” presence in American homes— 
justified a departure from the broader First Amendment protections that had 
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been applied to print media. The unique attributes of social media demand a 
similar approach today. In particular, the Commission’s view is that platforms’ 
use of algorithms or artificial intelligence to replicate and amplify speech should 
be considered distinct from the content of speech and therefore subject to lesser 
First Amendment protection. Placing limitations on such algorithms or artificial 
intelligence is best considered content- neutral regulation, and the public interest 
in such limitations is overwhelming.

Second, social media technology and the methods that bad actors use to 
spread harmful speech are constantly evolving. Any regulatory framework risks 
quickly becoming obsolete. The Commission considered that challenge— 
and the related need for up- to- date expertise about social media platforms 
and technology— in shaping these recommendations. Its view is that the 
consequences of doing nothing are too dire to let fear of obsolescence delay ac-
tion, particularly when the most significant legislative framework applicable to 
social media— Section 230 of the Communications Decency Act of 1996— is 
decades old. Moreover, as discussed below, social media companies themselves 
have the requisite expertise and a significant role to play in shaping a construc-
tive solution. That is why the Commission’s recommendations attempt to draw 
on that expertise and to set forth a framework for regulatory action that would 
allow evolution and modification over time as technology evolves and as the im-
pact of regulation is studied.

Third, although social media companies can and should be part of the solution, 
self- regulation alone is insufficient. Social media companies are profit- making 
enterprises with an interest in increasing user engagement to maximize adver-
tising dollars. This means that they are disincentivized from adopting reforms 
that might slow the spread of viral content and promote transparency and user 
privacy. Some sort of government regulation is necessary to overcome these 
incentives. In addition to governmental action, civil society groups can play a role 
by mobilizing advertiser pressure to curb social media companies’ conduct— 
bringing to bear the power of the purse in addition to governmental powers.

Fourth, promoting user privacy and transparency on social media are im-
portant goals for reform (and such reforms would be largely unconstrained 
by the First Amendment), but will not by themselves address the problem of 
harmful speech on social media. With that said, greater transparency regarding 
social media companies’ methodology and approach in deciding what content is 
promoted and how will be crucial to effective regulation. In addition, although 
data privacy is outside the scope of the Commission’s recommendations, that 
area too is ripe for reform. Social media companies have strong incentives to 
maximize the amount of information that they gather and that users share be-
cause that can increase advertising revenue. But most users do not fully under-
stand the amount of data they are sharing and how their data is being used.
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Indeed, social media platforms not only collect their users’ data, but when 
users share information with friends and family, that data can also be used by 
social media companies for secondary purposes. Policymakers should consider 
reforms to give users more information about and control over how social media 
companies use the data they provide.

Fifth, any solution must be international in scope. Because social media tech-
nology is unconstrained by national borders, and misinformation and disinfor-
mation wreak havoc both inside and outside the United States, US policymakers 
and regulators should work with allies and international bodies to ensure that 
any reforms have as much global reach as possible.

Finally, although the term “social media” can be used colloquially to refer to a 
variety of online media and there are many websites that allow users to post con-
tent, the Commission’s recommendations focus on first- party services that have 
a direct relationship with users. These include, for example, Facebook, Twitter, 
TikTok, YouTube, Instagram, Parler, Reddit, Clubhouse, and Gab.

Condition Section 230’s Applicability on a 
Notice- and- Takedown Process and Industry 

Organization Membership

Most efforts at legislative reform have focused on Section 230 of the 
Communications Decency Act, the landmark legislation that gave social 
media companies immunity from many civil suits arising from (i) hosting 
user- generated content on their platforms and (ii) modifying or taking down 
user- generated content.7 Doing away entirely with these protections would not 
meaningfully reduce harmful content on social media. Instead, it would incen-
tivize platforms to over- moderate content to avoid lawsuits and impose po-
tentially massive compliance costs that would deter new entrants to the social 
media market, thereby increasing the power of the biggest incumbents.

Rather than doing away entirely with Section 230, the Commission proposes 
making Section 230 immunity contingent on social media companies’ (i) adher-
ence to a notice- and-  takedown regime and (ii) participation in a self- regulatory 
organization (SRO).

Notice and takedown. Section 230’s grant of immunity should be made con-
tingent on social media companies’ implementation of a statutorily prescribed 
notice- and- takedown process for unlawful content. Such content would include 
speech that violates state statutes (such as those criminalizing revenge porn) or 
tort law (such as content that meets the legal standard for defamation). This ap-
proach would mimic the notice- and- takedown regime of US copyright law8 in 
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that social media platforms would be immune from suit for unlawful content 
as long as they remove any content that is subject to a valid takedown notice 
containing

 • Sufficient information to identify the content;
 • An affirmation of the submitter’s good- faith belief that the content meets the 

criteria for takedown;
 • A notification to the user who uploaded that content of a pending chal-

lenge; and
 • An opportunity for the user to submit a counter- notice explaining why the 

content is not unlawful or tortious. If the counter- notice justifies the content, 
the platform would be required to decide in good faith whether to take down 
or retain the content.

Platforms would specify processes and decisionmakers for adjudicating 
disputes over the content’s lawfulness. Platforms above a certain number of daily 
active users should be required to apply a clear and convincing standard of proof 
before removing content alleged to be unlawful. Those larger platforms are more 
likely to have the resources necessary to assess and adjudicate whether content 
is lawful.

By placing the burden of identifying many forms of unlawful content on 
users, this approach would alleviate some concern about the compliance costs 
for companies to monitor the enormous volume of content posted on their 
platforms. This approach has also enjoyed fairly widespread support among 
legislators: A notice- and- takedown regime has been incorporated in proposed 
legislation in the United States9 and in the European Union.10 The establish-
ment of these processes would also enable platforms to apply this approach, 
at their discretion, to other types of content that are protected under the First 
Amendment, such as hate speech and conspiracy theories.

SRO membership. Section 230 immunity should be conditioned on so-
cial media companies’ membership in an SRO. As described further below, the 
SRO would impose disclosure obligations on its members in key areas such as 
algorithms and the use of user data.

Platforms would be free, of course, to decline to maintain a notice- and- take-
down regime or to join or comply with the SRO. In that event, however, they 
would face potential liability for user- generated content on their platforms 
or for their own content- moderation decisions, subject to First Amendment 
protections for those decisions. The compliance costs required to monitor and 
remove potentially unlawful content in order to avoid litigation risk in the ab-
sence of Section 230 immunity may be enough to motivate most platforms to 
agree to these conditions.
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Create a Self- Regulatory Organization

While some social media platforms have independently taken steps to address 
harmful content on their platforms,11 the Commission believes more coordi-
nation is necessary to meaningfully limit harmful speech on social media. An 
industry- wide SRO can be highly effective and feasible to implement in the near 
term. Social media platforms themselves have advocated for an industry- led ap-
proach.12 Moreover, the creation of an SRO would not require congressional 
action.

The SRO would be governed by management selected by a board containing 
members from industry, government, and academia, and it would be sub-
ject to oversight by a federal agency, as described below. The Commission 
recognizes that because of the federal government’s oversight, the SRO’s regula-
tory authority would be limited by the First Amendment. Therefore, the SRO’s 
requirements likely would need to be content- neutral in order to survive judicial 
scrutiny.

The SRO also should solicit input on regulatory measures from experts 
from the industry, government, and academia. In relying on their knowledge, 
the SRO should be able to develop structures capable of adapting to changing 
technologies while safeguarding users and maintaining high ethical standards. 
These advisory functions could even be formalized to resemble Federal Drug 
Administration advisory committees, which bring to bear significant expertise 
in decision- making.

At a minimum, the SRO should (i) establish minimum standards for terms of 
use; (ii) require increased transparency regarding the use of data and algorithms; 
(iii) mandate that platforms conduct annual risk assessments regarding content 
and content moderation; and (iv) impose penalties for noncompliance. Each of 
these requirements is discussed in further detail below.

Terms of use. The SRO should require social media platforms to adopt terms 
of use that make clear how the platform intends to address the following topics:

 • Content moderation designed to prevent the amplification of knowingly false 
information that is intended to manipulate the public, including misinforma-
tion about voting methods and deepfake videos;

 • The influence of foreign money and foreign actors on the spread and con-
sumption of political content, including detection and monitoring systems 
and communication with US intelligence agencies;

 • Removal of content that violates the platform’s terms of use. Platforms’ terms 
of use could include prohibitions on misinformation, disinformation, hate 
speech, or other forms of protected speech;

 • The types of user data that platforms can collect and use and how platforms 
can use that data; and
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 • User anonymity, specifically whether users may remain anonymous to other 
users or to the platform itself. Although anonymity is important in many 
contexts, such as to encourage whistleblowing and protect those who come 
forward, in order to limit the spread of misinformation and disinformation by 
bots or foreign actors, it might be necessary to make identities of users known 
at least to the platform, if not to the public more generally.

The SRO should also establish minimum standards for terms of use. This will 
help ensure that the requirement is meaningful and members do not resort to 
the lowest common denominator. The SRO should also encourage platforms to 
share the strategies that have proven most effective, with the goal of being able 
to evolve to combat increasingly sophisticated bad actors.

Transparency. The SRO should require greater transparency in the following 
key areas:

 • The operation and goals of the platform’s algorithms, including the ulti-
mate goal to keep users’ attention and market that attention to potential 
advertisers;

 • The platform’s largest advertisers;
 • The collection and use of user data, including whether and how it is made 

available to third parties; and
 • Users’ control over their data, including the ability to opt out of the collection 

of certain information, request removal of certain information, and decline to 
authorize the sale or transfer of their data to third parties.

To be sure, not all users will notice or appreciate such disclosures. But, just 
as requirements to post calorie counts on restaurant menus have helped at least 
some consumers make more informed choices about their diets, increased 
disclosures on social media can help some users make more informed decisions 
about how they interact with social media.

Risk assessments. The SRO should require annual risk assessments by 
participating platforms that (i) identify risks from their user- generated con-
tent and their own content- moderation policies and (ii) outline their plans for 
mitigating such risks. Risks from user- generated content might include, for ex-
ample, the incidence of unlawful content, deepfakes, hate speech, misinforma-
tion regarding vaccines or voting methods, and content promoting violence or 
self- harm. Risks from content- moderation decisions may include, for example, 
amplification of false information or conspiracy theories without sufficient bal-
ancing information.

Penalties. The SRO must have the ability to penalize its members for non-
compliance with terms of use, transparency requirements, and mitigation plans. 
There are several examples of successful SROs in other industries that could 
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provide useful models. For instance, the Financial Industry Regulatory Authority, 
under the supervision of the US Securities and Exchange Commission, oversees 
the broker- dealer industry, creating rules, conducting examinations and market 
surveillance, and bringing disciplinary proceedings.13 The National Advertising 
Division of the Better Business Bureau resolves disputes over advertising.14 The 
Digital Advertising Alliance establishes privacy principles for the digital adver-
tising industry, thereby enhancing transparency for consumers and allowing 
them to control their privacy settings.15

The penalties must be significant enough to deter bad behavior, up to and 
including expulsion from the SRO (which would have the consequence of 
eliminating Section 230 immunity). At the same time, penalties will need to be 
sensitive to the size of the platform to avoid forcing out smaller players that oth-
erwise would have chosen to remain in the SRO and increasing the power of 
entrenched incumbents.
Create a Federal AgencyThe SRO should be overseen by a federal agency with 
expertise in social media technology. This could be accomplished by creating a 
new federal agency. Such a new agency would have leadership selected to be as 
nonpartisan and impartial as possible. One way to achieve this would be to have 
a two- tiered nomination process. As with the Federal Reserve, this agency could 
have the members of its board of governors nominated by the president and con-
firmed by the Senate and have them serve for a set number of terms.16 The terms 
of such members would span administrations. Alternatively, if a new agency is 
not viable, Congress could delegate authority to a division of an existing federal 
agency, such as the Federal Trade Commission.

Whatever appointment structure or agency is selected, the agency should 
have a diversity of views.

Such an agency should not be tasked with determining what types of con-
tent meet the criteria for false or misleading information that can be subject to 
regulation. Identifying misinformation and disinformation is a task best left to 
social media platforms to perform in good faith. Even an agency insulated from 
direct political control should not be assigned such a task, as it risks becoming 
co- opted for political ends.

Instead, the agency’s primary role would be to oversee and monitor the 
SRO, and pursue enforcement actions against platforms in the event of persis-
tent abusive practices, such as a failure to follow disclosed practices or follow 
risk mitigation measures identified in their risk assessments. For example, if a 
platform’s terms of service state that hate speech will be removed but the plat-
form persistently fails to remove such content, the agency could pursue an en-
forcement action against that platform. The agency could also evaluate whether 
and to what extent it could, under the First Amendment, regulate platforms’ use 
of algorithms to promote the viral spread of harmful content.
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Target Foreign Influences

The Commission is increasingly concerned with the ability of foreign actors 
to manipulate population behavior, for example, by undermining democracy 
or public health. Mitigating that threat will require action from social media 
platforms, US law enforcement agencies, Congress, and our foreign allies.

Our intelligence agencies and social media platforms must communicate to 
prevent such foreign interference. Platforms should share with law enforcement 
any threats they identify from foreign actors, and law enforcement and intelli-
gence agencies should provide information to social media platforms on foreign 
actors’ attempts to spread disinformation relating to elections or public health.

Focus on Advertisers

While the Commission believes the creation of an SRO and a new federal 
agency would be positive steps in limiting the spread of misinformation and dis-
information on social media, there is also a role for civil society to play. Public 
pressure on social media companies’ primary source of revenue— advertisers— 
could incentivize platforms to jettison their most harmful practices, even in the 
absence of regulation. Advertiser influence can be highly effective. For example, 
Major League Baseball moved its 2021 All- Star game from Atlanta after Coca 
Cola and Delta Airlines voiced their strong disapproval of Georgia’s restrictive 
voting laws.17 Accordingly, the Commission encourages civil society groups to 
explore ways to leverage advertisers to limit the viral dissemination of harmful 
content. Presumably some of the disclosures contemplated under the above 
recommendations will provide additional information that will help put pres-
sure on social media platforms through their major revenue source.

Appendix: Summary List of Recommendations
Encouraging Self- Regulation and Reducing the Harmful 

Spread of Misinformation

Amend Section 230

 I. Make Section 230 immunity contingent on the notice and takedown of 
unlawful content. Section 230(c)(2)’s protections should be modified by 
Congress so that they are contingent on a social media platforms’ implemen-
tation of a notice- and- takedown process for unlawful content. This approach 
would be based on the notice- and- takedown regime of US copyright law.18
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 II. Provide Section 230’s immunity only with participation in an SRO. In 
establishing this condition on Section 230, social media platforms would 
obtain the statute’s protection only if they join the SRO and meet their 
obligations to adopt terms of use and disclose information regarding data 
practices and algorithm usage.

Create a Self- Regulatory Organization

 I. Create governance structure. The SRO should be governed by manage-
ment selected by a board, containing members from industry, government, 
and academia. The SRO should then be subject to oversight by a federal 
agency, as described below.

 II. Require participating platforms to adopt terms of use. The terms of use 
would, at a minimum, require platforms to state how they intend to handle 
(i) content moderation; (ii) the influence of foreign money and actors on 
US politics, including detection and monitoring systems and communica-
tion with US intelligence agencies; (iii) notice- and- takedown provisions, 
providing for removal of content that violates the terms of use; (iv) the 
types of user data that platforms can collect and how platforms can use that 
data; and (v) whether users may remain anonymous.

 III. Require disclosure standards for participating platforms. In addition 
to terms of use, platforms should be required to provide increased trans-
parency regarding, at minimum, (i) the goals of the platform’s algorithms; 
(ii) major advertisers; (iii) collection and use of users’ data; and (iv) users’ 
control of their data. There is currently an information asymmetry, but with 
more disclosure, the Commission believes that individuals can make more 
informed decisions about how they interact with social media platforms.

 IV. Require annual risk assessments by participating platforms. These 
assessments should require platforms to identify potential risks from 
content and content- moderation decisions and how they will mitigate 
such risks.

 V. Rely on experts to develop standards. Technical expertise, including 
outside technical expertise, will be critical to the success of any SRO. The 
SRO should receive and consider the recommendations of advisory groups, 
drawing on academia and industry leaders to stay on top of current issues 
and developments.

 VI. Create an enforcement mechanism with authority to issue penalties. 
Much like the Financial Industry Regulatory Authority does for broker- 
dealers, the SRO should be able to issue fines or other penalties in the event 
of violations, such as violations of disclosed policies, failure to conduct risk 
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assessments, or failure to implement risk- mitigation measures. The penalties 
would have to be meaningful enough to have a deterrent effect, and might 
include the loss of Section 230 immunity for significant violations.

Create a Federal Agency

 I. Agency authority. Either create a new federal agency or assign responsi-
bility to an existing federal agency that would oversee issues relating to reg-
ulation of social media.

 II. Foster a nonpartisan leadership structure. The agency’s leaders 
should be appointed in a manner that preserves their independence and 
nonpartisanship as much as possible.

 III. Define its main role as oversight of the SRO. The agency would not be 
regulating the platforms directly but would rather be overseeing the SRO, 
reviewing its requirements, and monitoring its overall activities.

 IV. Empower the agency to pursue enforcement actions. Empower the 
agency to pursue enforcement actions against platforms for repeatedly 
violating SRO rules, such as by failing to follow disclosed policies and 
practices or implement risk- mitigation measures.

Target Foreign Influences

 I. Increase communication with US intelligence agencies. Given the sig-
nificant issues stemming from foreign interference, especially in the US 
democratic process and in the implementation of public health measures, 
the Commission believes there should be more communication between 
US intelligence agencies and social media platforms.

 A. In particular, platforms should share with intelligence agencies, and vice 
versa, any threats from foreign governments or nonstate actors that might 
interfere in elections or exacerbate public health issues.

Focus on Advertisers

 I. Increase pressure from advertisers on social media platforms. Civil so-
ciety groups should explore ways to encourage advertisers to pressure social 
media platforms to take steps to limit the spread of misinformation and dis-
information and other forms of harmful speech.
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C O N C L U D I N G  S TAT E M E N T

L e e  C.  B o l l i n ge r  a n d  Ge o f f r e y  R .  Sto n e

Over the last two decades, we have published four volumes of essays by distin-
guished constitutional scholars, journalists, and public officials dealing with 
core First Amendment issues: Eternally Vigilant: Free Speech in the Modern Era 
(2001); The Free Speech Century (2018); National Security, Leaks and Freedom 
of the Press (2021); and now Social Media, Freedom of Speech, and the Future of 
Our Democracy (2022).1 Although we have both devoted most of our schol-
arly careers to issues posed by the First Amendment, the challenge of putting 
these volumes together has taught us a great deal about how to deepen our un-
derstanding of the interests at stake and of the varied possibilities for resolving 
them. We have found that a combination of approaches works best, and is in 
many ways preferable to what a single voice might offer.

In putting together each of these volumes, we began with a general sense that 
there are serious problems confronting our society that will ultimately challenge 
our understanding of the First Amendment. Going into these efforts, we are our-
selves uncertain about what should be done, and we are confident that we should 
know more than we do. Such an approach to knowledge and understanding, in-
cluding the recognition that one never knows it all, is of course at the very heart 
of open inquiry and freedom of speech. Thus, in each of these volumes we bring 
together a broad range of experts with competing views and ask them to provide 
their best judgment about how these issues should be addressed.

In our two most recent volumes, including this one, we convened a 
“Commission” of experts from different disciplines and backgrounds and asked 
them, after reviewing all of the essays, to meet with us for a day to see whether 
it was possible to reach a consensus about the nature and scale of the problems 
and to identify recommendations for resolving the competing interests at 
stake. We have been fascinated to find that the diversity of backgrounds and 
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perspectives in the Commission leads to a discussion that, over many hours, 
forges a shared sense about what should be done, and then results in a concrete 
set of recommendations.

How to understand the benefits and risks for democracy posed by the newest 
technology of communication— that is, the internet and social media platforms, 
in particular— and what might or should be done to enhance the former and 
limit the latter is one of the greatest challenges of our era. Although we are only 
at the beginning of this new transformation of human communication and the 
public forum, some things are already clear. The views expressed in this volume, 
both in the essays and in the Commission’s report, reveal a broad agreement 
around three principal propositions.

The first proposition is that, while the benefits of expanding the opportunities 
for individuals to communicate and of increasing the range of available voices in 
the marketplace of ideas are tremendous and must be preserved, the structure 
of the system that has evolved poses extraordinary risks to sound public dis-
cussion and decision- making. Near monopoly control by for- profit corporations 
with insufficient development of responsible intellectual and moral standards 
(compare the current world of social media to the evolution of standards in the 
fields of journalism or the academy)— and perverse incentives to avoid such 
standards— risk yielding a world in which the worst rather than the best of the 
human mind will triumph.

The second proposition is that this state of affairs will not solve itself and 
will require interventions from forces outside the technology sector. Whether 
this takes the form of public pressure arising from organized private citizens or 
of changes in policies or laws including some forms of government regulation 
is keenly debated in these essays. But it is undisputed that a business- as- usual 
approach in this setting will not work and may even undermine democracy it-
self. In the twentieth century, the new technology of communication of broad-
casting was thought to pose similar challenges for society.2 The way our nation 
responded to those challenges, with a system of government oversight that for-
bade government censorship but enabled government regulation to protect the 
public’s interest in knowing about the issues and the conflicts of its time, is in-
structive for us today.3 While the particular rationale for that system was dif-
ferent and perhaps peculiar to the circumstances of that technology, the spirit of 
the congressional response and the Supreme Court’s unanimous approval of it 
provide a potentially useful analogy for the challenges of the present.4

The third, and final, major proposition is that this is a time for profound 
self- reflection about how to address our current challenges in order to achieve 
the fundamental values and goals of our constitutional system of government. 
Constitutional law is forged in the context of an era, and we are and should be 
proud of what the United States has achieved in its protections of the freedoms 
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of speech and the press. What we have learned in the past, particularly from the 
free speech conflicts during such periods as World War I, the McCarthy era, and 
the Civil Rights era, guides us in addressing our current issues. We are now in 
the midst of another major era that will have enormous consequences for how 
we define our most fundamental values and how, and whether, we protect and 
preserve our system of self- governing democracy.
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 101. See, e.g., 5th Evaluation of the Code of Conduct on Countering Illegal Hate Speech Online, 
European Commission ( June 2020), https:// ec.eur opa.eu/ info/ sites/ info/ files/ code ofco 
nduc t_ 20 20_ f acts heet _ 12.pdf.

 102. Regulation on a Single Market for Digital Services (Digital Services Act) and amending 
Directive 2000/ 31/ EC, https:// eur- lex.eur opa.eu/ legal- cont ent/ en/ TXT/ ?uri= COM%  
3A2 020%3A825%3AFIN (hereinafter Digital Services Act). On October 1, 2021, the  
European Parliament’s Committee on Legal Affairs adopted the Committee’s recommenda-
tions on the Digital Services Act. The Council of the European Union and the European 
Parliament adopted their respective negotiating positions on November 25, 2021, and 
January 20, 2022. On April 23, 2020 the European Parliament and EU Member States 
reached a consensus on the final wording of the Digital Services Act. Once formally adopted 
by the EU co- legislators, the Digital Services Act will be directly applicable across the 
European Union and will apply from the later of fifteen months after it comes into force 
or from January 1, 2024. For very large online platforms and search engines, however, the 
Digital Services Act will apply from a potentially earlier date, being four months after their 
designation.

 103. In the United Kingdom, for example, hate speech regarding disability, race, religion, sexual 
orientation, or transgender identity is a criminal offense. Furthermore, all EU Member States 
have introduced offenses to criminalize hate speech regarding racism and xenophobia, pur-
suant to the EU Framework Decision 2008/ 913/ JHA of 28 November 2008 on combating 
certain forms and expressions of racism and xenophobia by means of criminal law.

 104. Digital Services Act, at Recital 68. Similarly, Sections 453(4) and 187(2) of the UK Draft 
Online Safety Bill define content as harmful to children if it presents a material risk of sig-
nificant physical or psychological harm to an appreciable number of children in the United 
Kingdom. This language is mirrored in Sections 54(3) and 187(2), which define content 
that is harmful to adults. As with illegal content, a limited number of priority categories of 
legal yet harmful content for children and adults will be set out in secondary legislation. The 
definition of harmful content was amended following the publication of the first draft of the 
legislation to cover a broader range of harms following recommendations in the December 
2021 UK Joint Parliamentary Committee on the Online Safety Bill report.

 105. Council of Europe, European Convention for the Protection of Human Rights and 
Fundamental Freedoms 12 (1950), as amended by Protocols Nos. 11 and 14, https:// www.
echr.coe.int/ docume nts/ con vent ion_ eng.pdf.

 106. See Pastors v. Germany, App. No. 55225/ 14 (Oct. 3, 2019), https:// hudoc.echr.coe.int/ 
eng?i= 001- 196 148.

 107. Digital Services Act, at Article 14.
 108. Id. at Article 12.
 109. Id. at Article 13.
 110. Id. at Article 26.
 111. See Natasha Lomas, Facebook to Exclude North American Users from Some Privacy 

Enhancements, TechCrunch (Apr. 4, 2018), https:// tec hcru nch.com/ 2018/ 04/ 04/ faceb 
ook- gdpr- wont- be- univer sal/ ; Hayley Tsukayama, Facebook’s Privacy Changes Look Different 
for Europeans and Americans, Wash. Post (Apr. 20, 2018), https:// www.was hing tonp ost.
com/ news/ the- swi tch/ wp/ 2018/ 04/ 20/ facebo oks- priv acy- chan ges- look- differ ent- for- 
europe ans- and- americ ans/ .

 112. See Reddit, Privacy Policy (effective Oct. 15, 2020), https:// www.reddit inc.com/ polic ies/ 
priv acy- pol icy.
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 1. Compare, e.g., Tim Wu, Is the First Amendment Obsolete?, in The Perilous Public 

Square: Structural Threats to Free Expression Today 28 (David E. Pozen ed., 
New York: Columbia University Press, 2020), with Mark Tushnet, The Kids Are All Right: The 
Law of Free Expression and New Information Technologies (Harvard Public Law Working Paper 
No. 21- 09), available at https:// pap ers.ssrn.com/ sol3/ pap ers.cfm?abst ract _ id= 3714 415.
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 2. See, e.g., Geoffrey R. Stone, Reflections on Whether the First Amendment Is Obsolete, in The 
Perilous Public Square: Structural Threats to Free Expression Today 71, 72 
(David E. Pozen ed., New York: Columbia University Press, 2020).

 3. See, e.g., Miami Herald Publ’g Co. v. Tornillo, 418 U.S. 241, 258 (1974) (“The choice of 
material to go into a newspaper, and the . . . treatment of public issues and public officials— 
whether fair or unfair— constitute the exercise of editorial control and judgment. It has yet 
to be demonstrated how governmental regulation of this crucial process can be exercised 
consistent with First Amendment guarantees of a free press as they have evolved to this 
time.”).

 4. 395 U.S. 367 (1969).
 5. Id. at 369.
 6. See Turner Broad. Sys., Inc. v. F.C.C., 512 U.S. 622 (1994); Miami Herald Publ’g Co. v. Tornillo, 

418 U.S. 241 (1974).
 7. See Lee C. Bollinger, Images of a Free Press chs. 5, 6 (Chicago: University of Chicago 

Press, 1991).
 8. See Syracuse Peace Council v. F.C.C, 867 F.2d 654 (D.C. Cir. 1989).
 9. See Genevieve Lakier, The Non- First Amendment Law of Freedom of Speech, 134 Harv. L. Rev. 

2299, 2367– 68 (2021)(citing examples).
 10. See, e.g., Tim Wu, Is Filtering Censorship? The Second Free Speech Tradition 

(Washington, DC: Governance Studies at Brookings Institution, 2010), https:// www.brooki 
ngs.edu/ resea rch/ is- filter ing- cen sors hip- the- sec ond- free- spe ech- tradit ion/ ; Biden v. Knight 
First Amendment Inst. at Columbia Univ., 141 S. Ct. 1220 (2021) (Thomas, J., concurring).

 11. See, e.g., Hustler Magazine, Inc. v. Falwell, 485 U.S. 46, 52 (1988) (“False statements of fact 
are particularly valueless; they interfere with the truth- seeking function of the marketplace of 
ideas, and they cause damage to an individual’s reputation that cannot easily be repaired by 
counterspeech, however persuasive or effective”); Keeton v. Hustler Magazine, Inc., 465 U.S. 
770, 776 (1984) (“There is ‘no constitutional value in false statements of fact’ ”) (quoting 
Gertz v. Robert Welch, Inc., 418 U.S. 323, 340 (1974)).

 12. 567 U.S. 709 (2012).
 13. See Nike v. Kasky, 539 U.S. 654 (2003) (dismissing the writ of certiorari as improvidently 

granted); id. at 663– 65 (Stevens, J., concurring).
 14. See, e.g , Milkovich v. Lorain Journal Co., 497 U.S. 1, 18– 23 (1990).
 15. See generally Zeynep Tufecki, Twitter and Tear Gas: The Power and Fragility of 

Networked Protest (New Haven, CT: Yale University Press, 2017).
 16. McCullen v. Coakley, 573 U.S. 464, 488 (2014) (quoting Meyer v. Grant, 486 U.S. 414, 424 

(1988)).
 17. Id. at 476.
 18. See, e.g., Hill v. Colorado, 530 U.S. 703, 724 (2000) (referring to “the harassment, the nui-

sance, the dogging, and the implied threat of physical touching” that accompany face- to- face 
speech).

 19. See, e.g., Chaplinsky v. New Hampshire, 315 U.S. 568 (1942).
 20. Cohen v. California, 403 U.S. 15, 20 (1971) (citing Cantwell v. Connecticut, 310 U.S. 296, 

309 (1940)).
 21. See id. at 20 (“While the four- letter word displayed by [the protestor] in relation to the draft 

is not uncommonly employed in a personally provocative fashion,” in this instance it was 
“clearly not ‘directed to the person of the hearer’ ” and “no individual actually or likely to be 
present could reasonably have regarded the words . . . as a direct personal insult”).

 22. See, e.g., Int’l Soc’y for Krishna Consciousness v. Lee, 505 U.S. 672, 675– 76, 684 (1992); 
Heffron v. Int’l Soc’y for Krishna Consciousness, 452 U.S. 640, 643– 44 (1981); compare In re 
Primus, 436 U.S. 412 (1978), with Ohralik v. Ohio State Bar Ass’n, 436 U.S. 447 (1978).

 23. See, e.g., Hill v. Colorado, 530 U.S. 703 (2000); Price v. City of Chicago, 915 F.3d 1107 (2019), 
cert. denied, 141 S. Ct. 185 (2020).

 24. See, e.g., People v. Shack, 86 N.Y.2d 529, 658 N.E.2d 706 (1995).
 25. See generally Richard H. Fallon Jr., Sexual Harassment, Content Neutrality, and the First 

Amendment Dog That Didn’t Bark, 1994 S. Ct. Rev. 1.
 26. Mahanoy Area Sch. Dist. v. Levy, 141 S. Ct. 2038, 2045 (2021).
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 27. See, e.g., Walker v. Texas Div., Sons of Confederate Veterans, Inc., 576 U.S. 200 (2015); 
Pleasant Grove v. Summum, 555 U.S. 460, 476 (2009) (“The Free Speech Clause restricts gov-
ernment regulation of private speech; it does not regulate government speech.”). Sometimes 
governments express their views by facilitating or subsidizing the speech of private parties— 
roughly, speaking through independent contractors rather than employees. These selective 
government subsidies of private speech raise notoriously difficult questions. When the gov-
ernment supports speakers on one side of an issue, its actions, again, have the effect, and 
sometimes the purpose, of giving that side an advantage in public debate, just as suppressing 
the other side would— possibly to a lesser degree than suppression, but not necessarily, if the 
subsidy is substantial. But these problems can be left aside, because even core government 
speech— speech by government officials who purport to speak for the government— raises 
questions that become more troubling when the officials use social media.

 28. Compare Bantam Books, Inc. v. Sullivan, 372 U.S. 58 (1963), with Meese v. Keene, 481 U.S. 465 
(1987). See also Wilson v. Houston Cmty. Coll. Sys., 955 F.3d 490 (5th Cir. 2020) (holding 
that a government body’s censure of one of its members can violate the First Amendment), 
cert. granted, 2021 WL 1602636 (Apr. 26, 2021).

 29. If the complaint alleges defamatory speech that was within the scope of the official’s duties, 
the claim will be treated as having been brought against the United States under the Federal 
Tort Claims Act, so the official will not be personally liable. See, e.g., Haddon v. United States, 
68 F.3d 1420, 1422– 23 (D.C. Cir. 1995) (citing 28 U.S.C. § 2679(d)(1)). In fact, because the 
Federal Tort Claims Act does not waive the government’s sovereign immunity from defama-
tion actions (see 28 U.S.C. § 2680(h)), the government will not be liable, either.

 30. See, e.g., Council of Am. Islamic Relations v. Ballenger, 444 F.3d 359 (D.C. Cir. 2006).
 31. 274 U.S. 357, 372– 79 (1927).
 32. Id. at 375.
 33. Id. at 377.
 34. See 567 U.S. at 729 (plurality opinion of Kennedy, J.): “A Government- created database 

could list Congressional Medal of Honor recipients. Were a database accessible through the 
Internet, it would be easy to verify and expose false claims.”

Chapter 2
 1. As reported by Maryland delegate James McHenry. See 3 Max Farrand, The Records of 

the Federal Convention of 1787, 85 (New Haven, CT: Yale University Press, 1967).
 2. In 1964, three self- published paperbacks making the case for Barry Goldwater became sen-

sational best sellers. Nicole Hemmer, The Three Books That Shook Conservative Media in 1964, 
Atlantic (May 20, 2014), https:// www.thea tlan tic.com/ polit ics/ arch ive/ 2014/ 05/ the- 
three- books- that- shook- conse rvat ive- media- and- polit ics- in- 1964/ 371 264. As Hemmer 
points out, this was a one- time phenomenon that has never been repeated. See also Nicole 
Hemmer, Messengers of the Right: Conservative Media and the Transformation 
of American Politics (Philadelphia: University of Pennsylvania Press, 2018).

 3. See Evgeny Morozov, The Net Delusion: The Dark Side of Internet Freedom 
(New York: Public Affairs, 2011); Jaron Lanier, You Are Not a Gadget: A Manifesto 
(New York: Vintage, 2011).

 4. As Pizzagate was a right- wing phenomenon, my examples are right- wing organizations. They 
have left- wing counterparts, like the Daily Kos or Talking Points Memo, though I accept the 
point— well documented by research— that the radical change in our media ecosystem is an 
asymmetric phenomenon, more widespread, more pronounced, and more extreme on the 
right than on the left. See Yochai Benkler et al., Network Propaganda: Manipulation, 
Disinformation, and Radicalization in American Politics (New York: Oxford 
Scholarship Online, 2018). That fact surely matters in thinking about a solution, but it is ir-
relevant to the point I am making here— which is that the problem requires fundamentally 
rethinking the legal norms that define the space within which any solution must be formulated. 
As Benkler et al. note, even if concentrated on one side of the political divide, “having a seg-
ment of the population that is systematically disengaged from objective journalism and the 
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ability to tell truth from partisan fiction is dangerous to any country,” “makes actual govern-
ance difficult,” and “is a political disaster waiting to happen.” Id. at 16.

 5. See Amanda Robb, Anatomy of a Fake News Scandal, Rolling Stone (Nov. 16, 2017), 
https:// www.rolli ngst one.com/ feat ure/ anat omy- of- a- fake- news- scan dal- 125 877.

 6. See Alan Brinkley, Voices of Protest: Huey Long, Father Coughlin, & the Great 
Depression (New York: Vintage, 1983); Marcus Sheldon, Father Coughlin: The 
Tumultuous Life of the Priest of the Little Flower (Boston: Little, Brown, 1973); 
John Schneider, The Rabble- Rousers of Early Radio Broadcasting, 42 Radio World 16– 18 
(2018). Our latter- day Coughlins— characters like Rush Limbaugh, Sean Hannity, Laura 
Ingraham, Tucker Carlson, and any number of other Fox News and talk radio personalities— 
are less crude and extreme in their biliousness, which gives them a semiplausible veneer of 
legitimacy and respectability.

 7. Recall the Macedonian teenagers who notoriously created more than one hundred websites 
that imitated legitimate news while running hyperpartisan stories about the 2016 US elections 
to generate advertising revenues for themselves. See Craig Silverman, This Analysis Shows How 
Viral Fake Election News Stories Outperformed Real News on Facebook, Buzzfeed News (Nov. 
16, 2016), https:// www.buzzf eedn ews.com/ arti cle/ cra igsi lver man/ viral- fake- elect ion- 
news- outpe rfor med- real- news- on- faceb ook; Craig Silverman & Lawrence Alexander, How 
Teens in the Balkans Are Duping Trump Supporters with Fake News, Buzzfeed (Nov. 3, 2016), 
https:// www.buzzf eedn ews.com/ arti cle/ cra igsi lver man/ how- macedo nia- bec ame- a- glo bal- 
hub- for- pro- trump- misi nfo.

 8. See Elisa Shearer, More Than Eight- in- Ten Americans Get News from Digital Devices, Pew Res. 
Ctr. ( Jan. 12, 2021), https:// www.pewr esea rch.org/ fact- tank/ 2021/ 01/ 12/ more- than- 
eight- in- ten- americ ans- get- news- from- digi tal- devi ces.

 9. See generally John V. Pavlik, Journalism and New Media (New York: Columbia University 
Press, 2001); John V. Pavlik, Media in the Digital Age (New York: Columbia University 
Press, 2008).

 10. Gregory P. Magarian, The Internet and Social Media, in The Oxford Handbook of Freedom 
of Speech 350, 365– 68 (Adrienne Stone & Frederick Schauer eds., Oxford: Oxford University 
Press, 2021); Stuart Allan & Einar Thorsen eds., Citizen Journalism: Global 
Perspectives (New York: Peter Lang, 2009).

 11. Whitney v. California, 275 U.S. 357, 377 (1927) (Brandeis, J., concurring).
 12. Id. at 375– 77.
 13. Peter Overby, NRA: “Only Thing That Stops a Bad Guy with a Gun Is a Good Guy with a Gun,” 

All Things Considered (Dec. 21, 2012, 3:00 PM), https:// www.npr.org/ 2012/ 12/ 21/ 
167824 766/ nra- only- thing- that- stops- a- bad- guy- with- a- gun- is- a- good- guy- with- a- gun.

 14. Commentators have noted the unusual process by which an “American” identity formed 
among the peoples of thirteen independent colonies over the course of the Revolution and 
crises that followed through the adoption of the Constitution and the stabilization of pol-
itics in the early Republic. See Yehoshua Arieli, Individualism and Nationalism in 
American Ideology 1– 13 (Cambridge, MA: Harvard University Press, 1964). Tocqueville 
marveled at this fact, describing to a friend the puzzle that would frame his analysis of 
America:

Picture to yourself . . . if you can, a society which comprises all the nations of the 
world . . . people differing from one another in language, in beliefs, in opinions; in 
a word a society possessing no roots, no memories, no prejudices, no routine, no 
common ideas, no national character, yet with a happiness a hundred times greater than 
our own. . . . This, then, is our starting point! What is the connecting element between 
these so different elements? How are they welded into one people?

Quoted in Arieli, supra, at 17. Tocqueville had refined this question by the time he wrote 
Democracy in America, shifting his gaze from Americans’ “happiness” to their unusual public 
spiritedness. “How is it,” he asked,

that in the United States, where the inhabitants arrived but yesterday in the land they 
occupy, whither they brought with them neither customs nor memories, where they 
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meet for the first time without knowing each other, where, to say it in one word, the 
instinct of country can hardly exist— how does it come about that each man is as inter-
ested in the affairs of his township, of his canton, and of the whole state as he is in his 
own affairs?

Alexis de Tocqueville, Democracy in America 236 ( J. P. Mayer ed., George 
Lawrence trans., Anchor Books, Doubleday, 1969). The answer is that Americans built a new 
identity on two related cornerstones: first, their commitment to an idea— the idea of republi-
canism that motivated the Revolution; and second, a system they devised themselves to make 
that idea a practical reality in day- to- day governance— the US Constitution. These became the 
foundation for expressing who we are as a people and what unites us as a nation: the phe-
nomena that defined, and still today define, America and Americans uniquely in the world 
and in world history. Lest you doubt it, visit the National Archives, where you will see the 
Declaration and the Constitution laid out as on an altar, as clear a display as one could make 
of the one religion— albeit a civic religion— that Americans have always shared. See gener-
ally Larry Kramer, “To Adjust These Clashing Interests”: Negotiation and Compromise as Core 
Constitutional Values (2015 Roberts Lecture, U. Pa. L. School) (manuscript on file with au-
thor). But as I argue below, that may soon need be “used to share.”

 15. In the United States, social deference to a leadership class persisted at least into the early years 
of the twentieth century. Members of the leadership class disagreed and stood on opposite 
sides of political issues, but they still worked within a generally shared sense of the world 
and managed to govern passably well until the issue of slavery proved more than they could 
manage. Even then, it is striking how quickly politics restabilized after the Civil War. It was 
this structure of politics that made tolerable the existence of an information environment 
dominated by partisan journals willing to spread lies and practice yellow journalism. Politics 
became more genuinely popular in the early twentieth century, especially in the years after 
World War I, but this development just happened to coincide with the rise of a new infor-
mation environment dominated by a relative handful of major news organizations that, as 
described above, practiced serious, nonpartisan journalism with high professional standards 
and a centrist orientation— yielding a reasonably well- informed public operating with similar 
understandings of the state of the world.

 16. See Matthew Valasik & Shannon E. Reid, After the Insurrection: America’s Far- Right Groups 
Get More Extreme, Conversation (Mar. 15, 2021), https:// thec onve rsat ion.com/ after- 
the- insur rect ion- ameri cas- far- right- gro ups- get- more- extr eme- 156 463; Lee Drutman, 
Theft Perception: Examining the Views of Americans Who Believe the 2020 Election Was Stolen, 
Democracy Fund Voter Study Group ( June 2021), https:// www.vote rstu dygr oup.org/ publ 
icat ion/ theft- per cept ion.

 17. 337 U.S. 1 (1949).
 18. Id. at 37 ( Jackson, J., dissenting).
 19. See Frederick Schauer, Slippery Slopes, 99 Harv. L. Rev. 361 (1985).
 20. 376 U.S. 254, 280 (1964).
 21. 567 U.S. 709 (2011) (slip op. at 10) (plurality op.) (quoting Brown v. Entm’t Merchants 

Ass’n, 564 U.S. 768 (2011)).
 22. Id., slip op. at 4– 7 (Breyer, J., concurring in the judgment).
 23. See Paul Finkelman, Foreign Law and American Constitutional Interpretation: A Long and 

Venerable Tradition, 63 N.Y.U. Ann. Survey of Am. L. 29, 37– 49 (2007). The deep familiarity 
with and respect for lessons from other nations among the founding generation of Americans 
is evident from even a light perusal of the period’s writings.

 24. Justice Scalia once boasted, “I probably use more foreign legal materials than anyone else on 
the Court,” before snidely adding, “Of course they are all fairly old foreign legal materials, and 
they are all English.” As for contemporary foreign legal materials, Scalia dismissed them en-
tirely, stating these “can never be relevant to an interpretation of— to the meaning of— the U.S. 
Constitution.” Antonin Scalia, Foreign Legal Authority in the Federal Courts, Keynote Address to 
the Annual Meeting of the American Society of International Law (March 31– April 3, 2004), 98 
Am. Soc’y Int’l L. Proc. 305, 306– 10 (2004).
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