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https://inatba.org/
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different international organizations. He is currently the Leader of the SuITE
Research Group, London South Bank University, where he also acts as the Head
of the Division in Computer Science. His research interests include smart internet
technologies, media optimization across heterogeneous networks, QoE, virtual
reality, augmented reality, and cloud infrastructures and services.



�

� �

�

xxvi About the Contributors

Ming Ding (Senior Member, IEEE) received
the BS and MS degrees (with first-class Hons.)
in electronics engineering from Shanghai Jiao
Tong University (SJTU), Shanghai, China, and
the Doctor of Philosophy (PhD) degree in signal
and information processing from SJTU, in 2004,
2007, and 2011, respectively. From April 2007 to
September 2014, he worked at Sharp Laboratories of
China in Shanghai, China, as a Researcher/Senior
Researcher/Principal Researcher. Currently, he
is a senior research scientist at Data61, CSIRO,
in Sydney, NSW, Australia. His research inter-
ests include information technology, data privacy and security, machine
learning and AI, etc. He has authored over 140 papers in IEEE journals and
conferences, all in recognized venues, and around 20 3GPP standardization
contributions, as well as a Springer book Multi-point Cooperative Communi-
cation Systems: Theory and Applications. Also, he holds 21 US patents and
co-invented another 100+ patents on 4G/5G technologies in CN, JP, KR, EU,
etc. Currently, he is an editor of IEEE Transactions on Wireless Communications
and IEEE Wireless Communications Letters. Besides, he has served as Guest
Editor/Co-Chair/Co-Tutor/TPC member for many IEEE top-tier journals/
conferences and received several awards for his research work and professional
services.

Hui Ding is senior standard expert of Ant Group
and responsible for technology collaboration in
Digital Technology BG of Ant Group. She is a
member of IEEE-SA RevCom, Secretary of IEEE
CTS DFESC, member of Blockchain Committee
of China Computer Federation, and member of
Blockchain Committee of China Institute of Com-
munications. She led/participated in a number of
blockchain and IoT-related standard projects in
IEEE (P2418.3, P2144, P2418.10, P2418.10, etc.) and
also contributed to ITU-T FG-DLT and FG-DPM
while she was the co-founder of Chaincomp Tech-
nologies. She worked with ITU-T SG13, ONF, OIF, IETF and participated in
more than 20 SDO projects including SDN northbound API, Intent-based API,
information modeling, open-source tooling development, and ONF/OIF global
interoperability demo as researcher and standard engineer in China Academy
of Information and Communications Technology, China. She obtained a Ph.D.
degree from Beijing University of Posts and Telecommunications.



�

� �

�

About the Contributors xxvii

Octavia A. Dobre is a Professor and Research Chair
at Memorial University, Canada. Previously, she
was with New Jersey Institute of Technology and
Stevens Institute of Technology, USA, after receiv-
ing her PhD degree from the Polytechnic Institute of
Bucharest, Romania, in 2000. Dr. Dobre was a Vis-
iting Professor with the Massachusetts Institute of
Technology, USA, and Université de Bretagne Occi-
dentale, France. Her research interests encompass
wireless communication and networking technolo-
gies, as well as optical and underwater communica-
tions. She has (co-)authored +400 refereed papers in
these areas.

Dr. Dobre serves as the Director of Journals and Editor-in-Chief (EiC) of the
IEEE Open Journal of the Communications Society. She was the EiC of the IEEE
Communications Letters, Senior Editor, Editor, and Guest Editor for various pres-
tigious journals and magazines. She also served as General Chair, Technical Pro-
gram Co-Chair, Tutorial Co-Chair, and Technical Co-Chair of symposia at numer-
ous conferences.

Dr. Dobre was a Fulbright Scholar, Royal Society Scholar, and Distinguished Lec-
turer of the IEEE Communications Society. She obtained Best Paper Awards at var-
ious conferences, including IEEE ICC, IEEE Globecom, IEEE WCNC, and IEEE
PIMRC. Dr. Dobre is an elected member of the European Academy of Sciences and
Arts, a Fellow of the Engineering Institute of Canada, a Fellow of the Canadian
Academy of Engineering, and a Fellow of the IEEE.

Jörn Erbguth is a consultant on blockchain
and data protection (GDPR). With majors in
computer science and law, he takes a multi-
disciplinary approach to new technology. He
is an enabler of privacy by design where legal
and technological aspects need to be tightly
integrated. Jörn previously worked as a software
developer, a product manager, and was head of
ICT and CTO for legal information systems in
Germany and Switzerland. Jörn publishes about
technology and law and lectures at the Geneva
School of Diplomacy, the University of Lucerne,

and the University of St. Gallen. He is active in Blockchain standardization at
the International Telecommunication Union (ITU) and was a member of DIN
SPEC 4997 Privacy by Blockchain Design. He works with Geneva Macro Labs as
Head of Technology Insights. Jörn also serves as a board member for the German



�

� �

�

xxviii About the Contributors

EDV-Gerichtstag (German Association for Computing in the Judiciary) and the
Swiss entscheidsuche.ch association. The latter engages in making Swiss court
cases easily and freely available to the public. He is also member of the expert
panel of the European Blockchain Observatory and Forum.

Saptarshi Ghosh received the BSc (Hons.) degree
in computer science from the University of Calcutta,
Kolkata, India, in 2010, the ME degree in software
engineering from Jadavpur University, Kolkata, in
2016, and the MSc degree in smart networks from
the University of the West of Scotland, Glasgow, UK,
in 2017. He is currently working toward the PhD
degree in computer science and informatics with
London South Bank University, London, UK.

He is a module Leader of several core CS modules
with London South Bank University. He is JNCIA
(DevOps) certified, and was a Software Developer
and Network Engineer. He has contributed to several research and software
engineering projects funded by Erasmus+, Innovate UK, and Defence Science
and Technology Laboratory. His research interests include SD-WAN, network
programmability and automation, cognitive-routing, and deep reinforcement
learning.

Ghosh is a recipient of GATE and Erasmus-Mundus Scholarship. His PhD
research is under the EU-Horizon 2020 project, supported by Marie-Curie Fund
with the research area focused in machine learning’s application to self-organized
SDN for 5G and beyond.

Dr. Thomas Hardjono is the CTO of Connec-
tion Science and Technical Director of the MIT
Trust-Data Consortium at MIT in Cambridge, MA.
USA. He is an early pioneer in the field of digital
identities and trusted hardware, and instrumental
in the development and broad adoption of the MIT
Kerberos authentication protocol. His activities
include leading standard development efforts,
notably at the IETF (Internet Engineering Task
Force), IEEE, Trusted Computing Group, Confi-
dential Computing Alliance, and others. He has
published over 70 technical conference and journal
papers, and authored several books. He is currently involved in several startups
around the MIT community. His current area of interest is Web3 Digital Assets,
with focus on the interoperability of asset networks and survivability of these
networks against cybersecurity attacks.



�

� �

�

About the Contributors xxix

Chih-Lin I is CMCC Chief Scientist of Wireless
Technologies, spearheading major initiatives
covering 5G/6G, C-RAN/O-RAN, and Green
technologies. She received PhD (EE) from Stan-
ford University. She has won 2005 IEEE ComSoc
Stephen Rice Prize, 2018 IEEE ComSoc Fred W.
Ellersick Prize, the 7th IEEE Asia-Pacific Out-
standing Paper Award, and 2015 IEEE Industrial
Innovation Award for Leadership and Innovation
in Next-Generation Cellular Wireless Networks.

She is the Chair of O-RAN Technical Steering
Committee and an O-RAN Executive Committee

Member, the Chair of FuTURE 5G/6G SIG, the Chair of WAIA (Wireless AI
Alliance) Executive Committee, an Executive Board Member of GreenTouch, a
Network Operator Council Founding Member of ETSI NFV, a Steering Board
Member and Vice Chair of WWRF, a Steering Committee member and the Pub-
lication Chair of IEEE 5G and Future Networks Initiatives, the Founding Chair
of IEEE WCNC Steering Committee, the Director of IEEE ComSoc Meetings and
Conferences Board, a Senior Editor of IEEE Trans. Green Comm. & Networking,
an Area Editor of ACM/IEEE Trans. Networking; Executive Co-chair of IEEE
Globecom 2020, IEEE WCNC 2007, IEEE WOCC 2004 and 2000; a member of
IEEE ComSoc SDB, SPC, and CSCN-SC; and a Scientific Advisory Board Member
of Singapore NRF.

She has published over 200 papers in scientific journals, book chapters, and
conferences and holds over 100 patents. She is co-author of the book Green
and Software-defined Wireless Networks – From Theory to Practice and has also
co-edited two books: Ultra-dense Networks – Principles and Applications and 5G
Networks – Fundamental Requirements, Enabling Technologies, and Operations
Management. She is a Fellow of IEEE and a Fellow of WWRF. Her current
research interests center around ICDT Deep Convergence: “From Green & Soft
to Open & Smart.”

Muddesar Iqbal received the PhD degree from
Kingston University in 2010 with a dissertation
titled “Design, development, and implementation
of a high-performance wireless mesh network
for application in emergency and disaster recov-
ery.” He has been a principal investigator, a
co-investigator, a project manager, a coordina-
tor, and a focal person of over 20 internationally
teamed research and development, capacity build-
ing, and training projects. He is an established
researcher and expert in the fields of mobile cloud



�

� �

�

xxx About the Contributors

computing and open-based networking for applications in education, disaster
management, and healthcare; community networks; and smart cities. He is cur-
rently a Senior Lecturer in mobile computing with the Division of Computer Sci-
ence and Informatics, School of Engineering, London South Bank University. His
research interests include 5G networking technologies, multimedia cloud comput-
ing, mobile edge computing, fog computing, Internet of Things, software-defined
networking, network function virtualization, quality of experience, and cloud
infrastructures and services. He was a recipient of the EPSRC Doctoral Training
Award in 2007.
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Foreword

Blockchain technology is revolutionizing the way we do business. It is rapidly
transforming various industries, such as finance, healthcare, cybersecurity, and
networking. Blockchains are based on decentralized, distributed ledgers that are
transparent, secure, and immutable. It allows parties to transact with each other
without the need for intermediaries. As a result, it is expected to have a significant
impact on various industries and drive innovation in multiple sectors.

The underlying technology has come a long way, with underpinning princi-
ples introduced as early as 1979. The breakthrough, however, came in 2008 with
the release of the Bitcoin whitepaper by Satoshi Nakamoto. The technology has
undergone significant improvements over the years, leading to the development
of various blockchain platforms and applications.

The first blockchain, Bitcoin, was designed as a peer-to-peer electronic cash
system that could operate without intermediaries such as banks. However, the
limitations of Bitcoin, such as slow transaction speeds and limited scalability, led
to the development of other blockchain platforms that addressed these issues.

Ethereum, launched in 2015, was a significant milestone in the evolution of
blockchain technology. It introduced the concept of smart contracts, which are
self-executing contracts that automatically enforce the rules and regulations of
the contract. Smart contracts have since become a fundamental feature of most
blockchain platforms, enabling the creation of decentralized applications (DApps)
that can perform various functions, such as asset management, supply chain track-
ing, and voting systems.

Another significant development in the evolution of blockchain technology is
the emergence of private and consortium blockchains. Unlike public blockchains
like Bitcoin and Ethereum, private blockchains are permissioned networks that
allow only authorized participants to access and transact on the network. Consor-
tium blockchains, on the other hand, are shared among a group of organizations
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that collaborate to achieve a common goal, such as supply chain management.
Permissioned blockchains offer increased privacy, scalability, and flexibility, mak-
ing them suitable for various enterprise applications.

Blockchain technology has the potential to transform other technology fields
through enabling secure communication channels, authentication mechanisms,
and data protection through encryption. In terms of cybersecurity, blockchain
technology can be used to prevent data breaches and fraud by providing
tamper-proof records of transactions and other activities. It can also provide
secure identity management systems that can reduce the risk of identity theft and
other types of fraud.

From a communication perspective, blockchain technology can be used to
provide secure messaging platforms that offer end-to-end encryption and prevent
unauthorized access to user data. It can also provide a decentralized system for
file storage and sharing, enabling secure and efficient collaboration between
individuals and organizations.

The future of blockchain technology is promising, with new developments and
innovations expected to emerge, leading to increased adoption and integration into
various industries. This book aims to provide readers with a comprehensive under-
standing of blockchain technology, its underlying principles, and its industrial
applications. It is also suitable for professionals in various industries who want
to understand how blockchain can be applied in their respective fields. The book
is written in a clear and concise manner, and the technical depth is just at the right
level to ensure that readers can easily understand the concepts presented. It greatly
complements other books in the field, such as “Blockchains in 6G: A Standardized
Approach to Permissioned Distributed Ledgers.”

The book covers blockchain architecture, starting with distributed storage and
how data is broken down into small, encrypted fragments and distributed across
multiple nodes or computers on the network. Then, it studies permissioned
blockchains in which access to participate and interaction with the network
is restricted to authorized parties. The book then moves into industries that
use blockchain to improve security and data exchange between elements.
For example, a blockchain-based V2V communication system can enable vehicles
to share information such as location, speed, and road conditions, allowing them
to avoid accidents and traffic congestion. In a subsequent chapter, the book shows
how blockchain technology can enhance privacy in IoT applications by enabling
users to control their data and decide who has access to it. In this case, IoT devices
can authenticate and communicate with each other securely without the need
for centralized intermediaries or third-party providers. Moreover, the book shows
how blockchain and AI can be combined to create more intelligent and efficient
data processing systems. By using blockchain technology to securely store and
share data, AI algorithms can have access to more accurate and trustworthy data,
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enabling them to make better decisions and predictions. The book also studies
advanced use cases of O-RAN, healthcare, and blockchain standardization by
different regulatory bodies.

In conclusion, the potential for blockchain technology in many fields of tech-
nology is immense, and this book lays down the ground for some of the most
innovative sectors. As blockchain adoption continues to grow, it will be impor-
tant for academic and industrial researchers to have a solid understanding of this
technology and how it can be applied to their respective fields. Whether you are a
student, entrepreneur, or industry professional, this book will equip you with the
knowledge and tools necessary to stay ahead of the curve in this rapidly evolving
field.

Finally, the editors are prominent researchers from world-class indus-
tries and academic institutions. Their selection of the topics is engaging and
thought-provoking, while also ensuring that the content is informative and
well-researched. They understand the importance of balancing current trends
with timeless themes that will have lasting relevance as well as opportunities for
industrial adoption.

Prof Mischa Dohler
VP Emerging Technologies
Ericsson Inc, Silicon Valley, US

Advisory Board FCC (TAC) & Ofcom (Spectrum)
Visiting Professor, King’s College London, UK
Fellow IEEE, RAEng, Royal Society of Arts
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Preface

The digital transformation has changed the way we store and process data across
multiple industries once and forever. In today’s world, most of the data is stored in
the cloud, and users from across the planet can access those repositories assuming
they have the right authentication. However, it is important to have technology
that could provide a record for data alteration to enable us to understand what
the changes could be to stored data and who could have done them. In the first
instance, it is assumed that such a technology could guarantee data integrity
and provide alternative storage for unaltered data copies. The emergence of
blockchain was an enabler for more advanced and complex approaches to store
and secure digital data. Since blockchain started in 1991 as an open ledger, use
cases have evolved from preventing information change with prior agreement
from all data users to blocks with unique hash identifiers linked to chain of
records. The latter evolution enabled verification and traceability of multistep
transactions at higher processing rates with reduced compliance costs. All these
features helped to support employing blockchains in platforms that manage
contracts and audit the origins of a product. Therefore, blockchain has become
the key technology for many industries and use cases, such as securely storing
of casted votes in voting platforms, visualizing the status of properties and deeds
through full access to their history for real estate agencies, and most remarkably,
banking services and crypto currencies.

By definition, blockchain framework is a software solution that compresses
different modules and components in a decentralized fashion that operates on the
basis of smart contracts. Given its immutable public ledger, blockchain-recorded
transactions cannot be overwritten and they are secured by encryption mech-
anisms. Therefore, any transaction will be added as a new entry to the ledger
upon source authentication. This also makes blockchain a potential key tech-
nology for governmental systems that help individuals securely access official
services. Clearly, blockchain technology has the perspective of becoming an
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integrated element of many systems including health care, vehicular networking,
cellular communications. This demonstrates the importance of analyzing the
technology from the vertical’s point of view and how the technology could be
further advanced to meet the users needs. Moreover, the unprecedented levels
of connectivity and programmability between humans, machines, and services
further leverage the benefits of blockchain. This helps administer an automated
fraud system that pairs infrastructure and defines shareholder rights. Obviously,
the financial sector would become the most promising user of this technology,
considering payment transfers and regulatory oversights.

Today, an entire crypto industry has evolved using the blockchain framework.
The wide adoption of blockchain to facilitate secure transactions of billions
of dollars proves the need to investigate this technology closer from a service
perspective, as well as how it could influence other industries. The opportunity
for further adoption increases with the cloudification movement and the attach-
ment of billions of users to the cloud data platforms as their backend storage.
This means that blockchain could evolve to become the basic element of many
new platforms that we use in our day-to-day engagements. Therefore, this book
intends to leverage new understandings of the blockchain technology by identify-
ing the embedded modules for development and use cases for new deployments.
To achieve this mission, we provide insights into the blockchain concepts but start
moving quickly to address the most relevant modules for development and use
cases. The provided solutions are supported by explanations for the conceptual
framework for operation, workflow within the bigger ecosystem for the industry,
and verification results. The given ideas are meant to create new understandings
of the scope of blockchain technology and how it will evolve over the coming
years to support new services.

The book is addressed to both academic and industrial communities. Book
readers can go through the basics of the blockchain technology and recognize how
it can be used on platforms, thus allowing them full understanding of the entire
ecosystem. For the academic domain, this book will help postgraduate and faculty
researchers identify the key elements of blockchain that require further analysis
and evolution. For example, distributed storage, security and trust, and permis-
sioned blockchain are all topics on which scholars can dive deep into new enablers
that could improve the blockchain operations and performance. For industry, the
book provides many examples of blockchain deployment in systems that serve
the Internet-of-Things (IoT), cybersecurity, artificial intelligence, healthcare,
sixth generation (6G) communications, etc. This would be a valuable source for
system designers, field engineers, architects, and chief technology officers who
are willing to create solutions for various verticals. Finally, the book is concluded
with a chapter that surveys the previous and ongoing standard activities around
the blockchain. This chapter would help readers, especially from standardization
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bodies, to have a comprehensive understanding of the standard status of this
technology and how they intend to move forward in the coming years.

Since blockchain technology is still a relatively new and rapidly evolving field,
there are enormous opportunities for further evolution in its architecture and
integrated use cases. For example, improving interoperability will allow different
blockchain networks to communicate with each other for a more comprehen-
sive share of information and connectivity. Similarly, scalability solutions can
significantly increase the number of transactions they can process per second.
Privacy-focused blockchains and techniques such as zero-knowledge proofs
and homomorphic encryption could also provide greater confidentiality. The
energy consumption required for some blockchain systems is a concern given
the growing cost of energy and environmental concerns. While technology is
evolving, we should also expect new governance models to regulate these systems.
Finally, blockchain could be applied to many new fields that could change the
world we live in. In this book, we provide the conceptual thoughts for all those
evolutions to help accelerate innovations.

Finally, we hope this book will become an informative reference for researchers
and a guidance work manual for developers to create innovative solutions around
blockchain. We would also like to thank all our colleagues who contributed to
this project. This book is simply an effort to advance technology and create better
visions for future platforms that improve human life.

Anwer Al-Dulaimi, Octavia A. Dobre, and Chih-Lin I
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Introduction
Anwer Al-Dulaimi1, Octavia A. Dobre2, and Chih-Lin I3

15G Center of Excellence, EXFO, Montreal, Canada
2Faculty of Engineering and Applied Science, Memorial University of Newfoundland, St. John’s, Canada
3China Mobile Research Institute, China

1.1 Exploring Blockchain Technology

The blockchain is composed of a distributed database where digital pieces of
information are made up in form of blocks that are stored in chains of public
datasets. These blocks store information about: (i) transactions like the date, time,
and value number of purchases; (ii) records of participations in transactions; and
(iii) a unique code called a “hash” that distinguishes a block from another one [1].
A single block on the blockchain can store up to 1 MB of data allowing it to store
a few thousand transactions, depending on the size of these operations. The
state-of-the-art for blockchain consists of multiple blocks strung together.
Therefore, any new data stored by any block will be added to the blockchains.
On the other hand, to add a new block, it is necessary for a transaction to have
occurred, verified by a network of computers, stored in a block, and that block
to have been assigned a unique hash. Once a block is added to the blockchain,
it becomes publicly available for anyone to view and that is what make data safe
and not altered. For example, Bitcoin’s blockchain allows everyone have access to
transaction data, along with information about when (“Time”), where (“Height”),
and by who (“Relayed By”) the block was added to the blockchain [2].

To start, let’s clarify the difference between public blockchain and private or
federated blockchains. Public blockchains, like Bitcoin and Ethereum, are open
to anyone who wants to participate in the network. They are decentralized and
allow anyone to create and validate transactions without the need for permission
or trust from a centralized authority, as shown in Figure 1.1. The security of the
network is ensured through consensus mechanisms that incentivize participants
to act in the best interest of the network. On the other hand, private or federated

Blockchains: Empowering Technologies and Industrial Applications, First Edition.
Edited by Anwer Al-Dulaimi, Octavia A. Dobre, and Chih-Lin I.
© 2024 The Institute of Electrical and Electronics Engineers, Inc. Published 2024 by John Wiley & Sons, Inc.
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Figure 1.1 Blockchains & Distributed Ledger Technologies.

blockchains are controlled by a group of trusted entities who have been granted
access to the network. These blockchains are often used in enterprise settings,
where there is a need for greater control over the network and its participants.
The nodes on the network are typically operated by known entities, such as busi-
nesses or organizations, and transactions are validated by a consensus mechanism
agreed upon by those entities. The key difference between public and private or
federated blockchains is the level of openness and accessibility of the network.
Public blockchains are designed to be open to anyone, while private or federated
blockchains are more restrictive and require permission to access. Additionally,
public blockchains are often associated with cryptocurrencies and have a greater
emphasis on security, while private or federated blockchains prioritize efficiency
and control [3].

Each node or computer in the blockchain network maintains a local copy of the
blockchain, which means that there are thousands or even millions of copies of
the same blockchain. This distribution of blockchain copies makes the informa-
tion more difficult to manipulate. Also, changing the contents of an existing block
will change its hash code and that will require hackers almost to change every
single block add afterwards. Those hash codes are created by a math function
that transforms digital information into a string of numbers and letters. A hash
code will change immediately if information is edited in any way making almost
impossible for hackers to alter data. Similarly, blockchains employ “Proof of Work”
system for any new participant computers to “prove” that they have done “work”
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by solving a complex computational math problem. A computer becomes eligible
to add a block only if it was able to solve one of these problems. However, adding
blocks to the blockchain (Aka: mining) is very complicated, and the odds of solv-
ing a block are low. This is due to the design of the Bitcoin network’s consensus
mechanism, which is based on proof-of-work (PoW) [4]. In the Bitcoin network,
miners compete to solve a complex mathematical problem called a hash func-
tion. The hash function is designed to be difficult to solve, requiring a significant
amount of computational power and time. The first miner to solve the hash func-
tion is rewarded with a set amount of newly minted bitcoins and any transaction
fees included in the block. The difficulty of the hash function is adjusted peri-
odically to ensure that new blocks are added to the blockchain at a predictable
rate. As more miners join the network and compete to solve the hash function,
the difficulty is increased to maintain a consistent block time. The odds of solving
a block on the Bitcoin network depend on several factors, including the current
difficulty level, the amount of computational power dedicated to mining, and the
randomness of the hash function. As of March 2023, the odds of a single mining
node on the Bitcoin network solving a block and earning the block reward are
estimated to be around 1 in 15 trillion attempts. However, it is important to note
that the difficulty of mining new blocks is not the same across all blockchain net-
works. Some networks, such as Ethereum, use a different consensus mechanism
called proof-of-stake (PoS) [5], which does not require the same level of compu-
tational power as PoW [6]. In a PoS system, block validators are chosen based on
their stake in the network rather than their computational power, which can make
the process of adding blocks to the blockchain less computationally intensive.

To understand the blockchain technology, it can be helpful to show the mile-
stones to build the underlying components and functions of a sample blockchain.
A typical process may include the following steps:

● Define the target design for the blockchain: Decide on the structure of the
blockchain, including the block size, block interval time, consensus mechanism,
and data storage format. This involved choosing the right programming lan-
guage and development platform.

● Write the code: Use the chosen programming language to write the code for
the blockchain. This includes creating the data structures, writing the smart con-
tracts, and implementing the consensus algorithm.

● Test the code: This step will ensure that written code works as intended. This
includes checking for bugs, verifying that the consensus mechanism is working
correctly, and testing the smart contracts.

● Deploy the blockchain: Once the code has been tested and verified, it can be
deployed on a network. This may involve any public blockchain network like
Ethereum or creating a specialized private network.
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● Monitor the blockchain: Once the blockchain is deployed, monitor it to
ensure that it continues to function correctly. However, updates or modifica-
tions might be necessary on regular basis to address any issues that arise during
operation.

Building a blockchain can be a complex undertaking that requires careful
consideration of the use case and adherence to best practices in blockchain
development. However, blockchain software development may consider prior-
itizing security at every stage through regular security audits and vulnerability
testing. To test for vulnerabilities, it is necessary to perform various tests on
the blockchain network and smart contracts. The tests may include penetration
testing, fuzz testing, and code review [7]. Each of those tests will help to improve
blockchain resiliency. For example, penetration testing involves simulating an
attack on the system to identify potential weaknesses in the network, while fuzz
testing involves providing unexpected inputs to the system to test how it responds
to different inputs. Finally, code review involves analyzing the blockchain code
to identify any vulnerabilities or weaknesses. Typically, vulnerability testing will
be conducted regularly to identify and fix any potential security issues or defects
that emerge during normal operations.

In summary, Blockchain technology has both short-term and long-term
impacts on various industries. For short term, the implementation of blockchain
has enabled companies to reduce costs and increase efficiency. By eliminating the
need for intermediaries in transactions, blockchain has reduced transaction fees,
processing times, and the risk of errors or fraud. It has also allowed for increased
transparency, accountability, and traceability in supply chains, which can
improve product quality and safety. For long term, blockchain has the potential to
transform industries by enabling new business models and disrupting traditional
ones. For example, blockchain-based decentralized marketplaces can allow for
peer-to-peer transactions without the need for middlemen, while smart contracts
can automate contractual agreements and eliminate the need for lawyers or other
intermediaries. Overall, the impact of blockchain on industry will continue to
evolve as the technology advances and more use cases are discovered.

1.2 Developing and Testing Blockchains: Software
Development Approach

There are several software methods used to develop blockchain technology, some
of the most well-known have been explained in Section 1.1 such as PoW and
PoS, while delegated proof-of-stake is abbreviated as DPoS. As mentioned, PoW
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is the original method used in the development of Bitcoin and involves miners
solving complex mathematical problems to validate transactions and create new
blocks on the blockchain. PoS, on the other hand, uses a consensus algorithm
where validators must hold a certain amount of the cryptocurrency in order
to validate transactions and create new blocks. DPoS is a variant of PoS that
allows users to vote for delegates who can validate transactions and create new
blocks on their behalf [8]. Other notable software methods used in blockchain
development include Byzantine fault tolerance (BFT) and directed acyclic graph
(DAG). BFT is a consensus algorithm that ensures the integrity of the blockchain
even if some nodes on the network fail or are malicious [9]. DAG, on the other
hand, uses a different structure than traditional blockchains and allows for more
scalability and faster transactions [10]. Ultimately, the choice of software method
used to develop a blockchain will depend on factors such as the goals of the
project, the level of security required, and the size and complexity of the network
[11]. These factors are carefully considered when choosing the most appropriate
software method to ensure the success of blockchain project.

While conducting blockchain development, it is important to use specified test
procedures in verifying the functionality of individual code modules. The test
procedure typically involves writing test cases that simulate various inputs and
outputs for each module, and then running these tests to ensure that the module
behaves as expected. This can help identify any errors or bugs in the code early on,
before the module is integrated into the larger blockchain system. Test procedures
are particularly important in blockchain development, as errors in code can have
significant consequences, such as security vulnerabilities or transaction errors.
Figure 1.2 shows the key testing process that developers can use to verify the
reliability and stability of code applications. The testing procedures are mapped
to each module block to ensure that each function is developed as intended to
operate in real-world deployments.

The computational resources needed for blockchain testing, in post-develop-
ment validations, will depend on several factors, such as the complexity of the
blockchain application, the type of testing being performed, and the size of the test
network. In general, testing a blockchain application can be resource-intensive,
as it involves running multiple nodes and simulating various scenarios to ensure
the application’s performance and security. To characterize the computational
resources needed for blockchain normal operations, there are several factors that
could be taken into consideration such as the specific blockchain network,
the number of nodes participating in the network, the size of the blockchain,
and the complexity of the consensus algorithm used. Typically, blockchain nodes
require a computer with enough processing power, memory, and storage to
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Figure 1.2 Testing Procedures and Relevant Blockchain Modules.

participate in the network and validate transactions. Some blockchain networks
may also require specialized hardware, such as GPUs or ASICs, for mining new
blocks. For example, Bitcoin’s blockchain network requires nodes to have at least
2 GB of RAM, a multi-core processor, and around 300 GB of free disk space to store
the entire blockchain. Ethereum, on the other hand, recommends a minimum of
4 GB of RAM, a 64-bit processor, and 200 GB of free disk space [12]. In addition
to the hardware requirements, blockchain nodes also require a stable internet
connection and sufficient bandwidth to send and receive transactions from other
nodes in the network.
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1.3 Blockchains and Cloud Integration

Cloud systems refer to the use of remote servers hosted on the internet to store,
manage, and process data and applications. Instead of relying on local hardware
and software resources, cloud systems provide on-demand access to computing
power, storage, and other resources via the internet [13]. Cloud systems can be
classified into three main categories: Software as a Service (SaaS), Platform as
a Service (PaaS), and Infrastructure as a Service (IaaS). SaaS provides access
to software applications, while PaaS provides a platform for developing and
deploying applications, and IaaS provides virtualized computing resources
such as servers, storage, and networking. Cloud services continue to dominate
innovations through features such as scalability that allows cloud platforms to
scale up or down depending on the needs of the user, accessibility that provide
connectivity anywhere anytime to enabling remote work and collaboration,
security measures to protect client’s data, and automated backups and disaster
recovery to ensure that data is not lost in the event of a disaster, etc. The commer-
cial cloud service providers continue to evolve their platforms with new tools for
software production and automated testing for telecom, finance, management,
and many other applications. Integrating blockchain in cloud platforms can
provide enhanced security and transparency in data transactions and storage,
as well as improve efficiency and cost-effectiveness by reducing the need for
intermediaries and increasing automation. For example, blockchain provides a
secure and tamper-proof way of storing and sharing data, which can be useful
for sensitive data such as financial transactions, medical records, or personal
identity information. On the other hand, cloud computing provides a scalable
and flexible way of storing and processing large amounts of data, but it can also
be vulnerable to cyberattacks. Therefore, it is necessary to think out of the box
and try to integrate blockchains as part of cloud-based systems to reduce the risk
of data breaches and cyberattacks.

One approach is to look at creating trustable platforms equipped with block-
chains at the cloud service provider sites. In one approach, future trustable
computing platforms can employ Tactics, Techniques, and Procedures (TTPs)
components as integral part of their design. The TTP provides the mechanism to
perform a variety of actions to encounter cyberattacks against the platform such
as tactics that can exploit attacker weaknesses, techniques that can neutralize the
attack, procedures to counter an attack that may be able to disrupt the procedures
themselves. The countering TTPs develop a deep understanding of the attacker
capabilities and they are very flexible in adapting to changing circumstances [14].
Embedding blockchain technology into TTP can play a significant role in enhanc-
ing the security and effectiveness of hosting platforms. Blockchain technology
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can secure TTPs so that only authorized personnel have access to management
dashboards. The decentralized nature of the blockchain can also help to prevent
unauthorized modifications or tampering of TTPs, ensuring that the informa-
tion remains accurate and up to date. In addition, blockchain technology can
enable the tracking of TTPs across multiple elements and interfaces allowing for
real-time updates and coordination between different modules. This can improve
the overall effectiveness of cloud operations, enabling faster response times and
more effective decision-making. From a design perspective, blockchain-based
identity solutions can securely and anonymously manage access to TTPs and
other sensitive information without fear of being tracked or compromised.
Clearly, blockchain enables new encounter mechanism that protects TTP itself
and allows higher resiliency against advanced cyberattacks that targets defensive
systems of victim platforms.

Another approach is to combine blockchain with cloud computing to improve
cloud features such as scalability. Blockchain technology is designed in nature
to be highly scalable and able to handle a large volume of transactions without
sacrificing performance or security. Cloud computing also provides scalability by
allowing cloud service providers to easily add or remove computing resources
as needed. By combining these two technologies, cloud service providers can
build highly scalable and efficient systems that can handle a large volume of
transactions and data processing. Similarly, integrating blockchain can improve
cost-effectiveness through more elastic pricing model where users pay only for
the computing resources they need. Since blockchain technology reduces the
need for intermediaries, cloud service providers would be able to reduce financial
transaction costs by eliminating mediator fees and reducing processing times.
In some other examples, blockchain could be the enabler for many other use
cases such as:

● Supply chain management: Blockchain technology can be used to track the
movement of goods along the supply chain, while cloud computing can provide
a platform for sharing this information securely between different parties in the
supply chain.

● Decentralized storage: Cloud computing can be used to provide a decentral-
ized storage platform, where data is stored across multiple nodes in a blockchain
network. This can provide enhanced security and reliability, as well as greater
privacy for users.

● Identity management: Blockchain technology can be used to create a decen-
tralized identity management system, while cloud computing can provide the
infrastructure for hosting and managing this system.

● Smart contracts: Smart contracts are self-executing contracts with the terms of
the agreement directly written into code. Combining blockchain and cloud com-
puting can allow for more efficient execution and automation of these contracts.
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● Decentralized finance (DeFi): Blockchain technology can be used to cre-
ate DeFi applications that operate on a peer-to-peer network, while cloud
computing can provide the infrastructure for hosting and managing these
applications [15].

● Internet of Things (IoT): Blockchain and cloud computing can be used to
create a secure and decentralized platform for managing IoT devices and data,
allowing for greater privacy, security, and control for users [16].

Clearly, there are enormous advantages for combining blockchain and cloud
computing. This would be a long journey for industry and academic to develop
and test new ideas before defining what could be the cloud of the future.

1.4 Blockchain and Mobile Networking

The emergence of the fifth generation (5G) as a cloud-based network has
been a game-changer in the evolution of mobile networks. Deploying 5G net-
work functions, applications, and services as cloud-native containers creates
complex architectures that can be scaled and updated easily without downtime.
This approach builds upon software development features that enable cloud-based
applications to become more scalable, resilient, and portable. In the context of
5G, cloud-native development empowers developers to create applications that
can leverage the high bandwidth and low latency capabilities of 5G networks,
including those that require real-time data processing such as augmented reality,
virtual reality, and autonomous vehicles.

5G technology employs Massive-MIMO at the radio access network (RAN)
side, enabling the use of multiple antennas at both the transmitter and receiver.
This increases the capacity and efficiency of wireless networks. The edge cloud is
another computing resource data center that is deployed closer to the edge of the
network, the RAN, rather than in centralized data centers. The edge cloud fosters
access to user plane traffic, leading to reduced latency and improved quality of
experience (QoE) for real-time applications, such as video streaming and online
gaming. 5G enables multiple vertical services operating in the form of different
virtual networks on top of a physical network infrastructure. This technique
is called network slicing, involving separating user services based on the user-
requested Slice Service Type (SST), which is tagged to incoming user traffic.
In such virtual and fully cloud-native domains, orchestrators are the software
components responsible for coordinating and managing network resources
and services to meet the requirements of different applications and users.
The orchestrator automates processes such as rolling out services, scalability,
and service recovery. These operations are performed through an orchestrator
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application programming interface (API) that interfaces workflows and processes
in a distributed computing environment.

Integrating blockchain technology into 5G and beyond systems is a complex
process that requires careful planning and execution. The motivation for this
integration is the fact that 5G and beyond are hosted by commercial clouds,
which makes it mandatory to secure data exchange, identity management,
and embedding smart contracts in data transactions. Therefore, choosing the
right blockchain platform is also highly dependent on the targeted use cases
for blockchain integration. There are several options to choose from, including
public blockchains like Ethereum and private blockchains like Hyperledger
Fabric. In such network-blockchain architecture, it may be necessary to deter-
mine the nodes, consensus mechanism, and data storage methods required for
the blockchain system. In more advanced step, blockchain technology can be
integrated with 5G system using two approaches:

● Improving 5G functional design: This includes developing APIs for data
exchange between the blockchain and 5G systems and ensuring that the
security protocols are in place to protect the integrity of the data. This could also
see new 5G network functions (NFs) embedded with blockchain to manage
the data exchange between NF modules or to secure data transactions between
different core NFs or mobile edge clouds (MECs) and Core NFs.

● Improving 5G operational design: Integrating blockchain technology with
a network orchestrator API is also another interesting approach to manage
and coordinate workflows and processes in a distributed computing envi-
ronment. Blockchain technology provides a decentralized, immutable, and
tamper-proof ledger that can be used to record transactions and data in a
secure and transparent way. When combined with an orchestrator API, it can
provide a powerful tool for managing and coordinating complex workflows
and processes. However, it is important to note that implementing such a
system can be complex and requires a deep understanding of both blockchain
technology and orchestrator APIs.

As technology moves toward sixth-generation (6G) networks, Artificial Intelli-
gence (AI) is expected to be integral part of the telecom and hosting cloud systems
leading to more sophisticated, smart, and optimized complex networks. Similarly,
combining AI and blockchain technology in 6G networks holds immense potential
to revolutionize the way we communicate and exchange data. With AI-powered
algorithms, 6G networks can leverage predictive analytics to optimize network
performance, anticipate network congestion, and enhance overall user experience.
At the same time, blockchain technology can be used to secure and authenti-
cate data exchanges, ensuring data integrity, privacy, and confidentiality. Both AI
and blockchain can lead to more efficient and secure 6G networks, enabling a
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wide range of innovative applications, such as autonomous vehicles, smart cities,
and financial services. However, implementing AI and blockchain in 6G networks
also presents significant challenges, such as management of real-time operations,
interfacing with AI, and compliance with regulatory frameworks. Therefore, it is
essential to develop a robust and standardized structure that can address these
challenges and unlock the full potential of AI and blockchain on top of commercial
cloud platforms.

1.5 Open Architecture and Blockchains

Open architecture refers to a system or platform that allows for interoperability
and integration with other systems and platforms. In the context of software
and technology, open architecture is typically characterized by the use of
open standards, open protocols, and open interfaces, which enable different
components to communicate and work together seamlessly. Open architecture is
gaining more attention from mobile operators, particularly in terms of managing
access to OTT (over-the-top) services. From a network infrastructure perspective,
open architecture can enable greater interoperability with other networks and
devices, as well as faster deployment of new services and applications. This style
of architecture can also help mobile operators reduce vendor lock-in, as they can
choose from a wider range of vendors and solutions that are compatible with
open standards.

In terms of services, open architecture can enable mobile operators to offer
more innovative and custom services to their customers. Open APIs allow mobile
operators to collaborate with third-party developers to create new and unique
services that leverage the capabilities of the network. For example, an open archi-
tecture approach can enable mobile operators to offer location-based services,
such as personalized advertising or emergency services. Open architecture can
also lead to greater transparency and collaboration between mobile operators
and their customers. By using open standards and interfaces, mobile operators
can provide customers with greater visibility into their network performance
and usage, as well as more control over their services and data. This can help
build trust and loyalty among customers, increase customer satisfaction and
retention. Clearly, open architecture can be a key driver of innovation and
differentiation for mobile operators since it enables them to leverage the power
of collaboration and community-driven development. Blockchains, on the other
hand, are decentralized digital ledgers that record transactions and other data in a
secure and tamper-proof manner. Blockchains are typically used in the context of
cryptocurrencies, such as Bitcoin, but they can also be used for a variety of other
applications, such as supply chain management, identity verification, and digital
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voting. When it comes to the intersection of open architecture and blockchains,
there are a few key points to consider: First, many blockchain platforms are built
with open architecture in mind, allowing developers to build on top of them
using open standards and protocols. This can lead to greater interoperability and
ease of integration with other systems and platforms. Second, some blockchain
platforms, such as Ethereum, enable the creation of decentralized applications
(DApps) that can run on top of the blockchain [17]. These DApps can be rebuilt
using open architecture principles, allowing for greater flexibility and innovation.
This approach transforms the concept of mobile network architecture from
providing connectivity to traffic to facilitating accessibility to that service traffic.

In the context of mobile networks, the use of DApps in an open architecture
can also enhance security to mobile networks by reducing the risk of data
breaches and hacking attempts. This is because DApps are designed to operate
on a distributed network, which makes it harder for a single point of failure to
compromise the entire system. DApps can also streamline processes and reduce
inefficiencies in mobile networks. For example, DApps can be used to automate
billing processes or facilitate peer-to-peer payments, reducing the need for
intermediaries and associated fees. This can provide users with a more seamless
and user-friendly experience than traditional mobile applications. DApps has the
flexibility to operate on a variety of devices and platforms providing a consistent
experience across all connected devices. Clearly, this simplifies the interactions
between mobile network infrastructure and 3rd-party providers when delivering
real-time services to connected users. Therefore, it is likely to see a significant
increase of DApps in mobile networks over the coming years. Open architecture
creates more open, transparent, and inclusive system environment that empower
users and promote collaboration. This is where industry is heading and this
demonstrates more promising future for blockchain technologies in the field of
mobile communications.

1.6 Open API and Monetization of Mobile Network
Infrastructure

Open API is being promoted as a way to monetize mobile network infrastructure
by providing third-party developers with open and standardized access to cre-
ate and offer value-added services on top of the network. This can lead to new
revenue streams for mobile network operators (MNOs) and increase the network’s
value for both customers and developers. To achieve this, MNOs need to offer APIs
that expose network resources and functionality to third-party developers, who
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can then create and offer services that utilize these APIs. MNOs can monetize
these APIs by charging developers for access, usage, or revenue sharing models.

From blockchain perspective, there could be two different integration scenarios.

1.6.1 Using Blockchain Technology to Tokenize API Access

This involves the creation of a decentralized system for managing API access
using digital tokens. Each token can have a unique identifier that is stored on the
blockchain and can be used to track its ownership and usage [18]. Users can store
their tokens in a digital wallet that is linked to their blockchain account. When
a user wants to access an API, they transfer the appropriate amount of tokens
from their wallet to the API provider’s wallet. The API provider verifies the token
transfer and grants access to the API for a specified period of time. The user can
then use the API to access the relevant services or data. When the access period
expires or the user no longer needs API access, they can redeem their tokens
for the original payment or a proportionate refund. As all token transfers and
API access events are recorded on the blockchain, operators can easily track the
token ownership and usage, as well as detection of any fraudulent activity. This
model provides a secure and transparent system for managing API access, while
also allowing for easy tracking and auditing of token usage. It can also enable
new business models, such as pay-per-use APIs, and provide a more flexible and
decentralized alternative to traditional API access models.

1.6.2 Monetize Mobile Network Infrastructure

Another approach is using blockchain technology to monetize mobile net-
work infrastructure considering resources and assets. In such model, mobile
network infrastructure can be tokenized, and the tokens can be traded on a
blockchain-based marketplace. These tokens can represent network resources
such as bandwidth, processing power, and storage. By tokenizing network
resources, MNOs can monetize underutilized network resources and provide
an additional revenue stream. Obviously, MNOs can use blockchain technology
to facilitate decentralized network sharing. By creating a blockchain-based
platform, MNOs can allow other operators to access their network infrastructure
on a pay-per-use basis. Smart contracts play an essential role here by automating
billing and settlement processes. They can be used to automate the charging
of network resources and the settlement of payments between different parties
involved in the network. This can help to reduce transaction costs and increase
the efficiency of the billing and settlement processes. Similarly, MNOs can use
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blockchain technology to allow users to monetize their data by sharing it with
third-party applications and services. The blockchain can provide transparency
and security, ensuring that user data is only used for authorized purposes and
that users are compensated fairly for their data. This model for infrastructure
monetization offers solutions for deploying Private Network as a Service (PNAS)
on top of 5G networks. It also helps to monetize resources using by 3rd-party
applications, specifically IoT service providers.

1.7 Resiliency of Current Blockchain Models

Enabling any of current and future use cases running on a technology plat-
form requires system resiliency and immunity against sudden failures. Overall,
blockchain technology is designed to be resilient and decentralized, which means
that it can continue to operate even if some nodes on the network fail or are
compromised. However, the level of resiliency can vary depending on the specific
blockchain model being used and there are some factors that could be used to
evaluate blockchain resiliency. One of the biggest risks to blockchain resiliency
is the 51% attack, where an individual or group gains control of over 50% of the
computing power of a blockchain network. This can allow them to manipulate
transactions, double-spend coins, and potentially compromise the integrity of the
entire blockchain. Other risks include software bugs, which can lead to vulnera-
bilities and exploits, and human error, where mistakes in coding or configuration
can cause significant damage. Additionally, the increasing centralization of
blockchain networks due to the concentration of mining power in a few large
mining pools can also pose a risk to resiliency. While blockchain technology is
designed to be resilient, it is important to be aware of these potential risks and
take steps to mitigate them to ensure the continued security and reliability of
blockchain-based systems [19, 20].

The network size seems to have implications on resiliency. This is because
a larger network can absorb more nodes going offline without compromising
the overall network security. Bitcoin, for example, has a large network of nodes
that are distributed around the world, which makes it highly resilient. By imple-
menting the right security measures, blockchain platform can demonstrate
resiliency. For example, multi-factor authentication and encryption can help
prevent unauthorized access to nodes on the network, which can help maintain
its resiliency. However, as with any technology, it is important to continuously
monitor and improve security measures to ensure that the network remains
resilient against potential threats. The quality assurance (QA) plays an important
role in ensuring that blockchain-based systems are reliable, secure, and functional
[21]. This validation cycle of monitoring, testing, and reporting should take place
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on regular if not on real-time basis to identify any defects or vulnerabilities in
the code. This includes functional testing, performance testing, security testing,
and integration testing. For example, they may test smart contracts to ensure they
behave as expected and do not have any vulnerabilities that could be exploited
by attackers. This would be normally followed by code review to identify any
potential issues in the codebase. In a typical industrialization process, automated
testing is scheduled to ensure that blockchain-based systems meet regulatory
requirements and standards. Later all testing results and limitations are docu-
mented for send-users. Since blockchain technology is anticipated to become a
key driving element of many other systems, platforms, and networks, QA is likely
to become an ongoing automated procedure with various testing profiles that are
deployed per use case. It is also expected that AI will take the lead of this QA
process to improve defects identification and probably manage automated fixes
that will reshape the blockchains of the future.

1.8 Next Evolution in Blockchain Functions

Blockchain technology has rapidly evolved since the creation of the first
blockchain, Bitcoin, in 2009. Since then, blockchain has found applications across
various industries, from finance and healthcare to logistics and supply chain
management. However, as the technology continues to mature, the question
arises - what could be the next evolution in blockchain functions?

One potential area for blockchain’s evolution is in the area of interoperability.
Currently, most blockchains operate in silos, and there is no easy way to transfer
value or data between them. However, interoperability solutions are being
developed, such as cross-chain bridges and interoperability protocols, which
could enable different blockchains to communicate with each other. This could
facilitate seamless transactions between different blockchains and lead to the
creation of an interconnected blockchain ecosystem. Another area for potential
evolution is the integration of blockchain with other emerging technologies,
such as AI, IoT, and edge computing [22]. Blockchain can provide secure and
transparent data sharing, which could be leveraged by these technologies to
enhance their capabilities. For example, IoT devices can be used to collect data,
which can then be securely stored on a blockchain. AI algorithms can then
analyze this data and provide insights that can be used to improve business
processes. There is also a good opportunity for future evolution in blockchain
functions is in the realm of governance and probably to become part of larger
platform such as digital twins. Currently, most blockchain networks are governed
by decentralized communities of users, which can make decision-making slow
and difficult. However, new governance models are being developed that will
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allow for more efficient decision-making while still maintaining the decentralized
nature of blockchain networks.

Finally, we can expect to see significant advancements in the use cases for
blockchain technology in the future. While blockchain networks are already
being used for a wide range of applications, from supply chain management
to digital identity verification [23], there are still many areas where blockchain
technology could be applied. As new use cases are developed, we can expect to
see even more sophisticated functions being developed on blockchain networks.
However, if these challenges happen, blockchain technology has the potential to
revolutionize many industries and change the way we interact with each other
online.

1.9 Book Objectives and Organization

The main objective of this book is to provide a thorough understanding of the
most recent developments in blockchains from both theoretical and industrial
perspectives. The contributions in this book include all blockchain research
initiatives that identify and discuss technical challenges as well as potential
applications that continue expanding at an astonishing rate. From supply chain
management to digital identity verification, blockchain technology has the
potential to revolutionize many industries and change the way we interact with
each other online. As such, there is a growing need for a new book on blockchains
that explores the latest developments in this field and provide readers with a
comprehensive view to blockchain use cases. By providing readers with a solid
foundation in blockchain technology, the book can help to dispel misconceptions
and promote a better understanding of its potential applications. Another impor-
tant objective of this book is to provide readers with an understanding of the
different types of blockchains that currently exist, including a review of public
and private blockchains, as well as permissioned and permissionless blockchains.
The book also reviews current and emerging use cases for blockchain technology,
as well as an exploration of its potential to transform industries such as finance,
healthcare, and mobile networking. By identifying the potential applications of
blockchain technology, the book can help to inspire entrepreneurs and innovators
to explore new ways of leveraging this technology.

Like any technology, blockchain faces technical challenges and this book shows
methods to overcome drawbacks in design that could lead to wider adoption
of blockchain technology, as well as an exploration of the social and ethical
implications of its use. The book provides readers with analysis of the most recent
research and development in this field, as well as a review of the latest trends and
emerging innovations. By keeping readers up to date on the latest developments
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in blockchain technology, this book can help to inspire new ideas and encourage
further innovation. Finally, the book provides a discussion of best practices
for implementing blockchain technology in real industrial domains that are
associated with human life. This include a review of the technical, legal, and
regulatory considerations involved in implementing blockchain technology to
promote the responsible use of this technology and improve the chances of
success for organizations that are considering its adoption. Our goal was always
to discuss the technology enablers and provide real-life examples to improve
readers’ understanding and foster innovation at all levels.

To achieve the above objectives, this book has 11 chapters organized as
following:

Chapter 1: Introduction
This chapter aims to educate readers on the functions of blockchain and
explore various use cases, as well as futuristic improvements. Through this dis-
cussion, readers will gain a better understanding of the potential of blockchain
technology.

Chapter 2: Enabling Technologies and Distributed Storage
This chapter examines the variety of storage systems that have been developed
to address the shortcomings of centralized storage systems.

Chapter 3: Consensus and Distributed-Transaction Systems
This chapter provides a summary of the key developments that have enabled
fault-tolerant consensus to be used in real-world applications. Additionally, it
discusses recent developments, particularly within the context of distributed
ledger systems and blockchain.

Chapter 4: Security, Privacy, and Trust of Distributed Ledgers Technology
This chapter describes the evolution of distributed databases into blockchain
technology and provides guidance on integrating these databases with both new
and legacy systems.

Chapter 5: Permissioned Blockchains
This chapter discusses the architecture and optimization of permissioned
blockchains, with a focus on improving performance in a business setting.

Chapter 6: Attestation Infrastructures for Automotive Cybersecurity and Vehicular
Applications of Blockchains
This chapter discusses automotive cybersecurity and the role of blockchain and
distributed ledger technology in this field.

Chapter 7: Blockchains and Internet of Things
This chapter characterizes how the blockchain solution is well-suited to meet
the decentralized requirements envisioned in the 5G context.

Chapter 8: Blockchains for Cybersecurity and AI Systems
This chapter examines the cybersecurity vulnerabilities of both public and pri-
vate blockchain networks.
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Chapter 9: 6G Resource Management and Sharing: Blockchain and O-RAN
This chapter explores the potential of blockchain for resource management and
sharing in 6G through multiple application scenarios.

Chapter 10: Blockchains for Smart Healthcare Systems
This chapter explores the applications of blockchain in smart healthcare and the
InterPlanetary File System (IPFS) for facilitating healthcare service delivery.

Chapter 11: Blockchain Standards
This chapter discusses the ongoing blockchain standards and relevant regula-
tory bodies responsible for their creation.

We would like to take a moment to express our sincere appreciation to the
authors of each chapter in this book. Thank you for your hard work, dedication,
and contribution to the field of blockchain. We hope that our readers will find
these chapters informative, insightful, and enjoyable to read. Happy reading and
exploring the fascinating world of blockchain!
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2.1 Introduction

Communication systems, digital devices, computers, cellphones, and other
technologies depend on data storage systems; thus, throughout the evolution
of computer science and Information Technology (IT) data storage has been an
imperative requirement of software and applications. The interconnected human
life is laying base increasingly for communications and data collection on Internet-
connected hardware such as Internet-of-Things (IoT) devices including
smartphones. Moreover, the vision of “Internet of Everything” in the fifth
generation (5G) of wireless communications and the emerging Web 3 paradigm,
where distribution of IT systems and service providing is sought for in a broad
range of data-driven applications [1], outline the necessity of data transmission
technologies. Hence, the new human life style is dependent on the efficiency and
reliability of distributed data storage systems.

Data objects being produced by digital devices are mostly stored within files,
which initially were stored in locally hosted databases, i.e. centrally. However,
omnipresent data flows between users, applications, and Web sites over the
Internet have caused serious concerns with respect to security, transparency,
control over the stored data, and availability of such centralized approaches.
As a solution of those challenges, computer science and electronic engineering
have addressed different data storage mechanisms, resulting in continuous
improvements over time with respect to their design, architecture, efficiency, and
capacity.

Blockchains: Empowering Technologies and Industrial Applications, First Edition.
Edited by Anwer Al-Dulaimi, Octavia A. Dobre, and Chih-Lin I.
© 2024 The Institute of Electrical and Electronics Engineers, Inc. Published 2024 by John Wiley & Sons, Inc.
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Therefore, this chapter studies the range of storage systems that have revolved
around tackling centralized storage systems deficits. The two main categories
overviewed here include Cloud Storage systems and distributed storage systems
(DSS). While being different in various dimensions, these two paradigms
employ distributed file systems (DFS) in their foundation. This approach is
backed by distinguishing between distributed systems and consensus-oriented
Blockchains (BC), distributed ledgers (DL), and distributed hash tables (DHT).
Finally, by outlining widely adopted DSS implementations, a comparison of those
DSSs with a set of determined metrics is performed.

2.2 Data Storage

A fundamental expectation from data storage systems is preserving a data object
without making any changes on it or without tempering any part of the data. In the
centralized data storage world, it is the responsibility of that hardware, operating
system, and the application software to maintain the data safe and unchanged.
For example, a Portable Document Format (PDF) file including the ASCII char-
acters or an image or the data records in databases shall be kept safe without any
random changes. Thus, data storage systems need to ensure users that no changes
have occurred on a particular data object by being tamper-proof.

There have been several approaches to guarantee tamper-proofness of stor-
age systems. These approaches include (i) hardware-based mechanisms, e.g.
Hardware Security Modules (HSM) which assures the device hardware is not
manipulated, (ii) software-based functions, e.g. Hash functions which assure the
integrity of data (cf. Section 2.3), and (iii) combinatory approaches, e.g. Physically
Unclonable Functions (PUF) that ensure a specific hardware and software is used
with no unexpected changes [2].

Additionally, in some cases, data storage systems are expected to offer change
traceability by time stamping the updates and changes made on data objects.
Traceability shares common semantic in many ways as in the “Git”-based version
controlling for files. Programmers mostly use git to monitor the changes on a
program code, and if needed, revert to a state in the past.

To offer a reliable ecosystem, centralized approaches, even if efficient, have
proven to be the bottleneck and single-point-of-failure. As shown in Figure 2.1, in
a centralized storage all nodes are connected to (and depend on) a central entity
for storing their data. Hence, a compromised central node could cause essential
losses for data owners. Moreover, centralized storage systems hinder efficacy of
processing large files, e.g. for Big Data analysis (cf. Section 2.2.1).

To confront the safety and efficiency risks of centralized storage, decentralized
storage enables the connection of nodes to more storage hosts. These storage hosts
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Figure 2.1 Storage network types.

are usually interconnected. Distributed storage networks, however, remove the
central storage entities and delegate the storage to all the nodes in the network
which are connected to other peers.

Different operating systems on computers and digital devices use their internal
clock for time stamping. In decentralized and distributed networks, however, a
common notion of time and time stamping has to be integrated explicitly. Other-
wise, keeping track of changes would result in non-synchronized decisions.

2.2.1 Distributed File Systems

Over time, centralized data storage systems have evolved by progressing the
file system management combined with Operating Systems (OS), such as with
the Unix Network File System (NFS) [3]. While OSes enhanced the efficiency
of their processing units and also by distributing data storage and processing
tasks between multiple computing entities to reduce data transmission delays
especially in decentralized systems [4, 5], distributed approaches optimized on
operational dimensions. Thus, as shown in Figure 2.2 a range of different types of
data storage systems and their scope exists.

A driving factor in decentralizing data storage systems was the growth in data
volume, collecting data in/from different applications, leading to “Big Data” and
data mining approaches. Big Data analysis demands fast processing on massive
date volume, well exceeding TeraByte (TB) sizes and slowly reaching the scale
of PetaByte (PB). To store and analyze such huge data amounts, distributed file
system frameworks lay the only feasible path to follow.

Many different DFS, such as the Google File System (GFS) [3], NFS, and
the Hadoop Distributed File System (HDFS) [3], have been developed during
the last three decades. These DFSes have resulted not only in efficiency and
performance of storage and processing, but also in transparency (e.g. location,
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Figure 2.2 Scope of distributed storage systems – The big picture.

naming, access, and replication), redundancy, user mobility, ease of access, and
high availability [3].

The distribution of data via DFS is extended in different directions, too. The first
dimension addresses computational units, which are placed in the same location,
e.g. within the same rack(s) in a building. The second dimension refers to files
being hosted remotely, i.e. on Cloud storage systems. While HDFS, GFS, and NFS
focus mostly on the first dimensions, cloud storage systems, such as Amazon S3
and Google Cloud Storage, have followed the second path. The third dimension
is referred to as data storage, which is made possible without any single entity in
charge of the data storage. This is the case with DSS, such as Interplanetary File
System (IPFS) [6] and Sia [7, 8].

One specific group of DSSs are Blockchain (BC) or DL-based approaches. These
approaches can be divided into two categories: the first category deploys BCs or
DLs as their underlying data storage infrastructure. The second category relies on
BCs and DLs, but does not use BC or DL consensus mechanism for data validation.
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2.2.2 Cloud Storage Systems

Cloud data storage persists data via a cooperating storage service provider, which
may use multiple devices in remote locations, i.e. distributed storage with central-
ized management. Cloud storage providers, such as Amazon Web Services (AWS)
S3 [9] and Google Cloud Storage [10, 11], offer a wide range of data storage services:
Google Cloud Storage materializes the configuration of user data storage settings
and life cycle management features. Thus, an automated transition to lower-cost
storage classes happens, whenever the state of data usage meets those criteria
users specified, such as reaching a certain age data has been stored or users have
stored a newer version of their data. Moreover, users can store data with auto-
matic redundancy options to optimize response time or to create a robust disaster
recovery plan.

Cloud storage services offer data object versioning by storing old copies of data,
even when they are erased or overwritten. Users of such systems can define min-
imum retention periods in which data objects must be stored before they may be
deleted. Data owners can place a hold on data to prevent deletion.

To protect user data, cloud storage services encrypt data with keys created by
users and stored with the storage providers’ key management services that users
manage. Access control lists (ACL) configured by data owners prevent users from
a uniform access to the shared data. Data owners can automate payment requests
via cloud storage services that require data accessors to be charged for network,
operation, and data retrieval.

User data can be corrupted upon uploading to or downloading from the
Cloud storage, e.g. due to noisy network links, memory errors along the path, or
software bugs. Cloud storage providers encourage users to employ hash functions
before/while transmitting data to the Cloud and after downloading the data to
detect corrupted files. For instance, Google Cloud storage recommends its users
to employ a CRC32c hash function [12].

Cloud storage systems reduce infrastructure costs and maintenance effort of
data storage for enterprises, but they are still not addressing all concerns experi-
enced with centralized approaches. Users may not know the exact location where
their data is stored or whether the storage service provider is abusing their data.
In case of no Service-Level Agreements (SLA) or a legal contract being concluded
between data storage providers and users, users will be left without legal rights
to protect their data from being abused. National and international regulations,
such as the European General Data Protection Regulation (GDPR) [13], have been
defined and enable certain enforcement of user data storage rights and precautions
to be met by Cloud service providers.
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2.3 Blockchains

Several concepts and algorithms lay the foundation of BC. By considering their
core structure and functionality, BCs define overlay networks of P2P nodes and
that are comparable to DSSs, since data in these networks is stored in a distributed
manner. As shown in Figure 2.3, a BC is organized as a chain of blocks storing
transactions (TX) in backward-linked blocks, created and maintained via a net-
work of distributed entities, in which actively block persisting nodes are called
“miners.” This data stored in blocks contains TXs, sent by BC users to the net-
work, and specific meta data of that block. BCs, in contrast to other DSS types,
store data directly inside the chain after verifying their validity by miners.

Any two consecutive blocks on a chain are linked through pointers based on
their content’s hash values. Hash functions can be used to map data of arbitrary
size to fixed-size values. A hash function h ∶ {0, 1}∗ → {0, 1}k maps an input string
a ∈ {0, 1}∗ of arbitrary length to an output string b ∈ {0, 1}k of fixed length k such
that ∀a ∈ {0, 1}∗∃b ∈ {0, 1}k ∧ k ∈ ℕ. Thus, the key characteristic of a hash func-
tion h ∶ 𝔸 → 𝔹 is its resilience to collisions in the co-domain. This means it is very
difficult to find two distinct input values with the same hash output such that for
a, b ∈ {0, 1}∗ ∧ a ≠ b the hash outputs are equal, i.e. h(a) = h(b).

BCs depend on the collision-resistance of hash functions. Thus, for BCs hash
functions like SHA2 and SHA3 are applied to a block (cf. below) and the output
will be specific to that block. In turn, any malicious or erroneous change in this
block’s content can be detected. Therefore, each block stores two hashes, i.e. the
current hash and the hash of the previous block, its parent block. Thus, BCs are
tamper-proof, since the chain of blocks, i.e. the blockchain, serves as the persisted
distributed data storage.

2.3.1 Building Elements of Blockchains

Since BCs operate over a P2P overlay network to facilitate communications
between miners and clients, the data shared and distributed throughout the
network of miners is part of the ledger of TXs persisted within blocks. While
clients hold wallets for initiating TXs only, miners may need to store a full copy
of the DL. Thus, by running the BC’s consensus mechanism across all BC nodes,
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Figure 2.3 Chain of blocks in a Blockchain.



�

� �

�

2.3 Blockchains 27

Block Version Merkle Tree Root Hash Time Stamp nBitsPrevious Block Hash

Block headers

Version TX_in
-------------------------

1) Previous output
1.1- hash
1.2- index

2) Script byte
3) Signature script
4) Sequence

Lock_time

Transaction (TX)

nonce

TX_out countTX_out
--------------------

1) Value
2) Pk_script bytes
3) Pk_script

TX_in count

Transaction

Block 

Block content

Transaction Transaction Transaction Transaction Transaction

Figure 2.4 An example of a block content in the Bitcoin Blockchain [14].

decentralized rules for the mining processes are adhered to so that the consensus
mechanism forces miners to verify TXs, confirm those, and persist the data in the
chain, which is considered to be the major difference to other non BC-based DSSs.

In general, as shown in Figure 2.4, each block consists of a header and a content
part. A Bitcoin block header includes the following data [14]:

● “version” is a number that indicates which set of block validation rules to be
followed. Four versions are available as of today, which refer to a specific forked
version of Bitcoin.

● “parent block’s hash.” As a miner mining a recent block has already received
the previous block in the chain, it knows its parent’s block hash and has to add
that hash in the newly mined block to persist the chain.

● “hash value” of the Merkle tree root. A Merkle tree root is constructed using all
TX IDs of TXs in this block. It is the SHA256(SHA256()) of those TXs paired in a
binary tree. The ordered list of TXs construct the leaves of this tree. The hash of
concatenations of these TXs are paired and concatenated and hashed again until
only one root value is created (cf. Figure 2.5). A Merkle root is used to verify the
integrity of data in many different DSSs.

● “timestamp” is the time at which this block was mined.
● “nBits” is an encoded representation of the target difficulty threshold of this

block. Which means, this block’s hash needs to be less than or equal to the value
determined via nBits.
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Figure 2.5 A simplified
example of the Merkle
Tree Construction.

● “nonce” is a randomly selected number used at most once. Miners use the nonce
by which the hash of the concatenated block’s content and the nonce solves
the partial hash collision (“Crypto Puzzle”) defined to match the difficulty level
specified. The process of finding a suitable nonce and hashing data demands a
massive amount of computational power, which leads to the consumption of a
high volume of energy [15].

The block’s content contains all newly mined TXs. Different BCs employ
various types of TXs to enable P2P communications within their ecosystem.
Generally, BCs can be labeled as “transactional DSSs,” since they employ TXs for
changing the state of the BC, i.e. their length. This means that every single change
can be accepted only if recorded via a dedicated TX. In this regard, for instance,
Bitcoin has implemented 25 TX types [16]. From a high-level perspective, a
block in Bitcoin contains several fields in each TX to interpret the data stored
within that TX. For instance, the “Raw” TX format used in Bitcoin (cf. Figure 2.4)
includes the version, input, output, counters, and a lock time field.

BCs provide data integrity and authenticity by requiring miners to sign TXs
using predetermined Public Key Cryptography (PKC) [17]. As generally for
asymmetric cryptography, for PKC a mathematically associated pair of public and
secret/private keys (PK and SK, respectively) is used to avoid the distribution of
encryption material between different parties in a communication. Thus, the SK
has to be kept secret and in possession of only one entity. The public key is known
publicly, i.e. by the other side of the communication. When a TX is encrypted by
a user’s PK, it can only be decrypted by its corresponding SK. PKC algorithms,
such as RSA and ElGamal [17], have proven to be hard to be broken, i.e. knowing
the PK will not lead to the disclosure of the corresponding SK [18].

BCs employ PKC-based schemes known as the Digital Signature Algorithm
(DSA) or the Digital Signature Standard [17]. Elliptic curve variants of DSA, i.e.
EC-DSA [17], are used within BCs to enable the address generation by applying
hash functions additionally (cf. Figure 2.6) and to preserve data integrity, too.
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Figure 2.6 Blockchain address generation based on Public Key Cryptography.

2.3.2 Mining in Blockchains

Mining is referred to a task performed by miners, which depends on the consensus
mechanism in use. For PoW, which was introduced by Bitcoin, miners have to
validate “open TXs” to mine a new block. The validation process is mandatory
and it prevents double-spending of coins or malicious behaviors of BC users.
As mentioned above, Bitcoin miners are in an ongoing competition to solve these
Crypto Puzzles, i.e. finding the nonce, by which the block content hash meets the
condition of mining a new block according to the current difficulty level. That is
precisely defined by the number of leading zero bits the block hash output starts
with. This range or “difficulty” is determined by the PoW consensus algorithm
of Bitcoin for that state (height) of the BC. In Bitcoin, all these tasks need to
be conducted by miners in less than 10 min within a highly competitive and
time-sensitive situation. As a result, a miner who finds the nonce and validates
the block faster than others will add its block to the chain and, consequently, earn
two rewards, first the reward for mining that new block and second a reward per
validated TX.

The Bitcoin network has been criticized for its high power consumption and
low scalability. Although many different consensus mechanisms have been intro-
duced [19], such as Proof-of-Stake (PoS), Byzantine Fault Tolerance (BFT), Proof
of Authority (PoA), Proof-of-Space-Time (PoST), and hybrid mechanisms, such
as in Libra [20] and DLIT [21], all of these consensus mechanisms are intended
to overcome PoW’s deficits, especially its scalability and privacy concerns. More-
over, enterprise solutions of DL, such as Hyperledger [22], introduced a paradigm
shift toward “private” BCs with limited access or contribution rights, but higher
scalability by removing or reducing the mining dependency.

2.3.3 Blockchain-Based Data Storage

Besides these operations of BCs as discussed, the storage of data is provided
via DL. However, in contrast to distributed data storage alone, the 1991 intro-
duction of time stamping of electronic documents [23] introduced the mark-up
functionality of a time stamp, which provided for a unique “label” of a file, such
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that no-one else could successfully counter-argue on its validity on generating
that label. This determines basic functionality BCs inherited, since the sequence
of writes is essential to maintain a backward-linked list in a decentralized manner
for which the time stamp serves as a respective proof.

In addition, the manipulation of files as such in a distributed and decentral-
ized file system served as a key concern, until 2002 the Byzantine storage concept
had been defined [24]. Such services are essential for distributed systems, which
offer availability, data integrity, and redundancy. While redundancy require the
maintenance of a software functionality used across all nodes participating, the
minimization of such a number of nodes required to achieve a fault-tolerant stor-
age service is operationally essential. Note that a Byzantine error is defined as a
condition of a distributed system, where (i) any number of nodes may fail and
(ii) non-global information on whether a node failed or not exists. Therefore, DSS
based on BCs require this service to be embedded as otherwise the storage is of no
practical use.

2.3.4 Blockchain Types

Newer approaches either improve the consensus mechanism’s efficiency com-
pared to PoW-based BCs or trade-off selected attributes of BCs, such as being
publicly accessible or being permissionless. Thus, these solutions limit the
availability of BCs to a specific group in private settings and restrict respective
data storage options, too.

Since BCs are backward-linked blocks of data, regardless of their type (public
or private), they all share and operate as a DL. Recent studies have distinguished
these different types of BCs and DLs, which do fit overall into four categories
(cf. Figure 2.7 [25, 26]). Accordingly, public permissionless DLs are specifically
determining BCs and all other types “remain” a DL. From a data storage point of
view, all DL types store data identically; however, for permissioned versions only
selected contributors are granted access from one authority in the DL, usually the
DL ecosystem owner.

Although the Bitcoin BC was the first one representing the role model of a “pub-
lic permissionless BC,” many other and different DLs have been introduced in
the past decade, including for instance Ethereum, Hyperledger, IOTA, Libra, EOS,
Litecoin, Monero, NEO, Polkadot, Ripple, Steem, Stelar, Tether, XTZ, and Zchash,
a DLIT [19, 27].

The Ethereum BC has distinguished itself as the first BC to promote distributed
autonomous computation, thus, enabling data storage in a distributed setting,
too [28]. Ethereum was started by a proprietary PoW-based consensus, but with
higher scalability than Bitcoin. Ethereum introduced Smart Contracts (SC) as
distributed applications developed like programs, i.e. written by programming
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Figure 2.7 Distributed ledger types.

languages, but run decentrally and accessing decentrally stored data. The inven-
tion of SCs has been a linchpin for decentralized applications growth in different
use cases and distributed computation, which led to the emergence of many
different use cases [29]. Ethereum has evolved even further to reach higher
scalability in its version 2.0 by employing PoS as its consensus mechanism and
sharding techniques [30].

As an instance of DLs, DLIT [21] is a recently introduced research-oriented DL
for IoT data. Data persistence is achieved in DLIT by two consensus layers of
BFT and PoS, which are maintained by two entities of committees and validators.
DLIT reduces or in many cases even removes the need for inter-shard communica-
tions. Based on a secure block validation mechanism, DLIT implements a slashing
mechanism to fine malicious nodes and divides the TX assignment, validation,
verification, and storage responsibility between nodes. As the first DL with such
a technique for the storage of IoT data, the employed TX aggregation mechanism
reaches a moderate DL growth as a sharded DL.

2.4 Distributed Storage Systems

DSS offer a set of functions and services for the distributed storage of data. These
services include storing, retrieving, and maintaining data and, optionally, auditing
and accounting of operations for nodes involved. In general, DSSs encompass six
different layers, namely (i) Networking, (ii) Consensus, (iii) Data, (iv) Execution,
and (v) Application [26, 31], which is now and here augmented by an operationally
necessary (f) Management layer.
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2.4.1 DSS Layers

In case of an operational DSS three entity types are distinguished for a DSS imple-
mentation, i.e. (i) clients or users, (ii) storage hosts, and (iii) owners or managers.
Storage nodes need to store and return data upon request. These nodes exist as
separate devices with an access to hard discs, who receive rewards by providing
data storage service to others. Storage nodes are differentiated and selected to store
data based on distinct measures, such as responsiveness (e.g. ping time, up-time,
or latency), throughput (e.g. data read or write rate), data upload and download
bandwidth, available disk space, geographic location, or reputation, i.e. the history
of responding accurately to audits.

From the Network Layer’s perspective, storage nodes within a DSS construct
P2P communications like in BCs. These nodes establish partial or full redundancy
of data and metadata storage. DSS Clients and storage nodes shall communicate
without any risk of eavesdroppers. Hence, all storage nodes (i.e. peers) on the
distributed storage network communicate via standardized networking protocols,
which ensure peer reachability, authentication, and privacy of storage nodes and
DSS users.

Distributed storage providers need to look up peer network addresses by a
unique identifier (ID) such that, given a peer’s ID, any other peer can connect
to it, similarly to the Internet or Domain Name System (DNS)-based networks,
using an overlay network, enabled by, e.g. Chord, Pastry, or Kademlia, which
is operating on top of the P2P communication protocol. Data storage security
is the crucial characteristic; thus, those communication protocols employed in
DSSs ensure that all communications are private by default. Moreover, DSSs need
to audit operations within the network and facilitate in case of accounting and
payments needs.

The Consensus Layer is designed and enforced throughout the DSS network
with partially a similar purpose as with the consensus in BCs (cf. Section 2.3).
Several implementations of consensus mechanisms, such as the Proof-of-Space
(PoSp) in Filecoin (cf. Section 2.4.3), exist to ensure the integrity and reliability of
DSSs. The key difference between DSSs and BCs is the employment of light-weight
consensus mechanisms and the elimination of TX (data) validation processes in
DSSs. Depending on the business model, DSS users may need to pay the storage
fee either to DSS owners or storage hosts.

While the data storage specification and TX validation are defined in the
Consensus layer, participants of this process are not directly accountable for
the data retrieval. In a BC like Bitcoin or Ethereum, miners mine a block and
distribute it over the BC network. When a node (client or miner) looks for a block
or TX, the block’s initial miner is not needed, and any miner in the BC can provide
the data. For retrieving a TX or block, its ID or number is enough since every TX
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and Block has a unique ID. In practice, on one hand, data retrieval by BC clients
is usually conducted via BC explorer applications such as Etherscan [32]. On the
other hand, active miners of a BC already have a full copy of the chain locally, and
if a (few) blocks were missing in one miner’s local database, that miner can send
a request to its neighbor miners and ask for them.

The data retrieval processes in consensus-free DSSs like IPFS are different from
BCs. In such DSSs, the data may be stored in one or more storage nodes and repli-
cas. When a user sends a data request query, the request is sent to the network and
forwarded to the data storage node. Thus, the storage nodes are accountable in
retrieving the user data, even if they are not participating in a consensus process.

The Data Layer covers all data storage, access, security, and maintenance of
data within a DSS. DSSs typically employ DHT to access data. DHTs are distributed
key-value tables that point peers to that location, where the data is stored in the
distributed network. DHTs are designed to ensure fault tolerance and scalability
to a DSS by coordinating each peer with only O(logn) nodes in a network with “n”
peers. The key space partitioning in a DHT indicates that peer, which is storing
the data and its corresponding key. The key usually is calculated as the hash of
the file name. To access the data stored, a client searches files with their name,
which is translated in DSSs to a search request by the file’s name hash. Every
peer in a DSS receives the request and forwards it toward the responsible storage
peer(s). Several implementations of DHTs had been performed, such as Kadem-
lia, Chord, Cassandra, TomP2P, and Pastry. Thus, DHTs employ overlay networks
for P2P communications, message routing, node discovery, and delivering user
queries [33, 34].

Data storage by DSSs needs to be highly available and “durable.” Considering
the “churn” (i.e. the average rate of storage nodes that go offline or become active
again) and ensuring a redundant approach, DSSs need to offer (very) high up-time
values and have to guarantee no data loss. The need for durability stems due to
the fact that an unknown fraction of storage nodes may go offline temporarily
or permanently. Thus, DSSs reach durability by managing the redundancy of the
network with approaches such as “erasure coding” to promote high durability and
replication with low network expansion rates. Erasure coding is based on encod-
ing a data object into n unique data units, where only by having k ≤ n of them at
hand, the data object can be rebuilt if needed.

The Execution Layer of DSS nodes can be elaborated from two perspectives.
Firstly, executing as a DSS node is possible via a broad range of commodity and vir-
tual machines (VM), which may be Cloud-hosted. As long as DSS storage nodes
can provide reliable storage space and communicate with other nodes, they can
operate as part of the network. However, for those storage hosts that tend to col-
lect rewards, the storage space and income shall be proportional. Secondly, the
execution of low-level machine code by DSS nodes has to be possible, for instance,
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Ethereum-based nodes need to run an EVM (Ethereum Virtual Machine) to mine
blocks and run Smart Contracts [26].

The Application Layer covers all applications of DSSs in different areas for
using DSSs and interacting with them, such as the applications for writing into
and reading from them. For instance, BC client apps and wallets enable easy P2P
fund transfers between BC users while visualizing the user account status regard-
ing the summary of TXs and current balance. DSS applications are now covering
an ever-growing list of use cases [35]. Thus, different tools have been developed
for data retrieval from the corresponding BCs, such as BC explorers. However,
accessibility scope and utilization of such tools are determined by the BC types.
For example, if a BC is private, no one out of the BC network can use any of such
tools to read the data from a particular private BC. Input/Output (I/O) efficiency of
DSSs, rely on the application layer as a vital gate for user interactions. Section 2.4.4
overviews a selected set of use cases and applications of DSSs.

Above all, the Management Layer exists in most cases for non-BC-based DSSs’
management. That is for private or enterprise DSSs such as Storj (cf. Section 2.4.3).
All settings for storage host controlling, auditing, storage fee rate setting, config-
uring host reputation measurement techniques, and distributed management of
DSSs, e.g. via Smart Contracts, are part of this management layer.

2.4.2 Distributed Storage Challenges

Next to the determination and discussion of DSS basics and their related reliable
ecosystem, DSSs still face challenges.

2.4.2.1 Security
Any decentralized storage must ensure data storage’s privacy and security by
mitigating an additional layer of complexity and risk associated with data storage
on inherently non-trusted nodes. Due to the fact that decentralized storage
platforms cannot take similar approaches that centralized approaches can, such
as establishing firewalls, decentralized storage must be designed to support
end-to-end encryption and enhanced security and privacy by offering an overall
layer covering the data storage layers architecture in full.

Data storage platforms need to comply with data storage regulations, such as the
European (GDPR) [36] in Europe or the US legislation for the Health Insurance
Portability and Accountability Act (HIPAA) [37]. Moreover, data owners may
not be interested to see their data traversing and being stored across the globe.
In general, data storage systems’ customers should be able to evaluate that a data
storage is secure and resistant to attacks. In this regard, open-source software
provides initial transparency and selected means to verify implementations.
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Furthermore, different attacks challenge the integrity of DSSs. While every DSS
may show specific security vulnerabilities, certain attacks can, others cannot be
easily mitigated.

Common attacks on DSSs include (a) hijacking or Spartacus attacks, that
happen where a node ID is compromised and its messages are sent to another
malicious node. (b) Sybil attacks, that happen where the reputation and consensus
mechanism of a system is subverted by creating large number of identities in
an attempt to disrupt network operation by hijacking or dropping messages.
(c) Eclipse attacks, that happen where malicious nodes separate and isolate a
node or set of nodes in the network graph by ensuring that all of their outbound
connections reach only to malicious nodes. (d) Honest Geppeto attacks, that
happen where the attacker runs many storage nodes on the network, gaining
reputation and data over time. After a certain threshold, by performing a hostage
attack it owns the data stored in that node or disconnects its storage node(s) from
the network. (e) Hostage bytes attacks, that happen where malicious nodes refuse
to transfer pieces of data fully or partially to clients, to extort additional payments.

2.4.2.2 Reliability
DSSs have to guarantee that user data will not be lost. Thus, durability and
resilience in case of failures must be considered. Compared to Cloud storage
systems, guaranteeing a high data availability, this level of availability determines
a notable challenge for DSSs.

2.4.2.3 Economic Incentives
While the market for Cloud storage providers increased during the last decade,
DSSs’ situation is not as straightforward as for centralized and cloud-based mod-
els. To be successful, DSSs need to consider four groups of users: (i) End users,
who would like to see – alongside the distribution – added value, such as higher
capacity, durability, security, and performance. (ii) Storage node operators, who
need to be economically compensated for their contribution to the maintenance
of data storage within the DSS network. These nodes are the key players for a
reliable network and its expansion. (iii) Demand providers, including businesses
and developers, who need to be convinced that the distributed storage will bring
sustainability to their business, and (iv) Network operators, who invest in the DSS
development, sustainability of functions, and network maintenance.

Scalability is concerned with the following four categories specifically.

● Scalability of the underlying BCs or DLs: Despite selected cryptocurren-
cies’ success, notable performance drawbacks have been experienced with
the scalability and energy efficiency of the PoW-based DLs and DSSs [38].
For instance, Bitcoin’s energy consumption is due to all miners participating in
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the competition to solve the cryptographic puzzle [39]. Such a computational
demand causes lower scalability and throughput of PoW-based BCs or DSSs,
measured in terms of TPS achieved [40]. Thus, if many TXs are submitted by
users simultaneously, which is the situation of large networks with many users,
the volume of TXs will exceed the storage capacity of a single block, and some
users will have to wait until their TXs are appended to a block and the chain
overall, which can lead to extensive delays.

● Migration from Cloud storage systems: the implementation of migration
functionality for Cloud storage users is difficult for DSS providers, such as Storj.
To migrate from Amazon S3 storage, i.e. moving user data to another DSS,
the Application Programing Interfaces (API) must be integrated into the
DSS application to connect the cloud storage provider to that DSS. Thus, major
software engineering tasks are required.

● Bandwidth: Uneven distribution of Internet access for DSS users and hosting
nodes in different locations impacts the user experience. Since the “download
speed” provided by Internet Service Providers (ISP) is a key parameter for ISPs,
the upload speed is usually not considered by users, when applying for an Inter-
net subscription. However, to upload data the bandwidth provided needs to offer
a sufficiently fast speed, which is even more relevant for distributed data storage
network nodes. These nodes need to communicate within the data storage net-
work, not only for data transmissions to users, but also for data maintenance
or failure repairs inside the distributed storage network. Hence, a DSS node
located in a location with lower access bandwidth can cause network delays and
decrease user satisfaction.

● Data object size: Data storage providers show different definitions of “large” or
“small.” While, e.g. Storj considers 4 MB or larger as “large,” data size may reach
PetaByte, DSSs require to treat large files differently than small ones, especially
in optimizing storage, search, and streaming.

2.4.2.4 Coordination
A basic notion and a fundamental requirement of distributed systems is its
coordination between nodes. It is required to synchronize the state of these nodes
throughout the network. While being an essential element of distributed systems’
healthiness, coordination comes with networking costs and delays. In case of
DSSs, on one hand, many of the recent BC-based approaches maintain a shared
ledger throughout the distributed network by relying on and enforcing all storage
nodes’ participation. On the other hand, certain approaches such as Storj prefer
coordination avoidance-based approaches, trading off BC-based DSSs’ advantages
for higher performance.
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2.4.2.5 Monetization
As DSS providers need to benefit from the storage service provisioning financially,
they need to compete with centralized and Cloud Storage systems. Successful
DSSs need to offer as reliable and cost-efficient storage solutions as Cloud Storage
systems do. Thus, DSS providers need to incentivize reliable and long-lasting
commitments of storage hosts by offering paid compensation for their services.
The financial profitability and the need for active engagement of storage hosts
require storage pricing models, which calculate storage costs depending on a set of
metrics, such as storage amount, uptime, networking, operation, and accounting.
Considering the storage pricing model in Cloud Storage systems of 0.10 $ per 1 GB
month−1 [41, 42], monetization of DSS services can be considered a “delicate”
issue.

2.4.3 DSS Implementations

While a wider range of implementation of DSSs exists, major players of DSS as of
2021 encounter the following five (cf. Table 2.1):

I. Storj proposes a distributed data storage framework that scales to exabytes
of data storage globally. The Storj network stores, encrypts, shards, and distributes
data to nodes for storage. This system is designed to prevent breaches by being
modular, i.e. consisting of independent components with task-specific jobs. Storj
aims at achieving high security, performance, reliability, and cost-efficiency [13].
Metadata servers, object storage servers, Satellites, and clients are the major

Table 2.1 Comparison of selected DSSs.

Storj Sia Swarm IPFS Filecoin

Security TLS,
S/Kademlia,
PK Hashing

Threefish
Hash

Keccak256
Hashing

Encrypted
Data Trans-
missions

Encrypted
Data Trans-
missions

Consensus Byzantine
Altruistic
Rational
(BAR)

Storage
Proofs:
Merkle Tree
Root

Binary
Merkle Tree
(BMT)
Chunk

— Storage
Proofs

Payment STORJ
Token

Sia Coin Ether — FIL

Execution Storj
Software

File
Contracts

EVM and
SCs

IPFS Client
App

Filecoin
Client App
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actors in the Storj network. Storj defines a set of nodes as “Satellites” which
are responsible for discovering the storage server nodes and keeping track of
metadata and accounting and payments. Storj clients and storage server nodes
are connected to each other and to the satellite nodes via P2P connections [13].
Object storage servers store the data objects in the system. These nodes need to
install and configure the Storj software locally. Storage servers in Storj have to
configure disk space and per-Satellite bandwidth allowance. In the node discovery
phase, storage nodes will advertise how much bandwidth and hard disc space
is available for a new inquiry, and their designated STORJ token wallet address.
Metadata servers keep track of data objects by storing their metadata and their
location. Storj clients are meant to provide a cohesive view and easy access for
users by communicating with data and metadata storage servers.

Storj’s strategy in enabling durability and replication is using the Reed–Solomon
erasure code. Their approach is considering four different variables of k ≤ m ≤

n ≤ o; k and n are the same variables as explained in Section 2.4, “m” is the min-
imum safe, and “o” represents the optimal value for replicas. The mechanism is
as follows. If a satellite node notices a lack of available data object duplicates has
dropped below m, it calls a repair request at once, to maintain k or more pieces of
a data object. Storj determines o as the number of required copies of data objects,
which establishes the desired durability [13].

Storj’s consensus mechanism is a Byzantine Altruistic Rational (BAR) model.
Every node in Storj is self-managed, while the majority of storage nodes are
expected to be rational and a minority to be Byzantine. Storj does not rely on
altruistic nodes, i.e. good actors that participate in a proposed protocol even if the
rational choice is not profitable. Storj avoids using BFT or Tangle-like (Consensus
in IOTA) to avoid coordination requirements of this consensus mechanism and
enable history pruning [13]. Storj relies on the gRPC protocol for P2P communi-
cations and implements the Transport Layer Security (TLS) protocol for privacy
provision and authentication in communications.

Storj employs S/Kademlia and avoids ID hijacking attacks. In this method, IDs
are public key hashes of nodes, and messages are signed by the sender’s private
key. Thus, an attacker cannot reproduce the private key of other nodes and cannot
replace others. S/Kademlia proof of work identity generation reduces the Storj
vulnerability to Sybil attacks. Further, the Storj reputation system demands an
initial vetting stage for its storage nodes to be trusted with substantial data or
membership in Kademlia routing tables.

Storj confronts the Eclips attacks by relying on public key hashes and signa-
tures and makes sure the new nodes are connected to at least one reputable node.
To prevent the Honest Geppeto attack, Sotrj expects its Satellites to distribute data
pieces among as distinct storage nodes as possible [13].
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II. Sia is an open-source BC-based DSS. Sia ensures data recovery for its users
by redundantly dividing each data file into 30 segments. These segments are
encrypted – using the Threefish [43] hash function– and stored in a distributed
fashion. Using the Reed–Solomon erasure coding, Sia facilitates the recovery of
files even if 20 out of the 30 segments are lost [7, 8].

Sia enforces its users to set up contracts, i.e. “file contracts,” between themselves
and the data storage hosts. These contracts indicate the service specifications such
as uptime commitment and pricing. File contracts are automatically applied using
Smart Contracts, initiated by users and stored on the Sia BC, without the need
for any intermediaries. Sia employs these Smart Contracts to set up Service-Level
Agreements (SLA) [7]. Sia nodes, including users and storage hosts, pay and get
paid by Siacoin. The payment is conducted off-chain analog to P2P payment chan-
nels. An important design element in Sia is that storage hosts are discouraged from
leaving the network, since they have to pay a collateral. Storage hosts in Sia prove
their commitment in data storage of files according to file contracts and a submis-
sion of “storage proofs,” which consist of Merkle tree roots. Using Merkle trees, Sia
assures the persistence of the data by a host. Each host has to submit the storage
proof to the Sia BC within a specific time span to be paid for.

III. Swarm is the DSS of the Ethereum BC. Swarm introduces a 4-layer design
starting with a P2P layer as its transport layer. The next layers include an overlay
network layer, data access layer, and the application layer [28, 44]. In Swarm, nodes
are running a client application and shape the “underlay” network of Swarm. Each
node obtains an address and can listen to the network, dial-in other peers directly,
and make live connections. Each node in Swarm is identified by its 256-bit overlay
network address, which is determined based on that node’s Ethereum address.
Swarm enables authentication and integrity verification since Ethereum addresses
are generated by hashing the corresponding node’s PK. Swarm topology in overlay
network is shaped with the Kademlia DHT and routing mechanism [45]. Kademlia
guarantees the presence of a path between any two nodes with O(log(n)) hops.
Swarm establishes quasi-stable peers over Kademlia relying on TCP live channels.

Swarm disassembles large files into storage units of maximum of 4 KByte
called “chunks.” Chunks in Swarm are content addressed, which means the data
storage address is calculated according to the content, more precisely speaking,
by its content hash. Uniformity, collision resistance, and irreversibility are the
key characteristics of Swarm addressing, which are achieved via its binary Merkle
tree chunk (BMT chunk). Chunks are encrypted in Swarm using Keccak256
hashing [44].

Swarm enables redundancy within the network of storage nodes by duplicating
the chunks in nearest neighbors of storage nodes. A Chunk in Swarm has redun-
dant retrievability r + 1, which is if r storage nodes leave the network, the data
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chunk is retrievable by at least one node. Swarm guarantees eventual consistency
and confronts storage nodes’ churn by duplicating the chunks to maintain the
r + 1 retrievability in the network. Swarm allows its users to retrieve data via
concurrent retrieve requests to avoid potential problems in forwarding processes
in sending data from a storage node to users.

IV. Interplanetary File System (IPFS) is a P2P public DSS for storing and
accessing data objects, files, websites, and applications. IPFS utilizes content
addressing, i.e. assigning addresses and fetching files according to data object
content – hash of the content–, instead of its location in the distributed storage
network [6].

IPFS employs the Interplanetary Linked Data (IPLD) to translate between
hash-linked data structures allowing for its clients to explore data regardless of
the underlying protocol. These links between content are embedded within that
content address through a Directed Acyclic Graph (DAG), i.e. Merkle DAGs [6].
If a web site is updated, only updated files receive new content addresses. Thus
transferring large datasets are made efficient since only the updated parts need to
be transferred.

IPFS uses a DHT as a database of keys to values. A DHT is scattered across all
the storage nodes (i.e. peers) of IPFS. To find content, clients need to request these
peers. IPFS employs Bitswap to reply to these requests.

In IPFS, data transfer is encrypted, but the essential metadata is published pub-
licly. This metadata includes unique node identifiers and addresses of the data
blocks. For further privacy provisioning, users can use an IPFS “public gateway”
for data transfers.

V. Filecoin is a public DSS. It enables a dynamic distributed data storage mar-
ketplace for data storage providers (storage miners) and users. The pricing and
availability of the storage is designed to be decentralized. Payments in Filecoin are
through the FIL cryptocurrency, the native currency of Filecoin BC. The BC in the
Filecoin system is used for storing the TXs between users and storage miners, and
the storage proofs are provided by the storage miners [46, 47].

Filecoin is built on IPFS, and every node in Filecoin can communicate with
other IPFS nodes. However, not every IPFS node is a Filecoin node, and they
cannot be paid by Filecoin users or vice versa. Filecoin nodes do not join and
contribute to the IPFS DHT. In IPFS, a piece of data exists as long as there is a
node that stores it. Filecoin attempts to incentivize data storage providers to join
the IPFS system and provide storage services to others. Filecoin enables a data
retrieval market in which storage providers are get paid for caching data for faster
retrieval. This type of miners in Filecoin is called “retrieval miners.” In this case,
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to respond a data retrieval request, user requests do not need to necessarily be sent
into the IPFS network since the paid retrieval miners can return user data back to
them faster.

In comparison to IPFS, where data storage is only done by volunteers, and there
is no control on the centralized pinning process, i.e. storing files, in Filecoin paid
members, i.e. storage miners are providing data storage and those miners who do
not respect the storage deal will be penalized. Thus, Filecoin offers higher reliabil-
ity as a DSS to its users. In essence, both IPFS and Filecoin are using the same file
format, i.e. IPLD, networking protocol, i.e. libp2p, and data transfer mechanism,
i.e. Graphsync and Bitswap. However, Filecoin is designed for higher efficiency
for larger files’ storage and longer and guaranteed service provision. Filecoin ded-
icates three types of miners for storage, repair, and retrieval [46, 48].

2.4.4 DSS Use Cases

Throughout the last decade, BCs as consensus-based DSSs have different use cases
successful. The initial and main utilization domain of BCs is the financial area,
especially the Fintech and Decentralized Finance (DeFi) paradigm. These use
cases include P2P payments with cryptocurrencies, stock exchanges, and P2P
trading [49], all of which benefited from BCs not only from the removal of
intermediaries, but also from an enhanced trust and transparency. However,
BC-based applications in the Fintech area suffer from the financial volatility of
certain cryptocurrencies and different scalability issues, i.e. the number of TXs a
BC can validate and add to the chain within a time unit.

A second domain of measurable potential for BCs includes IoT-integrated appli-
cations. BC and IoT integration is employed in Supply Chain Tracking (SCT) [25],
health care, environmental monitoring [50], smart cities, smart agriculture, indus-
trial use cases [51], and IoT Data marketplaces [52]. Likewise, many challenges
still exist related to the required energy efficiency, the high cost of storing data in
BCs, and the lack of user privacy, which impacts those applications’ performance
and usability [51].

These challenges experienced in using BCs have impacted DSS designers to
cautiously integrate a subset of BC characteristics only. Such new approaches
employed can be categorized into three main groups: (i) DSSs with data integrity
and reliability by dedicating replicas and reputation mechanisms with no mining
or TX validation in place (cf. Section 2.4). (ii) Computationally expensive con-
sensus mechanisms are not employed by DSSs by relying on DLs, which are not
PoW-based. (iii) dApps employ an integration of DSSs and BCs or DLs.
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DSS:

e.g., IPFS, Swarm, Sia

Client 2Client 1

Distributed application Blockchains or

distributed ledgers

Data storage

Payment validation

and storing

data hash digests

Figure 2.8 Co-existence of DSSs and DLs for dApp data storage.

Therefore, DSS-based dApp clients benefit from BCs solely with respect to the
validation of P2P payments and storage of a hash digest of data. As Figure 2.8 indi-
cates, user or application data, e.g. collected by an SCT dApp, is stored on a DSS.
In such a case, (i) the dependency on computationally expensive processes (e.g. as
mining) is reduced, (ii) data storage costs are reduced, (iii) scalability of the entire
system is increased, and (iv) tamper-proofness and time stamping is provided.

Decentralization of data-oriented applications concurrent to the evolution of the
Web3 has caused numerous use cases to employ DSSs. For instance, firstly, IPFS
[6] is used as the underlying infrastructure of file-sharing applications, such as
Arbore, which enables a secure transmission of files, pictures, and documents.
Secondly, Enzypt.io allows its users to sell their data by only sharing a link with
data buyers using IPFS for data storage. Furthermore, DSSs are being used for
collaboration on files (e.g. written documents), version controlling (i.e. distributed
version of git), message exchanges, connecting event attendants, video hosting
platforms (e.g. P2P video streaming, live streaming), co-hosting large data sets,
or parallel Big Data analysis [6].

2.4.4.1 SCT dApps
Although SCT defines a special use case area, SCT dApps use DSSs frequently
since now the physical and a digital world are mapped into each other via such
dApps. The interaction of producers and users is influenced by the trust and
transparency of the Supply Chain monitoring tools and applications, especially
the sensors used to measure SCT-essential parameters, such as temperature,
CO2 emission, weight, or quality. A Supply Chain monitored by an SCT dApp
throughout the production, transportation, and storage processes offers important
information to its customers. This data collected is typically used not only for
end-users’ (i.e. consumers) satisfaction, but also for inter-organizational product
controlling and quality measurements.

Data collected by SCT dApps serves, if stored in tamper-proof DSSs, as key
evidence of actions did endure throughout their chain of processing steps.
The timestamped data includes actions tagged digitally, assigned to a particular
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Figure 2.9 Dairy supply chain tracking with a DSS and BC integrated dApp.

product, and the precise location of conducting those actions. Depending on the
specific case they can add value to the final product [25, 53].

2.4.4.2 SCT dApp Food Chain Example
A sample SCT dApp design with the complementary use of BCs and DSSs in
the Diary product SCT use cases is illustrated by Figure 2.9 [25, 53]. Throughout
the Supply Chain, each actor adds the action(s), time, and location to the produced
product –preferably in an automated fashion. For ease of usability, a QR code
is generated and attached physically to the product at every step. The product
may be transported to the next steps for further processes or storage. At each
step, an actor reads the information stored in DSS and BC by scanning the QR
code attached to the product. The DSS stores the data collected throughout the
Supply Chain monitoring, where its hash digest is stored on the BC. Accordingly,
high data storage costs are avoided if the hash of data objects is smaller than
the information collected. The consumer only scans one QR code by the SCT
dApp, which retrieves all the product information and presents them on the user
interface.

2.4.5 Performance Evaluation of DSSs

DSS performance can be measured from various angles. The processes under-
taken within a DSS include many steps such as transmitting data which cause
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(and affected by) network delays, consensus mechanism used by miners and
storage providers, replications of the data objects, the infrastructural capability of
storage hosts, size of data objects, encryption, and signing data objects. Hence,
the efficiency of these processes affects the overall efficiency and performance
of DSSs.

A survey on recent empirical performance evaluations of DLs is presented by
Dabbagh et al. [54] which identifies the current challenges and achievements of
such evaluations. It has been shown in this survey that the size of the DL network
and the TXs submitted to the BC, the size of the TXs, and even a DL’s client appli-
cation version (e.g. Geth or Parity of Ethereum), are all impacting the performance
of the examined DLs such as Ethereum, Hyperledger, and Libra.

A key performance indicator of DSSs is their throughput, that is, their ability to
receive data objects from users and storing them reliably within a time unit cal-
culated by “TX s−1.” Performance of DLs and BCs regarding their throughput and
latency have been evaluated in different studies [26, 27, 54]. As shown in Table 2.2,
the latency and throughput of some DLs such as Bitcoin and Ethereum can be
quite limiting as a DSS, while other ones like EOS are offering a higher number of
TX handling.

From users’ perspective, input/output (I/O) speed, i.e. write/read speed, is a
key performance indicator of DSSs. User experience in I/O interactions with DSSs
with IPFS has been evaluated in [56] via an imperial approach. Shen et al. [56]
sets a network of 8 IPFS storage nodes hosted on Amazon EC2 machines dis-
tributed in different countries. Outcomes of this study show how user requests,
in terms of size, protocol, and distance, affect the throughput and latency of IPFS.
For instance, these outcomes prove that the I/O latency increases with the request
size since IPFS divides a data object into multiple blocks, which incurs high disk
I/O overhead when storing these blocks to a local storage device. Moreover, IPFS
shows almost the same throughput as HTTP for small requests (i.e. request sizes
of 1, 4, 16, 64, and 256 KB), whereas for larger requests (i.e. 1, 4, 16, 64 MB), HTTP
outperforms IPFS with exponential growth scale. IPFS suffers from higher latency
for write and read operations in comparison to HTTP, up to 100% in some cases.
Furthermore, this study shows that the geographical distance of storage hosts and
the client is also affecting (up to 800 times) the latency of I/O, even for small data

Table 2.2 Comparison of throughput and latency of selected DLs based on [55].

DL Bitcoin Ethereum Litecoin Monero Zcash EOS Cardano

Throughput (TX s−1) 7 15 28 30 27 4000 257
Latency (min) 10 0.25 2.3 2 2 0.5 0.33
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Table 2.3 Comparison of throughput and latency of remote read operations in IPFS
based on [56].

Data Object Size 16 KB 64 KB 256 KB 1 MB 4 MB 16 MB 64 MB

Throughput (MB s−1) 0.05 0.1 0.3 0.5 1 1.2 1
Latency (ms) 400 400 600 1 3 ∗ 103 8 ∗ 103 80 ∗ 103

objects. Table 2.3 summarizes the performance evaluation of IPFS for different
data sizes.

2.5 The Future of DSS

Each DSS is developed further by its community to cover additional use cases and
to offer a competitive advantages above other technologies. Within the context of
the DL ecosystems, energy efficiency and consensus optimization for higher scala-
bility and security determine the key goals to reach. Thus, while different and new
consensus mechanisms can be expected, at the same time, new and more efficient
variants of existing consensus mechanisms, such as PoS and BFT, most likely will
be developed, including HotStuff as introduced by Libra [20], or optimized shard-
ing techniques as used by DLIT [21] will be refined. It can be foreseen that this
path will be followed by DSS instances that will employ mining nodes, too.

Another course of requirements DSS ecosystems will need to comply to are
emerging regulations like GDPR. In this regard, DSSs will need to apply special
design and cryptographic algorithms that guarantee data integrity and ownership,
while providing user privacy and the right of deletion of the users’ personal data.
To achieve these goals, DSS developers see valuable synergy toward enabled
user privacy, as shown by 0chain [57]. Furthermore, advanced cryptographic
primitives may be developed and employed by DSSs to reach energy-efficient
operations, especially for IoT-oriented use cases, and to provide controlled data
modifications like Chameleon hashes as proposed in [58].

Due to the fact that storage nodes in DSSs are in frequent interaction with their
local DataBase (DB), on one hand the efficiency of DBs employed is an imper-
ative factor for higher throughout. These DBs are designed for de-/centralized
management of read/write orders. Several proposals such as BigchainDB [59],
ChainifyDB [60], IBM HyperLedger Composer [22], and Veritas [61] have started
the research and improvement of distributed DBs.

On the other hand, consensus-free DSSs like IPFS follow different goals
covering the following ones: storage and transmission of large files, facilitating
a decentralized and encrypted Web, and self-archiving based on a WebOS [62].
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The key research areas for the IPFS community to achieve these goals include, (i)
IPLD ( InterPlanetary Linked Data), (ii) the networking layer, (iii) data orchestra-
tion through the IPFS Cluster, and (iv) linking service and content directly from
DNS by DNSLink.

2.6 Concluding Considerations

The key concerns of centralized storage systems, especially tamper-proofness,
time stamping, reliability, and scalability, have been addressed by various DSS by
distributing the data objects’ storage location and management over decentralized
autonomous systems. DSSs’ design followed selected notions and approaches
taken by DFS to improve the efficiency of large data storage and processing.
The set of key requirements and characteristics of DSSs identified include (a)
trust, (b) transparency, (c) decentralization, and (d) tamper-proofness. These have
led to BCs as being highly suitable for a DSS or as an underlying infrastructure
for DSSs. However, it is essential to note that current PoW-based BCs cannot
be utilized in the same way as distributed databases. This is mainly due to BCs’
high data storage costs, delay, low scalability, and restricted privacy considera-
tions. Thus, either DL and DHT-based solutions have been adopted by DSSs or
proprietary approaches were developed to replace such BCs.

The adoption of DSSs has been fostered by the emerging Web 3 paradigm. Thus,
various DSSs have developed competitive approaches to offer reliable, decentral-
ized, and scalable data storage for a variety of applications. Since different metrics
impact the performance of DSSs, such as the underlying peer-to-peer (P2P) overlay
network, the employed DHT, consensus mechanisms, security, and privacy, along
with measurable technical differences, monetizing strategies proposed by DSSs
play a crucial role in their success. First, DSSs are in competition with Cloud Stor-
age systems, which offer highly reliable storage services with low costs. Second,
DSSs need to engage storage hosts to guarantee a minimal level of data availability
for DSS users, which is the key for their existence.1

Acronyms

BC Blockchain
DL distributed ledger

1 This work was supported partially by (i) the University of Zürich UZH, Switzerland, and
(ii) the European Union Horizon 2020 Research and Innovation Program under Grant
Agreement No. 830927, namely the CONCORDIA Project.
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DSS distributed storage system
DeFi Decentralized Finance
ISP Internet Service Provider
IoT Internet-of-Things
GDPR General Data Protection Regulation
BFT Byzantine Fault Tolerance
P2P peer-to-peer
PoW Proof-of-Work
SC Smart Contract
Tx transaction
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3.1 Ledgers and Consensus

3.1.1 Distributed Ledgers

A distributed ledger is simply a shared data store that is maintained in a
synchronized fashion across multiple sites. While distributed ledgers do not
necessarily correspond to financial resources (as in the original meaning of
the term “ledger”), several characteristics carry over: in a conventional ledger,
the concept of double-entry bookkeeping requires that for any transaction,
two accounts (the funding source and the recipient account) must be effected;
similarly, in a distributed ledger system, double-spending is disallowed and the
injection of new resources into the system is carefully controlled. These desiderata
require not just that the ledger’s contents be accurate, but that any participating
nodes contain the same ledger contents. If the data is outdated or out of order,
then transaction consistency across the network is at risk. Ensuring that all
participants’ ledgers match requires that they agree on a common value – that is,
that they come to consensus.

3.1.2 Consensus

“Consensus” involves multiple processes, which may or may not include faulty
and/or malicious parties, needing to agree on some value. While being an
apparently simple concept, consensus is also hard to pin down. Merriam-Webster
dictionary defines “consensus” simultaneously as “general agreement” (in the
sense of “unanimity”) as well as “the judgment arrived at by most of those
concerned” [1]. These two meanings of consensus (categorized under the same
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sense of the word by Merriam-Webster) are clearly distinct from each other.
This points to the possibly different formalizations of consensus in different con-
texts, as well as variations among the protocols to reach consensus. Nevertheless,
consensus protocols typically satisfy three characteristics [2]:

● Termination: Every correct node eventually decides a value.
● Integrity: If every correct node proposes x, they should also decide x.
● Agreement: All correct nodes decide the same value.

Here, the term propose refers to offering the local value prior to agreement,
decide refers to updating the local value, and correct refers to non-adversarial
nodes. Correctness is used in this context because the motivation behind incorrect
behavior has no relevance; a node that sends improper readings maliciously or
inadvertently are both equally incorrect. Note that proposing and deciding, while
useful in a decentralized context, are not the only routes toward agreement.
For example, in many systems agreement can be solved dictatorially, using a
single source of truth. When two nodes’ local copies conflict, they each check
with the authority to resolve the disagreement. While this can be efficient, such a
trusted source cannot exist in decentralized approaches by definition.

Given the role played by trust (or the lack thereof) in most distributed ledger
technologies, it is usual to use the decentralized definition for this reason.
However, some distributed ledger technologies, such as those based on private
or permissioned ledgers, do not fall under this paradigm. Since they represent
an easier subset of agreement, we primarily restrict our investigation to the
decentralized case.

In this chapter, we will evaluate the various roles that consensus plays in dis-
tributed transaction systems, and especially in those which rely on distributed
ledger technologies. We next briefly consider these roles.

3.1.2.1 Consensus for Consistent Data Storage
In distributed ledger systems, each transaction against the ledger may include any
participant as either source or recipient. A naive approach might be to treat each
transaction individually and to agree upon the ledger state after each transaction
is validated. This ensures the correctness and ordering of our transactions but is
impractically inefficient since each transaction would take multiple minutes to
confirm.

In practice, the consensus and transaction steps are loosely coupled: transac-
tions are packaged into blocks, and then the consensus process agrees on block
validity. Indeed, this is the origin of the term blockchain. Data storage systems,
especially transaction-oriented ones like databases, must provide additional
characteristics than simple agreement.
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The most well-known transaction properties offered by databases are referred to
as ACID [3]:

● Atomicity: A transaction either completely succeeds, or completely fails.
● Consistency: A transaction cannot cause the ledger to enter an invalid or cor-

rupt state.
● Isolation: Transactions executed concurrently should produce the same output

as transactions executed sequentially.
● Durability: Once a transaction succeeds, its effect is permanent.

It is easy to see why these properties would be desirable in a distributed ledger –
transactions should not be able to deposit funds without withdrawing them from
other accounts (atomicity), and the ledger should not forget transactions that have
been previously agreed-upon (durability). The ledger should be robust to poorly
formed transactions (consistency), and the processing of a block of transactions
should be deterministic (isolation).

However, since the ledger is a distributed data store, an additional set of princi-
ples common to distributed databases (CAP) must also be considered:

● Consistency: Every node’s local ledger agrees upon the same values.
● Availability: Every transaction can be processed, although not necessarily

against the correct ledger value.
● Partition tolerance: The network continues to operate even if subsets of nodes

cannot communicate with each other.

In the well-known CAP theorem [4], Brewer shows that only two of these three
properties can be satisfied at one time (a trilemma). To prevent the ledger from
forking, where subsets of nodes disagree on the content and consensus breaks
down, most distributed ledgers choose partition tolerance as one of their desider-
ata. Since connections may drop outside the control of the protocol, this property
derives from the mechanisms for resolving such forks when they occur rather than
preventing them in the first place.

The other choice varies depending on implementation, but availability is the
more common choice – this allows transactions to continue to be processed
during the consensus process but also permits (temporary) local divergence
from the global ledger. Since these inconsistencies will eventually be resolved
during consensus (sometimes called eventual consistency), this violates the
durability characteristic of ACID. To address this challenge, distributed ledgers
include additional mechanisms to resolve this situation, which are discussed in
Section 3.8.

In systems that choose consistency, nodes’ local ledgers only change during the
consensus process. However, since the consensus process can fail if large portions
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of the network are unreachable, it is possible for the network to become unable to
process new transactions while waiting for consensus to resolve.

3.1.2.2 Consensus for Transaction Ordering
Distributed ledgers, like databases, require their transactions to be linearly serial-
izable to ensure correctness. However, these transactions must be totally ordered
across a diverse, distributed system without robust time synchronization, so tradi-
tional transaction ordering mechanisms can be ineffective.

Rather than ordering all transactions in the system, the block-based consen-
sus mechanism of most distributed ledgers can be used to address this issue.
The transactions within the block can be unordered or ordered heuristically, and
the ordering of the blocks themselves comes from the consensus process. That is,
when consensus is reached, a transaction ordering emerges implicitly from the
blocks.

3.1.2.3 Consensus as a Defense Against Bad Actors
While there are many challenges that can arise by chance in a distributed
ledger, they also consider malicious interference as well. Byzantine consensus
(described in more detail in Section 3.2.2) explicitly assumes that individual
nodes may deviate from the protocol arbitrarily and in coordination with other
nodes. Since the Byzantine assumption forms a behavioral superset that also
protects against cyberattacks, exploited software vulnerabilities, and inadvertent
or unexpected failures, it serves a strong protective foundation.

One of the most well-known uses, cryptocurrencies, provides direct incentiviza-
tion for adversarial behavior – if transactions can be tampered with or falsified,
then value can be transferred to the bad actor as a reward for their actions.

However, the low barrier to entry in public distributed ledgers encourages a
diverse mix of participants. As long as malicious actors do not exceed a threshold
of total participants, the consensus system serves to enforce normative behavior.

3.1.3 Industrial Case Study

To better illustrate the roles that distributed ledgers can play in real-world indus-
trial contexts, it is useful to consider a motivating practical example. A hotel would
like to deploy IoT systems in their parking garage, to automate billing, logging, and
actuation [5].

Their system uses autonomous platform-to-platform (M2M) parking reserva-
tions and payments without involving human users or intermediaries. It requires
a blockchain platform like the one described in [6], and exploits a hybrid
blockchain architecture incorporating a private Hyperledger Fabric blockchain
and a public blockchain like DASH. The case study encompasses private and
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public blockchains and smart access and actuation to facilitate automated parking
reservations and payments. More specifically, the Blockchain-Assisted Real-time
Transaction Execution and Repository (BARTER) blockchain solution automates,
validates, and secures reservations and payments services between the two IoT
platforms. In this particular case, Smart Contracts on BARTER enable the hotel
IoT platform (SmartHotel) to secure and pay for parking reservations for their
guests to the SmartGarage IoT platform each time a new guest is checked-in in the
hotel. Similarly, Smart Contracts enable SmartGarage IoT to validate reservations
and confirm payments received from the SmartHotel IoT platform. The parking
reservations are verified by the Practical Byzantine Fault Tolerance (PBFT)
consensus protocol used by HyperLedger Fabric, while payment transactions are
verified through a Proof-of-Work (PoW) protocol on the DASH network.

In addition to reservations and payments, the BARTER blockchain solution
provides a repository service to store real-time access logs to the SmartGarage.
These records are made immutable through PoW consensus protocol.

Further details and resources needed to build and deploy a variant of BARTER
M2M services between different IoT platforms are published and available for
reuse [7, 8].

3.2 Consensus Protocols, Then and Now

Blockchain systems are only the latest beneficiary of consensus protocols, which
first appeared to address the agreement problem [9]. In the intervening time,
many improvements, discoveries, and characterizations have proliferated in the
literature. In this section, we first briefly summarize several key developments
that enabled real-world usage of fault-tolerant consensus. We then follow up with
more recent developments that unlocked the concept of an untrusted blockchain.
In Figure 3.1, a taxonomy of distributed consensus mechanisms provides a road
map for discussion.

3.2.1 State Machine Replication

An important step in consensus protocols came from their structuring as state
machines [10, 11]. In this context, each participant maintains a local state that
can be permuted by a sequence of commands. Knowledge of these commands (and
their ordering) allows for reconstruction of the underlying state. Thus, rather than
agreeing upon the underlying data itself, participating nodes must agree upon the
ordering of these state transformations, and by doing so may arrive at a common
underlying state.
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Distributed consensus

Fault tolerant

Paxos Raft Nakamoto consensus

PBFT Zyzzva SBFT

Byzantine fault tolerance

Adversarially tolerant
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work

Proof of

stake

Proof of
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Proof of

time

HotStuff/
SyncHotStuff

Figure 3.1 A hierarchical taxonomy of distributed consensus approaches discussed.
Note that the proof types under Nakamoto consensus represent broad classes of
approaches, with many nuanced implementations within each category.

In its most general sense, provable consensus is unsolvable deterministically in
asynchronous systems, even with one faulty process [12]. Nevertheless, several
practical solutions to the consensus problem have been proposed, relying on
various synchrony assumptions [13–15]. One of the first of these was Lamport’s
Paxos algorithm [14], which relies on a leader-election process to “emulate”
synchrony. The leader is initially responsible for proposing a single state tran-
sition. The processes communicate among themselves to come to agreement.
If the leader fails, then a new election is held to replace the leader. Nevertheless,
if an operation is committed by a leader in timestamp t, then all leaders of that
come after time t will also agree to the same operation – the safety (i.e. “if a
server has applied an entry at a given index to its state machine, no other server
will ever apply a different entry for the same index”) and liveness of Paxos are
based on quorums1 (subsets of the participants such that any two such subsets
share at least one member) that help to ensure that at least some surviving
participant retains knowledge of the results in the presence of failures. Using this
single-transformation agreement as a building block, participants may produce an
ordered set of transactions reasonably efficiently. A similar approach is proposed
in Raft [13], which addresses the same requirements and constraints. An impor-
tant differentiation is Raft’s decision to shift from incremental construction of
orderings through singly proposed transactions toward a system in which the
leader proposes orderings directly. In particular, while Paxos allows any server
to be leader, Raft only allows servers with up-to-date entries to become leaders;
thus, Raft does not require entries to be exchanged during leader election, leading
to improved efficiency in the overall process.

1 While the original Paxos algorithm requires that all quorums intersect, flexible Paxos (FPaxos)
requires only that quorums from different phases intersect; this enables the protocol to allow
improved availability and better efficiency [16].
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Yet, while Paxos and Raft are able to preserve the safety property necessary
for state machine replication even with no leader or with multiple leaders and
even in the presence of asynchrony and crashes, it can guarantee progress only
when the leader is unique and can communicate with sufficiently many acceptors
in a timely manner. Moreover, these approaches consider only cases exhibiting
stochastic failures. A leader may drop out at any time, but no adversarial behavior
or collusion is expected or considered. Under this assumption, Paxos uses 2 f + 1
processes to tolerate the benign failure of any f of them.

3.2.2 Byzantine Fault Tolerance

Since they do not consider maliciously faulty (or Byzantine) failures, basic con-
sensus protocols, such as Paxos and Raft, cannot provide the adversarially resilient
foundation necessary for a blockchain-based system.

The literature for Byzantine fault tolerance, or BFT, goes back to the original
Byzantine Generals problem [17] which introduced the concept of adversarial
faults, building on earlier literature addressing stochastic failures. While
these initial approaches provided good protection, they relied upon limiting
assumptions and did not address the practical scalability of the concomitant
communications (Figure 3.2).

A benchmark improvement in Byzantine consensus was PBFT, the 1999 work
by Castro and Liskov [18]. This approach does not require synchrony or a trusted
proposer, making it suitable for many applications. However, it uses an all-to-all
scheme that requires O(n2) messages in the best case, and O(n4) in the worst case.
This communication complexity means that its scalability is highly dependent
on the size of the network, though it is quite robust – the algorithm tolerates
f Byzantine processes for 3 f + 1 processes. In 2011, Lamport proposed [19]
a Byzantine variant of the ordinary Paxos algorithm, which leverages 2 f + 1
nonfaulty processes emulate the ordinary Paxos algorithm despite the presence of
f malicious processes, to derive a Byzantine consensus algorithm with a similar,
3 f + 1, performance.

Figure 3.2 Under BFT, a known number
of nodes (with a leader L) communicate
extensively to double-check their
responses and minimize the influence of
adversarial collusion, including the leader
node themselves.

L
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As consensus became more commonly used in blockchain systems, new
research explored methods to improve its scalability. Rather than requiring
every node to communicate with every other node through the three-phase
commit process used in PBFT, Zyzzyva [20] proposed the concept of intermediate
collection nodes to allow for fan-in and fan-out, improving efficiency especially
in cases of low contention.

SBFT [21], implicitly Scalable BFT, extends this approach by recognizing the
state of the network, and choosing either a “fast” or “slow” path. In cases where
there is little contention or asynchrony, the network can come to consensus much
more quickly. Then, if the network becomes desynchronized or messages begin
to disagree more frequently, a slower but more robust approach to consensus is
adopted.

One key drawback of BFT approaches is their reliance on a leader. The process
of selecting a node (or replacing a misbehaving node) as a leader can add substan-
tially to the delay in consensus. In fact, even though a malicious leader cannot
cause inconsistency, it is not obvious that a malicious leader cannot prevent
progress [22]. Hotstuff [23, 24] addresses these limitations by simplifying the
leader selection algorithm, at the expense of introducing potential backtracking
in the consensus process. In [25], Lamport proposes a leaderless Byzantine
agreement algorithm, which replaces the leaders in an ordinary Byzantine Paxos
algorithm with a virtual leader that is implemented itself using a synchronous
Byzantine agreement algorithm, thereby adding to the cost of Byzantine Paxos
algorithm also the cost of the leader agreement process. Note that if the sys-
tem does not behave synchronously, different servers may choose different
virtual-leaders messages – this may prevent progress, but would not cause
inconsistency as Byzantine Paxos can tolerate malicious leaders.

A final consideration lies in the assumptions made by most BFT systems.
Since these assumptions are well-known, they can be subverted by adversaries
in ways that can amplify their impact f above the critical 3f + 1 threshold.
For example, by assuming the communication graph is complete, then a network
partition would cause the nodes in the smaller subset to appear (and be treated)
as misbehaving or adversarial. Therefore, security claims hold only to the extent
that any underlying assumptions can be enforced.

3.2.3 Nakamoto Consensus

Many, if not most, distributed ledgers cannot make the fixed-participant assump-
tion (Section 3.4.3). Since any node can join the network at any time, it cannot
prevent Sybil nodes from disrupting the consensus process through the sim-
ple expedient of outnumbering correct participants. To address this problem,
blockchains rely on a proof mechanism. Consensus based on these types of
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M1

M2

M3

Figure 3.3 In Nakamoto consensus, the borders of the graph are not well-defined, and
transactions and blocks may propagate quite widely. In this example, miner M1 discovered
a valid hash for a block of transactions, and broadcasts it to the nodes it knows.

approaches is commonly called permissionless or Nakamoto consensus, named
for the proposer of the Bitcoin blockchain.

The role of these proofs is to make the creation of Sybil nodes computationally or
economically infeasible and thus secure the consensus through a stochastic mech-
anism. For example, this might include executing a hash function until the output
contains a certain sequence of characters, or randomly choosing a set of nodes
from the participant pool (Figure 3.3).

Since proof mechanisms rely on randomness, enforced through cryptographic
primitives, creating large numbers of Sybil nodes cannot destabilize the consensus
mechanism because their role in the network will be minimal without concrete
investment to back up their role.

To read more about the alternative approaches used to meet this goal, please see
Section 3.3.

3.2.4 Hybrid Consensus

In recent work, hybrids of BFT and Nakamoto consensus have been explored
to combine the advantages of each system. For example, rather than evaluating
consensus over the entire network, choosing a smaller subset at random [26] using
verifiable random functions allows for fast agreement when rates of adversarial
compromise are low.

As we have seen, many emerging systems allow for algorithmic switching
between a robust, pessimistic Nakamoto-style consensus mechanism that is
relatively slow, and an optimistic approach based on BFT that comes to consensus
quickly in favorable conditions.

Alternatively, some approaches such as HotDAG [27] leverage the structure of
the network itself to change not only the consensus process but the data being
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shared as well. We will discuss the implications of these kinds of structural
approaches in Section 3.6.

3.3 Cryptographic Nakamoto Proofs

3.3.1 Proof of Work

Proof of work represents the first and most commonly deployed approach for
achieving distributed consensus. Fundamentally, it is based on the concept that
reversing one-way functions is computationally difficult. First introduced in 2002
[28], it was initially used as a way to prove a computational investment as a way
to combat the rise of spam emails. By taking the content of the email and hashing
it, then finding a seed that produces the same hash through brute-force guessing,
the email could be signed with the seed. Then, recipients could quickly validate
the hashes of the email and the signature to ensure that they match, without
having to go through the computationally expensive guessing process needed to
generate the signature. This asymmetric difficulty is the core concept of proof
of work and is why most proofs-of-work schemes use a collision-resistant hash
function [29] as their work function.

The initial application of such schemes to secure a distributed consensus algo-
rithm was proposed by Nakamoto [30], generating the Bitcoin digital currency.
In this implementation, the inputs to the hash function consist of the signature of
the previous block, as well as an unknown nonce. The length of the target hash can
be varied to adjust the difficulty of the work algorithm, with longer hashes taking
commensurately more work. The outputs of the hash function are determined
based on the number of leading zeros. Participants must then “guess” the nonce to
produce the desired output, by simply trying a large number of randomly chosen
nonces until one is found that produces the desired output. The node which finds
this nonce then receives a reward once it publishes the block nonce, effectively
committing the block to the ledger. This guessing process is commonly referred
to as “mining” in the distributed ledger domain, as it requires the input of work
to produce a financial reward.

However, a wide variety of other implementations also exist, either through the
use of a variety of alternative hash algorithms, or by the addition of augmenting
data structures such as directed acyclic graphs [31], which produce variations in
the computational difficulty, suitability for different hardware, implementation
complexity, and ancillary computation features.

One of the main drawbacks of proof-of-work algorithms is the feature that they
provide: they require a lot of computation as the tool for validation. Therefore, as
the network grows and the number of transactions increases, the computational
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demands of the network grow as well. Power draw likewise increases; current
estimates place the power usage of the Bitcoin network at the gigawatt-scale [32].

Since the work being done has no practical purpose outside of the validation
of the ledger itself, the future scalability and environmental friendliness of
such approaches is now in doubt, producing concern among some observers
that proof-of-work algorithms may not be suitable as a long-term choice. Some
large distributed ledger communities have already begun exploring alternative
approaches as candidates for future validation [33, 34].

3.3.2 Proof of Stake

If proof of work serves as the most common choice for distributed ledger consen-
sus, proof of stake is a strong second place. Initially proposed in [35], rather than
searching for the solution to a mathematical puzzle that can only be determined
through brute force and random chance, the question of validation is instead
decided solely through random chance, modified by some weight function [36].
Hybrid approaches with proof of work have also been proposed [37].

The “stake” in proof of stake refers to the digital asset holdings of the partici-
pating validation nodes. Individual nodes may choose a portion of their assets to
commit to a validation; this is their “stake.” Then, when a block is ready to be
validated, one of the nodes from the pool of nodes that have committed stakes is
chosen randomly to be the validator, weighted by the size of their stake. That is, if
five nodes contribute equal stakes, their respective chances of being selected are
all equal at 20%, while if four nodes contribute a stake of 10, and the fifth node
contributes a stake of 60, then that fifth node has a 60% chance of being selected.

If the selected node behaves correctly and validates the block according to the
rules of the network, they keep their stake as well as the block reward. However,
if they violate network rules and this violation is detected, their stake is forfeit.
Since the size of their stake is directly proportional to their likelihood of selection,
miners validating blocks will therefore have the most to lose by subverting the
rules.

Computationally, this approach requires almost no power relative to
proof-of-work schemes, since the random selection process is quite lightweight.
A major motivating factor for the adoption of proof-of-stake algorithms is this
benefit, which addresses the environmental and scalability concerns posed by
proof-of-work algorithms. It also lowers the barrier to entry to the system, since no
special hardware is required to participate in validation. However, since rewards
are probabilistically allocated to those who have (or risk) the most assets already,
there is some concern that proof-of-stake systems may lead to asset inequality.

Another related issue facing proof-of-stake systems is referred to as the
“monopoly” problem. Since the only requirement to participate in the network
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is holding digital assets, any user may buy into the system by purchasing those
assets using fiat currency. This introduces a risk that a large investor, or group of
investors, may be able to pool sufficient resources to control more than half the
assets in the system. By doing so, they would then be able to stake their resources
and improperly validate transactions, but since they represent more than half the
system, consensus would still be reached on the invalid transaction, so they would
be able to retain their stake. A prevailing argument against this weakness is that
the risk is high to the controlling investor, since detecting such an event through
human oversight is simple, and external valuations of the compromised asset
would drop rapidly. However, more recent work [38] attempts to formalize and
refute these arguments. Other approaches have been proposed [26] to leverage
randomness to mitigate these drawbacks.

3.3.2.1 Chain-Based Proof of Stake
An important variant of blockchain-based proof-of-stake algorithms are the
chain-based approaches similar to those adopted by Casper [39] and discussed
in more detail in Section 3.8. This variant prefers to emphasize availability over
consistency by permitting the protocol to generate arbitrarily many forks at each
block. This makes it extremely likely that at least one block is proposed during
every validity window, but also necessitates additional fork resolution logic when
multiple valid blocks are chosen in parallel. Under this approach, the algorithm
proceeds as follows:

1. The protocol chooses a foundational block to use as a basis for the upcoming
block.

2. The protocol then selects a block producer based on their proportional eco-
nomic stake in the protocol, and specifies a validity period.

3. The chosen block producer must produce a valid block pointing to the chosen
basis block before the validity period expires.

4. If this task is accomplished, the block producer receives the rewards associated
with the creation of the valid block.

3.3.3 Proof of Capacity

Proof of capacity, also known as proof of space, requires nodes to set aside a certain
quantity of local storage, usually non-volatile storage, for the validation of blocks.
This is accomplished through the use of hard-to-pebble graphs [40], a special type
of hierarchical graph with some similarities to the well-known Merkle tree [41].
These graphs, known as superconcentrator graphs (see Fig. 3.4 for a very small
example), have a large number of hierarchical connections.

However, rather than having a single root and many leaves, a hard-to-pebble
graph has many roots and leaves, and the relationships between parents and

.
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Figure 3.4 A hard-to-pebble superconcentrator graph.

children are determined randomly. Therefore, a given node may have a variable
number of children, and the hash value of a given node is equal to the hash of all
of its parents’ hashes. Since the relationships are varied but still hierarchical, the
hashes at the bottom of the graph may require that the majority, or sometimes
even the entirety of the graph, must have been previously hashed. This ensures
that validating the hash of a given node is computationally infeasible in a short
amount of time.

Consequently, upon being provided a random, un-pebbled graph by the
network, the prospective verifier must first compute the hashes for all of the con-
stituent nodes. As this may include thousands or even millions of relationships,
made even more complex through these hierarchical linkages, such computation
cannot be feasibly stored in-memory. Instead, intermediate results must be
recorded on-disk for use in later computations as a key-value store, permitting
the verifier to look up upstream results much more quickly than they could be
computed from the base graph.

However, these intermediate results consume quite a large portion of local,
non-volatile storage, which provides the “space” component of the proof of space.
When the verifier node has completed the hashing of the entire hard-to-pebble
graph, it informs the network that it is complete. To validate the node’s claim,
the network requests a series of root hashes, as well as several intermediate
hashes for randomly chosen nodes from the body of the graph. The responses
to these queries must come within a specified timeout period, which ensures
that the node maintains the intermediate results store, rather than computing
the hashes on the fly (since such computations cannot be practically computed
within the timeout period).

This validation process is used to ensure that the signing node has set aside
sufficient space for the graph; by reserving this storage, the verifying node shows
that it has invested sufficient hardware resources in the validation process, and by
scaling the graphs up or down, the amount of storage (equivalent to task difficulty)
can be adjusted.

One of the primary strengths of this method is that, except when first build-
ing the graph, and when validating the blocks, the computational requirements
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of this scheme are quite low. Power consumption of storage, even when actively
reading the data, is much lower than the computational load imposed by proof
of work, for example. However, by requiring a real-world, hardware-based invest-
ment in network validation, the likelihood of successful network monopolization
by an adversary is decreased. Recent work [42] has even explored the use of mobile
devices in the proof-of-capacity context.

However, the storage set aside for this purpose cannot be usefully purposed;
that is, it must be used to store the graph itself, and not some other practical pur-
pose (such as cloud backups and redundant data storage). Therefore, the resources
allocated are still wasted, and efficiency is sub-optimal. Furthermore, to validate
the computational effects of a node, there must be a bootstrapping process, where
at least one node must know the correct answer prior to checking the results of a
downstream node. This ensures that each graph must be stored by more than one
node in the network, decreasing overall efficiency and creating a chicken-or-egg
problem during network bootstrap, where no such nodes exist.

3.3.4 Proof of Time

Proof of time, or more formally proof of elapsed time, or PoET, is a protocol
that relies on randomness with regards to the passage of time to determine
node authority. Specifically, this describes a system proposed by Intel [43] in
which dedicated hardware is used to secure a predefined randomness algorithm.
This algorithm is used to determine a random period that each node must wait;
whichever node awakens first when a block is waiting for approval may approve
that block.

Computationally, this system is efficient, as each node must only wait for the
next available slot, providing highly efficiency approval of blocks. Additionally,
the ability to tune the waiting period provides a great degree of control over the
performance of the network as a whole.

However, this system also brings several crucial drawbacks. First, it requires the
deployment of a specific piece of hardware on every device that wishes to partici-
pate in the network. Since this hardware is only provided by Intel, and its details
are not open source, this restricts how widely the network may be deployed, as not
every machine has the hardware suitable to act as a node. Recent developments
for lightweight systems [44] may be weakening this requirement, however.

Additionally, the entire security of the network relies on the implementation
of this piece of secure hardware. If the hardware or software implementation of
this system is compromised in any way, the entire network’s security will be
disrupted. This means that the system contains a single point of failure, and
crucially, this point is controlled by a single organization with no external
oversight. Furthermore, this means that if Intel wished, they could take control



�

� �

�

3.4 Challenges to Scalability 67

of any network based on this approach by exploiting insider knowledge to bypass
the protections of their implementation.

Due to these drawbacks, this approach has not garnered significant buy-in
from the distributed ledger community. However, it has been incorporated into
the Hyperledger project [45], and therefore could be used to facilitate private
ledger implementations for intra-organizational applications, which are also
more likely to be less price-sensitive toward the requirement to deploy specialized
hardware.

3.4 Challenges to Scalability

Although consensus plays a pivotal role in enabling distributed transaction
systems, it also imposes assumptions that bring their own challenges. Explicitly,
using the term “consensus” declares that all nodes in the system agree on the
same ordering of committed transactions. How and when consensus is achieved
is left as an implementation detail, but as they say, the devil is in the details.

In distributed transaction systems, some common assumptions appear repeat-
edly, reflecting practical real-world challenges:

1. Participant communication is not a complete graph.
2. Networks rely on asynchronous messaging.
3. Participants may join or leave at any time.
4. Malicious actors are present, active, and outnumbered by benevolent partici-

pants.

What impacts do these assumptions have in the distributed transaction system
context, and how can those impacts be ameliorated? These can be summarized in
two main classes, communication complexity and asynchrony, and together, they
lead to the blockchain scalability problem which plagues distributed transaction
systems [46].

3.4.1 Communication Complexity

Traditional consensus mechanisms, such as the PBFT algorithm from
Section 3.2.2, often use an all-to-all communication paradigm to effect con-
sensus. Intuitively, the common O(n2) complexity bounds the scalability of
systems in terms of the number of nodes that can participate. Additionally,
since communication cannot rely on a complete graph, misbehavior during
intermediate message routing must also be considered. Since retransmission may
be required, possibly over different routes, communication complexity increases
even further.
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This consensus communication must be repeated each time new information
must be agreed upon. One initial instinct to reduce these communication costs
would be to come to consensus less frequently but on larger quantities of data.
As the number of transactions resolved in one round of consensus increases, so
too does the size of the transmitted data. While malicious interference in the
network may be rare, normal packet loss and transmission problems may lead
to other types of probabilistic failures. As message sizes increase, these faults
become increasingly more common, undermining the benefits of moving to larger
and less frequent consensus rounds. We discuss the impacts of these tradeoffs in
Section 3.5.

An alternative approach might be to limit the number of participants involved
in consensus, either to small groups or even to trusted pairs.

3.4.2 Asynchronous Context

In real-world decentralized systems, especially those using commodity hardware
or in the presence of highly motivated adversaries, generating a canonical serial-
ization of transactions poses a significant barrier. Likewise, enforcing synchronous
timekeeping across participating nodes is impractical, to put it mildly. Fischer et al.
famously illustrated the impossibility of distributed consensus in an asynchronous
environment [12].

Yet, despite these challenges, distributed ledgers manage to operate in practice.
To resolve this seeming paradox, a shift from guaranteed, theoretical bounds to
probabilistic ones is necessary. For example, it may not be the case that all possible
sequences of messages induce progress toward the consensus goal. However, if
the likelihood of persistent deadlock is sufficiently small, such relaxation may be
acceptable.

Even under a relaxed model, asynchronous communication also drastically
complicates the construction of a total ordering of transactions, since messages
may arrive at any time in any order, decoupled from their transmission time.
While these challenges are not directly related to consensus, it can be important
in resolving disagreements between partitioned subnets of participant nodes.
Therefore, we touch on this topic in Section 3.8 to clarify points related to
consensus protocols, and provide additional information in Section 3.6, which
addresses this challenge more directly.

3.4.3 Participant Churn

A further challenge for distributed transaction systems lies in the assumption
that nodes may join or leave the network at any time, a characteristic sometimes
called churn. In order to provide strong theoretical guarantees, nearly all existing
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“strong” consensus approaches assume a fixed number of participants in order to
set an upper bound on the proportion of adversarial nodes. However, in a system
with non-zero churn, these bounds can no longer be proven.

Instead, the network yet again relies on (negligible) probabilistic bounds to limit
the likelihood of adversarial success. The churn assumption also disallows some
traditional consensus mechanisms from being used directly without adaptation.
We discuss the advantages and disadvantages of such adaption later in this chapter.

3.4.4 The Blockchain Scalability Problem

Collectively, the slowdowns in transaction processing resulting from the above
challenges are described as the blockchain scalability problem (BSP). While
distributed transaction systems aim to supplant existing centralized approaches,
including through beneficial relaxation of assumptions, practical considerations
cannot be ignored. For example, initial implementations of distributed transaction
systems reflected a decrease in transactions per second (TPS) by roughly three to
four orders of magnitude.

Since each challenge gives rise to its own aspect of this overall complexity, they
can sometimes be addressed individually. More commonly, improvements in one
aspect will require a (smaller) decrease in another area, leading to incremental
overall improvements. For example, increasing the number of transactions in a
consensus transaction increases TPS throughput, but it also extends propagation
time, which in turn can undermine transaction ordering to such an extent that
consensus on a unified ordering becomes impossible.

Note that the challenges discussed here arise from specific assumptions –
modifications to the application context can drastically affect performance.
In private, permissioned systems with fixed participants, consensus becomes
drastically simpler and TPS performance increases accordingly, for example.
The public, permissionless approach remains the most difficult environment for
maximizing performance without sacrificing correctness.

In the remainder of this chapter, we address different aspects of the BSP in more
detail, evaluating the advantages and disadvantages of different commonly applied
mitigations meant to improve network transaction throughput.

3.5 Block Size and Propagation

Although consensus allows nodes to (eventually) agree upon which block to adopt,
the details of its implementation have drastic impacts on the effectiveness and scal-
ability of the system. As we’ve seen, performing consensus after each transaction
is not feasible or practical, but nodes must still agree on when to do so.
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These are usually structured as rounds, where consensus occurs when some con-
dition is met, such as:

● A new, valid block is proposed (proven) under consensus
● A static or dynamic period of time has passed

In practice, these conditions can be interrelated – by adjusting the difficulty
of the proving process, the interval between consensus can be tuned toward the
desired duration. However, as long as nodes can deterministically agree on
the speed with which consensus takes place, then it is reasonable for each round
to be semi-synchronous.

In both cases, however, the scalability of the system is measured in the number of
transactions that the network can process over time. To increase throughput, net-
works can include more transactions in each round of consensus, or the frequency
of the rounds can be increased.

Each of these approaches has drawbacks [47]. As more transactions are included
in a block, simply transmitting the data to participating nodes across the network
takes longer. As the frequency of rounds increases, the window of time to propa-
gate the proposed blocks narrows. In either case, if consensus begins before a block
has had a chance to propagate to more than half the network, then the consensus
process will degenerate.

3.5.1 Larger Blocks

When a block is proposed, such as by being selected by a chosen leader or mined
in a proof-of-work scheme, its validity can be checked by the nodes which receive
it. For example, its hash can be checked against the transactions it contains, and if
it does not match it can be discarded. However, these checks cannot be completed
until the entire block is visible to the validator.

As blocks become larger through the inclusion of more transactions, these
validations must be delayed as the blocks propagate. Additionally, the stability
of the underlying network becomes more relevant as dropped packets or broken
pipes require the retransmission of larger quantities of data.

These problems collectively induce increased latency for block propagation
within the network. This is directly undesirable because it reduces transaction
throughput, but it also leads to other knock-on effects. For example, if proposals
take too long to propagate, then new counter-proposals might arise, leading to
forks in the chains, and even potentially preventing consensus in extreme cases.

To address these challenges, blocks may be encoded to require less data trans-
mission. For example, rather than encoding the entire blocks, Graphene [48] uses
invertible Bloom lookup tables to only transmit the information required by a
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node. This can drastically increase propagation throughput when the network is
already mostly synchronized.

Other approaches address the transmission problem directly. Velocity [49] uses
erasure coding to allow nodes to emit symbols corresponding with a block. This
allows for block transmission to scale with the number of nodes, reducing bottle-
necks and increasing robustness in propagation. Further improvements based on
pipelining and chunking optimizations have also been proposed [50].

3.5.2 Shorter Rounds

Rather than increasing the amount of data per round, other approaches such as
FastCoin [51] use shorter rounds to increase throughput. However, the reduced
time for consensus can pose challenges if the proposal cannot propagate suffi-
ciently in time. As with larger blocks, these delays can cause problems reaching
consensus, or to the creation of competing forks which must be resolved. Other
work aims to reduce latency directly [52], though such approaches can run the
risk of being dominates by proof generation times.

If consensus can be reached very quickly, such as through the use of a traditional
BFT model on a small subset of nodes, then these short rounds do not pose a
challenge – the authoritative result can be subsequently delivered to the remain-
ing nodes as time and bandwidth permit. We discuss these committee-based
approaches in more detail in Section 3.6.

Other approaches allow for the formation of forks, and the subsequent resolu-
tion of those forks using alternative mechanisms. For more information on fork
resolution, checkpoint, and finality gadgets, please see Section 3.8.

3.6 Committees, Groups, and Sharding

One of the challenges facing traditional BFT approaches comes from scal-
ing factors in terms of the number of participating nodes. In permissionless,
Nakamoto-style blockchains, this number is both impossible to determine and
arbitrarily scalable. However, the added complexity from Nakamoto consensus
can introduce its own challenges. Fortunately, there are methods that aim to
combine the best of both approaches.

3.6.1 Committees

Committees align closely with the core ideas of traditional BFT consensus. Under
BFT, a leader is selected and proposes the value to agree upon. As previously
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discussed, the identities of the participants are fixed, and the consistency of
behavior determines outcome correctness. Consequently, the proof mechanisms
required for Nakamoto consensus can be ignored, streamlining the computational
workload.

However, the communications explosion remains a problem. To prevent
intractable explosions, smaller subsets (called “committees”) of participants are
chosen for consensus. Their smaller size reduces communication, and by virtue
of being a subset of a larger, potentially undefined group, all participants need not
be predetermined.

As an example, Augustine et al. [53] use this approach to provide an efficient
implementation of agreement with the explicit goal of limiting communications
between nodes. Efficient, committee-driven consensus protocols may then be used
as a subcomponent of a broader, permissionless system.

3.6.2 Groups

Groups operate in a similar manner, but differ from committees in that partic-
ipants are partitioned in a way that does not necessarily include the leader (or
proposer) of the block. This is the approach taken by Algorand [54]. A small subset
of participants is selected randomly using a verifiable random function, and these
“selected verifiers” come to consensus on the outcome of the proposed block.
They collectively publish their results, which then rapidly propagate through the
network. Since the smaller subset of nodes can reach consensus more quickly,
and the result is disseminated from several sources in parallel, this approach can
reduce the per-round duration.

3.6.3 Sharding

Sharding builds on these principles but leverages them to solve a slightly different
problem. As we have seen, when large numbers of transactions are processed, the
size of the consensus group had a substantial influence on various scaling factors
of the network such as communication overhead.

However, these transactions must also be stored, using a (typically) append-only
ledger. At some point, the consensus process is not the only bottleneck – individual
participants simply become incapable of storing the entire ledger history locally,
complicating verification and bootstrapping. In this section, we will discuss
approaches to this challenge; for information about bootstrapping, see Section 3.9.

Like other subdivision strategies, sharding approaches [55, 56] benefit from the
smaller partitions of participating nodes (see Figure 3.5). However, rather than
composing these local decisions continuously to create cohesive global agreement,
sharding allows for these local groups to maintain authoritative control over
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Figure 3.5 In sharded systems, subgroups of
participants reach consensus, then cross-shard
transactions are resolved separately.

Shard A Shard B

Shard C

subsets of transactions, with group membership determined by various methods
[57, 58]. Then, a second level of agreement can take place between shards, when
cross-shard transaction settlement is required.

This is the approach proposed by RapidChain [59]. A primary advantage of a
sharding paradigm, in addition to the reduced storage requirements, lies in its
scalability. Each shard comes to consensus on its own transactions in parallel,
increasing throughput when cross-shard agreement is not required.

Dang et al. propose another shard-based ledger [60] which leverages trusted
execution environments (TEEs) to further improve scalability while broadening
applicability beyond transaction-oriented workloads. In this work, shards are
re-formed regularly to prevent the accumulation of adversarial influence within
specific shards. Even with this overhead, throughput remains high, although
local storage optimizations are not considered.

3.7 Transaction Channels

A major complication to transaction throughput in blockchains stems from the
untrusted nature of the network. Since nodes must validate every transaction to
check for malicious behavior, significant computational resources are expended
even when most or all transactions are innocuous.

In most consensus protocols, the real-world identity of a node plays no part in
its role in the network. However, in practice, node activity tends to follow Zipf’s
Law – a small number of nodes produce a large proportion of the overall trans-
actions. For example, in cryptocurrencies, well-known exchanges’ internal and
intra-exchange transfers dominate independent transactions.

By introducing elements of trust and identity to otherwise-untrusted networks,
operators and nodes can observe substantial benefits.
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3.7.1 Trust-Weighted Agreement

Consider the example of cryptocurrency exchanges. These businesses must satisfy
significant legal requirements to conduct operations within a legal jurisdiction.
Like other businesses, failure to adhere to contractual and regulatory requirements
results in legal action against the business – a process typically ignored in anony-
mous, untrusted, and permissionless networks.

However, cryptographically authenticated identities may be used to establish
trusted communication channels between participating nodes. Two businesses
may wish to build a trust-based relationship between their respective nodes,
partially based on the assurance that detected malfeasance would be punished
through traditional channels. These relationships can be leveraged to establish a
trust-influenced agreement protocol [61].

Rather than performing traditional validation and consensus processes, nodes
might take their counterparts’ balances at face value, for example by assuming that
they will not double-spend their tokens. Transfers can be completed more quickly,
and agreement uncertainties can be addressed through private comparisons with
trusted partners. However, with some exceptions [62], most blockchains prefer to
avoid trust as a design criteria.

3.7.2 Off-Chain Transactions

However, it may be impractical to establish business relationships with every
node in the network. An alternative approach relies on the creation of off-chain
transactions [63]. Unlike standard transactions, which are published to the ledger
and visible to (and validated by) all participants, off-chain transactions may only
involve the sender and recipient.

In cases when there is a disagreement or conflict, then the parties can turn
to the ledger as an intermediary in some implementations. For example, the
hashed time-locked contracts used in Bitcoin [64] can be used to enforce correct
behavior by penalizing misbehaving participants, without putting a load on the
ledger in nonadversarial cases. We discuss this type of approach in more detail in
Section 3.7.3.

Another consideration with off-chain networks comes from the interactions
of these partnerships. Consider two companies, Alice Financial and Charlie
Enterprises, who wish to exchange information but do not have a preexisting
relationship. However, both companies trust Bob Holdings and have existing off-
chain channels with them. Thus, Alice and Charlie can interact with Bob serving
as the intermediary. Multiple hops are typically possible as well – as the number
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of participant relationships increases, then routing between any two given nodes
becomes more likely and easier as their degrees of separation decrease.

However, navigating this potentially complex relationship network introduces
new challenges in routing. Flash [65] proposes a mechanism for evaluating the
topological properties of this graph to establish max-flow routing for transactions
based on their size. The increase in intermediate nodes exposes a broader attack
surface on a single transaction, so networks will often implement additional
protection mechanisms to detect and disincentivize intermediate tampering.

3.7.3 Lightning Network

One of the best-known examples of using off-chain transaction channels to
create a settlement layer is the Bitcoin Lightning network [64], though other,
more general approaches also exist [66–68]. Here, the first layer corresponds to
the standard consensus process used to commit values to the ledger directly,
while the second layer is the meta-graph of these nodes’ off-chain relationships.
Using hashed time-locked contracts (HTLCs) [69], Bitcoin offers a mechanism for
penalizing malfeasance by seizing transaction funds and awarding them to the
harmed participant. This mechanism underlies the Lightning Network, which
is the Layer 2 metagraph of Bitcoin nodes that have established these channels
between each other.

In practice, the topology of the Lightning Network plays a significant role
in the privacy, efficiency, and security of transaction settlement. Lee and Kim
[70] identify the structure of the Lightning Network as approximating that of a
scale-free network. Importantly, this indicates that there is relatively less redun-
dancy or robustness in the Layer 2 network when compared with the original
consensus-based, peer-to-peer approach. For example, the importance of nodes
in the settlement layer is proportional to their centrality, since highly connected
nodes are more likely to participate in intermediate routing. By targeting these
“important” nodes, adversaries might be able to disrupt the normal functioning
of this layer, a much easier task than doing so at Layer 1.

Seres et al. [71] identify the source and mitigation of this effect as the onboard-
ing process for new nodes. Implementations typically connect new peers to
important hub nodes to decrease their degrees of separation from the remainder
of the network. However, this increases the importance of these hub nodes and
undermines network resilience. If nodes are additionally connected to a subset
of random other participants, similarly to how the Layer 1 network behaves,
then routing around centralized failures becomes easier at the cost of higher
transaction routing latency.
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3.8 Checkpointing and Finality Gadgets

A major promise of traditional Byzantine consensus is the guarantee it places on
behavior. Once a new state has been committed, the correct nodes in the network
can rely on the fact that other correct nodes also agree. Additionally, the secu-
rity properties of protection against adversarial interference are provable under a
certain threshold of bad actors. While these strong characteristics can be benefi-
cial, they also incur added costs. As in NP problems, sacrificing guarantees for a
probabilistic approximation of optimality can substantially improve performance.
In this section, we examine the efficiency, costs, risks, and mitigations of proba-
bilistic finality in the context of blockchains [72].

3.8.1 Probabilistic Finality

Intuitively, a node’s confidence in a proposed block increases as it observes
additional confirmations from other nodes. In BFT approaches, nodes wait until
they observe sufficiently many messages that agree, and then commit the change
locally when there is no possibility for later disagreement, which approximates
a step function in confidence in the proposed value. As an alternative, nodes
may allow their confidence in a value to vary continuously, and then choose a
threshold at which to commit.

This is the approach adopted by proof-of-work systems. Since the likelihood of
discovering a block hash has been tuned, observing a message with a correct hash
is probabilistically likely to be one of only a few valid proposals during a consensus
round. Thus, observing only a few other confirmations from fellow nodes means
that with a high likelihood the block can be accepted.

In some cases however, competing, valid proposals may be propagating within
subgraphs of the overall network, a situation which may arise randomly but can
also occur through adversarial pruning of message propagation (as in Figure 3.6).
Even when many confirmations are observed for a given block, it may be the case
that the opposing subgraph is larger – when these two proposals are resolved, a
committed block that seemed quite likely would need to be reversed and replaced
with the opposing proposal. This process is called fork resolution and is a key chal-
lenge in highly distributed, loosely connected consensus.

These forks can sometimes persist for multiple rounds of consensus, especially
when the network is partitioned. As the lengths of the forks grow, the number of
“wasted” transactions (and computational validation) increases, since those must
be unwound and replaced when the forks rejoin. Additionally, if any real-world
goods or services are paid for in the rolled-back transactions, unwinding those
effects may be difficult or impossible. Thus, both reducing the likelihood of forking
and minimizing the length of these forks are desirable.
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Root
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Figure 3.6 Here, the chain forked twice before A and C were pruned, with a maximum
fork length of four blocks. Note that these forks can occur either stochastically or
maliciously, but resolution methods typically consider both cases.

3.8.2 Checkpointing

One approach for reducing the length of these forks is called checkpointing. Rather
than providing a guarantee about committed values after each round of consen-
sus, or eliminating the guarantee in exchange for increased speed, checkpointing
provides a middle ground in which guarantees are provided about some fraction
of the total blocks.

For example, Das et al. introduce a BFT-based “support service” which uses the
slower but guaranteed approach to seal blocks [73]. When nodes receive sealed
blocks from the service, they are guaranteed that transactions prior to that cannot
be reversed. However, the proposed approach is relatively general and requires
careful tuning of the components’ parameters to ensure that a balance between
security and performance can be achieved. Similar approaches [74] also leverage
the problem’s topological structure to provide guarantees.

Rather than reducing fork depth, Li et al. [75] attempt to detect malicious behav-
iors intended to create forks, allowing for penalties to be applied. They also apply
TEEs to prevent malicious collusion to create forks at a given chain height. These
approaches are particularly useful in Proof-of-Stake systems, where the costs for
creating eventually unwound forks are either uncollected or refunded – this is
sometimes called the “nothing at stake” attack, because there is no disincentive
to sign every fork you observe.

3.8.3 Finality Gadgets

An important component of any checkpointing scheme is the mechanism by
which the finalized state is selected. These tools are referred to as “finality
gadgets” [39] or “finality layers” [76], because they are usually unrelated to the
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underlying consensus mechanism, and are rather used in conjunction with other
protocols to introduce the concept of guaranteed finality.

The most well-known finality gadget is Casper [39], the mechanism which adds
checkpointing to the Ethereum blockchain. This involves several stages, including
when checkpoints are proposed, how conflicting votes are detected, and punitive
measures. To prevent adversaries from growing extremely long forks, so-called
“long-range attacks,” Casper asks validators to extend the fork with the greatest
length. If a validator submits conflicting votes, e.g. for two forks in contention for
the majority, then once the forks are resolved the staked value of the violator is
forfeit.

Another well-known finality gadget is GHOST-based Recursive ANcestor
Deriving Prefix Agreement (GRANDPA) [77], used with the Polkadot system.
Like other checkpointing mechanisms, it relies on concepts drawn from the BFT
literature but makes some changes to improve usability. Rather than requiring
all nodes to communicate, which may be impossible in practice due to network
issues, it instead introduces a weakly synchronous model in which time windows
are used to ensure progress toward consensus can be made. Individual nodes can
then tentatively accept proposed blocks while relying on confirmed block values
in cases where confirmation is required.

3.9 Bootstrapping

As previously mentioned in Section 3.4.3, participants can join and leave
blockchains at any time. The final impact of this design choice arises when
onboarding new nodes. Fundamentally, the ledger grows over time as it repre-
sents an immutable record of transactions that occurred. Thus, when new nodes
join a mature system, huge quantities of data might need to be transferred to
bring them up to speed with the current state of the existing node participants.
Beyond the data itself, the task of identifying and joining the communication
networks poses additional challenges both logistically and defensively.

This “bootstrapping” problem is related to, but slightly different from, the con-
sensus process itself because it does not necessarily require the nodes to come to
consensus immediately. Instead, incrementally approaching the current state of
the chain may be acceptable or even preferable. While this process has not received
as much attention as the throughput problem thus far, as ledger sizes grow, effi-
cient bootstrapping will become increasingly important.

3.9.1 Networking

When determining which networks to join, the fundamentally decentralized
nature of most blockchains suggests that centralized coordinators may not be
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used. However, in practice, hard-coded IPs are commonly used in many chains,
representing an undesirable point of failure when onboarding new nodes. Loe and
Quaglia [78] survey the blockchain landscape for these undesirable patterns,
and discuss Tor [79] and ZMap [80] as alternative mechanisms for establishing
communication with existing participant nodes. While Tor provides a robust
and censorship-resistant mechanism for discovery and bootstrapping, it also
introduces high latency and can be difficult to configure. Although promising,
the authors found ZMap was not able to successfully bootstrap, but could not
explain the failure, underlining the complexity of the network discovery phase.

3.9.2 Data

When a new node joins a blockchain network, it must construct the current
network state tabula rasa, usually requiring data from peers linear to the total
number of transactions ever recorded. To address the ledger size problem, Leung
et al. propose [81] to decouple the local wallet state from the global transaction
history. By doing so, only a much smaller amount of critical intermediary
information called “succinct ledger certificates” must be validated. Even still,
the number of balances stored is proportionate to the total number of transac-
tions – to mitigate this challenge, encoding mechanisms can be used to improve
propagation [82], sampling techniques can reduce the data which must be shared
[83], or sharding techniques can subdivide responsibility (see Section 3.6 for
more information). In practice, combining these techniques can reduce the data
required for bootstrapping by more than 90% [81], drastically simplifying the
initial consensus process.

3.10 Future Trends

Distributed ledgers encompass a rapidly evolving landscape, both in their own
features and capabilities, as well as the applications that leverage these techniques.
In the near future, changing trends in this landscape offer new opportunities for
future work.

3.10.1 Private Consensus

Many industrial and commercial environments deal with sensitive data, such as
manufacturing output, capital outlays, and other business-critical information.
In parallel, the emerging benefits of digital ledger technologies have increased
commercial interest in integration. Private and permissioned approaches [45]
partially solve this problem, but limit untrusted collaborations. Improvements in
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access control, data ownership, and transaction privacy [84] will pave the way for
significant new applications in the distributed ledger space.

Data committed to ledgers is both immutable and long-lived by design, and
in combination with publicly auditable blockchains, this can pose additional
data privacy concerns. Perfect forward secrecy describes a cryptographic prin-
ciple that if a key is compromised at some point in the future, all past ciphers
cannot be retroactively decoded. To extend the idea to a distributed ledger
context, identifying a single transaction of a user should not reveal all the
transactions of that user, for example. Some approaches have been proposed to
prevent this [85], but typically require extensive cryptographic operations that
impose additional restrictions, such as limiting throughput, and may still be
ineffective [86].

3.10.2 Improved Oracles

Use cases for distributed ledger technologies often replace or augment existing
approaches: cryptocurrencies and banking, asset traceability and logistics man-
agement, or smart contracts and legal contracts. In many of these cases, connecting
the content of the ledger with a real-world asset, event, or outcome can prove
difficult. These linkages, called oracles, provide a great opportunity for growth
and future research, but the difficulty in addressing latency, accuracy, flexibil-
ity, and authenticity concerns, referred to as the “blockchain oracle problem,”
remains a challenge. Although many existing works have attempted to tackle the
problem, reliability issues and inflexible enforcement mechanisms continue to
persist [87].

3.10.3 Streaming Consensus

The proliferation of Internet of Things (IoT) devices has produced an influx of
new data streams. However, the integrity of such data poses challenges to existing
consensus mechanisms, as the speed of both generation and validation must be
extremely high. For example, consider a video surveillance system from a network
of cameras [88], or a live broadcast [89] – approaches that can validate the authen-
ticity of these streams in an online fashion are only recently appearing in the
literature.

Beyond validating the authenticity of these data, additional post-processing
and interactions are also possible. Consider a marketplace that authenticates,
regulates, and incentivizes the deployment and collection of sensing nodes [90].
Distributed ledgers play a role in collecting, routing, and validating this data from
the producing nodes to the correct buyers in a near-real-time way, providing a
robust oracle-like layer for real-world sensing.
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3.11 Conclusion

In this chapter, we provided an overview of the fault-tolerant and Byzantine
consensus, especially within the context of distributed ledger systems and
blockchain. We have seen that, through the use of proof mechanisms, Nakamato
consensus and its variants prevent Sybil nodes from disrupting consensus by
outnumbering correct participants. Yet, the communication and computation
costs underlying these consensus protocols cause blockchain-based systems to
suffer from significant scalability problems. In this chapter, we also discussed the
current proposals to deal with these scalability problems.
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The distributed ledgers technology (DLT) [1] refers to decentralized technological
infrastructure and protocols that allow all participants in the connected system
to access, verify, and store updates in an immutable and traceable way across the
whole decentralized system. Blockchain technology [2] is a typical example of
DLT that can record, validate, and store transactions using cryptographic [3] hash
signatures. In DLT, each distributed participant, as a ledger, is able to process
and verify every transactional item that can be processed based on a consensus of
multiple participants. Unlike the central authority-based ledger systems, which
need a central authority to validate the authenticity of transactions recorded in
the ledgers, the DLT utilizes cryptography algorithms to automatically access,
validate, and record transactions based on a specific consensus algorithm in the
decentralized network [4].

As a typical DLT implementation, the blockchain bundles transactions into
“blocks” that are “chained” together through their respective cryptographic
hashes. Blockchain technologies have attracted much attention across industries
and sectors, such as cryptocurrencies, supply chains, finance systems, and bank-
ing systems [5]. The DLT has great potential to improve the way of governance,
institutions, and corporations work by offering a way to securely and efficiently
create a tamper-proof record of sensitive actions and activities. In recent, DLT
has been widely researched and several distributed ledger solutions have been
developed, such as Hyperledger Fabric, Ethereum, Quorum, and R3 Corda.
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The DLT is based on cryptography algorithms [6], decentralization networks [7],
and consensus protocols [8], which ensure trust among participants through fair
execution of transactions. Data in DLT is structured into chained blocks inherent
security properties. Each new block is chained to all the blocks before using a cryp-
tographic chain in such a way that it is nearly impossible to tamper with the data
stored in the ledger [9]. All transactions within the blocks are validated and agreed
upon through a consensus mechanism, ensuring that each transaction is correct
and true. According to the nature of the DLT, there is no single point of failure, and
a single user cannot change the record of transactions. However, DLT-based tech-
nologies are different with many critical security aspects. In DLT or blockchain,
the data is organized by cryptographically connected chained blocks, and each
new block connects to the blocks chained before it in a cryptographic chain [10].
In this decentralized system, a single point of failure at each participant cannot
change the record of transactions.

This chapter has been divided into three distinct sections. Following is an
overview of content covered in each section:

Section 4.1 explains the evolution of distributed databases into blockchain
and DLTs. It also elaborates the differences between distributed databases,
blockchain, and DLTs. After presenting the idea of the CAP theorem [11], it
further elaborates the relationship of three basics pillars of the CAP theorem,
viz. (i) Consistency (C), (ii) Availability (A), and (iii) Partition Tolerance (P).
Section 4.1 also explains the constraints of DLTs for supporting only two of the
three features of the CAP theorem and focuses on the three mechanisms of the
PoW (Proof of Work) [12], PBFT (Practical Byzantine Fault Tolerance) [13],
and TDAG (Transactions-based Directed Acyclic Graph) [14] for, respectively,
achieving the AP, CP, and CA. This chapter will introduce the detailed DLT
with respect to the CAP theorem along with its associated security and privacy
issues in the DLT.

4.1 CAP Theorem and DLT

Figure 4.1 depicts the blockchain as a subset of the DLTs that is a further subset
of the DDBS (distributed database systems). However, the origin of DLTs lies
in the blockchain and that of blockchain in the DDBS [15]. Hence, the DDBS
initially evolved into the blockchains that further gave rise to the DLTs. Therefore,
this section initiates by presenting the evolution of DDBS to the blockchain
and then extends that discussion to the transformation of blockchains to
the DLTs.
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DDBS DLT Blockchain

Figure 4.1 The evolution of DLT (distributed ledger technology) to blockchain and
distributed database system (DDBS) and relationship of DDBS, DLTs and blockchain.

4.1.1 Distributed Database System (DDBS)

A database is an application that abstracts the operations of data handling
of a system. With the tremendous growth in the data generation capabilities,
databases encounter the requirement of data and computation scaling at a scale
that can be tackled through vertical scaling only. Vertical scaling is a technique
that refers to the improvements in the system capabilities that are hosting a
database application. Hence, a horizontal scaling approach needs to be adopted
for supporting the increasing burden of data management.

The horizontal scaling approach utilizes multiple computing nodes for dis-
tributing the computational load across multiple machines. The implementation
of a horizontal scaling approach is comparatively simpler for stateless applications
that only require the load balancing of the computation across different com-
putational nodes. However, it is quite challenging for stateful applications that
require the load balancing of both computation and storage. DDMS (Distributed
Database Management System) [16] comes in handy for the stateful application
by supporting the horizontal scaling of data management on multiple nodes.

4.1.2 Evolution of DDBS to the Blockchain

A blockchain can be considered as an improved version of a DDBS with some extra
constraints. A database offers all four CRUD (Create, Read, Update, and Delete)
operations, while a blockchain only supports the create and read operations. We
can also achieve the update operation in the blockchains by appending the new
values in the ledger of the blockchain. However, the old values will also remain
available in the ledger and new updated values will not be able to replace the old
values in the ledger.

4.1.3 Public vs Permissioned Blockchains

Figure 4.2 shows three broader categories of blockchain solutions, viz. (i) public,
(ii) permissioned, and (iii) hybrid. Public blockchain solutions extend to the
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Blockchain

Public Permissioned

Permissionless Permissioned Hybrid Consortium Private

Figure 4.2 Types of blockchains.

permission-less [17] (which is mostly interchangeably used for public blockchain)
and public-permissioned blockchain that is a relatively new idea for referring to
the without barrier entry of identifiable nodes in a public network. Similarly,
permissioned blockchain solutions extend to the private (usually referred to
as a read-only copy of a distributed database) and a consortium blockchain
where a group of known members takes the administrative decisions of
a blockchain.

The hybrid blockchain is a relatively new addition to the blockchain arena.
It refers to a collection of multiple blockchain ledgers under a single umbrella.
According to Figure 4.2, a hybrid blockchain solution may access both public and
permissioned blockchain solutions. Hence, a hybrid blockchain can simultane-
ously act as a public blockchain and a permissioned blockchain, depending upon
the operational configurations at any specific time interval.

4.1.4 Evolution of Blockchain to the DLTs

A blockchain is just like a data structure of a link-list where the blocks of data
are linked in a chain and are secured through cryptographical hashes. However,
more data structures are proposed for offering similar features to a blockchain
system. These systems are known as the DLTs and are considered as the superset
of the blockchain systems. IOTA is an example of such a system that uses the
data structure of a DAG (Directed Acyclic Graph), instead of the link-list, to offer
features similar to the blockchain. Section 4.6 covers the DLT solution of IOTA in
more detail.

4.2 CAP Theorem

Figure 4.3 presents an overview of the CAP theorem [18] that contains three com-
peting properties of Consistency, Availability, and Partition tolerance. These three
properties can be achieved in a centralized system but are not achievable in a dis-
tributed system. Only two of the three CAP properties can be strongly achievable
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Figure 4.3 An overview
of CAP theorem.
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in a distributed system. Hence, a trade-off for one of the properties is necessary to
achieve for claiming the remaining two properties in one of the three pairs of CA,
CP, or CA. The decision of this trade-off drastically affects the overall behavior of
a distributed application. Therefore, the particular requirements of an application
dictate the decision of this trade-off.

4.2.1 CAP Theorem and Consensus Algorithms

Figure 4.4 shows a triangle with three properties of the CAP theorem. Each of
these three properties can be combined in three different pairs that are reflected
in the diagram. Each of the three dimensions of the CAP theorem refers to three
different types of consensus algorithms. Each consensus algorithm further gives
rise to a different set of properties that are covered in detail in Section 4.2.

4.2.2 Availability and Partition Tolerance (AP) Through PoW

The consensus algorithm [19] used in the first generation of blockchain solutions
is known as the PoW (Proof of Word). It follows the order-execute model which
ensures the ordering of transactions before executing these. It was not only the
pioneer consensus algorithm in the DLT world but also the most popular consen-
sus algorithm to date. The consensus algorithm of PoW follows the properties of
AP after compromising the property of consistency. More details of this consensus
algorithm and associated properties are covered in Section 4.4.
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Figure 4.4 DLT solutions against each of the three compatible pairs of the CAP theorem.

4.2.3 Consistency and Partition Tolerance (CP) Through PBFT

The consensus algorithm of PBFT achieves the CP properties after compromis-
ing the property of availability. It follows the execute-order-validate approach in
which the execution of transactions takes place before the ordering of that trans-
actions. This execute-order-validate approach was introduced in the Hyperledger
Fabric first. More details of this consensus algorithm and associated properties of
the Hyperledger Fabric 1.x and 2.x are covered in Section 4.5.

4.2.4 Consistency and Availability (CA)

The consensus algorithm used in IOTA [20] is based on a transactional graph
known as TDAG or Tangle. It achieves the CA properties after compromising the
property of partition tolerance. More details of its consensus algorithm and asso-
ciated properties are covered in Section 4.6.

4.3 Security and Privacy of DLT

It is important to understand the security requirements of DLT and identify the
type of vulnerabilities. This section, will introduce the basic security properties of
DLT, specifically focuses on Blockchain.
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4.3.1 Security Differs by DLT

As one type of distributed ledger, blockchain networks may be different in the
way that each participant access the data. Blockchain networks typically can be
categorized into public network or private network depends on the permission and
access the network. Public blockchain networks allow anyone to join them and
validate transactions, which allow anonymous public participants access, such as
bitcoin networks. In private blockchain networks, only confirmed participants are
permitted to maintain the transaction ledger and access the network and achieve
consensus through a process called “selective endorsement.” Both public DLT and
private DLT can achieve greater decentralization and distribution.

4.3.2 Security and Requirements for Transactions

The security and privacy requirements for transactions can be categorized into
following aspects [21]:

● Consistency of Ledger across institution. Different institutions have their own
requirement based on the architecture and business processes; however, the
inconsistencies between ledgers may cause errors.

● Integrity of transaction, the blockchain system should be able to guarantee
integrity of transactions and prevent tempering.

● Prevention of double-spending. Double spending is one of key challenges in
DLT and robust security mechanisms and countermeasures need to be imple-
mented in DLT to prevent spending a coin more than once.

● Unlikability of Transaction. In DLT, a participant should require that transac-
tional records related cannot be linked to prevent inferring other information
about the specific participant, e.g. account balance, user type, and frequency of
transactions, etc.

4.3.3 Security Properties of DLT

A DLT system involves many security properties. Table 4.1 summarizes the
security properties in DLT. Basically, the security properties in DLT can be
classified into consistency, tamper-resistance, DDoS attack resistance, resistance
to Double-Spending Attacks, Majority (51%) attack Resistance, Consensus Attack,
and Pseudonymity [22].

Main security and privacy properties [23] in DLT can be summarized as

● Consistency: In DLT, the consistency denotes to the property that all partici-
pants have the same decentralized ledgers when they access the DLT at the same
time. The eventual consistency model is proposed to balance between availabil-
ity (A) and consistency (C), in which the performance (e.g. latency/availability)
is a key challenge.
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Table 4.1 Security and privacy requirements, properties, and techniques in DLT.

Requirements Properties Corresponding techniques

Blockchain • Consistency • Consistency • Consensus protocols
• Integrity • Tamper-resistance • Hash algorithm
• Availability • Resistance to DDoS • Signature

Needs to be • Un-linkability • Unlinkability • Signature
enhanced • Confidentiality • Majority attack • HE

• Consensus algorithms

Source: Adapted from Zhang et al. (2019).

● Tamper-resistance: It means the resistance to the intentional tampering from
the network to an entity by either the participants or the adversaries with
access to the DLT entity. The tamper-resistance is usually used to guarantee
that transactional data stored in DLT cannot be tampered during/after the
process of block creation. Usually, there are two possible tampering ways for
transactions: (i) attempts to tamper with information of received transactions;
(ii) attempts to tamper with the information stored on the DLT [24].

● Resistance to DDoS attacks: Unlike the DoS attack, which refers to
denial-of-service attack on a host, the DDoS refers to “distributed” DoS attack
to a victim. A DDoS attacker focuses on the availability of DLT and is related
to the question of whether a DDoS attacker can make the DLT unavailable by
knocking out a partial or the whole network [25]. A cyber-attacker aims at
making DLT offline by compromising the availability of computation resources
of participants.

● Resistance to double-spending attacks (DPA): In DLT and blockchain,
the double-spending is one of key attacks, in which an attacker can cre-
ate/send a copy of the transaction to make it look legitimate [26]. To prevent
Double-Spending Attacks [27], DLT and blockchain systems (e.g. Bitcoin)
need to evaluate and verify the authenticity of each transactions using the
transaction logs in its blockchain with a consensus protocol, in which all
transactions are included in Blockchain and the consensus protocol allows
every participant to publicly verify the transactions in a block before com-
mitting the block into the global block. By combining transactions signed
with digital signatures [28] and public verification, DLT can be resistant to
the DPA.

● Resistance to the Majority Consensus Attack (MCA) [29]: The MCA, also
called 51% Attack, means the risks of cheating in the majority consensus proto-
col. If a powerful user/group is able to control the whole DLT network, then the
consensus protocol will be compromised.
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● Anonymity and pseudonymity: In DLT systems, transactions are traceable,
which may compromise the privacy of users. DLT uses pseudonyms for privacy
to shield identity of user as part of self-sovereignty.

● Other security and privacy properties in DLT includes unlinkability, confiden-
tiality of transactions and data privacy, etc.

4.3.4 Challenges and Trends in DLT Security

It is a challenging task to achieve security and privacy protection in a DLT system
that needs to meet multiple security and privacy requirements [30]. In this chapter,
we summarized three remarks to achieve this:

● To achieve security and privacy of DLT is a complicated task and appropriate
techniques should be applied based on the security requirements and the
context of applications. The security and privacy protection needs to combine
multiple techniques, e.g. HE [31], ABE [32], and SMPC [33].

● The efficiency and security needs to be well trade-off in complicated DLT sys-
tems, specifically at the “thin node” and “full node.”

4.4 Security in DLT

This section will introduce details of the security in DLT and blockchain. Basically,
the DLT security involves the five aspects:

4.4.1 Governance Scenario Security

The DLT ecosystem rules and permission manage onboarding of participants into
the network and the roles within the network, which involves following security
features

● identity and access management
● key management over physical level security
● security guidelines and policies in organizations
● Security Information and Event Management (SIEM)

4.4.2 DLT Application Security

The DLT widely uses smart contract to conduct automatically agreements between
parties to manage the access, application data, third-party apps, etc. over the plat-
form. The related security features include

● DLT application security
● Code security
● Third-party application security and vulnerability assessment
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4.4.3 DLT Data Security

Data generated in DLT is stored on the chain that can be encrypted individual and
aggregated into the chain blocks, which involve following security features:

● data encryption and key management
● data privacy regulations and guidelines
● off-chain data security

4.4.4 Transactions Security

In DLT, each participant commits transactions to decentralized ledgers with con-
sensus algorithms; to this end, the security considerations include:

● secure and reliable consensus algorithm against double-spending, censorship
● fork management and maintenance

4.4.5 DLT Infrastructure Security

In a DLT ecosystem, participant nodes reside in blockchain networks and systems,
and communicate to each other through the public or private connections.

● auditing, monitoring, and logging
● node security and management
● network vulnerability assessment.

4.5 Privacy Issues in DLT

In DLT, privacy is the capability to choose whether information is disclosed to
others and determine how it issues. This section raises the privacy questions and
focuses on key features associated with DLT. The distribute aspect of DLT means
that each participant that processes transactions and builds the blockchain neces-
sarily has access to the data itself, which means the DLT is publicly available and
every transaction/event can be traced back to the original genesis block.

Another issue is that the pseudonymous location of data makes it a big concern
in terms of it being open for scrutiny by everyone. The public nature of DLT
makes the privacy-preserving very challenging. This section summarizes the key
data privacy issues in DLT.

● Many DLT applications are based on the mobile/IoT devices, in which sensitive
data faces the threats of breaches and compromises by the third-party apps that
can collect and control massive amount of sensitive data [34].
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● Privacy issues in DLT systems, including smart contract, consensus mechanism,
data controller, data processor or service, etc.

● Privacy issues raised in the operation of DLT. The public or permission-less DLT
applications allows everyone in any location to access and participate in the net-
work; these activities may cause risks with traditional centrally administered
mode.

● Recent data privacy law. Recently, a number of data privacy regulations have
been proposed to address a general policy and regulatory concerns. Some key
issues between DLT and data privacy requirements have been raised, e.g. how to
identify data controllers and processors in DLT implementations, and territorial
implications.

Recently, a number of privacy-preserving solutions have been proposed for DLT
and its applications: Baskaran et al. [35] introduced an access control moderator
and off-blockchain solution to address the decentralizing privacy and trust in a
third party. In [36], local private blockchain is used to keep track of transactions
and enforce nodes access control policy to address the data privacy in DLT.
Kaaniche and Laurent proposed a cryptographic protocol between blockchain
and users to preserve the transactional privacy of smart contract [37]. In [38], the
secure multi-party computation is used to address the privacy of raw data in DLT.

4.6 Cyberattacks and Fraud

The DLT technology is believed to be a tamper-proof ledger of transactions, while
DLT networks are not immune to cyberattacks and fraud. In this section, we will
simply introduce the vulnerabilities in Blockchain infrastructures.

● Code exploitation
● Stolen keys
● Employee computer hacked
● Data access and Disclosure.

Cyberattacks have become increasingly targeted and complex due to more sophis-
ticated malware

4.6.1 Challenges

The self-descriptive title of the DLTs depicts their inherent nature of distributed
ledgers. Hence, it is crucial to assert strong security and strong privacy-preserving
policies for gaining the trust of the stakeholders of a DLT solution. However,
the data distribution through the shared ledger makes it challenging to estab-
lish the security and privacy of a DLT solution. This chapter focuses on the
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stated challenge and presents an overview of the state-of-the-art mechanism of
well-established solution DLT solutions in the market. It will be helpful for both
academic researchers and industrial practitioners in understanding the current
market trends for managing the security, privacy, and trust of a DLT solution.

4.6.2 Key Privacy and Security Techniques in DLT

As mentioned above, it is very important to leverage the security and privacy and
the usability in DLT. This section will introduce the techniques to enhance the
security and privacy of DLT.

● Mixing: The DLT usually does not guarantee anonymity for users (but pro-
vides traceability for transactions), in which transactions use pseudonymous
addresses that could be publicly verified. Mixing (or tumblers) is a technique
of random exchange of information between users to prevent users’ addresses
from being linked, which is widely used in the crypto-currencies. Typical mixing
techniques include Mixcoin, CoinJoin, etc.

● Anonymous signature: In DLT, anonymous signature schemes (group signa-
ture, ring signature) were proposed to provide anonymity for the signer.

● Homomorphic encryption (HE): HE has been significantly improved
recently and has becomes a powerful cryptography technique that can perform
computations directly on ciphertext without needing decrypt them. The DLT
can use HE techniques to deal with data over the chain with no significant
changes in the blockchain properties to ensure that the data on the chain will
be encrypted. This could address the privacy concerns. The HE techniques
provide privacy protection and allow access to encrypted data over public DLT.

● Attribute-based encryption (ABE): The ABE is a public-key encryption
method in which the secret key of a user and the ciphertext are dependent
upon attribute. In DLT, the decentralized ABE can be employed, in which the
permissions could be represented by the ownership of access tokens.

● In DLT, the trusted execution environment (TEE) could provide a privacy-
preserving running environment for smart contracts. However, it needs extra
software support, such as the Intel software guard extensions (SGX).

4.7 DLT Implementation and Blockchain

In this section, we focus only on the DLT solutions that have been well estab-
lished in the crypto market. We do not cover the solutions that are in the
proposal or research phases. For example, a research project of zkLedger utilizes
zero-knowledge proofs for the auditing of the private data stored on the ledger.
However, we do not cover this project since it has no industrial footprint yet.
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Figure 4.5 Flow of content for the section of implementations of different DLT solutions.

Similarly, from each discussed category of the DLTs, we focus on the most
popular and successful DLT solution or framework, as shown in Figure 4.5. For
example, there are many projects under the umbrella of hyperledger, but we only
cover the most popular option of hyperledger fabric in Section 4.5.

4.7.1 Cryptocurrencies and Bitcoin

The first generation of blockchain solutions was focused only on a single
application of financial services through virtual tokens that are known as cryp-
tocurrencies. The consensus algorithm is the main contributing feature of the first
generation of blockchain solutions, and it provided the technical foundations for
offering public blockchain solutions of cryptocurrencies. Thousands of different
cryptocurrencies were launched to date. However, bitcoin was the first and most
popular cryptocurrency that we are going to cover in this section. We will also
cover the two privacy coins of Monero and zcash in this section.

4.7.1.1 Origin of Blockchain
Bitcoin was the first project to initiate the idea of blockchain in 2009. It operates
over the PoW that provides the basis for the collaboration of independent and
non-trusted entities to execute the transactions in a distributed manner. Although
PoW usually refers to serve as a consensus algorithm in theory, it is just a Sybil con-
trol mechanism that combines with the idea of the selection of the longest chain
for practically serving as a consensus algorithm.



�

� �

�

104 4 Security, Privacy, and Trust of Distributed Ledgers Technology

4.7.1.2 Bitcoin
Although bitcoin is believed to be the most secure blockchain solution, it has the
following shortcomings regarding security, privacy, and trust:

● Security: Bitcoin is the most secure blockchain solution. However, it operates
over a very costly mining algorithm of the nonce (number of ones) finding. Fur-
thermore, this PoW needs to combine with the selection of the longest chain to
serve as a consensus mechanism. It results in some issues like selfish mining
strategies, withholding, towing, and temporary shutdown tactics. These issues
allow the groups with huge mining capabilities to influence the consensus algo-
rithm for their interests. However, the number of minable coins is reducing over
time and will eventually result in the depletion of all the minable coins. Hence,
the severity of the listed problems will automatically keep on reducing.

● Privacy: Bitcoin offers pseudo-anonymity by representing users with unique
arbitrary hashes that can be traced by linking multiple transactions listed in the
ledger of bitcoin. Furthermore, the privacy of stored data is preservable through
the POE (Proof-of-Existence).

● Trust: Although bitcoin is the most trusted cryptocurrency, a few of the reported
shortcomings may result in an uneven distribution of coins during the mining
process that we discussed in the security issues. However, these minor issues are
not well known and thus the bitcoin is the most trusted cryptocurrency to date.

4.7.1.3 Monero
Monero [39] is a privacy coin that shines in handling the privacy of the end-users.
It is the most popular cryptocurrency that ensures the anonymity of the
stack-holders. Dash [40] and z-cash [41] are also the two privacy coins. However,
the dash is lagging in popularity, whereas the z-cash offers both open and stealth
transactions. Hence, we discuss the Monero and z-cash in this section. Details of
Monero are given below:

● Security: Monero shifted to the mining algorithm of RandomX [42] in Novem-
ber 2019 that encourages CPU mining by resisting ASIC mining. A couple of
vulnerabilities have been reported and successfully patched in Monero’s algo-
rithm before that. Monero is lesser mature since it was launched five years after
the bitcoin in 2014. Its algorithm is also more complex than the bitcoin. Hence,
there are more chances of zero-day vulnerabilities in Monero that makes it lesser
secure than Bitcoin.

● Privacy: Monero is the most popular privacy coin on earth. It earned this title
by offering full anonymity to the end-users performing transactions through
this coin. Monero achieves this anonymity through Stealth addresses along with
a non-interactive zero-knowledge proof (NIZKP) [43] protocol implemented
as a bulletproof algorithm. However, its privacy feature is only limited to the
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anonymity of the end-users. For the privacy of stored data, similar to bitcoin,
Monero also depends on the POE.

● Trust: Monero is well trusted by the end-users. However, the regulatory bodies
are not ready to trust Monero due to its non-compliance with AML (Anti-Money
Laundering) laws since it resists the notion of KYC (Know Your Customer) by
offering full anonymity to the end-users.

4.7.2 Blockchain and Smart Contracts

The second generation of blockchain focuses on multiple applications based on
cryptocurrencies. Smart contracts are the main contributing feature of this gener-
ation, which provides the technical foundations for offering public/permissioned
blockchain solutions for DApps (Distributed Applications) only.

The second generation of blockchain solutions exploits the potential of smart
contracts for innovating solutions alongside cryptocurrencies. ETH appeared in
2015 as a pioneer of the second generation of blockchain solutions by offering
JavaScript-inspired programming language of solidity for writing smart contracts.

Forbes found more than 100 large American corporations that were actively
exploring blockchain technology in 2019, and many of them focused on the
ETH network. Since ETH was the first second-generation blockchain solu-
tion, it presents few lessons that are adaptable in the feature versions of the
second-generation blockchain solution. Hence, it was devised to proceed with
two independent versions of ethereum classic (ETC) and ethereum (ETH). This
section covers both of these versions of ETC and ETH in detail.

4.7.3 Typical Blockchain Systems

4.7.3.1 Ethereum Classic (ETC)
ETC [44] is an open-source solution that powers the public blockchain network of
ETC. It can also be used for establishing private blockchain networks. Next is the
discussion on the security, privacy, and trust features of the first version of ETH.

● Security: After the first year of its launch, the ETH underwent a 51% percent
attack on DAO (Decentralized Autonomous Organization) in 2016 that resulted
in the splitting of ETH into ETC and ETH. ETC has also gone through three
consecutive 51% attacks in one month of August 2020. It reflects the vulnerabil-
ity of smart contracts and ETH is shifting to POS in its next version of ETH 2.
Unfortunately, ETC is not backward compatible with ETH, so it will not be able
to take advantage of ETH’s migration to the POS.

● Privacy: Same like first-generation blockchain platforms, ETH is pseudony-
mous and it also depends on the POE for ensuring the privacy of the stored
data.
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● Trust: Due to the hard-fork of ETH from ETC, the community has observed
the vulnerability of taking drastic decisions by neglecting the opinion of others.
This becomes a more serious concern in the next version of POS-based ETH
where larger stakeholders can also influence the future decisions of the ETH
that eventually leads to lesser decentralization.

4.7.3.2 Ethereum (ETH)
ETH originated as a result of a hard-fork of ETC. It is better than ETC and therefore
more trusted by the industry as compared to the ETC. However, it has privacy
controls similar to the ETC.

4.7.3.3 Extensibility of Blockchain and DLT
The third generation of blockchain focuses on the interoperability of multiple
applications without being dependent on cryptocurrencies. The flexibility for
custom policies and consensus algorithms is the main contributing feature of
this generation, which provides the technical foundations for offering permission
blockchain solutions that can exist without cryptocurrencies.

4.7.4 Origin of Blockchain 3.0

The blockchain framework of fabric is operated by the Linux Foundation under
the umbrella of the hyperledger ecosystem. The initial modular structure of
hyperledger fabric [45] was contributed, in 2016, by IBM and digital assets for
giving an improved version of blockchain solutions that are not primarily focused
on the digital assets of tokens or cryptocurrencies. Hence, it inherently differs
from the first two generations of blockchain as the first generation was only
based on cryptocurrencies, while the second generation was an extension of the
cryptocurrencies with an extra layer of smart contracts. However, the advent of
third generation, in the form of hyperledger ecosystem, was not targeting the
cryptocurrencies. Hence, end-users can very easily develop tokenless blockchain
solutions that can operate without the need for any cryptocurrencies. The hyper-
ledger ecosystem contains many other tools, frameworks, and libraries while we
will be targeting its most popular framework of hyperledger fabric.

4.7.5 Overview of Hyperledger Fabric

ETH (a public, permissionless blockchain) and Quorum (private, permissioned
blockchain based on ETH code) are based on execute-order architecture. Some
of the limitations that this introduces are sequential execution of all transactions
which directly affects transaction throughput. The main concept that differenti-
ates Hyperledger Fabric from other blockchains is its execute-order-validate archi-
tecture. Transactions in Hyperledger Fabric do need not be executed by each peer.
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We can define the endorsement policy that specifies which peer nodes have
to execute the transaction and give their endorsement. This means that we can
define a subset of peers to execute (endorse) a given transaction and satisfy the
transaction’s endorsement policy. Therefore, this allows for parallel execution of
transactions and directly boosts performances of the system. Hyperledger sepa-
rates transaction flow in three distinct steps:

● Transaction execution: In this initial phase, the client collects the predefined
number of endorsements from the nodes that are already designated as the
endorser nodes. These nodes execute the corresponding smart contract and
return a stamped version to the requesting client.

● Ordering: The same client again sends all the collected endorsements to the
predefined orderer node that forwards it to random validating nodes.

● Transaction validation: These nodes discard or successfully execute the trans-
actions over the distributed ledger after validating that all the requirements of
the consensus algorithms have been met. The collection of a specific number of
endorsements in the first step is also dictated by the consensus algorithm.

4.8 DLT of IOTA Tangle

All of the previously discussed solutions are both DLTs and blockchain-based
solutions. However, in this section, we are going to introduce the DLT solution of
IOTA Tangle which is not a blockchain. It is a tailored solution for IoT devices that
compromises the partition tolerance for achieving the consistency and availability
features of the CAP theorem.

The solution of IOTA is based on a DAG Tangle technology. The word IOTA
refers to both the parent organization and the associated token while the tangle is
the protocol and the underlying ledger in the form of a graph. In this graph, the
nodes at one end are not entirely aware of the state of the other end of the graph.
This is in contrast to the blockchain where all the nodes have exactly similar views
of the ledger.

In IOTA, the transactions of different sections of a graph are kept on synchro-
nizing but time spent during this transaction results in the emergence of new
transactions at the remote ends of the graph. Hence, different nodes view the
different states of the graph at a single time interval. Since IOTA compromises
the partition tolerance, thousands of transactions can be executed per second at
different ends of the graph. IOTA is also a highly scalable solution as it requires
every transaction initiation node to validate two other transactions, originated by
the different nodes, for showing the PoW. This gives IOTA an option to operate
with zero fees as compared to the other blockchain-based DLT solutions.
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In terms of security, smart contracts are landed in the IOTA world recently in a
pre-alpha release in October 2020. Hence, these will take time in getting mature
and gaining the trust of the audience. Similarly, the IOTA is more vulnerable
than the other discussed blockchain-based solutions because it only requires
34% of the total hashing power for taking the control of tangle which is 51% for
the blockchain-based solutions. This is because each one node is validating the
transactions of the two other nodes. Hence, almost one-third of the malicious
nodes of the total nodes will be enough for performing the 51% attack in IOTA.
In contrast to the blockchain solutions, IOTA claims to be the quantum resistant
since it uses the trinary or balanced ternary computations while blockchain only
uses the standard binary cryptographic computations.

4.9 Trilemma of Security, Scalability,
and Decentralization

According to Vitalik Buterin, the founder of ETH, it is not possible to equally opti-
mize the three crucial attributes of security, decentralization, and scalability in a
blockchain system. Hence, more and more blockchain projects (like Cardano and
Polkadot) are originating after tweaking different parameters for trying to optimize
all of the features of security, decentralization, and scalability at the same time.
Here we are going to explain it with the examples of first- and second-generation
blockchain solutions.

4.9.1 First-Generation Solutions: BTC/BCH

The Bitcoin (BTC) operates with a block size of 1 MB while a movement was
started to increase the block size of BTC for improving its transaction rate.
However, due to a disagreement in the bitcoin community, a hard fork of BTC
happened with the title of Bitcoin Cash (BCH) at block number 478559. BCH
increased the BTC block size from 1 MB to 8 MB which resulted in improving the
transaction rate from 7 transactions per second for BTC to 116 transactions per
second for BCH. Although BCH has achieved improvements in transaction rate,
they compromised the decentralization but collecting more transactions at the
same node. The tremendous popularity of BTC proves that decentralization is
very important for winning the trust of the audience.

4.9.2 Second-Generation Solutions: ETH/BSC

To reduce the higher gas price of ETH, Binance launched an exact clone of
opensource code of ETH project with less gas price by compromising the
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decentralization, under the title of BSC (Binance Smart Chain). Again the tremen-
dous popularity of ETH shows that the crypto community trusts decentralized
solutions.

4.9.3 Threats in DLT and Blockchain Networks

Like other DLT and blockchain networks, following threats are common [46]:

● Spoofing: Malicious attackers pretend to be or impersonate an authentic user.
The HLF attempts to mitigate this with having a high-quality CA built in using
the highest quality certificates X.509.

● Tampering: The HLF uses the built-in encryption like sha-256 or elliptic curve
cryptography algorithms.

● Repudiation: The HLF uses a built-in strict logs to track events that lead to
ledger creation.

● Replay attacks: In some case, the replaying of events will corrupt the
blockchain itself. The HLF has read/write sets to validate transactions and if
transactions fail, read sets invalidate the transaction.

4.10 Security Architecture in DLT and Blockchain

In many DLT application scenarios, the security standards and regulations are still
in its infant stage. This section will introduce the security architecture in DLT and
blockchain that can help to establish a secure environment by leveraging the cyber-
security risks, best practices, and risk mitigation. Basically, a DLT system requires
assessment, authorization, authority to operate processes to determine whether
they comply with security regulation and privacy requirements (e.g. GDPR), and
security on DLT entities (e.g. Blockchain networks, participants, actors, etc.).

Figure 4.6 shows an example of security architecture in a DLT application, which
contains three key components [47]:

● Risk management and scrutinizing
● Threats analysis and model
● Security controls that mitigate the risks and threats

Physically, it can be implemented over a four-layer architecture:

● DLT network layer: It consists of data representation and network services
planes, which deals with the storage, encoding, and protection of data, while
the network services focus on discovery, communication with protocol peers,
addressing, naming system, etc.
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Figure 4.6 DLT security architecture.

● Consensus layer: This layer focuses on the dynamic protocol of reaching agree-
ment in a group, which can be classified into three main categories according to
the protocols: Byzantine Fault Tolerant, PoR, POS.

● Application layer: It contains the most common application/services.
● The state management machine (SMM): It deals with the interpretation of

transactions.

4.10.1 Threat Model in LDT

Together with the potential benefits, the DLT technologies are also facing a num-
ber of potential threats and attack vectors [21], as shown in Figure 4.7. Like other
IT systems, the LDT security threats can also be mapped to the Spoofing, Tamper-
ing, Repudiation, Information disclosure, Denial of service attacks, and Elevation
of privilege (STRIDE) threat model developed by Microsoft.1 The STRIDE model
can be used to address the relationships between entities in LDT, review threats
and weakness related to these relationships, and propose appropriate mitigation.

The DLT applications often incorporate with existing IT systems, such as
authentication, identity management systems, access control system, regulatory,
log and auditing system, and public crypto key system. Aligning with existing
system, threats needs to be addressed in the DLT system, as shown in Figure 4.7,2

1 https://www.howardposton.com/blog/threat-modeling-for-the-blockchain.
2 https://developer.ibm.com/technologies/blockchain/articles/how-to-secure-blockchain-
solutions/.

https://www.howardposton.com/blog/threat-modeling-for-the-blockchain
https://developer.ibm.com/technologies/blockchain/articles/how-to-secure-blockchain-solutions/
https://developer.ibm.com/technologies/blockchain/articles/how-to-secure-blockchain-solutions/
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Figure 4.7 Threat model in DLT. Source: Based on [2].

in which it is important to fully understood the new threat landscape, new
vulnerabilities in DLT infrastructure and tampering with smart contract. For
a DLT application, it is not infeasible to build a universal threat model, and
specific threats analysis should be conducted based on the application. Also, it
is necessary to ensure a secure system environment for a DLT application to use
corporate security standards.

4.11 Research Trends and Challenges

One of challenges that the DLT is facing is lack of clarity on the terminology. The
DLT has been discussed for a long time; however, there is a big gap between the
technical implementation of DLT and businesses model, which makes it difficult
to understand how DLT operates in real-world industry. The DLT undoubtedly
benefits the existing business processes; however, it is still an open question how
to integrate DLT into existing legacy system without disrupting to existing indus-
try practices [48]. Recently, many research efforts focus on the governance of DLT
to establish liability among partners in both permissioned and permissionless sys-
tems to reduce potential operation failure or compromises.

One of the research trends is to integrate blockchain with an already
well-established solutions. For example, DocsChain is a solution that inte-
grates the image processing and blockchain for offering the degree verification
[49]. Docs.vet is an improved form of the DocsChain that extends it for the
verification of identity documents. Another solution of MultiCoT integrates the
blockchain within the osmotic computing to offer the Multi-Cloud of Things

http://www.docs.vet
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solution [50]. Another project integrates the blockchain in the MEC (Multi-access
Edge Computing) to offer the reliable resource sharing for supporting a mobile
ad hoc cloud at the edge of the network [51].
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Blockchains for Business – Permissioned Blockchains#

Ziliang Lai and Eric Lo

Department of Computer Science and Engineering, The Chinese University of Hong Kong, China

5.1 Introduction

Bitcoin, the world’s first cryptocurrency, is continuing to renew its capitalization
of over a recording-breaking of US$ 700 billion in 2021. The technology behind
Bitcoin, blockchain, has also been attracting significant attention in both industry
and academia because it enables business between mutually untrusted parties
[1–3]. This fascinating property is especially attractive in business collaborations
where multiple parties cooperate for a common goal without putting trust in
each other. Without blockchain, an independent third-party is often required to
mediate the business and resolve disputes, which incurs significant running costs.
Blockchain is regarded to be a promising resolution that could revolutionize the
landscape of business collaborations [1].

Consider a typical inter-bank transfer service, where multiple commercial banks
are involved. Without putting trust in each other, a Central Bank backed by a
government is often the key enabler of such collaborations. While the commer-
cial banks hold accounts of their customers, the Central Bank holds an account
for each commercial bank. Say Alice transfers US$ 10k from her Bank-A account
to Bob’s Bank-B account. To actually transfer the money from Bank-A to Bank-B,
Bank-A transfers US$ 10k from its Central Bank account to Bank-B’s Central Bank
account. The Central Bank has been considered to be a trustworthy mediator, but
it charges handling fees for bearing all the risks and maintaining the service.

Blockchain is a potential cheaper replacement to the Central Bank’s role in the
inter-bank transfer service. Instead of placing trust on a third-party, blockchain
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establishes trust by the majority. Besides digital signature verification and access
control that controls basic privacy and security, any update to the blockchain
ledger additionally requires consents from the majority via a consensus protocol,
and the update is irreversible because the ledger (data) is tamper-proof. By
deploying a smart contract that codes the Central Bank’s role (i.e. maintain
each commercial bank’s account and handle transfer request) as a program,
the inter-bank transfer service can be realized without a central bank. Any
business collaboration can establish their own blockchain, thereby saving all the
handling fees.

Using blockchain in a business setting, however, exerts new requirements
that public blockchains fail to support. First, business applications require
high throughput. For example, Visa is reported to process transactions at more
than 1700 transactions per second (TPS) while public cryptocurrency-based
blockchains like Bitcoin and Ethereum only support 7 TPS and 20 TPS, respec-
tively [4]. Second, low tail-latency is as critical as throughput for user experience.
Since the proof-of-work (PoW) consensus used in Bitcoin and Ethereum takes
a long time to form a block (e.g. 10 s in Ethereum) and a block is finalized only
when it has a certain number of blocks that follow it (e.g. 20 blocks in Ethereum),
their resulting latency is unacceptable in most business applications. Recently,
some new public blockchains claim to offer much higher throughput and lower
latency by using some new consensus protocols (e.g. Algorand offers 1000 TPS
with 45 s latency [5]), their performance is still way far from useful in business
settings.

Private blockchains, as known as permissioned blockchains, are blockchains
designed for business collaborations. Permissioned blockchains offer higher
throughput and lower latency while preserving the ability to enable collaboration
without mutual trust and mediators. It is made possible because permissioned
blockchains are designed for a less hostile setting than the open Internet setting
assumed in public blockchains. Concretely, public blockchains run in peer-to-peer
(P2P) networks, where everyone is allowed to join by simply creating a pseudony-
mous ID (e.g. the public key). Thus, public blockchains have to defend against
Sybil attacks using some expensive consensus protocol like PoW [6]. In contrast,
permissioned blockchains are maintained in a private network where the peers
are business partners. Since each peer exposes its real identity in the network,
permissioned blockchains do not have to defend against Sybil attack and can use
cheaper consensus protocols (e.g. PBFT [7]). With real identities, permissioned
blockchains can even use detective instead of preventive approaches for security.
For example, Hyperledger Fabric [2] does not use Byzantine-fault-tolerant
consensus protocols but employs the cheaper non-Byzantine-proof Kafka [8] for
better performance. However, if any node that participates in consensus cheats
(e.g. by sending different blocks to different peers to diverge the blockchain
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states), the peers can post-detect the anomaly by comparing the blocks they
received and can issue legal proceedings to the cheater. Therefore, the design
choices in permissioned blockchains often lean toward performance.

In what follows, we discuss the details of how permissioned blockchains
are architected and optimized under the main theme of improving the perfor-
mance for the business setting. After reading this chapter you should be able to
understand (i) the design choices of permissioned blockchains; (ii) the major
architectures used in permissioned blockchains (Section 5.2); (iii) the cutting-edge
development of these architectures (Sections 5.3–5.5); and (iv) the trend of future
development (Section 5.6).

5.2 Major Architectures of Permissioned Blockchains

In this section, we introduce two major architectures of permissioned blockchains:
Order–Execute and Simulate–Order–Validate. In both architectures, the peers
run a consensus protocol to synchronize the updates of the blockchain state.
The key difference is that Order–Execute synchronizes the input transactions
while Simulate–Order–Validate synchronizes the read-write-sets of the trans-
actions extracted by the simulation phase. This results in different features
and performance trade-offs. For instance, by dedicating the simulation phase
to a subset of peers, the semantic of a transaction is hidden to other peers.
Thus Simulate–Order–Validate provides a certain degree of confidentiality.
However, since the input transactions are much smaller than the read-write-set
in size, order–execute is less demanding in network bandwidth.

Details of Order–Execute and Simulate–Order–Validate are provided in
Sections 5.2.1 and 5.2.2, respectively. Afterward, we provide a thorough compari-
son between the two architectures in Section 5.2.3.

5.2.1 Order–Execute

The Order–Execute architecture is inherited from public blockchains and has been
adopted by many permissioned blockchain systems, including Tendermint [9],
Quorum [10], and BCDB [3]. As illustrated in Figure 5.1, it processes transactions
in two phases. i) In the ordering phase, the peers run a consensus protocol (e.g.
PBFT) to agree on the order of transactions. The transactions are grouped into a
block with a hash pointer to the previous block and then the block is broadcasted
to the peers. (ii) In the execution phase, the peers execute the block of transactions
deterministically to generate identical states.

Despite its similarity with public blockchains, Order–Execute permissioned
blockchains often modularize the two phases, while public blockchains cannot.
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Figure 5.1 The
order–execute architecture.

For instance, Ethereum peers have to execute the transaction first and include
a digest of the resulting state into the block before solving the consensus (i.e.
mining the block’s hash puzzle). This design is necessary for public blockchains
because that motivates all the peers to execute the transactions. In other words, if
the execution is decoupled from the consensus, the peers may not be interested
in executing the transactions and simply work on earning the mining reward
offered in the ordering phase. Permissioned blockchains do not have that concern
because their peers are driven by their business goals instead of the cryptocur-
rency mining rewards. Hence, permissioned blockchains are able to enjoy the
modular order–execute architecture.

Modularity has several merits. First, different consensus algorithms and trans-
action processing algorithms can be plugged into the ordering module and the
execution module, respectively. For instance, BCDB allows developers to choose
PBFT or Kafka depending on the requirement. Second, decoupling the two enables
pipelining (i.e. the ordering module can order block i + 1 while the execution mod-
ule is working on block i), achieving higher throughput and lower latency.

However, the Order–Execution architecture has some limitations. First, to
ensure all the peers result in the same state after executing a block of transactions,
early permissioned blockchains of this architecture execute transactions serially
in order to rule out any non-determinism caused by concurrent transactions. That
essentially hurts the throughput and wastes the computation power of multi-core
CPUs. Second, to ensure all peers reach the same next state, no non-deterministic
operations (e.g. random(), time()) are allowed in the smart contract. Third,
all peers have to execute all the transactions in order to keep in-sync, which limits
not only the scalability of the system but also adds odds to the confidentiality (e.g.
Bank-A may not want Bank-B to see its transactions with the other banks, say,
Bank-C).
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Figure 5.2 The simulate–order–validate architecture.

These limitations motivate the Simulate–Order–Validate architecture, which
we are going to introduce next. However, recent research on the Order-Execution
architecture is solving those limitations as well. Specifically, deterministic
concurrency control (Section 5.3) allows concurrent execution while ensuring
the determinism; and sharding (Section 5.6) is a general technique that enables
permissioned blockchains (not specific to Order–Execute) to scale out. Nonethe-
less, the Simulate–Order–Validate architecture still has its merit (e.g. more
confidentiality). We provide a thorough comparison of the two architectures in
Section 5.2.3.

5.2.2 Simulate–Order–Validate

The simulate–order–validate architecture is advocated by Hyperledger Fabric [2],
aiming for scalability and confidentiality. It processes transactions in three phases:
simulation, ordering, and validation, as illustrated in Figure 5.2.

5.2.2.1 Simulation Phase
In the simulation phase, a client submits a transaction to a subset of peers called
endorsers for simulation. The endorsers are determined by an endorsement policy
defined when the smart contract is deployed (e.g. the transactions in Figure 5.2 do
not require Peer-4 to endorse). Each endorser simulates the transactions against
its local blockchain state. However, this process makes no actual updates but
only extracts the read-write-set of the transaction, where the write-set records
the updates that should be made, and the read-set is for validating serializability
later in the validation phase. Afterwards, each endorser signs the discovered
read-write-set and sends it back to the client. Notice that the endorsers may
produce different read-write-sets even if the same transaction is given because
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the endorsers may catch up with the latest blockchain state at different speeds,
causing the transaction to be simulated against different states. Nonetheless, the
endorsement policy is often designed to tolerate a certain number of diverged
read-write-sets (e.g. sufficient when read-write-sets from two out of three
endorses are identical). For instance, in Figure 5.2, although Peer-3 generates a
read-write-set that diverges from the one generated by Peers-1 and 2, the block
is still valid under a two-out-of-three endorsement policy. If enough signatures
on the same read-write-set are collected, the client then sends the read-write-set
along with the signatures to the ordering service for further processing.

5.2.2.2 Ordering Phase
In the ordering phase, the ordering service establishes a total order among
the received transactions’ read-write-sets and packs them into blocks (and
links the blocks with hash pointers as usual). The blocks are then broadcast
to all peers, including non-endorsers (e.g. Peer-4 in Figure 5.2). By default, the
ordering service in Fabric is a Kafka cluster that does not tolerate Byzantine
fault. However, this component is pluggable and can be replaced by PBFT for
Byzantine-fault-tolerance.

5.2.2.3 Validation Phase
In the validation phase, each peer validates the transactions’ read-write-sets and
updates its local blockchain state by committing the valid transactions. The vali-
dation consists of two steps: (i) endorsement policy evaluation and (ii) read-write
conflict check. The first step occurs in parallel for all transactions in the block.
A transaction passes if the endorsement policy is satisfied. The second step is done
by checking transactions sequentially. To ensure serializability, a transaction is
aborted if its read-set intersects with the write-set of another transaction of the
same block that precedes it based on the agreed order. The transactions that pass
the validation then update the blockchain state by applying their write-sets.

5.2.3 Comparison and Analysis

The Simulate–Order–Validate architecture enables several novel features that are
not supported by the Order–Execute architecture:

● Certain degree of confidentiality: Since the simulation phase is dedicated to
a subset of peers, the other peers and the ordering service are not aware of the
semantic of the transaction but only see the read-write-set during validation.

● Tolerance to non-deterministic code: In the Order–Execute architecture,
the executor must be implemented carefully to avoid any non-determinism that
would cause divergent states. In contrast, non-deterministic can cause only
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a transaction abort in the Simulate–Order–Validate architecture when it fails
the endorsement policy (i.e. an insufficient number of signatures on the same
read-write-set).

Performance-wise, the Simulate–Order–Validate architecture allows concur-
rent execution and thus achieves higher throughput, while early Execute-Order
permissioned blockchains have to execute transactions sequentially. However,
being an optimistic approach, Simulate–Order–Validate may cause exten-
sive transaction aborts in order to uphold serializability. This motivates two
schools of research, which aim to (i) enable concurrent execution in the
Order–Execute architecture and (ii) reduce the abort rate in the Simulate–
Order–Validate architecture. We introduce them in Sections 5.3 and 5.4, respec-
tively. The Simulate–Order–Validate architecture is more scalable because the
transactions could be partitioned and simulated on different subsets of peers.
However, its scalability is still limited because the validation phase is not parti-
tionable. We introduce the sharding technique that scales both Order–Execute
and Simulate–Order–Validate permissioned blockchains in Section 5.5. The
performance of Simulate–Order–Validate is limited by the network because of
two reasons. First, more communication round-trips are required because it
has one more phase than Order–Execute. Second, shipping the read-write-sets
requires more network bandwidth, while Order–Execute only ships the input
transactions, which could be much smaller than the read-write-sets in size (e.g.
imagine a transaction that updates all items). Therefore, the Order–Execute
architecture is more suitable to the geo-distributed setting.

5.3 Improving Order–Execute Using Deterministic
Concurrency Control

In public blockchains, transaction execution is never a performance bottleneck
because the Sybil-proof BFT consensus (e.g. PoW) and the large latency of the P2P
network dominate the runtime [11]. However, transaction execution turns out to
be a bottleneck for Order–Execute permissioned blockchains because its permis-
sioned environment can use cheap consensus protocols (e.g. PBFT).

Early permissioned blockchains with the Order–Execute architecture suffer
limited transactional throughput because each peer has to execute transactions
serially in order to reach the same final state. Originated from deterministic
databases [3, 12–14], deterministic concurrency control offers a performance leap
by allowing transactions to be executed in parallel while ensuring the same final
state.

In this section, we introduce four deterministic concurrency control algorithms
ranging from early initiatives to recent development. These algorithms share the
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same ordering phase (i.e. giving each transaction in a block a unique transaction id
TID). They also assume the transactions contain no non-deterministic functions
(e.g.random(),time()) or fill these operations with constants before execution.

5.3.1 Calvin

Calvin is a deterministic database and it uses deterministic two-phase-locking to
execute transactions in parallel [12]. Its key idea is to grant locks in a determin-
istic order so as to eliminate the non-determinism in two-phase-locking. During
the execution, if two transactions intend to lock the same record, the one with a
smaller TID gets the lock first. To achieve that, all the transactions in the block
have to pre-declare their read-write-sets in order for the lock manager to deter-
mine the access order. Otherwise, when a transaction Ti is acquiring a read-lock
on record x, the lock manager cannot determine whether to grant the lock imme-
diately or wait for Ti−1 to write x first.

Concretely, assuming all transactions’ read-write-sets are known before execu-
tion, Calvin processes a block in two steps.

1. Lock pre-acquisition: Calvin scans all the transactions serially in the ascend-
ing order of their TIDs. When a transaction is scanned, it requests all the locks
that it will need according to its read-write-set, but no locks are granted yet. This
step essentially builds up a queue on each accessed record where the waiting
transactions are ordered according to their TIDs.

2. Lock granting and execution: The locks are granted according to the queue
order. A transaction starts execution when it is granted all its locks. After fin-
ishing execution, the transaction releases all the locks it acquired.

Prior to execution, Calvin requires to carry out a static analysis to extract the
transactions’ read-write-sets. However, real workloads often contain branches
based on some executed query results. Consequently, the static analysis has to
make a conservative guess to cover all the possibilities, resulting in overly large
read-write-sets that hurts the parallelism because a transaction may have to wait
on many unnecessary locks. An alternative is to obtain a rough read-write-set
by a trial run. However, the resulting read-write-set may be different during the
actual execution because of the non-determinism of the OS scheduling. In this
case, Calvin has to abort the unmatched ones. Furthermore, the trial run almost
doubles the latency because each transaction is effectively executed twice, and so
the throughput is also degraded.

Overall, Calvin is only practical if the transactions’ read-write-set can be easily
inferred (e.g. the transactions in the blockchains that use the bitcoin’s unspent
transaction UTXO model). We next introduce another deterministic concurrency
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control algorithm that partially solves the problem by requiring only the write-sets
(not the read-sets) to be known a priori.

5.3.2 BOHM

BOHM introduced a deterministic concurrency control algorithm based on
multi-version concurrency control (MVCC) [13]. In a multi-version database,
multiple versions of the same record may coexist. Typical multi-version imple-
mentations store the versions of the same record in a linked list, and an update
operation simply appends a new version to the list. Similarly, a delete operation
appends a tombstone to the list. To improve space utilization, useless versions
and the versions installed by the aborted transactions are cleaned by a garbage
collection process. With multi-versioning, BOHM eliminates the requirement of
knowing the transactions’ read-sets a priori by only reading the proper versions at
runtime. However, the write-sets of the transactions will still be required ahead.

Now assume that all transactions’ write-sets are known. BOHM processes a
block by following steps.

1. Inserting placeholders: For each record in a transaction’s write-set, BOHM
installs a version to that record along with the transaction’s TID. However, the
version is only a placeholder, which is going to be filled with real value during
execution.

2. Executing transactions and filling the placeholders: In this step, trans-
actions are executed concurrently and fill the placeholder with real values.
However, Ti can only read the version tagged with the largest TID smaller
than i. If the version is only a placeholder, it waits until the placeholder is filled.

Since the versions read by a transaction are deterministic, BOHM yields deter-
ministic states. The resulting schedule is equivalent to a serial schedule where the
transactions are executed in ascending order of their TIDs, because if Ti’s read
conflicts with Ti−1’s write, Ti has to wait until Ti−1 to finish writing. Nonetheless,
BOHM still requires a static analysis of the transactions’ write-set, which limits its
applicability.

5.3.3 BCDB

Calvin and BOHM are similar in the sense that they both resolve conflicts before
the execution by pre-scheduling the access order using locks and placeholders,
respectively. Therefore, they require the read-sets and/or write-sets to be known
a priori. The rationale behind theirs is that resolving conflicts dynamically during
execution may cause a non-deterministic schedule on different peers.
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BCDB [3] is the first approach that does not require the extraction of the trans-
actions’ read-write-sets ahead. The key idea of BCDB is to defer conflict resolution
after execution. Consequently, it begins with a simulation where each transaction
runs in its local private space. Without interference with other transactions, the
simulation can be easily made deterministic by ensuring the transactions read the
same initial state (called as snapshot). After the simulation, the read-write-sets
of transactions are known, and thus BCDB can deterministically abort only those
transactions that violate serializability and commit the rest. Concretely, BCDB pro-
cesses a block of transactions by a simulation phase and a commit phase:

5.3.3.1 Simulation Phase
In this phase, the transactions are simulated concurrently against the snapshot
that captures the final state of the previous block. However, no state changes are
made effective but being stored in the transaction’s local memory space. When
reading a record, the transaction marks that it has read the record by holding a
non-exclusive read lock on it. The read lock does not block the other transactions
and is served only for dependency detection in the subsequent commit phase. This
step is deterministic because transactions are working on a snapshot that is iden-
tical for every peer, and concurrent transactions do not interfere with each other.

5.3.3.2 Commit Phase
This phase processes the transactions sequentially based on the ascending order
of their TIDs with each transaction goes through the following steps:

1. Applying write-set: In this step, the transaction applies its write-set to make
it visible to other transactions. However, when applying a write, if another
transaction of the same block has committed and updated the same record,
the current transaction has to be aborted (i.e. the first-committer-wins rule).
Besides, the read-write-dependencies (rw-dependencies in short) are also
detected. Concretely, if the record has been read-locked when applying the
write entry, a rw-dependency is created and appended to both the dependency
list of each reader (transaction) and writer (transaction).

2. Detecting dangerous structures: In this step, BCDB checks whether a trans-
action resides in a “dangerous structure” that may violate serializability and
aborts it if so.
Specifically, let the current transaction be Tx, and we use Tx

rw
−−→Tj to denote

Tx rw-depends on Tj. A dangerous structure is of the form Ti
rw
−−→Tx

rw
−−→Tj with

Tj be the first to commit. Tx is aborted if such a dangerous structure is found.
It is proven that aborting such transactions is sufficient to ensure serializability.
In Figure 5.3, T1 is committed before T2 and T3. Thus T2

rw
−−→T3

rw
−−→T1 forms a

dangerous structure. BCDB aborts T3 because they may be some alternate path
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from T1 to T2 (dashed line) which may form a cycle. However, it is a conserva-
tive rule because such a cycle may not exist. BCDB makes a trade-off and aborts
T3 merely by the dangerous structure to save the cost of detecting paths from
T1 to T2.

3. Committing the transaction: The transaction is committed if it is not aborted
in the previous steps.

BCDB eliminates the requirement of knowing the transitions’ read-write-sets
a priori and thus enabling deterministic concurrency control for practical use.
Nonetheless, BCDB does not completely parallelize the execution because its com-
mit phase processes transactions serially. The commit phase could be a bottleneck
because this is where the transactions invoke I/Os to materialize their writes.

5.3.4 Aria

The commit phase of BCDB is not parallelizable for two reasons: (i) its first-writer-
wins rule has to rely on applying the writes sequentially so that a transaction with
a transaction id can observe whether it is the first-writer; and (ii) the detection
of dangerous structures requires runtime information, e.g. to confirm whether T3
is in a dangerous structure in Figure 5.3, BCDB needs to know whether T1 has
already committed.

Aria is a recent proposal of the deterministic database that does not require the
transactions’ read-write-sets to be known a priori. Unlike BCDB, Aria can par-
allelize all its phases, achieving higher throughput. Aria parallelizes the commit
phase by introducing an analysis phase to enforce the first-writer-wins rule by ana-
lyzing the intersections of the transactions’ write-sets. In addition, Aria devises
another dangerous structure that can be checked in parallel. Concretely, Aria pro-
cesses a block by three phases: (i) simulation, (ii) analysis, and (iii) commit.

5.3.4.1 Simulation Phase
Aria’s simulation phase is similar to BCDB, where transactions are simulated con-
currently against the same snapshot that captures the final state of the previous

Figure 5.3 T3 is in dangerous structure. rw rw

The rest of the graph

✓T2 T3 T1
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block. Transactions in Aria also maintain their own local write-sets. However,
instead of using read-locks to mark the read-set, Aria explicitly stores each transac-
tion’s read-set, but only the primary keys are included instead of the whole record.

5.3.4.2 Analysis Phase
In this phase, Aria analyzes the read-write-sets in two steps.

1. Write reservation: In this step, Aria creates a write reservation table and each
transaction concurrently makes a write reservation for every entry for its local
write-set. Concretely, the write reservation table is a hash table mapping the
primary key of a record to the reserver’s TID. When making the reservation
for a write, the reserver probes the write reservation table to check whether
another transaction has made the reservation on the same record. If not, the
reserver stores its TID in the corresponding hash entry. Otherwise, the reserver
compares the existing TID with its own TID. If its TID is smaller, it overwrites
the old TID with its own. Otherwise, no reservation is made. In the end, the
write reservation table essentially stores the first-writer for each record.

2. Serializability validation: In this step, Aria aborts transactions by two rules
similar to BCDB. However, transactions are able to check the rules in parallel.
• First-writer-wins: This rule is the same as that in BCDB, but Aria checks

it by probing the write reservation table. If all the entries in a transaction’s
local write-set have been reserved in the write reservation table (i.e. each cor-
responding hash-entry stores the transaction’s TID), the transaction satisfies
the first-writer-wins rule. Otherwise, it has to be aborted.

• The transaction does not have both write-after-read (WAR)-
dependencies and read-after-write (RAW)-dependencies: WAR-
dependencies and RAW-dependencies are rw-dependencies with the reader
and the writer ordered differently. Specifically, Ti

WAR
−−−→Tj if Ti

rw
−−→Tj and

i < j; Ti
RAW
−−−→Tj if Ti

rw
−−→Tj and i > j. If a transaction contains both types of

the dependencies, it is aborted. The intuition behind this rule is illustrated
in Figures 5.4 and 5.5. Aria aborts none of the transactions in Figure 5.4
because no transaction has both types of dependency, and they are indeed
serializable. However, if there is an edge from T4 to T1 as shown in Figure 5.5,
both T1 and T4 are aborted because T1

rw
−−→T4 is a RAW-dependency, causing

T1 and T4 to violate the rule. Although aborting one of T1 and T4 is suffi-
cient, Aria aborts both to break the cycle because T1 and T4 are checked
independently in parallel.

T3T2T1 T4
WAR WAR WAR Figure 5.4 No transaction is

aborted.
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Figure 5.5 T1 and T4 are aborted.
T3 T4T2T1

WAR WAR WAR

RAW

Table 5.1 Four deterministic concurrency control algorithms.

Algorithm
Predetermine
read-set

Predetermine
write-set

Simulation
phase

Analysis
phase

Commit
phase

Calvin Required Required — — —
BOHM No need Required — — —
BCDB No need No need Parallel — Sequential
Aria No need No need Parallel Parallel Parallel

5.3.4.3 Commit Phase
In this phase, Aria commits the transactions that are not aborted in the previous
phases concurrently.

Although BCDB may abort fewer transactions then Aria (e.g. BCDB does not
abort T1 in Figure 5.5 because T1

WAR
−−−→T2 and T4

RAW
−−−→T1 are not detected when com-

mitting T1), Aria achieves higher throughput by exploiting parallelism in every
phase.

5.3.5 Comparison and Analysis

Table 5.1 compares and contrasts the four deterministic concurrency control algo-
rithms mentioned above. Requiring to predetermine the transactions’ read and/or
write sets, Calvin and BOHM are more suitable for UTXO models or simple smart
contracts where the read-write-sets can be easily inferred. BCDB and Aria support
general smart contracts but Aria is superior in terms of performance because all
its three phases can be run in parallel.

5.4 Improving Execute–Order–Validate

Similar to the order–execute architecture, the performance bottleneck of the
execute–order–validate architecture is not on the consensus protocol. As men-
tioned in Section 5.2.2, the performance of Fabric is limited by the following two
reasons:

1. Message passing overhead: The message passing overhead is doubled.
First, more round trips are required because Fabric has one phase more
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than order–execute permissioned blockchains. Second, Fabric has to
synchronize the read-write-sets among peers, and their bigger size is more
bandwidth-demanding than synchronizing the input transactions.

2. Excessive aborts: It has been reported that Fabric aborts 80% of transactions in
an asset-transfer scenario because of the serialization conflicts [15]. This hurts
the throughput significantly because the aborted transactions waste both com-
putational resources and network bandwidth.

In this section, we introduce several techniques that optimize Fabric in the
above two aspects. Fabric++ [15] and FabricSharp [16] reduce the number of
aborted transactions by transaction reordering. Fabric++ additionally introduces
an early abort technique that aborts a transaction that would eventually early, so
that they waste less computational resources and network bandwidth. FastFabric
[17] introduces several optimization techniques that boost the throughput sig-
nificantly. For instance, its ordering service only orders TIDs of the transactions
instead of the raw read-write-sets, which reduces the consumption of the network
bandwidth. We next introduce these techniques in detail.

5.4.1 Transaction Reordering

Fabric aborts a transaction in its validation phase if a record in its read-set
is updated by another transaction of the same block that is ordered before it.
Therefore, it is possible to reorder the transactions before validation to avoid such
conflicts. To illustrate, consider a block containing four transactions as shown
in Table 5.2, and the transactions are ordered from top to bottom. We use a, b, c,
and d to represent the data records with subscripts indicating the versions (e.g.
T1 reads a1 and updates it to a2). Since T1 has updated a1 to a2, T2,T3, and T4
has to be aborted because they read a stale version of a (i.e. a1). To avoid that,
we can place T1 to the last as shown in Table 5.3, such that one transaction is
saved from aborting. Interestingly, the opportunity of reordering is less obvious
when the dependency among transactions is more complicated. For example,
in Table 5.2, one more transaction can actually be saved by reordering them as

Table 5.2 A block of transactions where only T1 commits.

Transaction Read-set Write-set Valid?

T1 a1 a1 → a2 ✓
T2 a1, b1, c1 b1 → b2, c1 → c2 ✗

T3 a1, b1, d1 d1 → d2 ✗

T4 a1, c1, d1 c1 → c3 ✗
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Table 5.3 One way of reordering transactions in Table 5.2.

Transaction Read-set Write-set Valid?

T2 a1, b1, c1 b1 → b2, c1 → c2 ✓
T3 a1, b1, d1 d1 → d2 ✗

T4 a1, c1, d1 c1 → c3 ✗

T1 a1 a1 → a2 ✓

Table 5.4 The optimal way of reordering transactions in
Table 5.2.

Transaction Read-set Write-set Valid?

T4 a1, c1, d1 c1 → c3 ✓
T3 a1, b1, d1 d1 → d2 ✓
T2 a1, b1, c1 b1 → b2, c1 → c2 ✗

T1 a1 a1 → a2 ✓

shown in Table 5.4. Fabric++ devises an algorithm for reordering by analyzing
the dependency graph, which we describe by examples as follows.

1. Building dependency graph: In this step, Fabric++ analyzes each transac-
tion’s read-write-sets to identify rw-dependencies among them. Concretely,
if Ti’s read-set intersects Tj’s write set, then Ti

rw
−−→Tj. For example, Figure 5.6

shows the dependency graph of the transactions in Table 5.2 (we omit the
arrow label since only rw-dependencies are considered in Fabric++). Intu-
itively, if Ti −−→Tj, Ti should be ordered before Tj otherwise Ti will be aborted
during validation. For example, Figure 5.6 indicates that T1 should be ordered
the last. However, when a cycle of the dependencies occurs (e.g. T2 ⇌ T4), it is
not possible to avoid aborts by reordering. In this case, one of the transactions

Figure 5.6 The dependency graph of transactions
in Table 5.2. T1T2

T3

T4
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T1T2

T3

T4

C2

C1

Figure 5.7 The cycles detected in Figure 5.6.

in the cycle must be aborted. Therefore, Fabric++ conducts cycle detection in
the next step.

2. Cycle detection: In this step, Fabric++ adopts Johnson’s algorithm [18] to
detect cycles in the dependency graph. Figure 5.7 shows the two cycles detected
in the graph of Figure 5.6. To break the cycles, one can randomly abort a trans-
action for each cycle (e.g. abort T3 and T2 for C1 and C2, respectively). However,
aborting T2 is sufficient because it participates in both cycles. As a heuristic, the
transaction that participates in more cycles should be aborted first so that fewer
transactions have to be aborted for the remaining graph. To facilitate aborting
transactions by this heuristic, Fabric++ builds a cycle covering table as show
in Table 5.5. The cycle covering table contains a row for each cycle, and if the
transaction participates in the cycle, the corresponding cell is marked 1. The
last row sums up the number of cycles each transaction participates in.

3. Aborting transactions: In this step, Fabric++ iteratively aborts transactions
that participate in cycles starting from the one with the largest number of par-
ticipation (abort the one with smaller TID to break the tie). After aborting a
transaction, the cycle covering table is updated by removing the cycles that the
transaction participates, and the number of participants is also updated for each
transaction. The algorithm terminates until no cycles remain in the table. For
example, T2 is aborted first in Table 5.5, which removes all the cycles, and thus
the algorithms terminate.

4. Generating the order: After breaking all the cycles, the remaining depen-
dency graph is acyclic. Fabric++ carries out a topological sort to generate the
final order.

Table 5.5 The cycle covering table.

Cycle T1 T2 T3 T4

C1 0 1 1 1
C2 0 1 0 1
No. of participation 0 2 1 2
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Fabric++ integrates the reordering algorithm described above into the order-
ing service so that the transactions that have to be aborted are not broadcasted
to the peers, which reduces the communication overhead. Notice that Fabric++
only reorders transactions within the same block, which could limit the opportu-
nities it can find for reordering. FabricSharp extends this idea to allow reordering
transactions across blocks [15].

5.4.2 Early Abort

In Fabric, the validity of a transaction is checked in the last phase – the validation
phase. This design wastes both computational resources and network bandwidth
to process the transactions that are eventually aborted. Integrating the reordering
algorithm not only reduces the abort rate but also moves the validation earlier. In
this direction, Fabric++ proposes the following.

1. Early abort in the simulation phase: Fabric++ observed that stale reads that
cause transactions to be aborted could be detected as early as in the simulation
phase. For example, consider a peer simulating a transaction Ti, which reads a1.
In the meantime, an ordered block arrives, and the peer starts to validate the
block while Ti is being simulated. Assume the a transaction Tj in the block
updates a1 to a2, then Ti reads a stale value a1. Observing the stale read during
simulation allows Fabric++ to abort Ti directly.

2. Early abort in the ordering phase: Besides early abort in the reordering step,
the ordering service can observe more stale reads that cannot be resolved by
reordering. For example, consider two transactions Ti and Tj from the same
block, and Ti reads a1 but Tj reads a2. Since Ti and Tj are in the same block,
by observing Tj reading a newer version than Tj, we can conclude Ti must stale
read. Therefore, Fabric++ can abort Ti in ordering phase.

5.4.3 FastFabric

FastFabric improves Fabric in terms of implementation. We introduce two major
non-architectural optimizations of FastFabric here.

● Ordering transaction header instead of the entire read-write-set: Fabric
employs Kafka to conduct transaction ordering, which specifically involves a
consensus protocol (i.e. Paxos [19] in Kafka) and a replication process among
Kafka nodes. However, in order to establish a total-order among transac-
tions, ordering the TIDs is sufficient instead of kilo-bytes of the transactions’
read-write-sets. Therefore, upon receiving a transaction, FastFabric ordering
service extracts its TID and stores the read-write-set separately. After the TID
is ordered, the read-write-set is retrieved and broadcasted to the peers.
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● Replacing the world state database with a hash table: Fabric uses LevelDB/
CouchDB to store the world state in peers. Being full-fledged key-value stores,
these databases provide durability that is, however, duplicated with the func-
tionality of the blockchain because all the world state can be recovered by
replaying the blocks. Consequently, the performance of simulation and valida-
tion is downgraded because of disk I/Os. To address this problem, FastFabric
replaces LevelDB/CouchDB with a lightweight in-memory hash table, boosting
the performance significantly.

5.5 Scale-Out by Sharding

Both the Order–Execute and Simulate–Order–Validate architectures are of lim-
ited scalability despite the various optimizations discussed. For order–execute, all
the peers have to execute all the transactions, and thus the throughput is essen-
tially equivalent to a single machine. Although simulate–order–validate improves
it by dividing the work of simulation to different subsets of peers, its scalability is
still limited because only the input transactions are sharded to different subsets
of endorsers, but neither the state nor the network is sharded. Consequently, all
peers have to participate in the validation phase to update the blockchain state.

To further improve the scalability, many permissioned blockchains adopt the
techniques in high-performance databases to shard the state, the input transac-
tions, and even the network [20, 21]. Fabric channels and BlockchainDB [20] are
two examples.

In Fabric, if some transactions are only of interest for a subset of peers or these
peers prefer to hide the transactions from other peers for confidentiality, they can
create a channel. A channel is a subnet with different membership of peers, main-
tains a standalone ledger, and runs different smart contracts from the main-net.
Thus the channel can be completely disjointed from the main-net, or alternatively,
share the ordering service (the ordering service orders the transactions in chan-
nels and the main-net separately). However, Fabric does not support cross-channel
transactions that modify the state of different channels atomically.

BlockchainDB is a scalable Byzantine-fault-tolerant key-value store built on
top of permissioned blockchains (see Figure 5.8). It implements a key-value
interface on the client site, which routes the operations to the blockchain storage
layer. The data are partitioned across several blockchain networks maintained by
different subsets of peers (some peers may participate in multiple networks). Upon
receiving a request, the request is routed to the responsible shard. The transaction
manager handles different consistency levels of the operation (e.g. for eventual
consistency, the get operation is immediately returned regardless of pending
writes). In addition, it supports verification queries that generate a certification



�

� �

�

5.5 Scale-Out by Sharding 135

Key-value interface

Shard

Mgr.

Database layer

Peer 1 Peer 2 Peer 3 Peer 1 Peer 3 Peer 4 Peer 2 Peer 3 Peer 5

put/get/verify requests

BC. storage layer

Shard 1

BC. storage layer

Shard 2

BC. storage layer

Shard 3

Tx

Mgr.

Verific.

Mgr.

Figure 5.8 The architecture of blockchainDB.

(e.g. a Merkle proof [22]) that proves the value returned by a get request is correct.
BlockchainDB is linearly scalable because it is a key-value store that has no
transaction across multiple keys.

The major challenge of sharded permissioned blockchains is to support
cross-shard transactions, which requires atomically commit/abort a transaction
that modifies the state of multiple shards. We next introduce a coordinator-based
cross-shard protocol that resembles the classic two-phase commit (2PC) in
distributed databases [21].

In 2PC, the execution of the cross-shard transaction is facilitated by a coordina-
tor who makes the final decision of abort/commit, ensuring very involved shards
take the same action. However, in blockchain setting, the role of the coordinator is
done by a coordinator committee to protect against Byzantine fault or for resiliency.
The client initiates a cross-shard transaction by sending aBeginTx request (along
with the transaction) to the coordinator committee, and the protocol proceeds in
three steps.

1. Prepare: In this step, the coordinator committee runs a consensus to include
the incoming transaction into its ledger and mark the transaction’s state to be
start. APrepareTxmessage is then broadcast to every shard that is involved
in the transaction. The PrepareTxmessage includes a certificate (e.g. Merkle
proof) proving that the state of the transaction is started to ensure the mes-
sage is not forged by the attacker.

2. Pre-commit: On receiving thePrepareTxmessage, a shard runs a consensus
to include the transaction and locks the states modified by the transaction in its
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shard to prevent interference of other transactions. If the locks are successfully
granted, it sends a PrepareOK message along with a certificate proving that
the transaction has been included in the block to the coordinator committee.
Otherwise, a PrepareNotOK message is sent instead.

3. Commit: Upon receiving PrepareOK from all the involved shards, the
coordinator committee runs a consensus to mark the transaction’s state to
be commit and broadcasts a commitTx message to every shard (along
with the certificate). The shard then runs another round of consensus to
modify the state accordingly and commit the transaction. If the coordinator
received a PrepareNotOK message of timeout is triggered, it broadcasts an
abortTx message to abort the transaction.

This protocol closely resembles 2PC, except that every state change has to be
performed via consensus, and the messages must be certified for Byzantine fault
tolerance. Besides, since both the coordinator and the shards are maintained by a
quorum, this protocol does not need to consider the coordination failure or shard
failure, and thus three-phase-commit that is used to handle failure in distributed
databases is not required.

5.6 Trends of Development

While the topics and directions mentioned above are still active, we discuss two
other directions in this section that are increasingly attracting attention from both
the industry and the academia.

5.6.1 Trusted Hardware

With the advent of Intel SGX [23], a trusted execution environment can ensure the
integrity and confidentiality of the computation. Now, many security concerns of
permissioned blockchains can be offloaded to the hardware instead of relying on
expensive cryptographic algorithms or complex distributed protocols. SGX pro-
vides enclaves to host any application code and data that require protection. Along
with an attestation mechanism, the remote client can verify that the application
code is running correctly inside the enclave. By hosting the program of distributed
protocols in the enclave, the Byzantine behavior is ruled out because the attesta-
tion would fail if a malicious node tries to run another piece of code to deviate
from the protocol.

As an example, Dang et al. [21] proposed to run PBFT in the enclaves so that
it can tolerate up to N

2
− 1 failures (although the Byzantine fault is ruled out, the

nodes can still fail because of crash fault) instead of N
3
− 1 in the original PBFT).
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A better fault tolerance rate translates into a smaller cluster required for consensus
to ensure the same level of resiliency, which results in higher throughput because
of the reduced communication overhead.

5.6.2 Chainify DBMSs

Permissioned blockchains have been regarded as a radically novel data man-
agement system and thus most of them are built from scratch. In order to
improve its performance, researchers have been borrowing ideas from database
research, including deterministic concurrency control, transaction reordering,
and early abort as mentioned in Sections 5.3 and 5.4. Recently, the community
starts to switch from “databasify” the blockchain to “chainify” DBMSs because
a permissioned blockchain can be regarded as a secure replicated database in
disguise. Building the permissioned blockchains on top of DBMSs comes with at
least three benefits:

● Full-fledged SQL support and well-established relational model: Current
permissioned blockchains mostly build on top of key-value storage and rely on
low-level procedural languages to compose transactions. The well-established
relational model and SQL support come trivially by building permissioned
blockchains on top of DBMSs.

● Higher query performance: The database community has been optimizing
query performance for decades, and application developer can enjoy the per-
formance speedup through a declarative approach. In contrast, smart contract
developers still have to manage data imperatively and optimize the code perfor-
mance manually.

● Easier maintenance and integration with the local database: Besides
managing the shared data for business collaboration using permissioned
blockchains, each company still has to manage its local data using traditional
DBMSs. Maintaining two infrastructures with different architectures and
interfaces is troublesome. However, the problem can be mitigated if both of
them are DBMSs under the hood, and it becomes possible to integrate the two
into one system.

ChainifyDB puts forward this vision by adding a thin blockchain layer on top of
PostgreSQL [24]. The blockchain layer only contains a consensus module, a deter-
ministic scheduling module, and signature verification mechanisms. The nodes of
ChainifyDB agree on the blocks using the consensus module running PBFT, and
then the scheduling module analyzes the dependencies among transactions and
deterministically builds a dependency graph accordingly. The scheduling module
resembles deterministic concurrency control, but it is separated from transaction
processing. ChainifyDB is able to leave PostgreSQL unmodified and submit the
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transactions to PostgreSQL according to the dependency graph using the stan-
dard interface (e.g. if two transactions have no dependency, they can be submit-
ted to PostgreSQL to execute concurrently). Since the serializability is ensured by
the dependency graph, ChainifyDB can run PostgreSQL in Read Committed
isolation level.

Acronyms

2PC two-phase commit
MVCC multi-version concurrency control
P2P peer-to-peer
PoW proof-of-work
TPS transactions per second
UTXO unspent transaction output
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Attestation Infrastructures for Automotive Cybersecurity
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6.1 Introduction

The increase in the computerization of the consumer automobile has introduced
new challenges to automakers and component supply-chains, namely the need
to ensure the trustworthiness the automotive system as a whole. The new fea-
tures and benefits provided by the modern automotive electronic control units
(ECUs) come with a number of cybersecurity-related challenges. These challenges
range from unauthorized passive access to user-data stored in vehicles (e.g. user
address book, history of destinations, and detailed driver behaviors), to unautho-
rized active access to vehicle-specific features (e.g. modification of software and
firmware, and modification of vehicle odometer and related visuals data), and to
active attacks aimed at taking-over (hi-jacking) vehicles in motion.

In the current work, we address the following areas related to automotive cyber-
security and discuss the role of blockchains and distributed ledger technology
(DLT) [1, 2]:

● Trustworthy attestations in automotive cybersecurity: Attestations tech-
nology provides a means to obtain visibility into the integrity status of compo-
nents within a vehicle with computerized functions. We believe that attestation
is core to the value proposition of vehicular safety and security.

● Supply-chain of component manufacturers’ endorsements: The attes-
tations process requires not only for electronic components of known
provenance [3] – such as ECUs in vehicles – to yield trustworthy evidence of
their state, but it also requires supply-chain entities to issue endorsements
regarding the “known good value” (reference measurements) of their com-
ponents. Thus, we believe there is a need for a parallel supply-chain of
endorsements that mirrors the supply-chain of physical components. The
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need for this parallel supply-chain of manufacturers’ endorsements was first
addressed more formally by the Trusted Computing Group (TCG) consortium
in the mid-2000s [4–6]. This supply-chain of endorsements is also a core part of
the attestation trust infrastructure needed for the future automotive industry.
Efforts are underway in the semi-conductors industry to begin addressing this
need [7, 8].

● The role and impact of blockchain and DLT technology: As vehicles
increasingly become computerized and more general compute power is added
(e.g. multicore CPUs) for certain applications (e.g. infotainment, passenger
game playing), groups or fleets of vehicles may form an interconnected net-
work of nodes as part of some decentralized applications. Another potential
impact may be at the vehicle manufacturing and maintenance levels, where
blockchains may play a key role in increasing the availability and persistence of
endorsements that are relevant for the attestations of components (e.g. ECUs)
within a vehicle. That is, blockchains may become a core service within the
future supply-chain of component endorsements.

The potential for blockchain and DLT to assist and improve in supply-chains has
been widely recognized [9–11], and examples are abound (e.g. container shipping
tracking [12, 13]; addressing counterfeit medical goods [14]; fast tracking of food
contaminations [15]; tracking of device activation and take-ownerships [16]; and
automotive supply-chain tracking generally [17, 18]). However, in the current
work we wish to focus on an emerging need related to trust and attestations
of devices and components, including automotive electronic and computer
components.

In Section 6.2 we briefly discuss some of the cybersecurity challenges facing the
modern computerized vehicle and the need for future vehicles to employ of trusted
hardware to address some of these challenges. Section 6.3 discusses trusted hard-
ware further, focusing on some fundamental concepts of the trusted computing
base (TCB). In Section 6.4 we discuss the TCG attestation framework and discuss
the applicability of this framework to the computerized vehicles. The topic of vehi-
cle wallets – needed to protect cryptographic keys and other keying material – is
discussed in Section 6.5. Relevant here is the fact that the wallet itself – as part of
the vehicle – must be a component covered within the attestation framework. In
Section 6.6 we discuss the possible role of blockchain technology as part of trust
infrastructures to support the future supply-chain of endorsements. We close the
chapter with some conclusions.

6.2 Cybersecurity of Automotive and IoT Systems

Today the modern automobile is a complex system consisting of different vehic-
ular functions implemented using ECU, comprising hardware, firmware, and
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software. The advent of the ECUs represented a milestone for the industry as a
whole because it moved the functional design of automobiles from the “hard-
wired” approach to the more modular subsystems approach, namely the ECUs.
This modular approach permitted vendors specializing in certain functions (e.g.
electric power steering) to innovate within their domain, relying on a common
network or “bus” to interconnect the different ECUs. Examples of the common
bus include the Controller Area Network or CAN (ISO 11898-1:2003), FlexRay
(ISO 17458), and the Automotive Ethernet (e.g. IEEE 802.3bw and IEEE 802.3bp).
Currently, the typical modern car may internally utilize dozens of ECUs, which
communicate with each other using one of these common bus networks.

The NIST guidelines on the cybersecurity and privacy risks of IoT technol-
ogy [19] apply notably to the automotive sector due to the increased usage of
transducer capabilities within the modern vehicles. The transducer technologies
permit computing devices to interact directly with physical entities through the
use of sensors and actuators. Together with transducer capabilities comes the
ability to interact with these transducers through application-interface capabil-
ities. Similarly, the network-interface capabilities permit these IoT devices to
interact with each other. Viewed in its entirety, the introduction of IoT technology
generally – and more specifically to the automotive sector – brings numerous
cybersecurity and data privacy challenges that do not exist in traditional
conventional IT systems.

6.2.1 Protecting Assets in Smart Cars

The EU report on the cybersecurity and resilience of smart cars [20] views the
modern vehicle as being an integration of Internet of Things (IoT) components
which bring added value services to both drivers and passengers. Being a collec-
tion of IoT components, communications exist (i) between these IoT components
intra-vehicle and (ii) with entities and systems outside the vehicle. The report
also recognizes the evolving degree of automation that is being introduced into
vehicles, ranging from no automation (i.e. human driver monitoring the driving
environment), to partial and conditional automation (i.e. human driver assisted
by automation) to full automation (i.e. automated driving systems) [21].

The report provides a high-level architecture that views the IoT components
and services as grouped according to an “assets” classification (i.e. powertrain
control; chassis control; body control; infotainment control; communications
control; diagnostic and maintenance systems). Each of these asset groups may
employ its own ECU system and sensors that control the mechanical and/or
electronic functions relevant to that asset type. The subnetwork typically relies on
the CAN protocol, and several CAN buses may exist in a vehicle, interconnected
by a gateway that provides a degree of isolation between critical (core) functions
(e.g. powertrain management) from the less critical functions (e.g. passenger
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multimedia/infotainment). For some critical functions, the use of security
hardware (e.g. smart-card core, Trusted Platform Module [TPM], or Hardware
Security Modules [HSM]) is advised.

Given the crucial role of many of these assets, there are several security,
safety, and privacy concerns related to these assets. Some examples include the
following [20]:

● Compromising powertrain or chassis ECUs and networks may result in a vehicle
behaving in an unexpected way (e.g. compromise of ignition system, steering,
brakes, speed and gear control, or driving support). See, for example, the case
reported in [22].

● Compromising body ECUs and networks systems to the point of malfunction
may increase harm to the passengers (e.g. airbag or safety belts, door force-lock
used for child protection, dashboard display alerts regarding speed and colli-
sions, and headlights disturbing surrounding vehicles).

● Compromising the internal wireless networks (e.g. Tire Pressure Monitoring
Systems [TPMS]) may result in a loss of control of a vehicle.

● Compromising ECU firmware may lead to disclosure of the internal design and
construction of the firmware, leading to theft of intellectual property (IP).

In general, the various types of threats to the assets of a modern vehicle include
physical threats, failure or malfunction of a device or system, unintentional dam-
ages or loss of information, network outage in the vehicle, denial of service and
manipulation of firmware/software, and so on [23].

Smart vehicles present a unique set of challenges that derives from the nature
of the product (i.e. mass-market physical mobile vehicle), the complex Tier-1 and
Tier-2 supply-chains in the automotive sector, and the increasing computerization
of many of the components of the vehicle [20]:

● Large attack surface: Modern vehicles presents an unusually large attack sur-
face (large number of entry points and variety of attack methods).

● Easy access to mass-market product: Attackers are able to gain access to a
large number of samples across numerous automotive manufacturers.

● Severe impact to the user: Compromises may have severe or fatal impact
to the driver and passengers. Manufacturers face legal liabilities for their
mass-market product.

● Persistence of threats: Most vehicles have a long lifetime in the hands of their
owners, thus persisting the threats over a long duration of time. Not every vehi-
cle can be recalled with ease and efficiency.

● Non-essential features as points of attack: Many features in the modern
vehicle (e.g. passenger infotainment) are not core features of the operation of
the vehicle. Yet these consumer-centric features are often crucial to the value
proposition of the vehicle to the consumers.
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● Cost constraints and increased computerization: An increasing percentage
of manufacturing costs today goes to electronics and software [24]. This is a rad-
ical departure from the traditional car manufacturing supply-chain model, and
it is poised only to increase in the future. Increase in computerization highlights
a number of business challenges for many traditional manufacturers.

6.2.2 Reported Cases

An important milestone reported by Miller and Valasek [22] and which was well
publicized pertains to the exploit performed on the head-unit of a Jeep Cherokee.
The researchers were able to reprogram the gateway chip in the head-unit, provid-
ing them with access and freedom to send arbitrary CAN-related messages. This
attack was possible due to the fact that the gateway unit has no ability to vali-
date the source-authenticity of the code used to reprogram it [25]. A similar attack
performed on a Tesla Vehicle Model S has also been reported in [26]. Thus, the
auto manufacturers in these cases did not use code-signing techniques that were
already best practice in the software IT industry.

Code-signing has been standard practice in many Enterprises employing
the Microsoft Windows client/server software since at least the early 2000s.
Any updates to the operating system or its component software (e.g. drivers)
must be digitally signed by the source of the software (e.g. operating system
vendor), and the signing-certificate is usually present in the operating system.
Support for the TPM trusted hardware (see below) was subsequently added to
the Windows operating system [27, 28], in order to provide users and devices
with a tamper-detectable hardware to manage keys. This was possible because
the PC OEM vendors had already begun to incorporate the TPM v1.2 chip into
their PC products starting in the mid-2000s. The availability of the TPM hardware
permitted other features to be introduced over time into the PC Client computer
market (e.g. secure boot).

6.2.3 Trusted Computing Base for Automotive Cybersecurity

Given the above recognition of assets, threats, and requirements, one of the fun-
damental questions pertains to the “boundary” of trust that can be accorded to
the ECU as a unit of function and service for other ECUs and components in a
given vehicle. The challenge of identifying principles which underpin the notion
of “trust” was also faced by the designers of the TPM hardware (chip) – aimed
initially at consumer PC computers – in the late 1990s who sought to embody the
TCB concept in hardware.

In the following we re-cast some of these principles of technical-trust to the
domain of automotive cybersecurity. For automotive components that make-up
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an ECU, the challenge is identifying or defining the TCB boundary, within which
some degree of guarantee can be achieved with regards to the observance of these
principles.

We say that a system composed of hardware and software can be considered to
exhibit technical trust if at least the following properties apply [29–31]:

● Performs a well-defined function: A component must be designed to per-
form a well-defined function, without any ambiguities with respect to possible
states (i.e. of its state machine) in which the component may enter. The main
idea here is that the function being executed by the component must not harm
the component itself and must be computationally bounded so that it does not
consume all available resources.

● Operates unhindered and protected from external interference: A
well-designed component must be able to operate without interference.
An implementation of a function defined within the TCB boundary must be able
to execute until its completion without being hindered in any way (e.g. resources
locked or made unavailable) or that its operations are not skewed or influenced
in any fashion.

● Cryptographic identity and truthful reporting: The TCB instances within
the system must be distinguishable from each other. Cryptographic identity
ensures each TCB possesses a unique identity and can prove its identity, notably
when the internal state of the TCB needs to be truthfully reported.
The implementation of asymmetric key (public key) cryptographic functions
(within a protected area in the TCB) allows the unique public-key to be used
to identify the TCB. Furthermore, when the reporting functions within the TCB
are used, the matching private-key can be used to digitally sign the report (attes-
tations) regarding the TCB’s internal state.

● Trustworthy TCB dynamism: For a TCB to be practical, it must be able to be
updated, to expand, and to contract [31]. Few instances of code are 100% error
free; Thus, updates must be able to be performed in the TCB itself – possibly
expanding or contracting the boundary of the TCB.

6.2.4 Special Hardware for Security

Over the last three decades, special cryptographic hardware have been used in dif-
ferent sectors of industry – finance, government, defense – as means to provide the
hardening and protection for sensitive cryptographic keys. Historically, the market
for HSM has been enterprises and large organizations dealing with the manage-
ment of its own cryptographic keys. The early designs of the HSMs often took a
PC-compatible form factor, where an HSM card could be inserted into the PC com-
puter over a standard interface (e.g. SCSI interface) in a manner similar to other
pluggable hardware (e.g. network interface cards).



�

� �

�

6.2 Cybersecurity of Automotive and IoT Systems 147

The main purpose of HSMs is to protect the symmetric keys and private-keys
that are employed by applications. Thus, the typical HSM would afford physical
protection of keys via tamper-detectable physical packaging with some degree of
resistance, combined with a high-speed special processor to perform encryption
and/or signing of data blocks that are passed into the HSM. Because HSMs are
special purpose hardware, they have a high cost (e.g. several thousand dollars to
tens of thousands of dollars), and therefore uneconomical for the consumer space.

Seeing the growing need for security features for the consumer PC market,
a group of hardware manufacturers formed the Trusted Computing Platform
Alliance (TCPA) [30] in the late 1990s, which was subsequently rebranded as the
TCG [32]. The goal of the TCG was to develop a trusted hardware specification
that permitted the hardware to be manufactured at very low cost (e.g. a few
dollars). The cost of the TCG trusted hardware had to be extremely low because
generally speaking the PC computer manufacturers (i.e. PC OEMs) are extremely
cost-sensitive. At the same time, Smart Cards were under development and
targeted primarily for the newly emerging mobile phone market. Thus the TCG
trusted hardware must also be below the cost of Smart Cards.

The specifications for trusted hardware from the TCG alliance was called the
TPM, with the hardware version 1.2 becoming available in the 2004–2005 time-
frame. Wide deployment of the TPMv1.2 begun in 2006, notably with the new
purchase requirements from the U.S. Army. More specifically, in February 2006 the
U.S. Army Small Computer Program published a new Consolidated Buy-2 (CB2)
Desktop and Notebook minimum specifications for Army customers. The Army’s
new specification required desktop and laptop personal computers be equipped
with the new TPM (v1.2) hardware. This event represented a milestone in the
adoption of trusted computing standards.

Given this wide-scale availability and adoption of the TPM v1.2 in PC computers
and given the publication of the TPM v2.0 specifications in 2014, it is reason-
able to consider the TPM hardware for addressing the needs of the automotive
sector [33]. The various roots of trust (RoT) embodied within the TPM hardware
provide an attractive starting point for solving the various cybersecurity issues in
modern computer-laden vehicles. Some TPM hardware manufacturers – notably
Infineon Technologies [34, 35] – have begun efforts to use the TPM hardware in
some newer vehicles [36].

6.2.5 Truthful Reporting: The Challenge of Attestations

A key value proposition in trusted computing is the ability of a TCB unit to provide
truthful information regarding its current internal computation state to authorized
external entities or systems. Without the ability to provide this truthful report-
ing – performed under the same technical-trust principles stated above – there is
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no visibility into the current state of the TCB, and therefore no social-trust or
business-trust can be accorded to the functions within the TCB.

In the context of automotive cybersecurity, if the TCB defined as part of an ECU
is not able to report unhindered the state of the TCB, then no amount of trust can be
accorded to the TCB in the ECU – and by extension, to the ECU itself. This feature
of truthful reporting is broadly referred to in the trusted computing literature and
discourse as attestations.

The concept of attestations originated from the design of the TPM hardware,
notably in the need for the registers (called the Platform Configuration Registers
[PCR]) in the TPM to store and report its current values or entries. One of the
earliest use-cases of the PCR registers in the PC computer platform was to record
the cryptographic hash of the boot-code (e.g. BIOS firmware) of the PC computer.
Referred to generally as trusted boot, the basic idea is to ensure that the firmware
loaded during the boot process is the correct version as intended by its manu-
facturer. Because the TPM had cryptographic identity (i.e. Endorsement Key in
TPM v1.2), the key could be used to sign the hash of the loaded firmware as means
to accurately report to an external party (e.g. the PC computer owner).

However, this process presumes among others that the TPM hardware man-
ufacturer has implemented the TPM design correctly in its hardware, and that
each specific TPM product had a unique cryptographic identity in the form of
Endorsement Key pair (i.e. EK public-key pair), where the private-key is not read-
able or extractable from the TPM hardware. Thus, a core part of establishing trust
(technical-trust) is the signed endorsement manifests [5, 6] by the manufacturer
regarding its implementation of the TCB functions (e.g. such as in the case of the
TPM product).

In Section 6.3 we discuss the notion of the TCB, how the TPM hardware embod-
ies the TCB, and how this maps to the automotive cybersecurity situation.

6.3 The TCB and Development of Trusted Hardware

Given the ubiquity of the TPM trusted hardware within the traditional PC com-
puter market, we provide a short review of the notion of the TCB, its embodiment
in the TPM hardware, and the efforts related to the scaled-down version (“thin”
version) of the TPM addressed specifically for the automotive sector.

6.3.1 The Trusted Computing Base

The need to secure computer systems and to establish trust in systems was rec-
ognized from the early days of the commercialization of networked computers.
A landmark event in trustworthy computing was the publication of the Trusted
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Computer System Evaluation Criteria (TCSEC) by the U.S. Department of Defense
in December 1985. The TCSEC was a significant milestone, because among others
it recognized and defined the notion of the TCB. Broadly speaking, the TCB is the
portion of the system that needs to be isolated and which can provide trustworthy
behavior. Thus, the notion of the “TCB boundary” means a domain needs to be
identified or defined in the system within which security can be guaranteed.

The publication of the TCSEC had positive ramifications for the nascent com-
puter industry in that the concept of the TCB became an important building block
in the design of trustworthy computing and the reasoning about system security
(e.g. reasoning about protection rings [37]). The TCB portion became the focus of
attention of new technical innovations in the following two decades, notably in
the design of trustworthy hardware for computers. From the point of view of the
operating system, the hardware was thought to be trusted because the operating
system has no alternative way to verify that the hardware is behaving correctly.
However, increasingly attacks were targeted at the hardware layer, and the threat
of hardware vulnerability motivated the computing industry to form the TCG [32]
in the late 1990s.

The TCG used the notion of a hardware root-of-trust as a means to distinguish
the security relevant portions of a hardware platform. Two key building blocks in
the definition of hardware trust in the TCG community were shielded locations and
protected capabilities. Shielded locations are “…A place (memory, register, etc.)
where it is safe to operate on sensitive data; data locations that can be accessed
only by protected capabilities.” Protected capabilities are “…the set of commands
with exclusive permission to access shielded locations.”

6.3.2 The Trusted Platform Module (TPM)

The TCG subsequently published the specifications for the TPM hardware (chip),
initially version TPM v1.1b, then followed by TPM v1.2 [38]. Given the growing
market in PC computers in the late 1990s and early 2000s, the TPMv1.2 was
intended to support a “one-size-fits-all” approach that primarily targeted the PC
market.

The TPM v1.2 supported unstructured non-volatile (NV) RAM storage and a
variety of cryptographic algorithms (e.g. SHA-1, RSA, AES, and 3DES) and a
zero-knowledge algorithm called Direct Anonymous Attestation (DAA) [39–41]
aimed at preserving the privacy of users of the PC computers containing the
TPM v1.2 hardware.

A second-generation TPM (TPM v2.0) has been published [42], and consisted
of a library specification which is not intended to be backward compatible with
the TPM v1.2. It expanded trusted computing features to better support vertical
markets. The TCG introduced platform specific profiles that were designed to use
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optional functionality specific to PCs, smart phones, and automotive platforms.
Platform-specific profiles allow TPM vendors flexibility in implementing TPM
features that accommodates a specific market. Additionally, TPM v2.0 supports
four key hierarchies: storage, platform and endorsement as well as a hierarchy
for ephemeral keys. Each hierarchy can support multiple keys and cryptographic
algorithms. Password-based authorization was added and greater flexibility for
policy-controlled use of the other authorization mechanisms. NV-RAM expanded
to support monotonic counters, bitmaps, and “extend” operations in addition to
unstructured data storage. Support for stronger cryptographic algorithms was
added (e.g. SHA256 for hashing and ECC using NIST P-256 curve). The reader
is directed to [43, 44] for more detailed and readable discussion regarding the
TPM v2.0.

6.3.3 Resource-Constrained Automotive Systems: Thin TPMs

In considering the use of TPMs in the automotive sector, it is worthwhile to review
some of the security requirements for ECUs within an automotive system [45]:

● Firmware integrity: Support maintaining the firmware integrity of
resource-constrained ECUs.

● Attestation evidence: Support the storage of ECU firmware measurements
(i.e. hashes), the creation of integrity digests as part of attestation evidence, and
the signing of these evidence data-structures.

● Validate digital signatures on firmware updates: Support the verification
of signatures found on firmware and software updates, and report successful
(failed) installations of updates.

● Policy enforcement: Support the enforcement of policies regarding the
updates of firmware, and policies regarding other components in the automotive
system.

Although the above requirements may seem reasonable for the traditional PC
client computer, they are fairly difficult to achieve in the automotive scenario
employing ECUs with constrained computing resources. Thus, on one hand, the
modern vehicle must be protected from various attacks. The range of passive,
active, and intrusive attacks possible on the modern vehicles points to the need
for trusted hardware to be employed. Among others, trusted hardware such as
the TPM permits a means to provide root of trusts based on hardware-embedded
cryptographic keys – which is considerably more difficult to attack. On the
other hand, however, automobile manufacturers are already facing ongoing cost
constraints and adding a TPM hardware for each and every ECU in the vehicle
(with possibly several dozen ECUs in a typical vehicle) would increase the cost of
vehicle production prohibitively.
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In order to begin addressing this dilemma of “security versus cost,” the TCG
developed a profile of the TPM v2.0 library specifications for the automotive sec-
tor. The vision put forward by the TCG is based on the understanding that (i) the
modern vehicle is in reality a composite industrial control system network with
at least one Internet security gateway, and that (ii) the gateway offers the possi-
bility to incorporate a hardware implementation of the TPM. Thus, the assump-
tion is that the vehicle will have at least one hardware TPM that could assist the
many resource-constrained ECUs. In order to define the minimal expected capa-
bilities of the resource-constrained ECU, the TCG developed a constrained TPM
specification that is referred to as the Automotive-Thin Profile [45, 46] – or simply
as the auto-thin TPMs. Thus, the resource-constrained ECUs would implement
the auto-thin TPMv2.0 profile, while the Security Gateway would possess a hard-
ware implementation of the full or auto-rich TPMv2.0 (see Figure 6.1). The cost of
one hardware TPM inside a Security Gateway is assumed to be affordable for the
vehicle manufacturer.

Figure 6.1 provides a high-level illustration of the notion of the auto-thin and
auto-rich TPMs. In Figure 6.1 the gateway is assumed to be an inter-network pro-
cessor that aids in the interconnection of networks. It is used as a protocol-bridge
in cases where the networks do not employ the same physical and datalink
protocols for the purpose of communications. The gateway is assumed to pro-
vide Internet connectivity to external entities (e.g. to the manufacturer site for
software updates over-the-air). It is important to note the severe limitations of
the auto-thin TPM compared to the hardware “full” TPM. For example, the
TCG automotive-thin profile of the TPM [45] does not support general purpose
signature validations. This means that signatures of firmware-updates received
by the gateway must be validated by the auto-rich TPM of the gateway.
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Figure 6.1 The TCG automotive-thin TPMs. Source: Adapted from [45].
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The combined use of an auto-rich TPM in the gateway with the auto-thin TPM
in the ECUs allows several new features of the TPMv2.0 to be utilized. One key fea-
ture is the maintenance by the auto-rich TPM of an internal monotonic counter
that provides protection against replays of old firmware by an external attacker.
Thus, the auto-rich TPM is able to validate that a new firmware-update is truly an
update originating from the remote maintenance center. This feature is notably
crucial for software over-the-air (SOTA) approaches to software/firmware updat-
ing – which is an attractive means for many car manufacturers to reduce the overall
costs of maintenance of vehicles, as compared to in-person updates (e.g. performed
at auto garages and maintenance centers).

In summary, the auto-thin TPMs [45] is motivated by automotive-specific con-
straints and technical requirements:

● Limited physical resources: Many ECUs have low availability and low speed
of ROM, RAM, and NV memory.

● Unconventional operating system: Some ECUs have neither a boot-OS nor
any conventional OS capable of dispatching distinct application processes. In
some cases, an ECU may consist of a single thread of firmware that calls a
minimal runtime-library.

● Long product lifecycle: Many automotive systems are deployed (e.g. con-
sumer cars) for 20 or more years, far beyond the average PC computer system
today.

6.3.4 Virtualized TPMs for ECUs

From an automotive deployment perspective, the TCG automotive-thin profile of
the TPM v2.0 consists of a subset of the TPM v2.0 library specification relevant to
the vehicle use-cases. The aim is to permit the profile to be deployable for a range of
ECUs, including those with scant resources. The Security Gateways – with a more
powerful ECU – would be equipped with a Rich TPM with more functionality,
and would act as a relay between the other resource-constrained ECUs within the
vehicle. More importantly, however, the distinction between rich and thin TPMs
permits the auto-thin TPMs to be implemented as Virtualized TPMs [46, 47].

In the virtualized TPM approach, the TPM is in effect implemented in firmware
using the hypervisor model with the assistance of a boot-loader with secure boot
capabilities. In hypervisor-enabled architectures, the secure boot capabilities
and hypervisor-provided isolation can establish a protected environment within
which a TPM can be run. In such cases, the TPM could even serve a single guest
operating system. The benefit here, among others, is that a transitive chain of
trust is established, originating from the boot ROM – something core to the notion
of attestations. Additionally, approaches like this permit the isolation between
the firmware-TPM and the application execution space. In this way, there is a
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reasonable guarantee that an application cannot interfere in the operations of the
firmware-TPM, providing manufacturers of ECUs employing the firmware-TPM
with a clear boundary of responsibility and of liabilities.

A discussion of virtualized TPMs is beyond the scope of the current work, and
the reader is directed to [46, 47] for a discussion on the topic.

6.3.5 The DICE Model and Cyber-Resilient Systems

One promising development in the area of IoT security – which may be rele-
vant for automotive ECUs – is the use of a simple hardware-originated storage
write-protection “latches” that can protect early boot code [48]. The fundamental
concept is to permit early boot code to write-protect itself using a storage protection
latch, thereby guaranteeing a floor in a layered system below which an attacker
cannot mount a successful attack. This guarantee of ongoing resiliency is notably
important for low-cost IoT devices which cannot incorporate a TPM hardware or
other types of crypto-processors.

Using these storage write-protection latches, IoT device manufacturers are able
to provision IoT devices with keys that are accessible to early boot code [49].
In turn, the protected boot code can be used to generate subsequent additional
keys that can be used by device firmware to authenticate the device and state.
In other words, “layers” of code and keys (associated with the code) can sub-
sequently be built [50], permitting a low-cost root of trust to be established
without tamper-resistant shielding in the hardware. Any suspected malware
can be ejected from the system by simply performing a reset and re-creating the
layers again based on the latches. Because layers may be associated with unique
keys, the Device Identity Composition Engine (DICE) model offers an interesting
approach to layered attestations [51].

The machinery to protect this early boot code and generate a unique device
identity is called the Device Identity Composition Engine (DICE) [52]. The engine
computes a measurement (hash) of the first mutable code and then combines
it with a Unique Device Secret (UDS) to produce a Compound Device Identifier
(CDI). The UDS secret value is provisioned by the manufacturer during the
device manufacturing. The combination or mixing of the UDS and the hash of
the first mutable code is based on the concatenation of these two values (e.g.
using a HMAC function). For simple IoT devices, any modifications to the first
mutable code (e.g. infected by malware) will result in a different CDI, something
which is detectable by external processes (e.g. organization device monitoring
system/service and third-party cloud management services) [53, 54].

We believe there is strong promise for DICE and related cyber-resilient build-
ing blocks [55] to be created for automotive-specific uses cases, namely for simple
ECUs that exhibit infrequent changes (updates) and must always boot to the same
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state as intended by its manufacturer. Readers are directed to [48, 52] for further
information regarding this approach.

6.4 Attestations in Automotive Systems

As mentioned previously, attestations by ECUs and Security Gateways in auto-
motive systems represent a core capability that is needed to establish technical
trust in a vehicle. In this section we discuss a reference framework for attestations,
and how the framework applies to the use-cases related to automotive systems. A
strong desire on the part of many manufacturers is the ability to perform updates
via SOTA, where the gateway establishes a wireless connection to the remote main-
tenance center to perform the update. As such, we will couch the discussion of
attestation in the context of the SOTA general use-case, although the same attesta-
tion processes and flows may be used when the vehicle has physical connectivity
to a network (e.g. connected to Internet at a vehicle maintenance garage).

6.4.1 A Reference Framework for Attestations

The notion of device attestations is nearing two-decades now. The initial concept
of attestations was related to the design principles of the TPM hardware [29, 56],
where the TPM hardware needed the ability to attest itself – namely report the
internal values of certain registers.

Recently, the notion of attestations has garnered interest within different tech-
nical standards organizations and industry consortiums, beyond the TCG alliance
(e.g. FIDO Alliance [57], Global-Platform [58], IETF [59, 60]). The concepts
around attestations – such as endorsements, validations, and freshness – are just
recently coming into wider attention in the broader industry. As such, the devel-
opment of a reference framework for attestations will permit related standards
to be developed around that common framework. This includes the various
protocols for relevant industry sectors (routers and network equipment [61, 62],
mobile devices [58], and cloud stacks [63]).

The fundamental idea of attestations of a “thing” (e.g. a computing device) is
that of the conveyance of truthful information regarding the (internal) state of the
thing being attested to [23, 64]. In the related literature on trusted computing the
term “measurement” is used to mean the act of collecting (introspecting) claims
or assertions about the internal state, and delivering these claims as evidence to
an external party or entity for automated review and security assessment.

However, as we know today computing environments can be structurally com-
plex and may consist of multiple elements (e.g. memory, CPU, storage, networking,
firmware, software), and computational elements can be linked and composed to
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form computational pipelines, arrays, and networks. Thus, the dilemma is that
not every computational element can be expected to be capable of attestation.
Furthermore, attestation-capable elements may not be capable of attesting every
computing element with which it interacts. The attestation capability could in
fact be a computing environment itself [31]. The act of monitoring trustworthi-
ness attributes, collecting them into an interoperable format, integrity protecting,
authenticating, and conveying them requires a computing environment – one that
should be separate from the one being attested.

6.4.2 Entities, Roles, and Actors

The attestation framework of [65, 66] defines of a set of roles that implement attes-
tation flows. Roles are hosted by actors, where actors are deployment entities.
Different deployment models may coalesce or separate various actor components
and may call for differing attestation conveyance mechanisms. However, different
deployment models do not fundamentally modify attestation roles, the respon-
sibilities of each role, nor the information that flows between them. In the cur-
rent discussion, we may use the actor and role terminology interchangeably when
appropriate in order to simplify discussion (see Figure 6.2).

● Attester: The Attester (e.g. target device) provides attestation Evidence to a
Verifier. The Attester must have an attestation identity that is used to authen-
ticate the conveyed Evidence and establishes an attestation endpoint context.
The attestation identity is often established as part of a manufacturing process
that embeds identity credentials in the entity that implements an Attester.

● Verifier: The Verifier accepts Endorsements (from Endorsers) and Evidence
(from the Attester) then conveys Attestation Results to one or more Relying
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Parties. The Verifier must evaluate the received Endorsements and Evidences
against the internal appraisal policies chosen or configured by the owner of the
Verifier [68].

● Relying Party: The Relying Party (RP) role is implemented by a resource man-
ager that accepts Attestation Results from a Verifier. The Relying Party trusts
the Verifier to correctly evaluate attestation Evidence and Policies, and to pro-
duce a correct Attestation Result. Thus, we assume that the RP and the Verifier
have a business relationship or some other basis for trusting one another. The
Relying Party may further evaluate Attestation Results according to Policies it
may receive from an Owner. The Relying Party may take actions based on the
evaluation of the Attestation Results.

● Endorser: An Endorser role is typically implemented by a supply-chain entity
that creates reference Endorsements (i.e. claims, values, or measurements
that are known to be authentic). Endorsements contain assertions about
the device’s intrinsic trustworthiness and correctness properties. Endorsers
implement manufacturing, productization, or other techniques that establish
the trustworthiness properties of the Attesting Environment. This is shown as
flows (a) and (b) in Figure 6.2. At an abstract level, an Endorser can be viewed
as a type of Oracle in the sense of [69] that truthfully asserts factual information
about the component manufacturing provenance.

● Owner of Verifier: The Verifier Owner role has policy oversight for the Verifier.
It generates Appraisal Policy for Evidence and conveys the policy to the Ver-
ifier. The Verifier Owner sets policy for acceptable (or unacceptable) Evidence
and Endorsements that may be supplied by Attesters and Endorsers respectively.

● Owner of Relying Party: The Relying Party (RP) Owner role has policy over-
sight for the Relying Party (RP). The RP-Owner sets appraisal policy regarding
acceptable (or unacceptable) Attestation Results about an Attester that was pro-
duced by a Verifier. The RP-Owner sets appraisal policies on the Relying Party
that authorizes use of Attestation Results in the context of the relevant services,
management consoles, network equipment, an enforcement policies used by the
Relying Party.

● Evidence: The Attestation Evidence is a role message containing assertions
from the Attester role. Evidence should have freshness and recentness claims
that help establish Evidence relevance. For example, a Verifier supplies a nonce
that can be included with the Evidence supplied by the Attester. Evidence typ-
ically describes the state of the device or entity. Normally, Evidence is collected
in response to a request (e.g. challenge from Verifier).
Evidence may also describe historical device states (e.g. the state of the Attester
during initial boot). It may also describe operational states that are dynamic
and likely to change from one request to the next. Attestation protocols may
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be helpful in providing timing context for correct evaluation of Evidence that is
highly dynamic.

● Endorsements: Endorsement structures contain reference Claims that are
signed by an entity performing the Endorser role (e.g. supply-chain entity or
manufacturer of the target device). Endorsements are reference values that
may be used by Owners to form attestation Policies.
Some endorsements may be considered “intrinsic” in that they convey static
trustworthiness properties relating to a given actor (e.g. device, environment,
component, TCB, layer, RoT, or entity). These may exist as part of the design,
implementation, Validation, and manufacture of that actor implementation.
An Endorser (e.g. manufacturer) may assert immutable and intrinsic claims
in its Endorsements, which then allows the Verifier to carry-out appraisal of
the Attester (e.g. device) without requiring Attester reporting beyond simple
authentication.

Figure 6.2 illustrates the canonical attestation model [66]. When an Attester
(e.g. target device) seeks to perform an action at the Relying Party (e.g. access
resources or services controlled by the Relying Party) the Attester must first be
evaluated by the Verifier. Among its inputs, the Verifier obtains endorsements
from the Endorser (e.g. device manufacturer) in flow (a) of Figure 6.2. Prior to
allowing any entity to be evaluated by the Verifier, the Owner of the Verifier must
first configure a number of appraisal policies into the Verifier for evaluating Evi-
dences. The policies are use-case specific but may require other information about
the Attester (or User) to be furnished to the Verifier. This is shown in Step 1 of
Figure 6.2. Similarly, in Step 2 the owner of the Relying Party (e.g. resource or ser-
vice) must configure a number of Appraisal Policies for Attestation Results into
the Relying Party.

When the Attester requests access to the resources at the Relying Party (Step 3),
it will be redirected to the Verifier (Step 4) – the understanding being that the
Attester must deliver attestation Evidence to the Verifier. Included here are the
endorsement(s) that the Attester obtained previously from the Endorser (flow (b)
of Figure 6.2). The flow represented by Step 4 may be multi-round and may include
a nonce challenge that the Attester must include in its computation of the Evi-
dence as a means to establish freshness.

After verification and appraisal of the Attester completes, the Verifier delivers
the Attestation Result to the Relying Party in Step 5. The Relying Party in its turn
must evaluate the Result against its own policies (set previously in Step 2). If the
Relying Party is satisfied with its evaluation of the Attestation Result regarding the
Attester, it will provide the Attester with permission to complete the action it seeks
to perform (e.g. access resources at the RP).
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6.4.3 Variations in Evidence Collations and Deliveries

There are several possible variations in the composition and the conveyance of
evidence to the verifier within the framework of [66]:

● Composite attestations: An Attestation Evidence yielded by an Attester may
in fact consists of other Evidence (e.g. from other local components) collated by
that Attester. Here, local components are assumed to have attestation capabili-
ties that generate evidence. This Evidence is conveyed locally to a Lead Attester
that assembles the various sets of evidences, possibly including evidence that it
directly collects as well.

● Layered attestations: The layered attestations model is useful for devices and
use-cases that preclude the use of trusted hardware or processor such as the
TPM (e.g. auto-thin TPMs). The approach is based on the use of a combination
of a device-secret that is set by the device manufacturer during production (e.g.
fusing during manufacturing). The core idea is to use the device secret and a
keyed hash function to derive other secrets (e.g. keys) to be used by the next
layer in the boot-sequence. For each “layer” in the sequence, the next layer
must be “inspectable” be the current layer, where an attestation evidence can
be yielded [50].

● Evidence delivery flows: Attestation Evidence can be delivered to the Verifier
in several ways, depending on the specific use-cases and type/capabilities of the
device. Two general delivery flows have been identified [60]. In the first case
the Attester delivers its Evidence to the Verifier as before. However, the Verifier
returns the signed Attestation Result to the Attester, which then wields it to the
Relying Party. In the second variation, the Attester delivers its Evidence direct to
the Relying Party who then forward the Evidence to the Verifier. After appraising
the Evidence, the Verifier provides the result to the Relying Party.

6.4.4 Composite Attestations for Automotive Systems

In order to place the discussion of attestations in the context of automotive sys-
tems, we consider the scenario of remote maintenance performed on a given vehi-
cle (i.e. SOTA update scenario). We assume that the vehicle possesses a Gateway
or Head-Unit (with an auto-rich TPM) that is capable of establishing a secure
channel with the Remote Maintenance Center. The attester function in the gate-
way performs the collation of attestation evidence from the various components
in the ECUs, and the gateway delivers the evidence “over the air” to the main-
tenance center. Figure 6.3 provides an overview of the integration of attestations
within the larger software/firmware updates (over-the air) scenario, which is one
of the key desirable capabilities for modern automotive systems. The main con-
sideration of the flows in Figure 6.3 is the need for the vehicle as the attester
to securely deliver the relevant attestation-evidences to the Remote Maintenance
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Figure 6.3 Overview of software updates over-the-air (SOTA) incorporating attestations.

Center just prior to an update event (Step 4) and then after update event has com-
pleted (Step 6). Although not shown in Figure 6.3, optionally the relevant payloads
of the message flows are logged and the hash-values of the payloads recorded
onto a blockchain/DLT system. Note that Steps 3 and 4 of Figure 6.3 may con-
sist of a multi-round request/response interaction, where at each round different
attestation-evidences may be requested by the Remote Maintenance Center from
the gateway in the vehicle.

There are a number of interesting features of the TCG attestation framework
when applied to the automotive cybersecurity situation (see Figure 6.4):

● Local conveyance of component attestation evidence: Components such
as an ECU create attestation evidence “locally” and convey these securely to the
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Lead Attester (Step 2 of Figure 6.4). This approach is consistent with the fact
that not all ECUs will have the capability to directly interact with the Remote
Maintenance Center, and that it is one of the roles of the Gateway to be the lead
attester.

● Collation and conveyance of composite evidence by lead attester: The
role of the Gateway is also to act as the lead attester that interacts with each
attestation-capable ECU and to collate evidences conveyed locally by these
ECUs. The resulting attestation evidence is then delivered to the verifier (Step 3
of Figure 6.4).

● Remote maintenance center as Relying Party: In the SOTA scenario, the
remote maintenance center acts as the relying party consistent with the TCG
attestation framework [66]. It is reliant on the Verifier to perform its appraisal
of the evidence obtained from the Gateway as the lead attester.

● Possible colocation of Verifier with Relying Party: Although the TCG attes-
tation framework [66] distinguishes the Verifier as a separate function or service
from the Relying Party, it is reasonable to assume that the remote maintenance
center will also incorporate a verifier function.
This separation of function is useful for cases where other entities may operate
its own verifier to other reasons. For example, an automobile insurance
company (or a network of insurance companies) may request that insured
vehicles periodically (e.g. monthly) submit attestation-evidence regarding the
vehicle. Alternatively, a separate attestations service can be made obtained
from a third-party (e.g. Microsoft Azure attestation service [54]).

● Verifier appraisal using supply-chain endorsements: A core requirement
for attestations is that the supply-chain entities make available the endorse-
ments for its products.
As discussed in [66] an endorsement can be as simple as set of cryptographic
hashes of the firmware and software relevant for an ECU. This digest or hash
value can be expressed or wrapped in one of many standard formats (e.g.
wrapped in an X.509 attribute certificate, SAML2.0 assertion, and JSON claims
data structure).

6.4.5 Appraisal Policies

As previously discussed (see previous Figure 6.2), the verification of evidences
conveyed by the lead attester (i.e. the Gateway) must be guided by the appraisal
policies that have been configured into the verifier system. In general, device
attestations and verifications must be part of a broad and comprehensive
approach to security and trustworthiness within a given deployment scenario.
Organizations (e.g. remote maintenance centers) deploying attestation-capable
systems must therefore incorporate attestation mechanisms and corresponding
appraisal policies within their lifecycle management policies.
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Due to the complexity of the trusted computing ecosystem, it is useful to distin-
guish between (i) the policies (rules) governing a deployment scenario (i.e. policies
at a remote maintenance center) from (ii) the act of a manufacturer endorsing its
product (which can be considered as a form of an internal policy on the part of
the manufacturer). Endorsements typically include a logical representation of the
device or component (e.g. ECU), such as in the form of a schema definition. This
implies that a Verifier must also have the same logical representation (schema)
when appraising the device and component. We refer to the Verifier’s set of deploy-
ment rules that make use of this device/component logical representation as the
appraisal policies. Note that the verifier acts as a Policy Decision Point (PDP) in the
classical access control model by executing a process that evaluates (compares) its
knowledge of the attester, as learned (configured) based on the endorsement from
the manufacturer and the evidence conveyed by the attester.

In summary, appraisal policies for a target device or component are established
by the verifier-owner (e.g. IT administrator at Remote Management Center) and
should incorporate [66]:

● Logical representation of the device or component (e.g. ECU) as expressed
through schemas produced by the manufacturer.

● Logical representation of the various possible run-time states of the device or
component, as claimed by the manufacturer. The possible states of some com-
ponents may be determined by the boot sequence of the various components
that comprise the device.

● Run time evidence conveyed by the device or component. More specifically, the
appraisal policies regarding the evidence conveyed by the device should under-
stand different combinations or aspects of the device topology and at varying
levels of information granularity

6.5 Vehicle Wallets for Blockchain Applications

With the emergence of blockchain technology in the past decade there has been
considerable attention placed on the possible application of blockchains to the var-
ious aspects of the automotive manufacturing and deployment lifecycle. The range
of applications of blockchain to the automotive sector include component counter-
feit detection, components supply-chain tracking, integrity vehicle maintenance
data, insurance management, vehicle energy management, vehicle-based special
networks, self-driving vehicles, smart contracts for status reporting [70], and so on.

The blockchain literature employs the term of “wallets” for the technical means
(software and/or hardware) used to store and manage private keys. Existing keys
that are associated with ECUs should not be overloaded with the additional tasks
related to blockchain functions. That is, the cybersecurity features in vehicles
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that are designed for the operations and maintenance of the vehicle should
not be re-purposed or overloaded for blockchain applications. If additional
processing power and keys are required for new and future blockchain applica-
tions, then a separate hardware and software should be introduced to support
this need.

An important aspect of introducing blockchain-support within vehicles pertains
to key management and to the ownership and control of the cryptographic keys
used in the various blockchain-related applications. The issue of key-control and
legal ownership of keys [71] becomes important when certain blockchain-related
tasks have potential impact on the safety and security of the vehicle. Entities who
take-on legal liabilities in functions involving keys naturally tend to demand con-
trol over the keys. Device attestations can play a role in providing evidence of
key-presence and key-status, beyond the basic proof-of-possession of the private
key (e.g. by running a challenge-response protocol [72]).

6.5.1 Vehicular Application Scenarios

In considering the landscape of potential applications of blockchain and DLTs to
the automotive sector, it is useful to view the vehicle from at least two perspectives
in relation to the blockchain network [73]:

● Vehicle as client to a blockchain network: In this application scenario, the
vehicle utilizes the features of a blockchain network to perform a given task. This
includes employing the basic functions of the blockchain, which range from
the rudimentary recording of some data onto the shared ledger (e.g. using the
blockchain as a notary service), to invoking smart contracts on the blockchain
that may indirectly affect other external entities (e.g. other vehicles in the net-
work). For example, the vehicle may record some factual information about
itself (e.g. GPS location information and current software stack version) to the
ledger of the blockchain.

● Vehicle as a node within blockchain network: In this scenario, the vehi-
cle acts as a node that participates in the blockchain network. The assumption
here is that sufficient computing power is present in the vehicle to perform the
relevant tasks pertaining to the node function.

Beyond the supply-chain tracking of physical components for automotive
vehicles, blockchain technology may offer a solution to the problem of the
persistent/continuous availability of component endorsements from various
automotive components suppliers. As mentioned in Section 6.4.2, these endorse-
ments are core to the value proposition of attestations, as illustrated in Figure 6.4.
We discuss this challenge in Section 6.6.
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6.5.2 Protection of Keys in Automotive Wallets

Similar to other blockchain-enabled applications, the cryptographic keys used to
interact with (e.g. transact to) the shared ledger of the blockchain must be pro-
tected from unauthorized access. We use the generic term wallet (i.e. crypto-wallet)
for the component that holds and utilizes the private-key(s) bound to the vehicle.
The following are some general requirements for wallets in vehicles:

● Support for client and node roles: The vehicle wallet should support a wide
range of blockchain-related applications, including the general cases where (i)
the vehicle acts as a client to a blockchain system, and (ii) where the vehicle
participates as a node in a given blockchain network.

● Support for multiple blockchain systems: A vehicle may interact with
multiple blockchain systems simultaneously. At the vehicle plane, the manu-
facturers may employ a blockchain system to support the maintenance of the
vehicle as a whole. At the user plane, the owner of the vehicle may interact
with different blockchain networks and decentralized applications (e.g. smart
contracts). For example, a blockchain-based payment scheme may be employed
by the owner for the vehicle daily functions (e.g. toll-gate payments, and gas- or
battery-related payments).

● Clear separation of key owners: The vehicle wallet must permit a clear delin-
eation and TCB separation between the “manufacturer space” and the “user
space,” including the use of separate keys for different blockchain scenarios.

A core feature of some trusted hardware such as the TPM chip is the ability of
certain types of cryptographic keys to be generated inside the hardware, and for
internal key hierarchies to be established. Using the example of the TPM, certain
types of keys can be designated as non-migratable at creation time, meaning that
the key is bound to that single TPM and that it cannot be migrated or exported
from the TPM. The use of non-migratable keys are advantageous when addressing
the need to prevent the copying of keys.

A non-migratable key can be used internally to “certify” the application-level
keys. This permits some degree of the provenance of an application key to be
traced to its “parent” non-migratable key, and therefore to trusted hardware
where the parent key is located [74]. This feature may be useful in attestation
cases where the user has to prove the origins of an application-level key-pair.
Typically, application-level keys can be designated to be migratable at creation
time, allowing the key-pair to be migrated (or backed-up) to a new compatible
trusted hardware using a secure key migration protocol [75]. It is important to
note that non-migratable private–public key pairs can be used to uniquely identify
the device [38, 76]. Mechanism to provide privacy to these keys has also been
created (see [39]).
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6.5.3 Types of Evidence from Wallets

Using the TPM concepts and terminology, the following is a non-exhaustive list
of some of the possible wallet and key information that can be obtained using
attestations:

● Key creation provenance: Most (if not all) current generation crypto-
processor trusted hardware have the capability to create/generate a new
private–public key pairs inside the shielded location of the hardware, and to
maintain keys inside its long-term NV protected storage. Furthermore, evidence
regarding this process can be yielded by the trusted hardware, allowing the
provenance of such keys to be asserted.

● Key-type evidence and key loss recovery: Some crypto-processor trusted
hardware (e.g. TPMv1.2 and TPM2.0) support the creation of non-migratable
and migratable keys. These keys may be used to “certify” other internally gen-
erated keys. Information regarding the type of keys and the relationship among
these keys (e.g. derivational and certification) may be yielded as attestation
evidence.

● Evidence of signature-origin of transactions on the blockchain: Related
to the key creation provenance and key-type, the use of a hardware-bound
private-key to sign transactions permits the wallet-origin of that transaction to
be ascertained. This kind of evidence may be important in scenarios needing
proof that a set of confirmed transactions on the blockchain originated from
the specific wallet within a given vehicle, activated with user-authorization.

● Evidence of wallet system configurations and diversity: Device attesta-
tions may permit visibility into the wallet-device composition and configuration.
This may be useful information with regards to the diversity of wallet config-
urations, something crucial from the perspective of malware aimed at wallet
systems [67, 77]. A vehicle manufacturer may choose to diversify the wallet
technology used across its vehicle models (e.g. different wallet products), in
order to ensure that malware attacks do not cripple entire fleets of vehicles of a
specific model.

● Wallet system health monitoring: Wallet-device manageability services
could include continuous monitoring of the system health of the wallets.
System health monitoring and reporting has been deployed in the Enterprise
networking industry for sometime now [78]. Examples include Microsoft’s
NAP [79], NAC from Cisco [80], and the TNC from the TCG [81, 82].

6.6 Blockchain Technology for Future Attestation
Infrastructures

We believe there is a promising role for blockchain technology to support the
development and operations of attestations infrastructures – such as to increase
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the availability of endorsements – for manufacturers of automotive vehicles and
of computing products generally. The need for manufacturer endorsements has
been recognized since the early days of trusted computing [4, 5]. However, there
remains a number of challenges related to the issuance and management of the
endorsements. In viewing the logistics supply-chain of components and physical
products, it is useful to also consider endorsements (i.e. files) as having their own
logical supply-chain that parallels the physical supply-chain.

In the following we use the broad term of “endorsement objects” to mean the
various files (and packages of files) that represents parts of the endorsement com-
ing from a manufacturer. Examples of the endorsement objects include the RIM
files (Reference Integrity Manifest [6]), a manufacturer SWID files (Software Iden-
tification tagging [83, 84]), manufacturer usage description (MUD) files [85], a
manufacturer’s signing-key X.509 certificate file, and so on.

6.6.1 Challenges in the Supply-Chain of Endorsements

We summarize some of the challenges related to the endorsements supply-chains as
follows:

● Standardized attestation framework: In order to achieve accuracy in
asserting endorsements and to obtain efficiency in the supply of endorsement
objects (i.e. files), manufacturers, service providers are related supply-chain
entities in the ecosystem need to operate on a common architecture framework
for attestations. That is, they need a shared “mental model” based on a common
architecture, standardized evidence-conveyance protocols, and a shared under-
standing of what it means to “appraise” attestation evidence. Furthermore, a
common and standardized attestation framework allows manufacturers and
service providers to address different market verticals and industry sectors using
the same architecture based on fundamental trusted computing principles.
Such a standardized attestation architecture framework is currently under
development [60, 66].

● Discoverability of endorsement-objects: Verifiers need a clear mechanism
to search and discover the manufacturer endorsements pertaining the device
being appraised (see Figure 6.5). Ideally, this process of discoverability should
be automated as far as possible. Solutions to this search problem may need to
rely on persistent keywords and humanly readable identifiers associated with
the product (i.e. unique product names, models, SKUs).

● Accessibility of endorsement objects: Once the Verifier obtains the location
information of endorsement objects, the Verifier must then retrieve the relevant
objects (i.e. files). Again, ideally this process of retrieval should be automated as
far as possible. However, in seeking to retrieve endorsement objects the Verifier
may face accessibility-related issues. For example, the endorsement files may
sit behind protected APIs that require human intervention on the part of the
Verifier Owner (e.g. user authentication and authorization).
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Figure 6.5 Overview of the verifier with decentralized infrastructures.

● Persistence of endorsement objects: Signed endorsement objects for a given
product need to be available beyond the lifetime of the product and beyond
the digital-death of the components manufacturers (e.g. manufacturer goes out
of business). In the case of the automotive industry, many vehicles may be on
the road for several years or decades. Thus, the use of a publicly readable ultra
low-cost decentralized storage becomes attractive as a solution to the persistence
problem.

● Economic cost of endorsements creation: There is a considerable cost to the
component manufacturer in producing endorsements for its products. Histori-
cally, this cost has been one of the deterrents for many component manufac-
turers. On the other side of the equation, however, there is an economic cost
to the vehicle maker and its brand should one or more components (e.g. ECU
devices and networks) be compromised by cyber-attacks resulting in consumer
fatalities. Thus, vehicle makers should incentivize component manufacturers
upstream to produce endorsement objects that assist the vehicle maker in ensur-
ing the continuous health of its vehicles once they are deployed on the road by
consumers.

● Confidentiality of endorsement objects: In some circumstances, manufac-
turers may create “custom” version of products for certain types of bulk buy-
ers (e.g. governments and auto rental corporations), following the customized
technical specifications. In some cases, these customized products may be con-
sidered to be “private products” available only to the limited buyers due to the
intellectual property (IP) contained in them. In these cases, the manufacturers
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must correspondingly treat the endorsement objects as confidential and propri-
etary, to provide the relevant confidentiality protection.

Efforts are underway to develop industry-based solution to some of these prob-
lems [86, 87], focusing on the endorsements related to the TPM hardware.

6.6.2 Decentralized Infrastructures

Blockchain-based infrastructures may provide one or more solutions to the chal-
lenge of verifiers searching, obtaining, and validating endorsement objects. More
specifically, we consider three (3) interrelated decentralized infrastructures as
follows:

● Decentralized infrastructures for notarizations of endorsement objects:
This is the decentralized infrastructure (e.g. blockchain system) that acts as
a distributed notarization service for manufacturers to “register and notarize”
endorsements objects (endorsement packages). This infrastructure could also
be used by Certification Authorities (CAs) to notarize their Root-CA X.509
certificates.
The notarization blockchain (i.e. its nodes collectively) acts as a “witness notary”
that at particular point in time a key-holder entity (i.e. the manufacturer) sub-
mitted a hash/digest of a given file as a transaction into the blockchain network
(and that the transaction was confirmed or settled). The blockchain is agnos-
tic with regards to semantic meaning of the hashed file, or to the notion of
endorsements.

● Decentralized infrastructures for identifiers and locations: This is the
decentralized identifier (DID) infrastructure that retains the persistent identi-
fier for an endorsement object and the location of a copy of the endorsement
object. A manufacturer must have the ability to create a location record within
the blockchain ledger. In fact, any entity that claims to possess a copy of a
signed non-private endorsement object (with the signature of the manufacturer)
should also be able to add location records.
Since a blockchain is an append-only and timestamped system, any entity can
add new location records at any time for the same endorsement object (e.g.
endorsement files or package of files). Thus, for a given endorsement object
there may be multiple location records captured on the blockchain. Some
location records may carry inaccurate location information, outdated infor-
mation, or simply contain false information. In many cases, the only available
recourse for a Verifier is to fetch all available copies of an endorsement object
in a trial-and-error fashion. A given Verifier could reduce the discover/fetch
efforts by focusing initially on location records whose authors have an X.509
certificate issued by a well-known CA.
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● Decentralized infrastructures for storage endorsement objects: This is
the decentralized P2P storage network that holds endorsement-object files or
shards of them. Decentralized file storage schemes, such as IPFS [88], may
provide a solution to the persistent storage of endorsement objects beyond the
manufacturer’s business lifetime.

6.6.3 Example of Verifier Tasks

As discussed in Section 6.4 and shown in Figure 6.2, the role of the Verifier is to
appraise the evidence conveyed by the device (as attester), against the endorse-
ments issued by the manufacturers of the components making-up the device.
In the context of decentralized infrastructures, the workflow for the Verifier is
roughly grouped into three main tasks (see Figure 6.5, which extends the previous
Figure 6.2):

Step 1: Search for identifiers of a product whose endorsement is known to exist
(or known to have existed in the past), and search for location informa-
tion (e.g. URLs) for the corresponding endorsement objects. The product
brand/model and the manufacturer’s name should be used as identifier
strings within the endorsement objects (e.g. file headers, SWID tags) so
that general searches can be made on the objects/files.

Step 2: Fetch a copy of the product’s endorsement objects using the location
information found in Step 1 (or fetch multiple copies from multiple
locations).

Step 3: Validate the endorsement objects, which consists of the following steps:
● Step 3.1: Validation of the source-authenticity (signatures) of an

endorsement object. This includes validating that the X.509 certificate
was valid at the time when the endorsement object was signed.

● Step 3.2: Validation of the manufacturer’s claim that it was the source of
the endorsement. This implies validating that the Subject stated within
the manufacturer’s X.509 certificate is indeed the manufacturer as a
legal business entity, incorporated/registered within a given jurisdic-
tion. The use of Extended Validation (EV) certificates [89] that includes
business information (e.g. incorporation number and LEI number [90])
may provide sufficient business legal information.

● Step 3.3: Validation of the chain of certificates used to issue the man-
ufacturer’s signing-certificate. This implies validating all certificates in
the chain, up to the Root-CA certificate. This requirement may become
complex if the issuing CA is also defunct (out of business).

The approaches proposed for archiving endorsement objects could also be
employed by CAs to publicly archive expired Root-CA certificates.
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6.6.4 Notarization Records and Location Records

Since these decentralized infrastructures have different functional goals or
purposes, different types of information (relating to endorsement objects) can
be recorded on each of these blockchains, respectively. We propose a number of
new data structures corresponding to the need to support endorsement objects
via blockchains and DLT systems. These data structures are the endorsement
notarization record, the endorsement location record, and the endorsement
certification record. This is summarized in Figure 6.6.

● Notarization record: The endorsement notarization record is used by a
manufacturer to register onto a notarizations blockchain the existence of an
endorsement object corresponding to a product from the manufacturer. In
short, the manufacturer creates a self-addressed transaction on notarizations
blockchain carrying a hash of the root endorsement manifest file [6]. The
transaction is signed by the manufacturer, signifying the act of registration
onto the blockchain. Once the transaction has been confirmed (settled)
by the blockchain – in which all nodes retain a copy of the blocks in their
local ledger – it will be computationally difficult (infeasible) for anyone to
subsequently alter (replace) the transaction.

● Location record: The location record is used by a manufacturer or other
third parties to capture the known locations (e.g. URI/URL) on the Internet
of valid duplicate copies of an endorsement object. The first instance of the
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location record should be created by the manufacturer because initially only the
manufacturer holds the endorsement object (e.g. the location is the manufac-
turer’s local repository). However, as other copies of the endorsement object are
disseminated on the Internet (e.g. customers make copies in other repositories),
other entities may add new location records for the same endorsement object.
For the Verifier, in order to find the location of a given endorsement object, the
Verifier needs to traverse the blocks of the ledger starting from the most recent,
in order to find the appropriate location record containing the relevant prod-
uct description strings. If the Verifier discovers a location record that was cre-
ated (signed) by entities other than the manufacturer, the Verifier must decide
whether to accept (believe) the information in the location record or to continue
its search on the ledger. In the simplest case, the Verifier can simply follow the
link found in the location record, fetch the endorsement object, and verify the
manufacturer’s signature on the object.

Although out-of-scope for the current work, a similar notarization facility could
be used by CAs whereby they archive a copy of their public-key (of their Root
CA certificate) onto the blockchain. The transaction should be signed by the same
key-pair. Ideally, non-digital methods should also be used to archive Root CA cer-
tificates (e.g. publishing in a major newspaper, printed on real paper [91]).

6.6.5 Desirable Properties of Blockchain-Based Approaches

There are several desirable properties of the endorsement storage and the archival
system employing blockchain technology:

● Functional separation of notarization from locations management: The
existence information of a signed endorsement object must not be confused or
mixed with the location information regarding duplicate copies of that endorse-
ment object.
Thus, in “registering” a notarization record, the goal of the manufacturer is to
create a persistent timestamped archive of information about the endorsement
of its product. There must be a 1-to-1 correspondence between an endorse-
ment object and its notarization record. Only a manufacturer’s notarization
record should be believed. Any entity should be able to create a new location
record for a given signed endorsement object corresponding to a pre-existing
notarization-record. The caller (verifier) must validate the X.509 certificate of
the creator of any location record.

● Support for multiple versions of a product: For a given product, the man-
ufacturer may create updates (upgrades) or patches of firmware and software
for the product. Typically, it is industry best practice to increment the version
major–minor number and build number of the product.
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Because the hash of a binary file before the addition of the patch will be different
from the hash of a binary after the patch, the manufacturer must also create a
new notarization record for each new version of the product. A new notarization
record should carry an indicator that it is an update of an existing version of the
product, and include a pointer to (hash of) the previous notarization record (of
the version it updated).

● Support for multiple location-resolution mechanisms: In order to ensure
broad availability of endorsement objects, the self-sustaining archival ecosys-
tem must permit for multiple location-resolution mechanisms to be supported,
according to the choice made by the creator of the locations-record. That is,
if an entity wishes to store copies of endorsement records and make these
available publicly, that entity should have the freedom in selecting one or more
location-resolution protocols, and express this choice in the locations-record on
the blockchain.
Examples of location-resolution protocols include the Digital Object Identifier
(DOI) ISO standard and its Handle Resolution system [92–94], the W3C DID
scheme [95] for blockchains, or traditional URL/URI [96] locations based on
the DNS resolution system.

● Independence of storage mechanisms of endorsement objects: Enti-
ties who wish to store copies of signed endorsement objects – and create
location-records on the blockchain a means to point to these storage loca-
tions – must have the freedom to select the appropriate storage mechanism for
these copies.

6.6.6 Information within the Notarization Record

The manufacturer endorsement notarization record is composed of the following
groups of related information (see Figure 6.6):

● Manufacturer identifier and product identifier: This set of fields captures
the manufacturer identification information (e.g. business incorporation num-
ber or LEI number [90]) and the product information (e.g. model/version). This
is shown as item (f) Figure 6.6. The set of information should (must) match the
manufacturer/product information in the root endorsement manifest (item (a)
Figure 6.6). A hash of the root endorsement manifest must also be included to
ensure a correct 1-to-1 matching between the notarization record and the root
endorsement manifest file shown in (a).

● Pointers to previous version of notarization record: For a new version
of a product, a manufacturer must create a new notarization-record on the
blockchain. This is shown as item (g) Figure 6.6. For a new version of product
which already has an old notarization-record, the new notarization-record
must include a “pointer” to the old notarization-record. This pointer consists of
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the transaction-ID of the confirmed block of the old notarization record. This
is accompanied by a hash of the old notarization record. For a new product
without previous versions, this field is empty (null).

● Digital signature and timestamp: The manufacturer must sign the
notarization-record – using its blockchain public-private key pair – before
transmitting it to the blockchain. This shown as item (h) in Figure 6.6.

6.6.7 Information in the Location Record

The following is a minimal list of items that should be present in the location
record:

● Manufacturer identifier and product identifier: This information
(item (p)) must be identical to the information found on the notarization-record
in item (f) in Figure 6.6. It must refer to the same product, version, etc.

● Hash of notarization-record: This is the hash of the notarization-record that
declares the endorsement objects. This allows for 1-to-Many matching between
the notarization-record (of the product) with the stated location of the endorse-
ment objects of the product.

● Identifier and file location-resolution protocol: The item (q) in Figure 6.6
details the identifier type, identifier namespace, and resolution service to be
employed. Thus, for example, if the creator of the location-record employs a DOI
and the Handle resolution service [92–94], then this field must contain at least
(i) the DOI string and (ii) the end-point address of the resolution service to which
the DOI string can be inputted. Alternatively, if the creator of the location-record
is employing the W3C DID scheme [95], then this field must instead contain at
least (i) the namespace of the DID owner, and (ii) the endpoint URL/URI for the
location of the endorsement object. Note that the hash of the endorsement file
(item (f) in Figure 6.6) can also be used to resolve locations in decentralized file
systems, such as IPFS [88]. A correct resolution must bring the querier to the
location of the endorsement object (item (c) in Figure 6.6).

● Pointers to the previous version of the location record: Item (r) in
Figure 6.6 pertains to updates of new location-information (for the same
endorsement object) as stated by the same signatory (i.e. same entity creating
the previous location-record). An entity that holds a copy of an endorsement
object may move the files to a new location endpoint. That entity may use a
new location-record (containing the same hash of the notarization-record)
to indicate this move. This may help callers/verifiers to search and retrieve
endorsement objects faster.

● Digital signature and timestamp: The creator of the location-record must
sign the record before transmitting it to the blockchain. This is shown as item (s)
in Figure 6.6.
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6.6.8 The Compliance Certifications Record

Similar to notarization records pertaining to endorsement for a product, a compli-
ance certification entity may also wish to store or archive certification documen-
tations pertaining to the product. This is because certification organizations may
also go out of business.

This entails the certification entity creating a certifications record on the
blockchain. The certifications record contains similar information fields to
the notarization record and must carry a hash of the notarization-record of the
product in question. This topic of product certification is beyond the scope of the
current work.

6.7 Areas for Innovation and Future Research

The area of blockchains and DLT is still nascent, and thus more research and inno-
vations are needed in the broader context of automotive and IoT applications:

● Decentralized coordination of fleets of vehicles: Shared ledger systems,
such as those embodied within current blockchain and DLT networks, may
provide the basis for future designs and architectures to address challenges
around the decentralized coordination of fleets of vehicles [97]. Early efforts
around a goal-driven coordination of a swarm of robots based on a shared
ledger has been reported in [98].
In certain scenarios, such as future smart cities, fully autonomous vehicles
(e.g. autonomous trash collectors) may physically meet and even interact with
passenger vehicles. Shared ledger systems and blockchains, combined with
mesh network technologies, may permit these vehicles to increase the efficiency
of processes in achieving their stated tasks (e.g. on part of a planned route,
the passenger vehicle intercepts a trash-collector vehicle/robot and piggybacks
compacted-trash box to the next trash-collector on its route).

● Take-ownership of vehicles and registering modifications: Blockchains
and DLTs may be used to record take-ownership proof of a vehicle by its new
owner, thereby providing clear boundary of legal transfer of the vehicle from the
manufacturer/dealer to the owner [16]. This is notably important when modi-
fications (e.g. to firmware of ECU) are subsequently done by the owner, and
thereby causing ambiguity as to the legal obligations of the manufacturer in case
of vehicle malfunctions caused by those modifications. Innovations are needed
to address the various changes of ownerships of a vehicle throughout its lifetime
in a transparent and privacy-preserving manner. Blockchain-based ownership
proofs should be closely tied to the blockchains employed to record the endorse-
ments of the components of the vehicle.
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● Group secure computation among autonomous vehicles: Group-oriented
cryptography and secure computation has been a subject of research for over
two decades now [99, 100]. Groups of communicating vehicles when equipped
with the proper computing power may be the basis for group-oriented secure
computations for addressing specific use-cases (e.g. military battlefield). In some
cases the availability of a shared ledger may assist group-oriented computations
in reaching completion faster with higher efficiency. The role of blockchains and
DLTs generally in assisting group-oriented secure computations needs further
attention and research. Coupled with the emergence of confidential computing
based on secure enclaves and trusted execution environments [101, 102], the
combination presents interesting and promising opportunities.

● Trust infrastructures for smart cars and smart cities: Implementing smart
cars that are environment-aware requires viewing the challenges related to
smart cars in the broader context of smart cities for better societies. Future road
networks and physical infrastructures in smart cities may employ numerous
IoT devices (e.g. sensors) that may interact with vehicles (e.g. see [103]).
The potential for a proliferation of IoT devices in physical infrastructures that
interact with those in smart cars points to the need for attestations verification
services – which in turn should be part of the design of smart cities. The over-
all goal should be a coherent trust infrastructure that ensures cyber-resilience
across these domains, with the primary goal of ensuring human safety, security,
and privacy.

6.8 Conclusion

As automotive vehicles increasingly become computerized, various cybersecurity
challenges will increasingly emerge – similar to those faced by other industries
reliant on computer technology. In the current work we have discussed a num-
ber of key aspects of automotive cybersecurity and cyber-resilience, and placed
blockchain technology in the context of potentially supporting the solutions to
these challenges.

The ability for the computerized components of a vehicle to provide attesta-
tions regarding its internal state represents a core building block for the solutions.
Hand in hand with attestations capabilities is the role for trusted hardware in pro-
viding not only protection for cryptographic keys but also roots of trust for many
functions. However, this requires supply-chain entities to issue endorsements of
their components – a task whose value is only beginning to be appreciated recently.
Finally, blockchains may also play a key role in increasing the availability and per-
sistence of endorsements, something that is important given that many vehicles
are “on the road” for many years and decades.
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7.1 Introduction

The traditional telecommunication business market is being challenged by
decreasing revenues and increasing costs related to the deployment and
operation of next-generation mobile networks. Therefore, in contrast to previous
generations, the design and development of the fifth generation (5G) of mobile
telecommunication networks has been driven by the need to accommodate, in
a cost-efficient manner, a wider set of heterogeneous mobile services expanding
from the classical broadband users toward novel Over-the-Top (OTT) services and
vertical industries, e.g. automotive, smart factories, smart administrations, public
safety, and e-health. In this way, new sources of revenue will be enabled by the
continuously expanding digital transformation of society. Thus, next-generation
mobile networks are expected not only to introduce remarkable performance
enhancements in terms of latency, speed, and reliability as a means to support
the growing mobile data traffic volumes but also to simultaneously accommodate
very different stringent needs of the newly introduced industry verticals.

In order to do so, the latest technological developments in the field of network
function virtualization (NFV) and software-defined networking (SDN) need to
be exploited for supporting the seamless provisioning of multiple service-tailored
virtual network instances with very diverse requirements sharing a common
physical infrastructure. Such virtualization and cloudification trends are deeply
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affecting the telecommunication industry by pushing the mobile infrastructure to
evolve from a relatively complex monolithic architecture, composed of dedicated
hardware and network functionalities, into a pool of commoditized networking,
computing and radio resources able to be dynamically orchestrated by software.
However, while this effort may provide significant advantages in terms of
flexibility and efficiency during the management and network orchestration
(MANO) process, it also introduces novel security challenges when considering
aspects like data privacy, service reliability, authentication, and monitoring of
resource utilization [1]. At the same time, the compelling need to share both
physical and virtual networking equipment as a way to reduce costs, exacerbate
the requirements for solutions able to keep track of leasing transactions among
the multiple business entities as well as to enable efficient management of all the
operational aspects within the mobile network infrastructure.

In this context, the Blockchain technology represents a promising solution
to enable storing and sharing of information in a distributed manner, without
the need of a central authority. While maintaining the high security standards
required by the enterprise market, the distributed algorithms and asymmetric
cryptographic functions that characterize the blockchain solution well suit within
the decentralized settings requirements foreseen in the 5G context and beyond,
therefore paving the road for novel intra-domain communication schemes able
to provide secure and reliable data exchange from and toward external business
markets.

7.2 Next-Generation Mobile Networks: Technology
Enablers and Challenges

As previously discussed, the next generation of mobile networks is designed not
only to address the limitations of previous cellular standards bring remarkable per-
formance enhancements in mobile communication, but also to accommodate, in
a cost-efficient manner, the set heterogeneous mobile services targeting advanced
use-cases that are gaining more and more attraction due to significant business
implications, e.g. automotive, massive mobile broadband, etc. [2]. The hype
around SDN and NFV will deeply change the mobile network infrastructure.
Networking resources and functionalities traditionally running on top of dedi-
cated hardware will now be executed, as virtualized functions, in a commoditized
hardware. This enables unprecedented levels of flexibility and programmability
into the mobile network management and planning with the associated increased
security risks. Such innovations, deriving from the computing industry, yield
profound changes in the architecture design of telecommunication systems,
where the overall availability of cloudified networking, computing, and radio
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resource pools can now be orchestrated or sliced into separate logical networks of
the same physical infrastructure, each one operated independently and targeting
specific services [3]. Clearly, this evolution has a strong business motivation, and
meets the need of mobile operators to augment revenues and reduce operational
costs but introduces new challenges that need to be carefully addressed.

7.2.1 Mobile Networks: Technology Enablers

5G and beyond technologies introduce new features that will enable a very diverse
set of novel use cases for the digital transformation of society by incorporating
many vertical industries which so far did not take advantage of the capabilities
of mobile networks. In the following we briefly describe these new technologies
along with the associated challenges to be addressed.

7.2.1.1 Software-Defined Networking (SDN)
SDN is one of the main evolutions in the mobile network ecosystem in the last
years. Networking devices were traditionally designed to perform only a limited
set of fixed functions, therefore limiting the options to update the functions of
a network and increasing the management costs. SDN instead introduced the
separation of control plane decision-making functionalities from the underlying
network devices. The software-based logic is easier to maintain, as new configu-
rations can be remotely enforced with clear advantages in terms of security and
capital expenditures, specially in case of large-scale networks where, through
programmable interfaces, centralized network controllers provide scalable
solutions for traffic and packet flow management.

7.2.1.2 Network Function Virtualization (NFV)
NFV allows, by means of virtualization techniques, to deploy network function-
alities traditionally running on dedicated hardware (e.g. firewall, VPN, router,
switches) as virtual machines (VMs) or containers on top of commodity platforms.
These virtualized instances, referred as virtualized network functions (VNFs),
can be remotely orchestrated with significant advantages in terms of efficiency
and flexibility.

7.2.1.3 Cloud Computing (CC)
Cloud computing (CC) provides the means to sustain the increasing demand for
computational and storage platforms to host 5G mobile services and core network
functionalities. By means of virtualization techniques a common pool of physi-
cal resources, including servers, networks, and storage can be efficiently shared,
therefore allowing end-users to access running services regardless of their loca-
tion. At the same time, software-based networking functionalities can be easily
upgraded with significant costs savings for mobile operators.
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7.2.1.4 Multi-access Edge Computing (MEC)
Multi-access edge computing (MEC) is envisioned as a key technology in the 5G
landscape. The possibility to bring cloud computing capabilities to the edge of
the network, geographically closer to the end users, enables the provisioning of
latency-constrained and bandwidth-demanding services otherwise impossible in
legacy mobile network architectures.

7.2.1.5 5G-New Radio (5G-NR) and Millimeter Wave (mmWave)
5G-new radio (5G-NR) and mmWave are two of the main enhancements intro-
duced in the 5G radio access network (RAN). The possibility to exploit higher
spectrum frequencies (up to 60 GHz) allows for wider communication bandwidth,
and provides the radio access network with the necessary capacity to accom-
modate the growing traffic volumes. Smaller radio beams would allow dense
RAN deployments to simultaneously accommodate an unprecedent number
of connected devices in a more reliable way, ensuring latency and bandwidth
requirements even in case of concurrent heterogeneous use-cases. From the
mobile network perspective, a deep revision of the wireless protocol stack,
referred as 5G-new radio (5G-NR), introduce significant novelties in terms of
radio resource management and scheduling with respect to previous mobile
network generations. Among the wide spectrum availability, only some band-
width parts, e.g. those with better channel statistics, may be adopted to match
the real-time traffic loads finally improving the overall quality of experience and
energy consumption.

7.2.2 Mobile Networks: Technology Challenges

In this section we discuss about the main challenges and business motiva-
tions behind the paradigm shift in next-generation networks from centralized
approaches toward distributed ones.

7.2.2.1 Scalability in Massive Communication Scenarios
While the centralized approach characterizing the past generations of cellular
networks allows for easier security management, it often introduces a limitation
which hardly matches with the foreseen mobile market evolution. The distributed
Internet of Things (IoT) deployments envisioned in the 5G ecosystem demand
for ubiquitous radio connectivity and secure data collection schemes to store
raw monitoring data coming from heterogeneous sensing sources. In smart
cities or transportation scenarios for example, this is fundamental to allow the
extraction meaningful information from environmental sensing and improve
the situation awareness of safety platforms. In this context, a massive number
of connected devices together with the adoption of a centralized architecture
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introduces significant challenges in the fulfillment of throughput and latency
requirements. Additionally to performance concerns, a centralized approach
may raise security issues, e.g. fail in promptly detecting malicious attacks due to
communication delay.

7.2.2.2 Efficient Resource Sharing
In order to provide end-to-end services, the setup of network slices implies the
creation of a logical chain linking virtual networking functionalities distributed
over multiple network domains and cloud providers [4]. Within this scenario, it
is fundamental to ensure secure data transmission as well as to avoid any data
leakage, not only to preserve end-users’ privacy, but also to ensure the correctness
of all the orchestration activities involving multi-domain resource allocation pro-
cesses. Given the shared nature of the networking equipment, denial of service in a
single point of the network may have serious impact on multiple services. The last
aspect is particularly challenging in the radio access domain, where scarce spec-
trum resource availability meets a wide number of distinct mobile services to be
accommodated [5].

7.2.2.3 Network Slicing and Multi-tenancy
The novel network slicing paradigm allows mobile operators to offer virtualized
instances of their physical infrastructure to 3rd-party service providers, or tenants,
external at the mobile ecosystem. The resource allocation of each slice must be
tailored to satisfy the particular service requirements, e.g. in terms of latency
and bandwidth. Tenants can be entitled to directly manage the allotted subset
of resources, therefore evolving the traditional resource sharing concept in
favor of multi-tenancy management schemes [6]. Clearly, mobility and wireless
communication aspects make it hard to find a durable allocation strategy able
to satisfy all the business entities. This scenario calls for novel solutions to allow
secure multi-domain resource exchange in an efficient manner [3], not only to
enable flexible inter-operator resource sharing, but also to support the evolution
of a multi-tenant network slicing resource market.

7.2.2.4 Security
Given the key role that mobile networks are gaining within today’s society, it is not
a surprise that security aspects are regarded as one of the main topics in the design
of future 5G networks. In principle, a unique and centralized service platform
represents a single-point of failure that implies severe threats for service reliabil-
ity. On the other side however, a fully distributed approach enlarges the network
surface vulnerable to security attacks [7].

Confidentiality among communications involving distributed network
domains, data integrity and immutability, authentication and access control are
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only some of the security enhancements demanded by the adoption of multiple
technology enablers composing the 5G ecosystem.

7.3 Blockchain Applicability to Mobile Networks
and Services

Despite becoming famous for the hype around cryptocurrencies, the blockchain
technology applicability is not limited to that scope, and its adoption in other
business scenarios is currently investigated. In the following, we provide a brief
introduction of the main concepts and components of the blockchain technology,
as a means to fully realize the potential impact that this solution may have on
future mobile network developments [8].

7.3.1 Background and Definitions

In its simplest definition, a blockchain is a distributed data structure shared among
the members of the network. As the name suggests, it can be seen as a chain of
data blocks. Each block stores a record of the last transactions occurred within
the network, a set of meta-parameters to guarantee the correct evolution of the
chain e.g. timestamp, amount of good exchanged, partners involved, and most
importantly, a reference to the previous block of the chain (usually the hash of
its content). The blockchain technology makes use of a distributed database, or
ledger, to store new and past transactions. Rather than being controlled by a cen-
tral authority, the ledger is copied and shared across multiple nodes and made
available to all users through an internet connection, being the absence of a cen-
tralized control an advantage for data transparency. All members own the same
management rights, and act as validators of the state of the ledger making the
blockchain a fully distributed system. The absence of a centralized entity con-
trolling the overall operations implies synchronization issues and demands for
alternative solutions to manage the insertion of new information into the ledger,
and to maintain the transaction history coherent throughout the network. To solve
this issue, a consensus algorithm must be in place. Its main objective is to ensure
that all peers reach a common acceptance about the real-time state of the dis-
tributed ledger. Several algorithms are available in the literature each one showing
its own advantages and drawbacks, e.g. proof of elapsed time, proof of work, and
so on [9]. Unlike centralized systems where trust in the managing authority is
a necessary condition, thanks to consensus algorithms blockchain users can still
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operate even in absence of mutual trust. Nevertheless, we can identify two types of
blockchain which differentiate among the set of management operations granted
to peer users:

● Permissionless blockchains allow anyone to read, write, and actively participate
in the creation of new blocks as well as to update the ledger.

● Permissioned blockchains pose restriction on who is allowed to participate in
the network activities, e.g. by means of offline invitation processes. Moreover,
specific users may be limited in the kind of transactions they can perform, or in
their role within the network, i.e. ledger validation only, transaction proposition
only, etc.

Considering the enterprise facility represented by a mobile network infrastructure,
permissioned access is preferable to maintain high security levels. To this aim,
permissioned blockchains often exploit trusted execution environments (TEE) to
securely onboard participants and assist with the establishment of the consor-
tium that composes the blockchain network. Such scheme also avoids the need of
energy-consuming activities related to block validation process, which has been
identified as one of the main drawbacks of public blockchain systems [10]. In
this case, we can assume that peer nodes admitted in the system are not mali-
cious and rational, i.e. profit driven. To further guarantee a secure environment
for the transaction exchange in absence of mutual trust, smart contracts (SCs) can
be optionally used to automatize the exchange of goods in reply to trigger events.
A smart contract can be defined as an agent that translates, in an automatic way,
contractual clauses into self-enforcing software that minimizes the need of trusted
intermediaries. SCs can be stored in the blockchain itself and provided with a
unique address, making it easy to be reached from all the peers in the network
and inheriting useful security features like distributed consensus agreements to
prevent fraudulent usages. We depict the above-described blockchain basic oper-
ations in Figure 7.1.

The implementation of smart contracts often implies the usage of high-level
programming languages, which are then compiled into low-level byte-coded lan-
guages and loaded into the blockchain to ensure immutability, as no other user
may change the rules defined within the smart contract. All together, these char-
acteristics ensure high tolerance against security attacks and are at the basis of
the wide adoption of the blockchain technology in supply chain management and
money transfer contexts.

The distributed framework introduced by the blockchain technology enables
transactions exchange without the need of centralized management entities.
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In [11] the authors present a study on the leasing ledger concept proposing
the blockchain technology as a means to overcome absence of trust in data
management and satisfy the need for automated solutions in industrial network
facilities. One of the key features inherited by the blockchain technology is
indeed the capability of providing trust in a distributed way. In a similar way,
the authors of [12] address the scalability weakness inherited by the adoption of
proof-of-work consensus algorithms, proposing an advanced neighbor selection
scheme to reduce the block propagation time along the peer-to-peer network.
The mining nodes would consider real-time bandwidth conditions and favor
nodes with higher bandwidth availability thus increasing the overall transaction
throughput. Differently from the previous approach, with focus on the IoT ecosys-
tem the authors of [13] introduce a service-oriented permissioned blockchain,
where different consensus protocols are deployed according to users’ Quality
of Service (QoS) requirements, and validation entities are dynamically elected
according to traffic loads.

7.3.2 Blockchain for Radio Access Networks

Aiming at dynamic scaling and versatile network deployment, flexible resource
management is required in every network domain. In this respect, virtualization
plays a major role even in the Radio Access Network domain, enabling the imple-
mentation of RAN functionalities over general-purpose platforms rather than
specialized hardware. The novel cloud-radio access network (CRAN) paradigm
represents a promising application scenario for the blockchain technology.
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The introduction of blockchains into the RAN architecture provides a decen-
tralized, secure, and efficient platform for user access and authentication [14],
allowing to propagate sensitive end-users’ information in an anonymous and
untraceable manner [15]. As depicted in Figure 7.2, user equipments (UEs) and
5G base stations (gNBs) take part in a public blockchain and proceed with the
negotiation of an agreement in terms of network traffic payment rate and assigned
radio resources. Successful agreements are recorded in smart contracts that are
in turn verified by miners so as to ensure that both parties have enough assets to
satisfy their mutual agreement. Several smart contracts make up a block of the
main ledger while their policies are enforced in the RAN. This approach realizes
a trustworthy solution among UEs and gNBs, sparing the overhead costs and
the additional security threats originated by centralized authentication schemes,
and enacts an open market among users and network providers. Moreover, third
parties interested in trading network resources can easily join the market as it
is self-regulated by means of the verification process put in place by miners.
For instance, mobile virtual network operators (MVNOs) and Infrastructure
Providers (InPs) may use the blockchain as a secure platform for negotiating
service-level agreements (SLAs) and radio frequency channels assignments while
minimizing over-committing issues from both entities [16].

As far as network management is concerned, blockchain allows to execute RAN
management operations in a completely decentralized manner [17]. A dedicated
blockchain running among gNBs lays the foundations of a self-organized RAN
environment that can achieve optimal radio resource utilization without the
need of the costly signaling procedures required by traditional approaches.
Indeed, the densification of gNBs and the coexistence of different numerologies
(i.e. physical layer configurations) in the 5G-and-beyond era exacerbate the
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need of effective interference management solutions [18] able to synchronize
the run-time operations and settings of neighboring gNBs. Along these lines,
blockchain-based cooperation among gNBs can be leveraged to improve mobility
management procedures (especially radio handovers), which are prone to security
flaws and service disruption, e.g. in case their execution time exceeds a required
latency threshold. In particular, being part of a common blockchain network, the
set of eNBs/gNBs involved in a handover procedure may exchange user-related
encryption keys in a secure manner, inheriting the constituent security features
of blockchains [19]. Additionally, by choosing a suitably lightweight consensus
protocol, the overall operation can meet the stringent latency requirements [20].
Besides the conventional mobile broadband (MBB) scenarios, 5G brings up new
challenging use cases, among which vehicular networks (VANETs) and IoT are
notable examples. Blockchains enhance the security and performances of 5G
in support to VANETs [21] and provide a mean to check the provenance of data in
5G-IoT networks [22].

7.3.3 Blockchain for Core, Cloud, and Edge Computing

The rise of network-intensive services enabled by the next mobile network
generations puts the current cloud computing infrastructure to the test. Indeed,
more and more services (e.g. e-health, autonomous driving, tactile Internet)
are expected to offload big volumes of data to remote servers, while calling
for stringent end-to-end performance requirements in terms of guaranteed
bandwidth and overall communication latency. Such requirements, together with
the ever-increasing number of security challenges, cannot be met by a centralized
architecture, which shows a unique point of failure and poses unacceptable
flexibility and scalability issues for the highly dynamic 5G-and-beyond era [23].
Blockchain technology enters the scene as a promising solution to deal with the
above-mentioned problems while providing the tools to easily migrate toward a
decentralized architecture [24], as shown in Figure 7.3. Specifically, on top of its
enhanced security, it provides means to continuously and autonomously update
a distributed ledger and quickly recover from failures as several nodes keep a
(partial or complete) copy of the chain. The massive data sent to the cloud is
vulnerable to information modifications or attacks by third parties, which may
also be internal to the network, in the attempt to obtain valuable user-related
information (e.g. real-time user positions).

7.3.3.1 Data Provenance
Keeping track of data provenance can protect user data from malicious attacks
as well as enhance cloud computing safety against communication vulnerabil-
ities [25], allowing easier detection of threats and quicker reaction to security
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issues. This reminds of an intrinsic property of blockchains, which record
every transaction and involved entities into data blocks that are immutable by
design. By means of smart contracts, blockchains provide an automatic system to
seamlessly verify data provenance (through distributed signature schemes and
relying on auditors for verification) while storing sensitive data either on-chain
or off-chain [26].

7.3.3.2 Encrypted Data Indexing
Privacy concerns push users to perform data encryption while uploading contents
into cloud platforms, thus limiting data indexing capabilities of the shared
infrastructure. To meet the need of searchable encrypted data in the cloud and
avoid users the burden of decrypting data before executing the search, searchable
encryption techniques have been introduced since the late 1990s [27]. In this
regard, blockchains can be used to store index files while relying on the cloud
platform just for storage [28].

7.3.3.3 Mobile Network Orchestration
Within the novel slicing paradigm, Rebello et al. [29] propose to extend the
network function virtualization-management and network orchestration
(NFV-MANO) architecture to account for a dedicated application programming
interface (API) through which network slices can be configured and orchestrated
according to the negotiated transactions. As future work, Rebello et al. [29]
highlight the need for a consensus algorithm able to manage, in an efficient
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manner, the huge number of interactions expected in slicing systems. In [30] the
authors tackle this issue proposing a hierarchical combinatorial auction approach
involving mobile edge and cloud computing platforms to offload expensive
mining processes to alleviate mobile terminal battery consumption, while [31]
propose to evolve proof-of-work-based consensus algorithms toward the defi-
nition of multiple blockchains with sharded consensus as a means to improve
throughput and scalability exploiting parallel computing. In a similar way, the
authors of [12] address the scalability weakness inherited by the adoption of
proof-of-work consensus algorithms, proposing an advanced neighbor selection
scheme to reduce the block propagation time along the peer-to-peer network.
The mining nodes would consider real-time bandwidth conditions and favor
nodes with higher bandwidth availability thus increasing the overall transaction
throughput.

7.3.3.4 Mobile Task Offloading
Resource-intensive mobile applications often call for support from the cloud
infrastructure to satisfy their execution requirements under energy-constrained
scenarios and terminals, e.g. UEs or IoT devices [32]. Although the current
paradigm allows mobile users to offload such heavy tasks to remote servers, the
massive amount of exchanged data and the unreliable cellular network availabil-
ity may lead to unaffordable execution delay or, in the worst-case scenario, to
service disruption. MEC effectively tackles these criticalities [33] while providing
a powerful platform to offload heavy blockchain-related tasks (e.g. the Proof of
Work computational effort) at the edge of the network. In this regard, several
techniques have been investigated considering heterogeneous and contrasting
objectives such as egoistic user’s profit, overall system fairness, and the cloud
provider’s revenue maximization. In the last case for instance, cloud operators
can dynamically set the resource prices by means of game-theoretic model, which
would maximize their profit at the equilibrium [34].

7.3.3.5 Service Automation
The agile cloud-based environments envisioned in future 5G deployments
enable automatic network infrastructure management through software-centric
orchestrators supported by real-time analytics. In this context, blockchain smart
contracts may be used to negotiate and define partnership agreements among
multiple administrative domains resulting in complex end-to-end service deploy-
ments covering various and heterogeneous network assets. This will speed up
the deployments of novel services, avoiding the adoption of costly intra-domain
manual configurations based on infrastructure footprints [35].
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7.4 Blockchain for Network Slicing

The novel network slicing paradigm, made available by the latest developments
on virtualization and softwarization technologies, enables advanced and dynamic
resource allocation schemes built on top of modular mobile architectures and
commoditized platforms. Such advanced resource allocation mechanisms must
deal with a heterogeneous and wide set of vertical requirements to satisfy per-slice
performance guarantees. In this context, the figure of the Network Slicing Broker
(NSB), firstly introduced in [36], acts as an entity in charge of mediating between
industry verticals’ slice requests (SRs) and the mobile infrastructure resource
orchestrator.

Thus, the NSB concept can be extended toward further dividing the value chain
and allowing the entrance of new players in a similar manner as MVNOs did in
telecom networks. MVNOs allowed InPs to address specific market niches, which
they did not manage to tap into due to the subscriber acquisition costs. The new
challenge here is that, while the number of MVNOs is rather small in established
mobile markets, network slicing is expected to accommodate hundreds to thou-
sands of new industry vertical tenants, ranging from full coverage connected car
platforms to localized IoT deployments.

In order to achieve this, as reported in our previous work [37], the figure of
an intermediate broker (IB) can be introduced, which leverages on Blockchain
technology to develop a network slicing brokering solution (hereafter referred as
NSBchain), enabling InPs to allocate network resources to IBs through smart
contracts and IBs to allocate and re-distribute their resources among tenants in
a secure, automated, and scalable manner. While MVNO agreements with InPs
have to go through a regular offline contract signature process, NSBchain enables
a much faster, scalable, and cost-efficient secure online digital signature process
for the resource allocation transactions.

7.4.1 The Network Slice Broker (NSB)

From a business perspective, the network slicing economy revolves around three
main entities [36]:

● The InP, which is the owner of the mobile network physical infrastructure and
responsible for its maintenance.

● the Network Slice Tenants, which are those business entities, e.g. OTT service
providers or 3rd-party vertical industries, interested in renting a slice of the
mobile network from the InP to provide tailored services to their customers
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through allocation of dedicated resources. These entities are usually provided
with specific privileges and access rights to the pool of shared networking
resources.

● The NSB, which is in charge of mediating between tenants’ requirements and
network resource availability, and instructing the physical infrastructure to
accommodate requests.

In more detail, upon slice requests arrivals, the NSB is in charge of running
an admission control mechanism, and if granted, enforcing the deployment of
the new slices in the system. Such admission control mechanism involves the
evaluation of the slice resource requirements against the resource availability
over the different network domains, Radio Access Network (RAN), transport,
and core. Keeping running slices SLAs isolated from newcomers is of paramount
importance in this scenario as it shall avoid resource shortage that might impact
the service delivery. As different tenants may require a diverse set of network
resources, the admissibility of each slice request depends on an elaborated
multi-domain optimization problem, see for instance [6]. To ease this task, a
common solution accounts for the usage of a predefined set of network slice
templates (NSTs) [38]. Each template specifies static parameters and functional
components of different network slice types as well as the relevant attribute’s
value in terms of resource allocation requirements necessary to satisfy the service
provisioning. An illustration of the workflow is depicted in Figure 7.4. Clearly,
the negotiation of network resources remains transparent to the slice end-users
and involves only 3rd-party business entities and the InP. Nevertheless, the
outcome of such negotiation process may have a deep impact on the data plane
functionalities, finally influencing the possibility to reach the target levels of QoS
and end-users’ quality of experience.

7.4.2 NSB Blockchain Architecture (NSBchain)

The network slice ecosystem is envisioned to support dynamic and real-time
resource allocation over the mobile network. In such a fast-changing scenario,
tenant requirements may vary as a result of external causes, e.g. end-users’
mobility, possibly leaving tenants with under- or over-provisioned network slices
and the need of acquiring/releasing resources.

In this context, the roles of the InP and the wholesaler can be comparable. From
its perspective, it is preferable to deal with the exchange of big quantities of goods
to intermediate retailers rather than trading, with a significant increase of man-
agement costs, small quantities directly with the end-users. Thus, this opens up
to new marketing opportunities for 3rd-party entities willing to play the role of
retailers, e.g. MVNOs, municipalities in case of public events, highway operators
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and factories, which may buy a quota of network resources from the InP and re-sell
it to final tenants. We define such business entities as IBs.

We envision the network slicing economy as an open market where tenants can
select the IB that best suits their requirements, e.g. better price, thus leading to
the creation of consortia of tenants under the management of the same IB. The
proposed architecture is depicted in Figure 7.5.

7.4.2.1 Technical Challenges
In order to support the hierarchical structure above-described as well as the addi-
tional management and security complexity inherited by this enhanced business
model, several challenges must be considered: flexibility and scalability are key
features for next-generation mobile networks.

The assignment of network resources to tenants is highly affected by mobility
and interference management aspects. In such cases, the resource allocation
process requires to evolve dynamically following tenant demand variations.
At the same time, the chain of network resource loans must be negotiated in a
secure, transparent, and fast way [39, 40], such that the lifecycle of each slice is
not affected. Current mobile network sharing solutions require long negotiation
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processes that hardly fit within short time-to-market deployments of the 5G
use-cases.

Instead, due to its decentralized nature, the blockchain technology well suits
these requirements. The distributed ledger allows all members of the system to
be aware of the current (and past) network resource availability as well as to be
informed, in real-time, about the dynamic exchange of resources through a public
hash-chain of blocks provided with valid transactions. A secure resource exchange
is guaranteed by smart contracts and distributed consensus algorithms, allowing
the system to evolve autonomously without the need of centralized authorities. At
the same time, the distributed approach eases the identification of misbehaving
members and mitigates the effects of malicious attacks on the system.

SCs are crucial to guarantee reliable auditing and enforce IB-specific policies in
the management of requests. For example, one IB may decide to auction his share
of resources in different ways [30, 41, 42] or simply sell them to the first coming
tenant. Peer nodes can invoke a SC by sending transactions to its address. In more
detail, if a new transaction is proposed in the system, the contract address can be
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inserted as recipient address of the transaction. To validate the resource exchange,
all the peer entities execute the code using, among the others, transaction payloads
and current system state as input arguments of the call [43]. The participation in
the consensus protocol finally assures that the new output ledger comes from valid
transactions.

7.4.3 NSBchain Modeling

Let us introduce  = {b1, bk,… , bK} as the set of IBs allowed to trade network
resources, and k = {𝜏1, 𝜏t,… , 𝜏T} as the set of tenants admitted within the con-
sortium of IB bk. Being a permission-based system, this framework requires an
invitation for participation.1 To guarantee secure message exchange, each entity
is provided with a cryptographic key pair {Kpriv,Kpub}. The usage of group signa-
ture schemes and the generation of new key pair for every message exchange is
preferable to avoid reply attacks [44].

We detail in the following the main steps involved in the creation and manage-
ment network slices on a blockchain-based platform providing a mathematical
background for the consensus process and the overall revenue maximization.

7.4.3.1 System Setup
In order to enable dynamic resource exchange among tenants, a dedicated
blockchain must be set up for each consortium of tenants. Each IB bk deploys
the first block of the chain and loads a registry of resources k = {r1, ri,… , rI}
into such a block, which reflects the amount of i-type resources, with i ∈ ,
originally assigned by the InP. This step is required to avoid over-selling so as to
limit the availability of resources in the blockchain. Each IB bk can define leasing
policies and code them into a set of SCs, which are then available to all tenants
in the consortium. Finally, each IB bk is in charge of assigning the initial share of
resources to admitted tenants.

7.4.3.2 Message Exchange
Upon private exchange domain creation, network slice requests can be dispatched
among the network of peers. According to their real-time requirements, tenants
may decide to publish a resource advertisement or a resource request message.
In the former case, the current owner of resources decides to release some of
his shares making them available on the market. In the latter case, the tenant
broadcasts its need to other tenants, which may be interested in providing their
quota. To guarantee authentication, each message is signed with the sender

1 While the admission procedure is out of the scope of this work, it is assumed that such a
mechanism is in place and managed by the InP to guarantee that only trustworthy entities are
admitted.
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private key and uniquely identified by an ID number. A simplified message
structure is depicted in Figure 7.6.

The network slicing brokerage must deal with multi-domain resource alloca-
tion problems. In its simplest definition, a resource request from tenant 𝜏 can be
defined as a tuple Ψ

𝜏

= [𝜋(𝜏)
1 , 𝜋

(𝜏)
i ,… , 𝜋

(𝜏)
I |𝜃

(𝜏)
1 ,… , 𝜃

(𝜏)
I ], where 𝜋

(𝜏)
i represents the

required amount of i-type resources, and 𝜃

(𝜏)
i is the price to be paid. There are

no limitations on the nature of exchanged resources, as the proposed resource
request scheme easily accommodates heterogeneous resource specifications. For
example, a tenant could be more interested in trading only Radio Access Network
(RAN) resources at the edge of the network, e.g. for delay-sensitive applications,
while others may be more interested in cloud resources, e.g. storage and processing
power for data analytic applications in the context of the IoT.

7.4.3.3 Billing Management
Interestingly, a blockchain can be viewed as a transaction-based state machine,
wherein its state is updated every time consensus is reached on a set of transac-
tions. To this aim, orderer nodes can be introduced and exploited to collect and
sort proposed transactions by arrival time. Such nodes are usually not involved in
the validation process; however, they may allow decoupling and parallel process-
ing of ordering and validation functionalities thereby improving the overall system
efficiency [29].

We show the blockchain architecture with involved players supporting network
slicing in Figure 7.7. Specifically, the IB may join blockchain activities, i.e. it
might read the blockchain results, participate to validation and consensus phases
as an active member of the blockchain consortium. This implies that the IB can
recursively apply confirmed (validated) transactions onto resource scheduling
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policies that might include (not limited to) RAN/transport and computational
resources.

Despite enabling a more dynamic resource trading market, the blockchain
technology would easily allow to keep track of the different resource exchange
over time. From the InP perspective, this also simplifies the billing management
as each block of transactions stores precise information about the nature of the
exchanged resources and the corresponding time window utilization. Moreover,
tenants are directly responsible for the management of their requests: once
issued, they could not be withdrawn. Clearly, each IB shows interest in managing
properly its resource share with the objective of maximizing the overall final
revenue while parsing and processing upcoming slice requests.

Let us assume that each tenant 𝜏 can issue multiple slice requests so that the
IB can collect all coming slice requests Ψj with j ∈  . A slice request is accommo-
dated only if all types of demanded resources can be assigned to the tenant thereby
guaranteeing a correct end-to-end slice instantiation.
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We define transaction throughput as the number of transactions that the system
can handle per unit of time. In realistic scenarios, this number can range over
a wide range depending on the study use-case. For example, public BitCoin’s
network supports 7 transactions per second, while the financial networks of
MasterCard and Visa handle up to 60 000 [45]. Obviously, different consensus
algorithms provide different latency [46]. For this reason, we let each IB bk
choose the preferred method according to its service requirements. In general,
being NSBchain a permissioned framework, we suggest the use of relatively
light mechanisms, like Practical Byzantine Fault Tolerance (PBFT) consensus
protocol [47], Kafka [48], or Raft [49] to allow fast convergence to a common
agreement and speed up the resource exchange process.

7.4.4 NSBchain Evaluation

NSBchain can be implemented on top of Hyperledger Fabric [50], an open-source
framework for developing permissioned blockchains within private enterprises,
which provides a benchmarking tool, namely Hyperledger Caliper, to evaluate the
blockchain performance in network slicing scenarios.

7.4.4.1 Experimental Setup
The Proof-of-Concept (PoC) architecture consists of 3 IBs and a variable number of
orderer nodes that depends on the adopted consensus algorithm. Such entities run
as Docker containers on an Intel Xeon CPU E5-2630v3 32-Core @2.4 GHz 64 GB
RAM shared platform.

The definition of dedicated and encrypted communication channels guarantees
the isolation among consortia. Moreover, we set the maximum number of entries
per block to 20 and the block timeout2 to 300 ms. This last metric specifies the
amount of time (after receiving the first transaction) each orderer waits before
publishing a new set of proposed transactions to other peer nodes. It is worth
noting that the choice of those parameters may strongly affect the blockchain
performance. In particular, although decreasing the block timeout improves the
latency, setting it to low values may decrease the overall throughput as new blocks
would not be filled up to their maximum capacity [51]. To limit the impact of this
trade-off on our results, we do not modify these settings throughout this section.

The benchmark process consists of two phases, dubbed as opening and transfer.
In the initial phase, we create tenant instances and assign them with an equal
amount of resources such that all available resources at IB side are assigned.
Once assigned, each tenant might decide to free or seek additional resources

2 We select such values as they maximize the throughput at a minimum latency cost as proved
hereafter in the section.
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based on a random value drawn from a uniform distribution between 0% and 30%
of the initially assigned amount. During the transfer phase, tenants issue slice
requests (SRs), modeled as tuples Ψ

𝜏

= {𝜌, 𝜂, 𝛾}, where 𝜌, 𝜂, 𝛾 ∈ k represent
the percentage of required radio access, transport, and core cloud resources,
respectively. In case the SR does not fit the availability or the need of the involved
tenants (SR collision), it is automatically rejected and the respective transaction
is dropped.

7.4.4.2 Full-Scale Evaluation
With the first experiment we evaluate the performance of our framework in
terms of slice request throughput and latency. We compare two popular consen-
sus algorithms (Kafka and Raft) against a single-orderer configuration (Solo)
that does not require any consensus process. The top of Figure 7.8 shows the
average SR throughput of the platform in the transfer phase for an increasing
consortium size and fixed SR rate of 150 SRs s−1 to emulate high load conditions.
In these settings, especially for a small consortium size, the limiting factor of
the blockchain performance throughput is the multiversion concurrency control
(MVCC) process. As we issue SRs at a very high rate, the same database entry,
e.g. the resources assigned to a specific tenant, may be edited by a new request
before the completion of the validation process involving it. This raises a database
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Figure 7.9 CDF of the slice request validation latency experienced by tenants for
different consensus algorithms and consortium size.

inconsistency, dubbed as read/write (RW) conflict, which prevents the current
transaction to be successful. As shown in the figure, this problem is mitigated by
an increasing consortium size.

Figure 7.9 depicts the cumulative distribution function (CDF) of the experi-
enced latency by the successful SRs. As expected, the best latency performance is
obtained when no distributed consensus mechanism is in place, i.e. Solo. However,
despite being the fastest scheme, this single-node approach is not fault tolerant.
It can be noticed that the transaction exchange and validation process introduce
a small time overhead for the Kafka and Raft cases, which however has negli-
gible impact, especially when compared to the onboarding time required e.g. by
virtualized infrastructures to setup virtual services [40]. The blockchain growth
rate is also affected by the different consensus scheme, as shown at the bottom
of Figure 7.8, which refers to the consortium size case of 1000 tenants. We plot
the evolution of the chain size over time and mark the beginning of the transfer
phase with a dashed vertical line. It can be noticed that the blockchain grows at
a rate proportional to the average throughput since blocks are filled up to their
maximum capacity.



�

� �

�

7.4 Blockchain for Network Slicing 207

7.4.4.3 Brokering Scenario Evaluation
The second experiment focuses on evaluating the capabilities of the system
when dealing with the brokering scenario. To this aim, we consider 3 IBs
managing a consortium of 1000 tenants, correspondingly. In light of the per-
formances shown above, we select Kafka as consensus algorithm for its high
fault-tolerance and scalability [52]. We assume that resource request values
𝜌, 𝜂, 𝛾 are drawn from a right-skewed distribution over a positive interval as
resource requests must be non-negative. Such distributions are depicted at the
top of Figure 7.10 for different demand ranges, spanning from 0.1% to 4% of
the tenant initial resources. Note that since we assume the same distribution
for all resource requests within the same slice, it is dubbed as SR probability
density function (PDF). The bottom of Figure 7.10 illustrates the system behavior
for a constant submission rate of 50 SRs s−1 so as to keep RW Conflicts to a
minimum (around 2% of the submitted SRs). In such operational conditions,
errors raise only in case of SR collisions. It is worth noting that SR collision
rate increases along with the SR variance. Specifically, SR distributions with
high variance leads to tenant satisfaction more quickly than with a lower
variance. Additionally, the closer to tenant satisfaction, the lower the resource
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availability and, in turn, the smaller the likelihood of a request to be accepted by
the system.

7.5 Concluding Remarks and Future Work

The blockchain technology has been identified as a key enabler for the develop-
ment of novel business models. In this chapter, we investigated its applicability
in the context of mobile networks focusing on resource management and network
slicing use-cases, highlighting the main benefits that this technology can bring into
both operational and management aspects of a mobile network infrastructure. As a
case study, we introduced NSBchain, a blockchain-based brokering solution to
interface the InP and network tenants willing to pay for acquiring, exchanging and
managing network and computational slice resources within the domain of an IB.
We remark that the applicability of blockchain in realistic mobile network scenar-
ios must firstly overcome several inefficiencies and challenges. General blockchain
solutions require the overall information contained into the chain to validate a new
set of transactions. Over time, the size of the historical data may become too big
therefore introducing significant communication and storage overheads into the
system. At the same time, the high energy consumption imposed by complex vali-
dation process adopted by public blockchains limits their applicability to scenarios
involving a limited number of nodes. Additionally, latency and scalability perfor-
mances suffer significant communication overhead related to message broadcast
and specific consensus algorithm implementations. Conversely from our analysis,
we highlight that private blockchain solutions present better performances thanks
to lighter validation approaches and to preliminary user authentication phases.
However, they are not designed to provide the same levels of security as in the
public blockchain case, nor to accommodate a massive number of users as those
expected for 5G and beyond mobile networking.

Acronyms

API application programming interface
CC cloud computing
CDF cumulative distribution function
CRAN cloud radio access network
eNB evolved node B
IB intermediate broker
InP infrastructure provider
IoT Internet of Things
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gNB 5G Node B
MANO management and network orchestration
MBB mobile broadband
MNO mobile network operator
MEC multi-access edge computing
mmWave millimeter wave
MVCC multi-version concurrency control
MVNO mobile virtual network operator
NFV network function virtualization
NF network function
NR new radio
NS network slicing
NSB network slice broker
NST network slice template
OTT Over-the-Top
PBFT Practical Byzantine Fault Tolerance
PRB physical resource block
PoC Proof of Concept
QoS Quality of Service
RAN radio access network
RAT radio access technology
ReLU rectified linear unit
RW read/write
SC smart contract
SDN software-defined networking
SLA service-level agreement
SR slice request
TEE trusted execution environment
UE user equipment
URLLC ultra reliable low latency communication
VANET vehicular networks
VM virtual machine
VNF virtual network function
VPF virtual private network
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8.1 Introduction

Cybercrime is such a vast and flourishing underground industry and makes it
be a very real and disruptive threat to every profession, every industry, every
company in the world. The U.S. defense pioneered the Internet as a medium
to share valuable and detailed information across spatially dispersed groups.
It also built the global positioning system (GPS) to enable location positioning
service, and now Blockchain has entered the defense industry through a big door.
According to Accenture, 86% of defense companies interviewed have developed
plans to integrate blockchain solutions within the next three years, especially
in cybersecurity [1]. Blockchain’s adoption has been compared to the early rise
of the Internet and has the potential to disrupt multiple industries, including
healthcare, the public sector, energy, manufacturing, and financial services.
Anticipation for Blockchain is to be the beating heart and the ultimate provider
of a trusted data fabric for the new industrial revolution.

Blockchain established a reputation as a legitimate data safeguard for critical
operations dependent on critical data exchange and processing. These companies
use Blockchain’s encryption and decentralization methods to improve data secu-
rity and maximize privacy. The Blockchain-based solutions are gone beyond proof
of concept to production pilots, with business cases being built to demonstrate the
technology’s benefits. Although present blockchain designs are not always capable
of processing and recording a high volume of transactions, blockchain protocols
are far more efficient in establishing the global state of the system. This is impor-
tant because when all the distributed nodes in the blockchain solutions work

Blockchains: Empowering Technologies and Industrial Applications, First Edition.
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© 2024 The Institute of Electrical and Electronics Engineers, Inc. Published 2024 by John Wiley & Sons, Inc.
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with the same level of information, underlying protocols avoid making irrelevant
or wrong decisions, and consensus builds up in Blockchain’s trustless operations.

The decentralized nature of Blockchain makes it the perfect technology to use
for cybersecurity applications. By design, the distributed nature of Blockchain pro-
vides no single point “hackable” entrance or point of failure that detrimentally
exposes entire datasets.

Blockchain value lies in the fact that it shifts some of the trust in people and
institutions to trust in technology. Blockchain adopters have faith in the cryptog-
raphy, the protocols, the software, the computers, and the network. Nevertheless,
this trust must be embedded in larger governance systems. Blockchain-based
contracts that are an engine for many blockchain applications, including cyber-
security, require viable dispute resolution mechanisms, which will most likely be
a combination of traditional legal recourse and arbitration, on the one hand, and
novel decentralized approaches on the other. Consequently, blockchain solutions
don’t eliminate the need for institutions that act as sources of institutional trust
that can’t be replaced by technology alone [2].

Different trust models can be mapped onto four different architectures as the fol-
lowing [3]: (i) peer-to-peer trust arises when individuals trust each other based on
societal morals and reputational systems; (ii) leviathan trust, named after Thomas
Hobbes’s conception of the state, equals to institutional trust that uses the govern-
ment legal system to resolve disputes; (iii) intermediary trust exists when parties
trust the intermediary and do not necessarily trust each other (a good example
is the credit card system); and finally (iv) distributed trust refers to the trust in a
decentralized system such as Blockchain that doesn’t require trust in any of its
individual components. It is that the distributed trust that should be considered
by companies as an addition to their existing technology infrastructure to provide
data availability, integrity, and confidentiality within their cyber-operations.

A fundamental test for cybersecurity protection capabilities of the distributed
trust is its capability to offer additional tools to protect the security and privacy
of users, and these must be addressed and tested if Blockchain is to become
the real catalyst for social and industrial change that so many think it can be.
The objective should be to determine to what extent does blockchain technology
help or hinders cybersecurity. While still nascent, there is an ongoing innovation
in Blockchain to enable enterprises to effectively deploy Blockchain to manage
digital identities and maintain data integrity. Blockchains could potentially help
improve cyber defense as the platform can secure, prevent fraudulent activities
through consensus mechanisms, and detect data tampering based on its under-
lying characteristics of immutability, transparency, auditability, data encryption,
and operational resilience (including no single point of failure). However,
Blockchain’s characteristics do not provide an impenetrable panacea to all cyber
ills; to think the same would be naïve at best. Instead, as with other technologies,
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blockchain implementations and roll-outs must include typical system and
network cybersecurity controls, due diligence, practice, and procedures [4].

As an example, the Blockchain has the potential to assign and immutably
record unique hashes to all downloads and software updates. In turn, this feature
will allow users to compare the hash on their would-be download with the
developer’s hash and consequently reduce the chance of infecting their systems
with fraudulent, well-disguised malware. Moreover, in cases where the system
has been compromised, blockchain technology can be used to protect or shield
cybersecurity traffic logs from surreptitious modification. Although Blockchain’s
underlying capabilities natively provide data confidentiality, integrity, and avail-
ability, its cyber defense or information system cannot be regarded as 100% secure,
and classical cybersecurity controls and measures need to be deployed by orga-
nizations using blockchains within their technical infrastructure to protect their
organizations from external attacks. Even more, whatever cybersecurity tools are
deemed safe today won’t be tomorrow, given the lucrative nature of cybercrime
and the criminal’s ingenuity to seek new methods of attack. As such, and any
blockchain cybersecurity approach should follow what is called a “secure, vigilant,
and resilient” (SVR) cyber-approach that not only supports entities to remain
secure but also become more vigilant and resilient to evolving cyber threats.

Blockchain-based techniques are important components in a cybersecurity
tool-box since they provide more security when compared with various classical
database-driven transactional structures [5]. Blockchain supports authenti-
cation of devices and users without the need for a password, which in turn
eliminates human intervention from the process of authentication, thereby
eliminating it as a potential attack vector. A given organization can leverage a
blockchain-based distributed public key infrastructure (PKI) for authenticat-
ing devices and users. Records on the issued certificates are managed on the
blockchain, and this makes it virtually impossible for malicious players to utilize
fake certificates. Decentralized storage is an inherent blockchain characteristic.
User data is dispersed across computer nodes in the blockchain network, and any
change to the data will need to satisfy certain consensus requirements among the
participants rendering the data false. Finally, traceability feature gives compa-
nies the ability to trace back to a particular time period for every transaction and
locate the corresponding party that initiated/signed the transaction. In turn, this
enables the audit and transparency over every transaction recorded on Blockchain
and offers companies a level of security through reassurance that the data hasn’t
been tampered with and is authentic.

This chapter will shed additional light on the cybersecurity vulnerabilities
of both public and private blockchain networks. We go one step further and
provide a mathematical model based on graph theory, which will enable practi-
tioners in the field to assess cyber vulnerabilities for a given blockchain design.
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As stated earlier, Blockchain’s underlying capabilities natively provide data
confidentiality, integrity, and availability. However, the information system based
on the Blockchain cannot be regarded as 100% secure, and further in this chapter,
we will talk about classical cybersecurity controls and standards needed to protect
organizations using blockchains within their information management infras-
tructure. Internet of Things (IoT) is a fast-growing class of information technology
(IT) solutions and is expected to scale to millions of connected devices deployed
in a single network. This chapter dedicates a subsection to addressing the use
of Blockchain to provide security, privacy, data protection, and accountability in
favor of IoT systems. Because Blockchain is based on cryptographically secured,
immutable distributed ledger technology and consensus-based decision making,
it may enhance IoT ecosystems with more automated resource optimization and
innate security. The last section in this chapter will look into the intersection
between machine learning, artificial intelligence, and Blockchain, specifically,
the use of blockchain trust fabric to enable federated machine learning (FML).

8.2 Securing Blockchains and Traditional IT
Architectures

Blockchain’s underlying capabilities natively provide data confidentiality,
integrity, and availability. However, just like other systems, its cyber-defense
cannot be regarded as 100% secure, and classical IT cybersecurity controls and
standards need to be applied on underlining IT resources to protect blockchain
infrastructure from external attacks.

Cybersecurity and Information Security are two terms that are often used inter-
changeably. They are so closely linked and focused on protecting the computer
system from threats and information breaches that they may seem synonymous.
The main difference between the two is that “not every data can be considered
information.” Only data that can be interpreted within a given context becomes
meaningful and valuable information. As an example, 12202020 is numeric data
and becomes information if it also represents the date in someone’s calendar. Thus
information means data that has some meaning. In short, cybersecurity deals with
danger against cyberspace, while information security deals with the protection
of a wide range of information from any form of threat that might alter the
meaning or change its ownership. While information security is the foundation
of data security, Cybersecurity, on the other hand, is the measure to protect digital
communication infrastructure and the flow of information from attacks and
damages. Nevertheless, often cyberspace can be hampered by inherent vulnera-
bilities present in the system by design that cannot be easily removed. A graphical
representation of how information security and cybersecurity relate to each
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Figure 8.1 Information security vs cybersecurity.

other is displayed in Figure 8.1. ICT stands for information and communications
technology, which is an extensional term for IT that defines the role of unified
communications and the integration of telecommunications (basically digital
communication security). Network security is a subset of cybersecurity, and it
protects the data flowing over the network.

8.2.1 On Securing a Blockchain Platform

The blockchain is a peer-to-peer (P2P) framework with the capability to
dis-intermediate central entities or processes within a given business workflow,
hence improving efficiencies, and creating an immutable audit trail of trans-
actions. It will transform business models from a human-based trust model
to an algorithm-based trust model, which might expose participants to risks
that they may have not accustomed previously [4]. To respond to such risks,
participating entities should consider establishing a robust risk management
strategy, governance, and controls framework.

Business logic in blockchains is captured in smart contracts that are
self-executing code on the blockchain, and eliminate the need for manual
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intervention to execute transactions. Often smart contracts need data from
outside data sources referred to as “Oracles.” Smart contracts can be used to
facilitate, verify, or enforce rules between parties, allowing for straight-through
processing and interactions with other smart contracts. Such software pro-
vides a large surface area for attack, so an attack on one smart contract could
have a domino effect on other parts of the platform (i.e. the language itself or
implementation of contracts).

Understanding blockchain and its associated risks may change and evolve
as this technology continues to mature. It is therefore imperative for all orga-
nizations to continue to monitor the development of this technology and its
application to various use cases. While blockchain technology promises to drive
efficiency or reduce costs, it has certain inherent cybersecurity risks that can
come from outside (via oracles) or from inside (e.g. distributed networking
and distributed computing – smart contracts). Understanding these risks and
implementing the appropriate safeguards is critical to fully benefit from this
technology. These blockchain risks can be broadly classified into three categories:
(i) Standard risks – blockchain technologies expose users to risks that are similar
to those associated with current IT operations but introduce slight nuances for
which users need to account; (ii) Value transfer risks – blockchain enables
P2P transfer of value without the need for a central intermediary. The value
transferred could be assets, identity, or information. This new business model
exposes the interacting parties to new risks that were previously managed by
central intermediaries; and (iii) Smart contract risks: Smart contracts can
potentially encode complex business, financial and legal arrangements on the
blockchain and could result in risk associated with the one-to-one mapping of
these arrangements from the physical to the digital framework.

In public blockchains there is no network access control because the protocols
used do allow anyone to access and participate in the network, with devices
running adequate applications. In contrast, private blockchains require appro-
priate security controls to protect network access. In the context of the public
blockchain, it would be tempting to assume that firewalls, virtual private networks
(VPNs), virtual local area networks (VLANs), intrusion detection and prevention
systems, and other safeguards in place in local, private networks provide adequate
protection through the adoption of a so-called “defense in depth” strategy. How-
ever, experience teaches us that relying solely on the effectiveness of network-level
cybersecurity controls is clearly insufficient. For this reason, best practices recom-
mend that security controls (such as access controls) should also be implemented
directly at the application level because that is the first and most important line of
defense against an attacker gaining access to the local network or where a mali-
cious insider is already present [4]. To address the security challenges, blockchain
infrastructure operators should implement an overall cybersecurity program that
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includes a proper governance framework with roles, processes, accountability
measures, and performance metrics. In line with these security requirements,
blockchain can include advanced security controls. For example, blockchain can
leverage the PKI (a set of roles, policies, and procedures required to create, man-
age, use, store, and revoke digital certificates and manage public-key encryption)
to authenticate and authorize parties and also encrypt their communications.

Every transaction on a public or private blockchain is digitally signed and times-
tamped, allowing participants to trace each transaction to a specific time period
and, if necessarily, identify the corresponding party (via their public address)
on the blockchain. This feature relates to an important information security
property: non-repudiation, which is the assurance that someone cannot duplicate
the authenticity of their signature on a file or the authorship of a transaction
that they originated. This out-of-the-box native functionality of the blockchain
increases the reliability of the system through the detection of tamper attempts or
fraudulent transactions because every transaction is cryptographically associated
with a user. Any new transaction added to a blockchain will change the global
state of the ledger. As such a fully traceable history log is available because every
new iteration of the system also stores the previous state. The audit capability of
blockchain provides organizations with a level of transparency and security over
every interaction. From a cybersecurity perspective, this provides entities with
extra assurance that the data is authentic and that no tampering has occurred.

Performance of the blockchain protocols is not only determined by energy effi-
ciency but also by their resilience to practical attacks. Evaluating the resiliency
of blockchain solutions against cyberattacks is a complex problem that needs to
be answered through formal math modeling and informed risk assessment [6].
In this chapter, we will look into most common and dangerous currently known
blockchain attacks and discuss adequate defense mechanisms specific to a given
blockchain protocol. Cybersecurity issues and attacks on blockchain protocols are
in-depth explained in Sections 8.3 and 8.4.

8.3 Public Blockchains Cybersecurity

Blockchain has prominent applications in many industries, from agriculture to
accounting. Activities associated with blockchain technology can be classified
into three categories from the standpoint of accessibility and organization:
(i) the first-generation public blockchain (1.0), (ii) the second-generation public
blockchain (2.0), and (iii) the third-generation private blockchain (3.0) [7].
Blockchain 1.0 deploys cryptocurrencies in applications related to financial trans-
actions, such as currency transfers, settlements, and digital payments. Blockchain
2.0 includes smart contracts for economic markets and financial applications.
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This category handles more than simple cash transactions. It includes stocks,
loans, mortgages, and smart contracts. The third category applies to applications
beyond finance and markets. It includes areas, such as government, health,
science and art. In this section 1st- and 2nd-generation public blockchains will be
analyzed.

8.3.1 Vulnerabilities Categorization

Figure 8.2 outlines the categories of public blockchain issues and vulnerabilities
from security, regulative, and technical standpoints. Thus, this section will
inspect 4 categories of such issues: (i) technical limitations, (ii) legal liabilities,
(iii) connected 3rd -party apps, and (iv) cybersecurity issues.

8.3.1.1 Technical Limitations, Legal Liabilities, and Connected 3rd-Party
Applications
When discussing the technical limitations of public blockchains three impor-
tant properties of such blockchains need to be discussed: block size trade-off,
distributed storage mechanisms, and honesty-based consensus. The size of
individual blocks on a blockchain can have a potentially large impact on the
speed and capacity of the network, but there are always trade-offs. Larger blocks
could not only improve capacity and speed but also push down fees. On the other
hand, larger blocks could also lead to greater centralization and network latency.
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Since blockchain data is stored on every node, a data theft attack can come at a
much larger scale and with many alternatives for the attack destination. Another
blockchain inherent property is the nature of the consensus mechanisms: they are
based on an assumption that the majority of nodes is honest to run and maintain
the system. Once a group of attackers has obtained at least 51% of the hashing
power inside a blockchain network, their aggregate computing power is sufficient
to jointly launch an attack with objective to tamper with the content in blocks and
conduct disruptive attacks such as DDoS. Finally, we must not forget about the
vulnerabilities of hardware and software platforms that run the blockchain nodes.

Regulations and law around public blockchains as well as observing and
deducing legal liabilities are an increasingly important subject as the technology
penetrates both the industry and government sectors. We will briefly discuss the
most obvious issues: (i) jurisdictional problems, (ii) privacy and data protection,
and (iii) governance impacts. Public blockchain nodes can easily span multiple
geographical locations around the globe. Because of that it is often challenging to
determine which jurisdictions’ laws and regulations apply to a given application.
We currently see a huge range of opinions from regulators on cryptocurrencies,
absolute distrust and bans in some countries to more cautious investor warnings
from others, while yet other countries have introduced programs to attract more
crypto activity [8]. The challenges of privacy and blockchain technology have
been intensely discussed in the past five years, especially since the emergence
of privacy regulations around the globe such as the General Data Protection
Regulation (GDPR [9]), California Consumer Privacy Act (CCPA) and many more
in countries like India, Chile, New Zealand, Japan, and Thailand. The problem
with permissionless public blockchains is that no single entity is responsible for
the security of the system, while all users can have access to ledger data. These
attributes are directly conflicted with thrust of many of the above-mentioned
privacy laws which require the party controlling personal data of an individual to
safeguard the security and privacy of that data on behalf of the individual as well
as enable the right to be forgotten. Many organizations will also require their data to
be stored in a certain region, or eventually, transfer data for privacy law purposes.
Regulators could tackle accountability from different standpoints. Some might
follow the approach where all participants of a public blockchain are equally
accountable. Others, like France, might suggest that only those actively partici-
pating in the system and inputting data, disregarding passive nodes and miners,
are accountable [10]. As taxing compliance goes, cryptocurrency transactions
might be taxed as assets on a capital gains basis without applying VAT.

When discussing services that connect to the blockchain, one needs to mention
two distinctive types: (i) Integration and development services and (ii) External
data provider services. Integration and Development services include connected
systems’ endpoints and external 3rd-party solutions. Endpoints are services
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or computers that regular users or enterprises use to access blockchain-based
services. External, 3rd-party solutions are often used to move data to/from the
blockchain. Weak security on 3rd systems (e.g. flawed code) can expose their
clients’ blockchain credentials and data to unauthorized parties. Distributed
ledgers and smart contracts bring remarkable innovation by eliminating
trust-related friction in human-to-human interactions, but until they can trust-
lessly take off-chain input data, the innovation will be limited. Thus, they
absolutely require secure and trustworthy external data provider services. Nowa-
days, blockchain smart contracts base a fair percent of decision-making on such
services called Oracles. Decentralized oracles are gateways for smart contracts to
interact with the outside world, while at the same time limiting their reliance on
single source of truth [11]. Although allowing blockchains to take inputs from out-
side the chain is a security risk, it is essential for building robust and far-reaching
use-cases. The level of automation that we can achieve with blockchain technology
is directly impacted by the level of trust we have in blockchain Oracles.

8.3.1.2 Cybersecurity Issues
Public blockchain cybersecurity issues can be divided into two major categories,
as we also discussed this categorization above: (i) blockchain 1.0 (focusing on PoW
[Bitcoin] and PoS [Ethereum]) and (ii) blockchain 2.0 (focusing on smart contracts
[Ethereum]). Blockchain governance models weigh heavily as some of the most
critical factors of a platform such as latency and throughput rest upon their choice.
Some of the most popular governance models that every blockchain enthusiast will
have heard of include Proof of Work (PoW), Proof of Stake (PoS), and Delegated
Proof of Stake (DPoS). These are the most widely used consensus algorithms in the
blockchain space. Thus, we will further divide the blockchain 1.0 category based
on the governance model standpoint: (i) those running on PoW/PoS and (ii) those
running on DPoS (e.g. BitShares, EOS).

8.3.1.3 Public Blockchain 1.0: PoW and PoS
For blockchains using PoW most common general issues include the infa-
mous 51% attack, double spending, private forks, and the Sybil attack. For
blockchains using PoS these include the nothing-at-stake, grinding, long-range
and past-majority attacks. Both PoW and PoS are susceptible to bribery attacks,
de-synchronization attacks, transaction denial attacks, end-user vulnerabilities
such as cryptocurrency, wallet, or private key theft.

A 51% attack on a blockchain network refers to the success of a single entity or
organization in gaining control over the majority of the hash rate, thus causing a
network turmoil. These attacks are most likely to come in a form of a mining pool
attack: a consolidated and coordinated attack of multiple nodes. Susceptibility
to 51% attacks is inherent to most cryptocurrencies. For popular blockchains a
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51% attack will be very expensive: about US$550.000 for Bitcoin, US$360.000
for Ethereum, etc. (per hour of attack) [12]. As a result of a 51% attack there
can be private forks to discredit the main chain and cause a drop in its value
and revenue leading to nodes leaving the main chain and joining the private
fork. Due to the fact that most of public blockchains are based on PoW for
mining, enough computing power allows a node to create a fork and make it the
authoritative version of the chain, thus enabling double-spending. The objective
of the double-spending attack is to issue a transaction, e.g. a payment from an
adversarial account holder to a victim recipient, have the transaction confirmed,
and then revert the transaction by, e.g. including in the ledger a second conflicting
transaction [13]. Double-spending can lead to inflation, thus devaluing the
currency relative to other monetary units or goods while diminishing user trust
and the retention of the currency.

In bribery attacks [14], an adversary deliberately pays miners/shareholders
(through cryptocurrencies or fiat money) to work on specific blocks and forks,
aiming at generating an arbitrary fork that benefits the adversary (e.g. by support-
ing a double-spending attack). Miners of PoW-based cryptocurrencies do not have
to own any stake in order to mine blocks, which makes this attack strategy feasible.
In this setting, the adversary offers a bribe higher than the block-mining reward.
Transaction denial attacks refer to a situation when the adversary wishes to pre-
vent a certain transaction from becoming confirmed. For instance, the adversary
may want to target a specific account and prevent the account holder from issu-
ing an outgoing transaction. In a desynchronization attack, a node/shareholder
behaves honestly but is nevertheless incapable of synchronizing correctly with
the rest of the network. This leads to ill-timed issuing of blocks and being offline
during periods when the node is expected to participate. Such an attack can be
mounted by preventing the party’s access to a time server or any other mechanism
that allows the synchronization between P2P parties. Moreover, a desynchroniza-
tion may also occur due to exceedingly long delays in message delivery.

Cryptocurrency thefts typically involve exploiting vulnerabilities in con-
nected systems. This can happen due to a wallet holding the funds being hacked
or a user’s private key is stolen. This will allow the attackers to drain specific
users’ account balances, but the blockchain itself remains intact. These issues are
specific because they are caused by bad private key management or wallet control
mechanisms by vendors and users themselves. Individuals may lose their private
keys, resulting in the loss of blockchain-stored digital assets because private keys
are not reproducible by design. Thus, end users must understand and protect the
private keys they hold on their systems or other pluggable media (e.g. hardware
wallets). Service providers (e.g. digital wallet providers) have emerged to provide
key management services to minimize end users’ risks. However, these services
heavily depend on passwords, device authentication (e.g. SMS or two-factor



�

� �

�

226 8 Blockchains for Cybersecurity and AI Systems

authentication), or other similar mechanisms. Because they involve human
interaction, these mechanisms are vulnerable unless individuals and organiza-
tions take due care. Lastly, by penetrating the above-mentioned authentication
mechanisms users can perform attacks of impersonation, phishing, malware, etc.
thus infiltrating blockchain applications and their users.

Private forks and mining pool attacks come in multiple shapes: there is
selfish mining (the above-described mining pool attack scenario), block withhold-
ing, the possibility of a Sybil attack, etc. The types of attack threaten the factor of
decentralization inside a public blockchain as well as its trustworthiness and rep-
utation. For example, currently, 3 countries host over 50% of the world’s Bitcoin
nodes [15]. However, the situation is a bit more alarming: over 50% of Bitcoin
network’s hashing power rests in a single country: China. The concentration of
mining power in countries like China is partially due to cheaper electricity prices.
This threatens to subvert the democratic nature of public blockchains. Giant
mining pools and the other massive Bitcoin-mining conglomerates can effectively
monopolize control over the Bitcoin blockchain. This may lead to network
centralization and the possibility of collusion, making the network vulnerable to
changes in policy on electricity subsidies. On another hand, in a Sybil attack,
the attacker debases the reputation system of a network by creating a considerate
number of fake identities and while using them manages to gain a disproportion-
ately large influence. In a public blockchain, a Sybil attack can be carried out by
well-financed attackers by creating thousands of nodes and inserting them into
the network in many places. When an attack takes place, these nodes (Sybil) can
concentrate on propagating the attacker’s blocks alone (block withholding) or
refusing to receive blocks, effectively blocking other users from a network.

The existence of the nothing-at-stake problem is due to the nature of PoS.
In the event of a fork, whether the fork is accidental or a malicious attempt to
rewrite history and reverse a transaction, the optimal strategy for any miner is to
mine on every chain, so that the miner gets their reward no matter which fork
wins [16]. Stakeholders have an incentive to act properly in a stake on the longest
chain in order to preserve the value of their investment. When attempting a
grinding attack, the adversary tries to influence the slot leader selection process
to improve its chances of being selected to generate blocks (which can be used to
perform other attacks such as double-spending). The PoS architecture is also vul-
nerable to a long-range attack. An attacker who wishes to double-spend at a later
point in time can mount a long-range attack by computing a longer valid chain that
starts right after the genesis block where it is the single stakeholder actively partic-
ipating in the protocol [17]. Even if this attacker owns a small fraction of the total
stake, it can locally compute this chain generating only the blocks for slots where
it is elected the slot leader and keep generating blocks ahead of current time until
its alternative chain has more blocks than the main chain. Past majority attacks
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can be launched by exploiting old and unused accounts on a PoS blockchain. As
stake moves, our assumption is that only the current majority of stakeholders
are honest. This means that past account keys (which do not hold any stake at
present) may be compromised. This leads to a potential vulnerability for any PoS
system since a set of malicious shareholders from the past can build an alternative
blockchain exploiting old accounts and the fact that it is effortless to build it.

Network-level attacks in this category include Distributed Denial of Service
(DDoS) attack and the Eclipse attack. DDoS attacks are one of the most common
network bandwidth consumption attacks. It results in slowing down the system
by creating numerous transactions to transfer assets through and forth between
the attacker’s pre-created wallets. The slowdown is caused by the need to process
all transactions resulting in increased processing times for legitimate network
users. In general, blockchain networks show strong resistance to DDoS attacks.
Because of that, DDoS attacks are more popularly launched against cryptocur-
rency exchanges, gambling operators, wallets, and blockchain-based financial
services. An eclipse attack aims to obfuscate a participant’s view of the P2P
network, in order to cause general disruption, or to prepare for more sophisticated
attacks. It is generally aimed at a single target for which the malicious actor will
ensure that all of the target’s connections are made to attacker-controlled nodes.
The attacker would first overwhelm the target with its own IP addresses, which
the victim will likely connect to upon the restart of their software. A restart can
either be forced (i.e. with a DDoS attack on the target), or the attacker can simply
wait for it to occur. Eclipse attacks may sound similar to Sybil attacks. However,
their end goal is ultimately different – an eclipse attack aims at a single node (for
reasons explained in a later section), while a Sybil attack is a network-wide attack
designed to trick the reputation system of the protocol.

8.3.1.4 Public Blockchain 1.0: DPoS
DPoS became popular in the cryptocurrency market due to its high scalability [18].
Its functions are similar to those of PoS, but it is different in that it has more demo-
cratic features when compared to PoS (e.g. delegated witnesses). DPoS consensus
relies on a fixed number of elected parties called block producers (BPs). BPs are
nodes selected to create blocks and do so in a round-robin order. BPs are limited in
number and voted by the users of the network – number of tokens is proportional
to the number of votes the user gets.

In aspects of security, there are some concerns around DPoS. The main reason is
its ability to provide a high level of scalability at the cost of limiting the number
of block producers. In DPoS blockchains one party can participate in the system
in a combination of roles (usage, validation, and block production). Therefore,
networks running on DPoS will be unable to repel Sybil attacks, where a single
user creates multiple identities to take advantage of the network for own profits.
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Furthermore, DPoS networks remain at risk of having a group of dishonest nodes
colluding to hijack the voting process and following, voters colluding for heinous
purposes. Because a DPoS network manages a relatively small number of BPs, the-
oretically, it is much easier to organize collusion among them. In such a case, an
attacker might launch a censorship attack, a double-spending attack or change
system parameters.

In a system, such as DPoS, that is naturally designed to promote plutocracy and
collusion between BPs, there is little-to-no guarantee for application developers
that their transactions (or entire applications) will not be censored due to this col-
lusion. A censorship attack against a DPoS network means that BPs might refuse
to process valid transactions. This will not cause a problem if a minor group of
BPs censors an individual – the next honest majority of BPs will probably validate
this transaction in the next block, thus causing simply a small delay in transaction
validation. However, if majority of BPs is under the attacker’s control the attack
will certainly be a success. Since inside a DPoS network all changes must be set
in motion by participating stakeholders [18], this allows the attacker to change
important parameters such as block rewards or fork out certain stakeholders.

A potential problem of creating voting centralization can still be observed in
DPoS – since for small-stake users a vote may be costly and they will rely on proxy
voting, majority of votes will come from high-stake users (whales, wallet providers,
exchanges). People’s vote strength is determined by how many tokens they have,
which means that people who own more tokens will influence the network more
than people who own very few.

8.3.1.5 Public Blockchain 2.0: Ethereum Smart Contracts
Smart contract technology is intimately related to blockchain technology. These
contracts are merely coded (business) logic. Given the current state of a ledger and
external information (usually collected through Oracles), smart contracts effectu-
ate new changes on a blockchain or act through actuators (cyber-physical systems)
in the physical world. The oldest definition of smart contracts states they are “a set
of promises, specified in digital form, including protocols within which the par-
ties perform on these promises” [19]. In engineering terms, smart contracts are
self-executing scripts that can be coded in high-level programming languages and
are running on a blockchain platform.

Apart from 51% attacks, smart contracts bring a new level of security weakness to
blockchain systems. Smart contracts leave spaces for typical software bugs, misuse,
code flaws, etc. Severity of smart contract vulnerabilities increases dramatically in
public blockchains due to the inherent cryptocurrencies tied to the blockchain.
Exploiting smart contract flaws on public blockchains can lead to cryptocurrency
theft as it has in the famous DAO hack on Ethereum [20].
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Because of smart contracts, blockchains that leverage them are unique when
observed from a vulnerability management point of view since flaws in smart
contracts cannot be fixed with a patch of some sort, as in traditional computer
systems. As transactions on the blockchain cannot be undone, as is the deploy-
ment of smart contracts – once they are up and running it is impossible to dispose
of them. Although they cannot be killed, per say, there are ways to mitigate smart
contract issues. One would be to deploy additional smart contracts to interact with
the flawed ones. Smart contract developers can build kill switches in their smart
contracts, a certain function that is called when an attack is detected – however,
the funds that were stolen are unrecoverable. The only way to recover stolen funds
is to rewrite the blockchain, starting from before the attack was launched – if the
majority of blockchain community agrees (e.g. Ethereum Classic was created in
this manner when not all nodes wanted to rewrite the blockchain after the DAO
hack [20]).

On Ethereum, tens of thousands of Solidity smart contracts may contain some
kind of vulnerability, while the number of smart contract vulnerabilities reaches
65 000+, according to research conducted in 2017 at AnChain [21]. Smart contract
vulnerabilities have been extensively researched, and tools around for detection
and impact analysis built from both academic and industrial sides. These analyze
either the smart contract source code or the EVM bytecode to perform automated
vulnerability detection and optimization [22], extract function call and code execu-
tion flow graphs and look for known security vulnerabilities [23] (e.g. re-entrancy,
transaction order dependency). In 2019 Perez and Livshits identified that there
are roughly 21 000 smart contracts on the Ethereum platform with some kind of
vulnerability [24].

Per Figure 8.2, Ethereum smart contract issues will be observed from two points
of view: (i) Development and (ii) Blockchain issues. For a deeper technical dive, the
most complete and up-to-date overview of Ethereum vulnerabilities is presented
by Chen et al. [25].

(i) Development issues are formed of coding issues and bad coding practices.
These include issues with the high-level programming language at hand (we con-
sider Solidity) and the lower-level EVM bytecode. Solidity security issues directly
lead to exploits by a nefarious user smart contract or account. The list of most
common vulnerabilities in this category is considerable: unchecked external calls,
re-entrance, gasless send, improper transfer of funds, DoS by external contract,
costly loops and in-loop transfers, overpowered owner, arithmetic precision and
overflow, types conversion, frozen funds, etc. The ones mentioned in the previ-
ous sentence can be considered the most dangerous ones. For example, DoS for a
smart contract can be caused by an external contract. This can occur if conditional
statements inside a calling contract depend on successful execution of an external
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function call since: its failure (can be permanent if coded badly) can cause the
caller contract function to fail (also permanently). Next, the re-entrance issue is
the cause of the infamous DAO hack [20]. Loops have to be used cautiously, since
they can be manipulated to become infinite (by changing the array size).

As for (ii) Blockchain-related issues when discussing Ethereum smart
contracts, there are a few worth underlining. Firstly, since smart contracts
run on multiple nodes, and these nodes can produce different timestamps, it
is discouraged to use them inside contracts. Instead, environmental variables
such as the block.timestamp can be used to reference a certain point in time.
Theoretically, the timestamp, but also blockhash and other miner-defined values
can be manipulated by miners when carrying out an attack on the blockchain on a
different level. Thus, writing timestamp-dependent functions is discouraged.
Secondly (and similarly), generating random numbers inside a contract is a hard
problem due to the deterministic nature of the Ethereum (and other) public
blockchain. Since a transaction needs to be verified by many nodes, generating
random numbers must, in a way, be consistent. A possible approach for gen-
erating random numbers is using block variables (blockhash, number coinbase,
timestamp). However, tread carefully: as explained above, theoretically, these can
be manipulated by a malicious miner. Thirdly, there is the issue of unpredictable
states in contracts. The state of contracts’ variables and balance at the time of
sending the transaction can indeed change by the time its execution is carried out
(other transactions changed its state meanwhile).

8.3.1.6 Public Blockchain 2.0 – Privacy Issues
For public blockchains, the high level of transparency and trust is a direct
consequence of low privacy. But for usage in enterprises, a certain level of privacy
will most likely be mandatory – entire transactions might need to be kept private
for designated users or a part of data inside a transaction needs to be conserved.
The lack of transactional privacy is an issue that occurs due to the fact that all
public keys are visible by all public blockchain network participants. If privacy
is highly regarded for a certain use-case, the system can instead be built using
semi-private or private blockchain platforms instead. If it is insisted that the
solution is based on Ethereum, industry-grade Ernst and Young’s Nightfall
protocol [26] or research-grade Phantom protocol [27] for private transactions on
Ethereum using zk-snarks are great examples of privacy solutions for Ethereum.

Bitcoin relies on an Unspent Transaction Output (UTXO) model and creates a
new address per payment. Ethereum, on the other hand, relies on a user-based
model, keeping track of user’s Ether. Using such a model has created some
unwanted ramifications on privacy. By analyzing user’s transactions, an external
entity can deduce a user’s timezone by analyzing time periods when the user
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is most active. Also, since most users rarely change their preferred gas price
setting, users with adjusted gas price setting can be easily identified and tracked
across the blockchain. Furthermore, by analyzing transactional patterns one’s
identity can be linked to one’s address. Many Ethereum users nowadays use the
Ethereum Name Service (ENS) [28]. Ethereum users leverage ENS to customize
their addresses, by for example, adding their names, physical addresses, etc. in
order to be more easily identifiable on the blockchain. Furthermore, many users
publicly reveal their ENS names on their social media profiles, which can again
be mined for data by leveraging the social media platform APIs. So, careless usage
of a public blockchain platform by its users can indeed cause significant privacy
issues.

8.4 Private Blockchains Cybersecurity

In the business context, private or permissioned blockchain solves two main issues
when it comes to cross-organizational collaboration. First, the lack of private and
shared ledger of mutual transactions that is tamper proof, reliable, and trusted by
all the parties. Second, the lack of trust between business organization or entities,
in the context where collaboration is desired and resolution should come without a
trusted third party. Permissioned blockchain solutions are, at present, available via
frameworks such as Hyperledger Fabric, Corda, and Quorum but also Ethereum
can be setup as a private network. All those solutions have their own strengths and
weaknesses, cyber vulnerabilities, and intended communities of use. Since 2015
the Linux foundation has spearheaded the collaborative open effort to develop
enterprise-grade blockchain technology. The effort proved to be a big success – in
the business context, the most highly used private blockchain solution today is its
Hyperledger Fabric (HLF) [29]. The main feature of HLF is its modular and con-
figurable architecture offering parallel execution of transactions with significant
increase of throughput compared to the public blockchains. Currently, more than
20 companies use HLF technology boasting names such as Allianz SE, Amazon,
BNP Paribas, Intel, Microsoft, Siemens, State Farm, Visa, and Walmart [30]. This is
why, as a case study to categorize private blockchain cybersecurity vulnerabilities,
HLF shall be observed.

8.4.1 Hyperledger Fabric Architecture

Given the amount of economic value that currently resides on HLF business
solutions, it is apparent that cyber-risk and its potential liabilities for the above
companies and other businesses, when deploying HLF technology, are essential
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to ascertain. The starting point in this process is understanding potential HLF
cyber-vulnerabilities that may arise from HLF’s unique architecture comprising
key components and protocols.

When it comes to critical roles or components in the HLF framework, the most
important are Clients, Membership Service Providers (MSPs), Peers, Ordering
service, Channels, and Ledgers [31]. The peers are owned by organizations that
use HLF to conduct collaborative business. Through APIs, the peers serve as
intermediaries between an organization’s client applications and the blockchain
ledgers and chaincodes (smart contracts) that peers host. Channels represent
logical structures that encapsulate shared information and processes between
(subsets) of organizations participating in an HLF application. Within a channel,
organizations can share ledgers across multiple peers as well as access to multiple
shared business logics implemented via smart contracts. The job of the Ordering
service is to order transactions into blocks within a channel. MSPs credential the
clients and peers which identify them on an HLF network.

When it comes to transaction flow in HLF, there are three distinct phases:
(i) execution phase, (ii) ordering phase, and (iii) validating phase. In the
(i) endorsing phase, the client application accesses an endorsing peer, submits a
transaction proposal, and waits for a reply. Across a channel, the endorsing peers
of participating organizations execute transaction-related chaincode. Along with
other information, they cryptographically protect the results of these operations
accompanied with their endorsement. Upon receiving sufficient numbers of
verified endorsements, the client sends a transaction to the Ordering service, thus
beginning the (ii) ordering phase. In turn, when the Ordering service collects a
sufficient number of transactions from various clients across a channel, the block
of transactions is created and broadcasted to committing peers across a channel
for storage. Finally, upon receiving a block for the Ordering service, peers check,
verify, and eventually commit blocks to a ledger in the (iii) validating phase.

8.4.2 HLF Vulnerabilities Categorization

HLF vulnerabilities, and by extension other private blockchain vulnerabilities, can
be first divided to (i) External attacks and (ii) Internal issues.

HLF external attacks can be launched against system endpoints and physical
machines hosting the network nodes. Endpoint attacks refer to flaws in libraries,
SDKs, or 3rd-party apps that communicate with the blockchain. System-wide pen-
etration tests can reveal some of these issues. Attacks on physical machines hosting
HLF nodes come in many forms: attack on the utilized containerization technol-
ogy (Docker, Kubernetes), network attacks, etc. External attacks are, thus, not in
the HLF domain, but, nevertheless, they cannot be avoided.
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Internal vulnerabilities are specific to the blockchain protocol, in this case
HLF. A good starting point to analyze them are the elements unique to HLF and
their inherent vulnerabilities [32]. There are four categories of important internal
issues: (i) Configuration, (ii) Consensus and Endorsement, (iii) Membership and
access, and (iv) Chaincode.

Every blockchain’s lifecycle starts with the configuration of network. For
HLF this includes specifying organizations, peers, consensus, block creation,
system-wide policies (e.g. for channel creation), etc. Poor design of an HLF net-
work architecture can lead to poor performance, lower transaction throughput,
etc. ultimately causing the blockchain to deteriorate significantly, making it
impractical or impossible to use. HLF supports issuing configuration updates;
however, to be accepted a consensus has to be reached within the network,
leaving a small window for a malicious organization to invalidate the update.

Consensus ensures the full-circle verification of the correctness of a set of trans-
actions comprising a block. Consensus is the responsibility of Ordering service
node. Since Ordering service, like MSP, has an essential and centralizing role in
HLF, it is a large part of its cyber-risk surface. Possible attacks on this compo-
nent are Sabotage attacks, Intentional fork attacks, Block size, Batch ordering, and
Transaction reordering attacks [32]. The essence of these attacks lies in the process
of block-creation. For instance, in a sabotage attack during block creation, transac-
tions from an organization can be excluded. In intentional fork attacks, a different
block can be sent to various parties when the same block would be appropriate.
In the block size attack, the change of block size is effectuated by a malicious actor,
thus affecting the performance of the blockchain system and ledger formation.
Similarly, in a batch time-out attack, a malicious actor changing the time for cut-off
in block formation can change the performance of a blockchain system [32]. Also,
the network delays can have an adverse impact on block formation and have an
effect similar to the above attacks [33]. Finally, in the case when there is an attack
on Ordering service and consistency of ledger is violated, important questions are
related to attribution of accountability of misbehaving parties [34]. This is not a
trivial task and requires formal analysis and moving beyond standard Ordering
service protocols.

Endorsement plays a big role in the transaction flow, and by extension, the
consensus mechanism. When it comes to endorsing peers, whose identities are
known inside a channel, the so-called Malleability attack, where transactions of
a particular client are modified or blocked, is possible [35]. Also, in a so-called
Wormhole attack, a malicious peer can create a private network with the outside
channel’s parties and leak information to external parties.

Membership and access control issues occur within a HLF network if the
authority providing it is tampered with. When the MSP becomes malicious,
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the Sybil, Boycott, and Blacklisting attacks can ensue. In a Sybil attack, newly
created malicious endorsing peers can create an endorsing majority for the
attacker [32]. This can be mitigated by introducing randomness in endorsing
peer selection process [36]. In a Boycotting attack the malicious MSP can prevent
certain organizations’ certification within the network, thus effectively boycotting
them. Similarly in the effect, a malicious MSP can remove a certificate of a node
from a trusted list of certificates or add it to a list of certificates that are revoked,
thus blacklisting them [32].

When it comes to smart contracts and their HLF-specific vulnerabilities, the
docker containers, where HLFs chain codes are run, are an essential point of
departure [37]. Specific attacks include code injection, log injection, chaincode
sandboxing, and remote inputs. For an attacker whose aim is to gain unauthorized
privileges, the crucial aspect of all these vulnerabilities comes from exploiting
smart contracts’ design and their interaction with and limitations of containers.

Finally, when it comes to cyber vulnerabilities of overall and supporting HLF
infrastructure related to storage, cryptographic, and network protocols, a good
overview is given by Putz and Pernul [38].

8.5 Modeling Blockchain Vulnerabilities Using Graph
Theory

The emerging trends in blockchain vulnerability modeling include the use of Petri
nets. When it comes to the modeling of smart contract interactions and loss mod-
eling due to contagious cyber-attacks, a random graph theory coupled with bond
percolation can be applied.

8.5.1 Petri Nets

A discrete-state and event-driven system where states change conditional on the
arrival of discrete events over time are called Discrete Event Systems (DESs) [39].
When it comes to mathematical modeling languages of discrete-event systems, the
Petri Net models take a prominent role. Initially to model systems with interacting
concurrent components they were developed by Carl Adam Petri in 1962 [40].

A Petri net is a directed bipartite graph with two main types of vertices: places
and transitions [41]. A place represents a passive component model, a state,
storage, or a logical condition. Visually, the places are represented via circles or
ellipses. Squares or rectangles represent transitions that model active components
representing production, the transformation, or consumption of things. The arcs
connect places with the transitions and are represented with directed edges.
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The arcs can only connect places with transitions or transitions to places, with
no other possibilities. Finally, tokens model the objects or values in the real
world. Their distribution across Petri nets are called markings. There are many
extensions of Petri Net models, including Timed Petri nets, Generalized Stochastic
Petri Nets, and Colored Petri nets. The packages implementing various Petri net
extensions include GreatSPN, SPNP, CPN Tool, and GPenSIM. When it comes
to modeling blockchain systems and their vulnerabilities, the Petri nets play an
increasing role.

In their work, the authors [42] explore different blockchain systems’ vulnera-
bilities, which they model by using Petri nets. In particular, they consider the six
major categories of vulnerabilities: consensus mechanism vulnerabilities (51%
attack, Selfish Mining attack, Double Spending attack, Finney attack, and the
GHOST protocol which can be exploited for the Balance attack), mining pool vul-
nerabilities (51% attack, Double Spending attack, and Block Withholding attack),
smart-contract vulnerabilities, design/architectural vulnerabilities, and network
vulnerabilities. Additionally, they consider advancements in the quantum
computing field and security threats that may pose in blockchain systems.

Specifically, when it comes to smart contracts and modeling or avoiding their
vulnerabilities, the authors [43] proceed by using Petri nets. Their approach allows
a design of secure smart contract templates with a formal procedure to visualize
a model, simulate, and verify business logic/workflows. To minimize the occur-
rence of errors, thus reducing the potential for vulnerabilities, they use Petri nets
to aid in smart contract development. Based on Petri Net model, in their work,
the [44] offer an outline for risk modeling of the blockchain ecosystem. Specifi-
cally, they propose Petri net models for the analysis of a blockchain platform, and
its critical aspects. Among other elements, their model includes formal construc-
tion of the individual blocks, formal construction for transformation probability of
possible risks, the generator of risk events, and formal metamodel of blockchain
operation.

8.5.2 Bond Percolation and Random Graphs

To understand and quantify the loss distribution due to cyber attacks on or con-
tagion failures of Local Area Networks in small- and medium-sized companies,
Jevtić and Lanchier [45] introduced a realistic mathematical framework based on
random graphs and percolation theory. Their framework is generalized to be appli-
cable to cyber risks in the context of smart contracts [46]. The main novelty is that it
accounts for the topology of the network of interactions that encodes all the con-
nections among smart contracts and their users. The model, when dealing with
smart contracts, consists of the following stochastic components.
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The temporal structure is modeled by a Poisson process with rate 𝜇. The arrival
times of this process represent the times at which a cyber attack or a contagion
failure occurs, meaning that the time between two consecutive occurrences
exceeds t with probability e−𝜇t.

At the times of the Poisson process, we let 𝒢 = (𝒱,ℰ ) be a particular real-
ization of a random graph. In the case of smart contracts, it is also natural to
assume that this graph has two different types of vertices: either a smart con-
tract or a user/customer. This graph models the network of interactions in the
sense that there is an edge connecting two vertices if these two vertices interact, so
the choice of graph (Erdős–Rényi model [47], preferential attachment graph [48],
small-world network [49], random tree, etc.) strongly depends on the context.

The contagion process is modeled using bond percolation [50–52], i.e. we
assume that each edge is independently open with a fixed probability and that
the contagion can only spread through the open edges. Smart contracts networks
include two types of edges, so it is natural to consider two bond percolation
parameters: the probability p that an edge connecting two smart contracts is open
and the probability q that an edge connecting a smart contract to one of its users
is open. These parameters measure the vulnerability of the network. The smart
contracts and users that are “infected” by the contagion are simply the vertices
that can be reached by a path of open edges from the source of the contagion,
another vertex of the graph chosen at random.

Finally, to turn the set of infected vertices into a numerical value representing
the loss at a given time, the last step is to fix a cost topology, i.e. attribute a dollar
amount to each vertex. The most natural assumption is to attribute values that are
independent random variables following one of two possible distributions, one for
the smart contracts and another one for their users. The loss at a given time is then
obtained by adding the values of all the vertices that are infected, and the aggregate
loss by adding all the losses that occurred up to the present time.

Due to the inclusion of a network structure, this modeling approach is realis-
tic but often too elaborate to derive an exact expression of the loss distribution.
However, the mean and variance of the aggregate loss, two key quantities used by
researchers in probability to understand complex random objects and also by com-
panies to estimate potential liabilities, can be computed analytically for simple net-
works and numerically for more sophisticated networks. In particular, the mean
and variance of the loss distribution (or at least good lower and upper bounds)
have been derived analytically in [53] for paths, rings, and stars, and in [45] for
random trees. Interestingly, these works show that the mean and variance of the
loss distribution strongly depend on not only the size of the network but also its
topology, meaning that the structure of the network indeed plays an essential role
and can hardly be ignored.
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8.6 Security: Blockchain for IoT

The term IoT refers to all devices of everyday life that are connected to the Internet
and that have some kind of intelligence. It is applicable in domestics, all kinds of
appliances that communicate with the user, biomedical control systems, trends
in consumer use, automobile industry, etc. Driven by artificial intelligence, cogni-
tive computing, and new solutions for machine-to-machine (M2M) connectivity
as well as rising technologies concerning big data and data analytics, the adoption
of IoT concept has accelerated rapidly.

8.6.1 IoT Security Vulnerabilities

Securing an IoT platform brings four important benefits over traditional cloud-
centric IoT systems: (i) sensitive data can be kept at the edge level at all times
without the need for transferring to cloud, thus enhancing privacy; (ii) the edge
level can provide more contextual information about security and privacy than tra-
ditional cloud-centric IoT systems – information about the operating environment
is easy to collect at the edge level; (iii) cloud communication overhead is reduced,
making the attacks on that link less probable; (iv) proximity and intelligence at the
edge of the network enable real-time interaction, predictable network latency, and
clock synchronization. Security frameworks built for IoT systems must leverage
these benefits [54].

Considering the high-density distribution of heterogeneous nodes in the
edge, security in the system itself must be autonomous. Security features of an
IoT system should not depend on any cloud-based, or otherwise centralized
system, in an ideal edge environment. Yes, cloud services should be included
in the deeper analysis of suspicious node behavior, etc. (and derive new and
updated existing security policies), but reactions to malicious actions should
happen instantly when detected, on the edge level of the system, regardless
of connectivity to a cloud platform, and without the involvement of system
administrators. In an IoT architecture, end-to-end security must cover all devices
from the cloud level to the edge of the network (gateways, sensors, actuators).
However, the security of IoT systems has to start with secure device hardware. If
a device is not trustworthy at the time of deployment, the whole infrastructure
becomes unsecured and unstable. When and only when trusted edge nodes are
deployed, a secure communication layer encompassing all nodes can be built,
thus creating a secure end-to-end IoT infrastructure. An IoT system should secure
itself by authenticating the identity of all users, data consistency and integrity,
and the availability of system services. An edge system should have the ability
to revoke connections and handle key management anonymously, as well as
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to insert real-time constraints and monitoring them [55]. It is, however, very
important that this process is anonymous and stateless to protect sensitive user
data (location, identity, etc.) even from the IoT system itself. For a highly efficient
IoT system, it is also relevant to aggressively analyze activities of both users and
administrators, and adjust topology, bandwidth allocation, and traffic policies
real-time [56].

To conclude, coming up with an efficient security framework for an IoT system is
much more difficult than handling traditional distributed systems. Cyber-threats
may come from many sources, focus on many different layers and technologies,
and the major security task here is to leverage the dense distribution of computa-
tional resources properly to utilize an efficient distributed security framework.

8.6.2 Blockchain–IoT Convergence

IoT ecosystems are a fast-growing class of IT solutions and are expected to scale
to millions of connected devices deployed in a single network. The challenge
is how to best provide security, privacy, data protection, and accountability
in favor of users. Because blockchain is based on cryptographically secured,
immutable distributed ledger technology and consensus-based decision making,
it may enhance IoT ecosystems with more automated resource optimization and
innate security. Among other advantages, this blockchain-based architecture
offers organizations and users: data sharing across a network of key stakeholders
via a distributed system of records; automating interactions between nodes
with embedded business terms into smart contracts; provenance authentication
by means of hash-based security and cryptographic identity verification; and
finally detection of bad actors and threat mitigation by consensus and agreement
models. Blockchain-enabled IoT deployment will improve overall system health
and integrity by allowing devices to register and validate themselves against the
network. Actions on a blockchain are validated against the certificates (or set of
private/public keys) of participating devices. Autonomous network access man-
agement will need capabilities, including a complex and on-demand certificate
generation, trust computation and sharing, and certificate revocation and black-
listing. For trusted certificates, trusted nodes are thus required to “propagate”
trust to the newly added nodes.

Figure 8.3 shows the dimensions for analyzing the merits Blockchain and IoT
integration. While analyzing the security merits of the integration between the
two technologies, it is equally important to analyze the merits of the most promi-
nent application domains that benefit largely from it. We shall not go deep into
application domains in this chapter but only consider cybersecurity.

Blockchain is a perfectly suitable complement to IoT bringing improved
security, privacy and traceability, interoperability, scalability, reliability, and
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Device configuration and
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Healthcare and telemedicine

Machine-to-machine economy

Authorization and access control

Figure 8.3 Dimensions of analyzing blockchain–IoT convergence.

autonomous interactions. IoT security is bettered through empowering and
decentralizing authentication and access control schemes as well as data integrity
and identity management. Complex privacy schemes are enabled by utilizing
private blockchains, but data traceability is a universal blockchain characteristic
that could benefit IoT in many ways: misbehavior discovery and verification,
false data tracing to source, etc. IoT universal interoperability with blockchain
is achieved because devices will share an overlay blockchain layer (protocol)
that unifies data storage and transportation mechanisms. With blockchains,
scalability of IoT systems is improved through higher levels of availability and
decentralization of data and services. A system is as reliable as are its data and
services; thus, blockchains play a major role in creating reliable IoT systems
through integrity enforced through cryptographic schemes such as asymmetric
encryption, hashing, and digital signatures. Finally, all of the above enable secure,
machine-centric, autonomous interactions through smart contracts automatically
executing programmed and enforced contract clauses.

When discussing the Blockchain–IoT convergence, one must keep in mind the
operational requirements for IoT systems: dynamic but verifiable group mem-
bership, devices, data and decision-making processes integrity, lightweight oper-
ations in terms of resources, optional encryption, capability for handling device
power-off and sleep periods, and handling large degree of resource diversity (data,
sensors, aggregators, etc.). Desirable properties that blockchain brings are its dis-
tributed protocols with verifiable transaction history as well as dynamic member-
ship and multi-party signatures. As for the undesirable properties: most of public
blockchains require PoW and PKI and size of the ledger is an issue for devices
lacking storage. These undesirable properties can, however, be tackled. PoW could
be replaced by proof of earlier participation using blockchain transaction history.
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PKI could be replaced with lightweight hash-based signatures or other Merkle
tree-based schemes. The ledger could be pruned and compressed for storage-poor
devices: a device could store only hashes of transaction headers or maintain only
a device-relevant transaction ledger.

8.6.2.1 Enhancing IoT Security Features
Security features that blockchains bring to the IoT are numerous. Essentially
they could be grouped to four larger categories: (i) Confidentiality, Integrity, and
Availability, (ii) Authentication and Identity Management, (iii) Authorization
and Access Control, and (iv) Non-repudiation. All of these are already built into
blockchain technology by design and the purpose of this section is to elaborate on
how they can be leveraged to cover some of IoT security concerns.

One of the major security issues for the IoT is handling sensitive, personal data
captured by IoT devices. Data integrity asserts that data generated inside an IoT
ecosystem was not replayed, falsified, or otherwise tampered with (i.e. through
an injection attack) on its path from source to destination device. Even if such
an event occurs, the data, devices, and processes that took part in the activity
shall be blacklisted by the network and removed or otherwise penalized. Providing
integrity of data and processes is absolutely essential for IoT ecosystems since the
vast amount of sensors generate valuable information that often needs to be acted
with in real-time. Finally, availability rests upon the requirement that one system
has to be available, whenever needed, to provide services to end-users (which is
an existing feature of blockchains).

Public blockchains, which are intended to be permissionless, are less quipped
to deal with confidentiality of data. On the other hand, semi-private (e.g.
Quorum) and private (e.g. HLF) blockchains are typically equipped with complex
mechanisms to handle confidentiality on different layers: user, transaction,
smart contract, node, etc. All blockchains ensure integrity of data through: (i) the
immutability and append-only characteristics of the ledger, (ii) storing transaction
data in form of Merkle trees, as well as (iii) cryptographic protections between
blocks that contain data. Merkle trees not only better data integrity but provide
an easy and secure way to verify it as well. By design, blockchains are resistant
to data modifications. Additionally, blockchains can be leveraged for IoT to
provide proof of data history easing internal and external audits. One of the main
advantages of the blockchains is that they are, theoretically, always available. In
other words, as the network is distributed there is no single point of failure. In this
manner, blockchains can be used to extend IoT systems’ availability. However,
we must consider read and write availability of blockchains separately. While read
availability is typically at the highest level, write availability significantly depends
on the speed of validating transactions, forming and publishing blocks, etc. [57].
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Authentication and Identity Management (AIM) refer to providing
users/devices of the system with proper means to prove their identity. Tradi-
tionally, AIM relies on human–computer interaction; however, in IoT, the AIM
needs to be M2M-based. AIM for IoT should be as decentralized as possible
and devices need to have reliable AIM attributes (i.e. sufficient proof of their
identity) without contacting a central server. Multiple AIM models coexist in the
IoT ecosystem, sometimes all at the same time – for more sensitive operations
a more sensitive model will be used or, for example, a distributed model is
preferred when the operation is new device on-boarding. Considering implemen-
tations, AIM can range from public-key infrastructure, trusted platform modules
(TPMs), X.509 certificates, hardware security modules (HSMs), symmetric keys,
etc. Anyway, we need to weigh multiple variables, such as energy resources,
hardware ability, financial budgets, security specifications, and accessibility,
before determining which IoT authentication model fits the use-case at hand
the best. Blockchain-based IoT authentication is a good step toward what we
call self-sovereign digital identity for both devices and users. Furthermore, this
digital identity will be used to sign every microtransaction (e.g. sensor reading,
user login) inside an IoT system enabling ultimate traceability throughout the
ecosystem. Blockchain as a decentralized AIM provider has been proposed by IBM
(Verify Credentials [58]), Accenture [59], etc. Creating and maintaining digital
identities is one of the World Economic Forum global initiatives for 2020–2021:
the Known Traveller Digital Identity initiative aiming to diminish paper identity
documents and enhance security of world travel [60].

Authorization and access-control present system-wide security mechanisms for
specifying access rights/privileges to the system’s resources as well as handling
key management services. The problem with modern authorization schemes is
they typically rely too much on a trusted central authority [54]. When the central
authority is compromised, hackers can corrupt and impair the authorization
policies system-wide. If an authorization scheme is decentralized, network
unavailability, devices, and communication links failure are real issue for many
highly distributed IoT systems. For IoT systems, authorization schemes need to be
flexible – multiple authorization and access-control schemes should be supported;
data used for authorization must have the potential to be migrated and aggregated
easily; data provenance must be enabled at all times [54]. Authorization rules and
policies can be coded into upgradeable smart contracts, immediately creating a
dynamic, decentralized, verifiable authorization scheme where all activity and
can be easily traced [61]. Authorization activity can be analyzed system-wide, and
if misbehavior is detected the ledger can be updated with blacklisted devices, users
and services immediately, while the smart contract in charge of authorization
will have access to this data. Blockchain protocols, such as NuCypher [62], can be
used to provide decentralized key management and data access control.
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Non-repudiation refers to a system’s characteristic that ensures every activity
and state it lead to can be verified, and that eventual disputes around them can
be easily solved. It is an inherent characteristic of blockchains. This basically
means that a cryptographically signed and verified transaction cannot be denied
by either the transaction initiator or the blockchain network. The property of
non-repudiation is significant for providing dispute resolution services and there
are many blockchain-based systems proposed for that purpose: by examining
transaction logs [63], arbitrarily invoking a dispute–resolution smart contract that
has access to the ledger or transaction history [64], etc.

8.7 Blockchain for Federated AI

Modern artificial intelligence (AI) development and applications face two signif-
icant challenges: the first is that, in most cases, data is owned and stored in big
and isolated datacenters preventing democratization of AI-related innovation,
while the other is the need to strengthen privacy and security of data used by
AI applications. These two challenges can be resolved through the disaggre-
gation of data ownership, which in turn creates opportunities for creative and
secure techniques of federated learning (FL). Federated learning is an emerging
decentralized approach that is particularly cognizant of restrictions concerning
privacy and resource constraints [65]. FML works with the distributed dataset
and normally performs the model training locally at each data source in the fed-
eration of all data sources needed for particular applications. By keeping the
data close to where it is generated, FML exploits the on-device processing power
and untapped private data by performing the model training in a decentralized
manner. After training a local model, each individual learner transfers its local
model parameters, instead of the raw training dataset, to an aggregating unit. The
aggregator utilizes the local model parameters to update a global model, which
is eventually fed back to the individual local learners for their use. As a result,
each local learner benefits from the datasets of the other learners only through
the global model, shared by the aggregator, without explicitly accessing their
privacy-sensitive data.

There are typically two types of FML models. The centralized federated learn-
ing model refers to executing different steps of the learning algorithms by the
distributed participating nodes, while coordinated by a central server. The central
authority selects the nodes at the beginning of the training process and is respon-
sible for the aggregation of the received updates. The decentralized federated
learning model requires no central server and all nodes are able to coordinate
themselves to obtain the global model. The model updates happen between the
interconnected nodes.
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Although federated learning helps preserve data privacy by sharing only
the model parameters instead of raw data, the parameter exchange might leak
significant information. A cyberattack can recover data from gradients uploaded
by individual nodes. Moreover, the federated approach for training the model is
susceptible to model poisoning attacks [66]. Blockchain was adopted to address
these security concerns. Blockchain is used in federated learning mainly for
parameter exchange, data verification, node recovering, data storage. The typical
procedure for blockchain-based federated learning has 4 steps [67]. (i) A machine
learning model is built at nodes where local training datasets are generated.
(ii) Each of the nodes generates shared training parameters based on the local
model in a manner that precludes any requirement for the raw data to be
accessible by each of the other nodes on the blockchain network. (iii) Shared
training parameters are exchanged with other nodes via a blockchain transaction.
(iv) In a decentralized approach, each node individually merges the training
parameter and continues training till it is ready to output a new set of the training
parameters.

Owing to blockchain’s intrinsic features, the fundamental limitations of
trust, resiliency, and accessibility associated with centralized frameworks can
be eliminated. First, the round delineation, selection, and model aggregation
occur on-blockchain in a fully decentralized manner. The underlying consensus
protocol and smart contracts help ensure transparency, fairness, and impar-
tiality. Moreover, blockchain delivers resiliency in computation while smart
contracts perform real-time coordination related to round delineation, selection,
and aggregation phases across participating devices. Due to such versatility,
blockchain-based federated learning distributes operational costs across the
participants and eliminates the complexity of segregated resource require-
ments present in a cloud-driven (centralized) application [68]. Consequently, a
blockchain-based distributed set up lowers the entry barrier for smaller players
and improves accessibility significantly.

8.7.1 FML Basic Principles

Machine learning is being used to train the computers to learn from data pro-
vided to perform tasks without being explicitly programmed to do so. Nowadays,
machine learning has been used more and more in industrial, medical, education,
e-commerce, and other data-rich applications, and it shows significant benefit. For
traditional machine learning, it is usually required that all the local datasets are
uploaded to one server (traditional centralized machine learning) or the local data
samples have to be uniformly distributed and roughly be of the same size (classi-
cal decentralized machine learning). On the contrary, FML is a machine learning
technique that trains an algorithm across multiple decentralized edge devices or
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distributed servers holding local data samples, which are typically heterogeneous
and of different sizes, without exchanging them. Federated learning may be unre-
liable since it is subject to more computational failures or communication outages
due to its distributed nature [69]. Traditional distributed learning usually uses data
centers which are reliable and connected with fast networks. There are typically
two types of FML models. In centralized federated learning a central server is
used to oversee the different steps of the algorithms execution and to coordinate
all the nodes participating in the learning process. The server is responsible for the
nodes selection at the beginning of the training process and the aggregation of the
received model updates. On the other hand in decentralized federated learn-
ing there is no central server for decentralized federated learning. All the nodes
are able to coordinate themselves to obtain the global model. The model updates
happen between the interconnected nodes.

The principle of federated learning consists of training local models on local data
samples and exchanging parameters between these local nodes at some frequency
to generate a global model shared by all nodes. The benefits of federated learning
are numerous. With federated learning, only the machine learning parameters are
exchanged. No local or raw data is uploaded or exchanged externally. So the pri-
vacy exposure risk is minimized. After the learning process, it is possible to deploy
clustering and aggregate IT resources of the nodes that share some similarities.
In some cases, it is illegal to transfer data externally. Federated learning brings
solutions to train a global model while respecting security constraints.

The first federated-learning framework was proposed by Google [70]: Defining
N data owners with their respective data (D1,… ,DN ), a conventional approach
is to put all data together and use the resulting dataset (D = D1 ∪ · · · ∪ DN ) to
train a model. The idea of the federated-learning is to build a learning process
in which the data owners collaboratively train a global model without exposing
its data to the other owners. There are several ways to categorize federated
learning, based on the distribution characteristics of the data [71]. Firstly, there
is (i) the horizontal or sample-based federated learning. It is introduced in the
scenarios in which datasets share the same feature space (same sensors, devices)
but different space in samples (different measurements). (ii) The vertical or
feature-based federated learning applies to the cases in which two datasets share
the same sample ID (same measurements) space but differ in feature space
(different sensors, devices). Thirdly, (iii) we have Federated Transfer Learning
(FTL). It is used when two datasets vary not only in samples but also feature space
(see Figure 8.4) and a transfer function between the features of the two datasets is
computed. In this way, it is possible to use this relationship to estimate a private
dataset’s outputs. This approach can help process and analyze non-homogeneous
datasets with traditional machine learning techniques and deal with data privacy,
data storage reduction, and personalized models for each data owner.
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Figure 8.4 A schematic representation of the characterization of federated learning.
(a) Horizontal FL, (b) vertical FL, and (c) federated transferred learning.

8.7.2 Case Study: Blockchain-Based FML in Large-Scale
Environmental Sensing

Modern tools for monitoring different environmental compartments rely on
sensory systems, which are custom-tailored to characterize, track, and model
natural processes. Moreover, environmental monitoring has additional challenges
that stem from the need to deploy a large-scale data collection apparatus, both in
spatial and temporal domains. While the technical challenges could be overcome
by the deployment of IoT-based systems and laboratories, other challenges,
which originate from inherent business risks associated with data collection and
analysis, create data security constraints for stakeholders interested in pursuing
environmental monitoring. In these business environments, the majority of criti-
cal monitoring applications would benefit from a combination of data generated
from multiple transactional points and different stakeholders, which in turn
require: (i) FML both in the central cloud and the distributed vertical IoT silos,
and (ii) development of trust management and data protection platform.

To enable large-scale environmental sensing, modeling, and natural process
characterization using machine learning and AI that involves a heterogeneous
constellation of business and data sources, it is desirable to deploy a trust manage-
ment platform based on private permissioned blockchain networks for managing
data access privileges, ensuring integrity and repeatability of analysis results,
and enabling real-time audibility of critical transaction frequently required by
government agencies and regulators. By contrast to the centralized model, in the
federated-learning (FL) architecture, each vertical IoT system will host and train
a local model based on the stakeholder’s private data, which are then aggregated
trustfully by an FL aggregator and protected in a central model governed by the
blockchain network. Most time-series data solutions use dedicated IoT systems
for sensing, analyzing, and characterizing environmental processes. Resource
and process optimization is mostly performed within these separate vertical silos.
In contrast to the traditional AI methods, federated learning migrates the models
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closer to the data source, or to client IoT device, for training and inferencing. FL
authority (usually hosted in the cloud) defines federated-learning principles for
the system at hand (global/generic model, performance metrics, update cycles,
data preprocessing and preparation, metadata, ontologies, and interfaces). FL
utilizes computing and storage resources on the fog and edge systems (server,
IoT controllers/gateways, and mobile devices) to perform local model training on
locally collected and stored datasets and data streams. Locally trained models send
their parameters, weights, and performance metrics to the FL aggregator, which
adapts the global model and sends it for the next iteration of training on local
systems. After several iterations, the global model for a specific analysis challenge
or decision-making task improves performance and is optimized for the local
datasets. This approach for ML model training and execution drastically reduces
latency, reduces cloud computing costs, saves communication bandwidth, and
enforces data privacy and sovereignty of local systems/stakeholders.

Keeping data private is the major additional benefit for each of the entities par-
ticipating in this federated-learning platform. The data structures and parameters
are likely to be similar. However, they do not need to be the same, which necessi-
tates a lot of data preprocessing to standardize model inputs at each client IoT level.

Figure 8.5 depicts a design for large-scale sensing and monitoring of aquatic
and soil environments in which ML/AI models are created, trained, and used by
different participating entities. The entity that creates data to be used for the model
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is often different from the entity that trains the model, which is different yet again
from the user of the trained model. The user needs to trust the received ML/AI
model, and this requires having the provenance information about how the model
was trained and the data the model was trained on.
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9.1 Introduction

The fifth generation of mobile networks, 5G, is already being commercialized in
some parts of the world, with the expectation of addressing limitations of current
cellular systems and providing an underlying platform for new services to emerge
and thrive [1].

5G was envisioned to be not only a faster 4G, but also an enabler for several
other applications, such as the IoE, industry automation, intelligent transportation
and remote healthcare, to name a few, by providing ultra-high reliability, latency
as low as 1 ms, and increased network capacity and data rates [2] with higher
energy efficiency [3]. However, despite the emergence of new technologies, such
as millimeter waves, massive Multiple-Input–Multiple-Output (MIMO), and the
utilization of higher frequency bands, it is clear that 5G is not capable of meeting
all of these requirements, albeit improving significantly from its predecessors.

As such, research has already shifted toward the next generation of mobile net-
works, 6G [2, 4–6] with futuristic vision offered by opening and softening RAN
carried out by the O-RAN Alliance based on current 5G mobile networks [7, 8].

Throughout the years, the RAN has experienced architectural transitions
from LTE toward 5G New Radio (5G NR) and, more recently, with the Open
RAN/O-RAN initiatives [7] that brings several open challenges toward 6G and
beyond, marking the transition from physically distributed base stations to
centrally managed functions with loosely coupled open interfaces, such as the
hybrid architecture of Centralized Units (CU), Distributed Units (DU), and
Radio Units (RU). The next-generation RAN is already making the most use of
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general computing resource [7], a good example is C-RAN with C standing for
Cloud, Centralized features for software-defined RAN evolution [9-11]; vRAN,
the virtualized network functions for RAN; and O-RAN, an open initiative
pursued by operators and vendors. Thanks to initiatives of centralizing CU and
DU into server clusters, the universal computing capacity offers more significant
possibilities to manage and optimize the network at its edge. For instance,
additional RAN functions can be integrated into the existing system simply by
adding a virtual machines or container instances [7, 9]. Such improvement with
RAN virtualization and clustering provides blockchain with general computing
and communication accessibility, making the integration of blockchain functions
into 5G and beyond effortless and low cost.

In addition to changes in system architecture, it is also expected that by 2030 our
society will shift toward a more digitized, data-driven and intelligently inspired
society that needs near-instant and ubiquitous wireless connectivity [5, 12]. Thus,
several novel applications that provide such interaction and integration are bound
to emerge in the next decade [5]. As such, some key trends that are foreseen to
emerge soon are: virtual and augmented reality, 8K video streaming, holograms,
remote surgery, industry 4.0, smart homes, fog computing, artificial intelligence
(AI) integrated services, unmanned aerial vehicles (UAVs), and autonomous vehi-
cles, to name a few [5, 6, 13]. These, by their turn, will demand much more from
mobile networks in terms of reliability, latency, and data rates than 5G and its
improvements can support [2, 5, 6, 8]. In short, several research initiatives around
the globe have been working to shape the direction of 6G, and some of its key
requirements are already being speculated, as in [2, 4, 5, 8]:

● Provide peak data rates of at least 1 Tb s−1 and latency of less than 1ms;
● Support user mobility up to 1000 km h−1;
● Operate in GHz to THz frequency range;
● Increase the network spectral efficiency, energy efficiency, and security;
● Harness the power of big data, enabling a self-sustaining RAN;
● Support for a massive number of devices and things, enabling the IoE.

In order to enable all the above and increase the system’s total capacity, two
different approaches are possible, according to Shannon’s information theory:
either increase the system bandwidth or improve the spectral efficiency [5, 14, 15].

It is well known that spectrum management is a key to achieve efficient
spectrum usage; however, it still has issues. For example, it is known that current
fixed paradigms for spectrum assignment and resource management is a major
challenge in mobile networks.

This will become even more challenging in 6G, due to the ever-growing number
of subscribers and their need of intermittent connectivity as well as the devel-
opment of more data-hungry applications. Moreover, a number of studies have
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shown that fixed spectrum allocation, despite being less complex, produces low
spectrum efficiency, since license holders of that spectrum do not utilize it all the
time (see [14] and references therein).

As such, several approaches have been proposed to improve spectrum manage-
ment, such as Opportunistic Spectrum Access (OSA) or auction mechanisms.

Despite the benefits of these approaches, issues in terms of security, high
computational power, and convergence are present. On top of that, even if such
protocols provide some collaborations at the system level, the collaboration
between users is still not considered, hindering the overall performance of those
solutions. As 6G is expected to be much more cooperative than its preceding
generations, with new technologies, such as wireless power transfer, mobile
edge computing, the IoE, and Device-to-Device (D2D) communications, novel
approaches that do not rely on a central authority controlling spectrum and
resource management, such as the blockchain, are needed [2, 4].

Due to its inherent characteristics, blockchain is being regarded as the next
revolution in wireless communications, with even the Federal Communications
Commission (FCC) emphasizing the crucial role that it can play in 6G and
beyond [16]. The main idea behind blockchain is that of an open and distributed
database (ledger), where no single party has control, and transactions1 are
securely recorded in blocks. Each block is chained together to its predecessor in a
sequential, verified, and secure manner, without the need of a trusted third party.
As such, the blockchain is expected to revolutionize resource and spectrum shar-
ing by eliminating the central authority and replacing it with a distributed one,
realizing asset transactions without central authorization, improving network
security, and reducing costs [17, 18].

Moreover, this integration between open RAN and the blockchain will allow
the network to monitor and manage spectrum and resource utilization in a more
efficient manner, reducing its administration costs and improving the speed of
spectrum auction. In addition, due to its inherent transparency, the blockchain
can also record real-time spectrum utilization and massively improve spectrum
efficiency by dynamically allocating spectrum bands according to the dynamic
demands of devices [15].

It can also provide the necessary but optional incentive for spectrum and
resource sharing between devices, fully enabling new technologies and services
that are bound to emerge [18]. Furthermore, with future open RANs shifting
toward decentralized solutions, with thousands of cells deployed by operators
and billions of devices communicating with each other, fixed spectrum allocation
and operator-controlled resource sharing algorithms will not be scalable nor

1 These transactions can mean anything, such as holdings of a digital currency (i.e. Bitcoin),
movement of goods across a supply chain, and spectrum and resource allocation in wireless
networks [15].
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effective in future networks. As such, by designing a communications network
coupled with the blockchain as its underlying infrastructure from the beginning,
6G and beyond networks can be more scalable and provide better and more
efficient solutions in terms of spectrum sharing and resource management.
Moreover, with privacy in mobile networks becoming more and more critical,
due to the emergence of novel applications, such as automated vehicles, industry
4.0, and medical applications, where even a minor failure can lead to disastrous
consequences, the blockchain can be of great advantage in securing and storing
sensitive information. Since all information in a blockchain is verified by all peers
and it is immutable, this can allow future mobile networks to have a permanent
record of all events with its corresponding timeframe [14].

Based on that, in this chapter, it is envisaged that 6G-enabled blockchain
resource management, spectrum sharing and computing, and energy trading can
serve as the driving force for future wireless network’s use cases [14, 15, 17]. These
resources are considered to be in a resource pool, in which spectrum is dynami-
cally allocated, network slices are managed, and hardware is virtualized in order
to enable the blockchain resource, and spectrum management. Based on this
envisioned framework, a discussion on how the blockchain can enable resource
sharing between devices, such as energy, data, spectrum lease, and computing
power, is presented. In addition, the motivations of utilizing the blockchain for
different use-cases are highlighted, mainly in terms of the Internet of things
(IoT), D2D communications, network slicing, and network virtualization. Lastly,
some future trends expected in the realm of blockchain-enabled open radio access
networks are discussed, and conclusions are drawn.

The remainder of this chapter is organized as follows:

Section 9.2 presents an overview of current spectrum management, and allo-
cation techniques, as well as a link between the blockchain, and spectrum
management.

Section 9.3 discusses the motivations behind blockchains and outlines its
fundamentals.

Section 9.4 discusses some key applications of blockchain, and how it can
transform current open radio access networks. Lastly, Section 9.5 concludes
the chapter.

9.2 Spectrum Management

In order to meet the increasing demand of high data rate for 5G and above
applications, the capacity of the networks must increase. Hence, there is also an
increase in the demand for spectrum. A dynamic policy for the management of
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the spectrum license has recently been proposed to manage the spectrum more
efficiently [19]. It allows unlicensed secondary users to opportunistically access
the licensed spectrum without interfering with the licensed primary user. One of
the options for using the new spectrum license is to distribute operation parame-
ters to policy-based radios via a database. Such a model has been established for
sharing the Television White Space (TVWS) and the Citizen Broadband Radio
Service [20]. Recently, the application of blockchain as a trusted database has
emerged [21] where various kinds of information, such as spectrum sensing and
data mining outcomes, spectrum auction results, spectrum leasing mappings,
and the idle spectrum information, are securely recorded on the blockchain.
Blockchain thus brings new opportunities to Dynamic Spectrum Management
(DSM) [15, 17, 21], and it has recently been identified as a tool to reduce the
administrative expenses associated with DSM [22]. In particular, blockchain
features can improve conventional spectrum management approaches, such
as spectrum auction [14]. Further, the blockchain can aid in overcoming the
security challenges and the lack of incentive associated with DSM [21]. Since the
blockchain is a distributed database, it lends this property such that records in
the DSM system are recorded in a decentralized manner.

One of the key areas where blockchain finds application in spectrum man-
agement is in recording its information. Note that the blockchain can record
information as transactions, while spectrum management relies on databases,
such as the location-based database for protecting the primary users in the
TVWS [23]. With the blockchain, information about spectrum management,
such as

(1) the TVWSs;
(2) spectrum auction results;
(3) the spectrum access history; and
(4) the spectrum sensing outcomes, can be made available to the secondary user.

As such, the benefits of recording the spectrum management information with
the blockchain are discussed here:

● Contrary to conventional third-party databases, the blockchain enables users to
get the direct control of the data in the blockchain, thus guaranteeing the accu-
racy of the data. In particular, information on TVWS, and other underutilized
spectrum can be recorded in a blockchain. Such data could include the usage of
the spectrum in frequency, time, and the geo-location of TVWS, and the primary
users’ interference protection requirement.

● Improved efficiency of spectrum utilization with efficient management of the
secondary users’ mobility, and the primary users’ varying traffic demands. This
is supported by the decentralized nature of the blockchain with primary users
recording information on the idle spectrum, which can be readily accessed by
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unlicensed secondary users. Moreover, secondary users can make their arrival
into the network or departure from it known to other users by initiating a trans-
action.

● Access fairness can be achieved with blockchain-based approaches where the
access history is recorded. This is not the case with the traditional Carrier Sens-
ing Multiple Access (CSMA) schemes where their access is not coordinated.
Access can be managed in the blockchain via smart contracts, where a thresh-
old is defined, and users can be denied access to a specific band for a specified
period when they reach the predefined access threshold.

● Blockchains provide a secure and verifiable approach to record information
related to spectrum auction. Spectrum auction has been established as an
efficient approach for dynamic allocation of spectrum resources [24]. The
benefits of the blockchain-based approach include: (i) it prevents frauds
from the primary users by providing transparency; (ii) it guarantees that
the auction payments are not rejected because all transactions are verified
before they are recorded on the blockchain; and (iii) it prevents unautho-
rized secondary users from accessing the spectrum since all secondary users
can cooperatively/ collaboratively supervise and prevent such unauthorized
access.

● Open Radio Access Network offers the necessary open interfaces and general
computing compacity to host blockchain services at the RAN side, hence
enabling the access of blockchain to wider coverage with versatile service
possibility thanks to its open framework and the powerful RIC integration.
O-RAN shares the initiatives of being open, soft, and secure with blockchain
deployment in 6G and beyond.

In [15], the authors explored the applications of the blockchain in spectrum
management, including primary cooperative sharing, secondary cooperative
sharing, secondary non-cooperative sharing, and primary non-cooperative
sharing. Moreover, in [25], the authors utilized a blockchain verification pro-
tocol for enabling and securing spectrum sharing in cognitive radio networks.
Spectrum usage based on the blockchain verification protocol was shown to
achieve significant gain over the traditional Aloha medium access protocol.
The authors in [26] proposed a privacy-preserving secure spectrum trading
and sharing scheme based on the blockchain technology, for UAV-assisted
cellular networks. Furthermore, in [27], the authors proposed a consortium
blockchain-based resource sharing framework for V2X, which couples resource
sharing and consensus process together by utilizing the reputation value of each
vehicle.

In [17], the authors proposed the integration of the blockchain technology and
AI into open radio access networks for flexible and secure resource sharing.
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9.3 Benefit of Using the Blockchain

9.3.1 Blockchain Background

Blockchain has seen a tremendous boost in the cryptocurrency and ledger keeping
industry, and thanks to the vitality of the community, the technology has gained
much attention from policymakers, mobile operators, and infrastructure commis-
sioners [28].

Blockchains are distributed databases organized using a hash tree,2 which is
naturally tamper-proof and irreversible [29].

It has the attribute of adding distributed trust, and it is also built for enabling
transaction consistency in a database. Furthermore, the blockchain allows for
atomicity, durability, auditability, and data integrity [30].

Besides its chain-link data structure nature, the Consensus Mechanism (CM),
which ensures an unambiguous ordering of transactions and guarantees the
integrity and consistency of the blockchain across geographically distributed
nodes, is of great importance to blockchains.

The CM largely determines the blockchain system performance, as shown in
Table 9.1. Comparison of blockchain consensus, such as transaction throughput,
delay, node scalability, and security level. As such, depending on application sce-
narios and performance requirements, different CMs can be considered.

The blockchain opens up transparent and distributed information reformation,
which can benefit all aspects of industries, accommodating all range of centraliza-
tion using different CMs. Regarding the utilization of the blockchain technology
in 6G, the massive deployment of blockchain may lead to a major step forward for
the communications industry and all other departments of the economy.

The transparent information flows on the blockchain are valuable assets for both
users, operators, and service providers and societies. In social practice, the author-
ity has always attempted to grip every detail for every operation and transaction.
However, it would never track down every transaction that occurred if they are not
born to be recorded.

Blockchain occurs to be the ideal tool for tracking of transactions if the
blockchain native transactions are de facto in panoptic scenarios. The blockchain
native resources and assets will stimulate a new era of information revolution.
Such reformation will significantly improve the system efficiency and security
thanks to the better public order [31]. It enables the Infrastructure as a Service
(IaaS), Blockchain as a Service (BaaS) [32] to spread out in terms of feasibility,
and now the infrastructure can be organized in a distributed way by allowing

2 A hash tree or Merkle tree is a tree in which every leaf node is labeled with the hash of a data
block, and every non-leaf node is labeled with the cryptographic hash of the labels of its child
nodes [67].



Table 9.1 Comparison of blockchain consensus.

Consensus
Suitable type
of blockchain Latency/TPS BFTa)

Communication
complexityb)

Security
thresholdc)

Energy
usage Scalability

PBFT Consortium/private Low/high [29] Yes [29] O(n2) [29] 33% [29] Low Low [29]
RAFT Consortium/private Very low/very High [30] No [30] O(n) [31] 50% [30] Low Medium [31]
PoW/PoS Public High/low [32] Yes [33] O(n) [32] 50% [32] High High [32]
Proof of storage Public High/low [34] Yes [33] O(n) [34] 50% [34] Low High [34]

a) The ability to tackle byzantine fault.
b) n indicates the number of participants.
c) The given percentage stands for the maximum acceptable faulty nodes or attack.
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the infrastructure to trade without further efforts to be centrally managed. Later,
such an ecosystem incubates the Blockchain as an Infrastructure (BaaI), which
provides a solid toolchain for settlements between the producer, the trader, and
the consumer, as shown in Figure 9.1.

As seen in Figure 9.1, blockchains can be the information backbone of a locally
distributed resource management system that organizes the customers and pro-
ducers in an open, transparent market, breaking up the information barriers to
publicize the resources, and accelerate the flow of transactions.

The blockchain has incubated the new horizon of resource trading for fixed
assets, such as licensed spectrum and computing hardware. In our proposed
blockchain 6G resource management scheme, trade-able spectrum, and com-
puting resources are integrated parts of resource pools, where spectrum is
dynamically allocated, and network slices are managed, and the hardware is
virtualized to facilitate blockchain-enabled resource management. The auto-
mated blockchain-enabled resource management relies on the programmable
blockchain functionality, which in most cases is described as a smart contract3.
The contract’s content is transparent for both public and agreement making
parties, making it publicly traceable. The virtual machine concept is used in the
smart contract executions, where the code will be executed by a node on the
virtual stack, and its results will be stored on the chain as a transaction record.
The tamper-proof ability and fully automated process give the contract high
immutability against breaches of the contract and misrepresentations.

9.3.2 Impact of Consensus and Security Performance

If the impressive and resistive data structure of the blockchain is the façade of a
building, the consensus is its pillars.

Blockchain has various options on the CM. Choosing a suitable consensus
for 6G resource management is the most critical step of making a secured and
efficient future-proof the blockchain system. As the CM, which ensures an unam-
biguous ordering of transactions, and guarantees the integrity and consistency
of the blockchain across geographically distributed nodes, is of importance to
blockchains since it determines its performance in terms of TPS, delay, node
scalability, security, etc.

Depending on the access criteria, the chain can be divided into public or private
ones. The public chain is permission-less, which uses proof-based consensus to
provide a secure, reliable network for every participant without requiring their
identities at entry points. In the 6G resource pool, there are potential anonymous

3 The smart contract is essentially an executable program code stored on the chain,
representing terms of agreements triggered automatically when certain conditions are met [68].
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clients, and providers on ad hoc basis [5]. The benefit of adopting a public chain is
significant for ad hoc networks, where the barriers of identification and security
are broken down for panoptic information exchanges.

As such, public chains can potentially promote the efficiency of the commu-
nity and regulate the order of participants [31]. However, if participants are
concealed, violations and malicious activity are emerging threats to the system.
The consortium/private chain, in contrast, is permissioned, meaning that the
entry is controlled. It has a rather stable community composition, where the
identity of the participant is not kept secret. The network faces fewer threats
from unknown attacks but has challenges within the network, for instance, the
malicious byzantine node.4

Before adapting to any new technologies, security and reliability are always the
principal concerns. Blockchain technology is born to outperform existing solutions
regarding security performance and robustness. Table 9.1 shows the comparison
between widely used CMs of the blockchain regarding six aspects: latency, TPS,
complexity, security, energy consumption, and scalability. As it can be seen, pri-
vate/consortium consensuses show better latency, TPS, and energy consumption
performance alongside lower ability to scale up; however, the private/consortium
blockchain applications prioritize latency and TPS over scalability. On the other
hand, proof-based mechanisms have decent performance on scalability, but sacri-
fice latency and TPS. In some cases, like proof of work, it also consumes a huge
amount of power. However, their good performance in terms of scalability gives
them the capability to grow fast in the public network, and it does not suffer from
a surge of users, which makes them excellent at mass market trading and dis-
tributed file storage system. Regarding security performance, it is worth noting
that the non-byzantine consensuses assume non-malicious activities, but byzan-
tine consensus has tolerance not only against inactivity but also against false and
erroneous messages. PBFT functions with less than (n−1)/3 byzantine nodes, and
some variants of PBFT provide higher tolerance with trades-off of latency, such as
multi-layer PBFT [33].

Besides the consensus, which secures the blockchain from top-level threats, the
communication link should be hardened to prevent external security breaches.
The wireless communication is in peril of jamming and spoofing because of open
channels. In the practice of wireless blockchain network, the communication fail-
ure will result in the node failure, thus lowering the security level. To mitigate
the transmission success rate, a collision avoidance mechanism, such as Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CA), and physical layer
security can be considered.

4 A byzantine node is a malicious node that conceals its existence, and tempers the consensus,
which tampers with the security of network.
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9.4 Application Scenarios

9.4.1 IoT and D2D Communications

The IoT is a paradigm which envisions that all our daily objects and appliances will
be connected to each other, collecting and sharing information. This will allow the
automation of specific tasks, and enable several other applications to emerge, such
as smart homes, smart transportation, wearable devices, smart farming, healthcare
[34, 35], and machine-to-machine communications, among others [36].

In order to reach such automation and growth, it is necessary to have proper
standards and protocols for IoT devices. However, current solutions still rely on
centralized models, which incurs high maintenance costs for manufacturers,
while consumers also lack trust in these devices. Combined with the resource
constraints of IoT devices, privacy and security concerns, as well as poor inter-
operability among different vendors make IoT a challenging domain [37, 38].
Similarly, D2D communications, a paradigm that envisions the communications
and share of data between devices, also share similar challenges to the IoT
[39]. For example, mobile devices are constrained by battery, while security
is an ever-present concern in mobile communications. Moreover, in order to
fully enable D2D communications, a proper incentive for trading and sharing
resources, such as power or data is needed, as current D2D paradigms lack the
motivation to do so [39]. Besides, the benefit of making use of existing RAN as a
regional service controller without the central intervention is also an appealing
feature in the case of D2D IoT deployment, and the potential of standalone RAN
operation can be made possible under the scope of BE-RAN [40], a blockchain
solution for O-RAN to utilize resources more locally.

In this context, the blockchain is an excellent complement to both IoT and D2D
communications, as it can provide the underlying infrastructure with improved
interoperability, privacy, reliability, and scalability [38]. For example, in the
context of resource management, blockchains can be used to perform spectrum
sharing and record all the spectrum utilization and lease requests [15] between
IoT devices and the RAN. Moreover, it can provide the incentive needed for
devices to share and trade resources, as current protocols lack the incentive to
do so. Integrating the blockchain into the IoT and D2D with or without help
of local O-RAN elements can provide rewards every time devices share their
power or data, allowing for a more cooperative and trusted network environment
[28, 38]. Furthermore, this reward mechanism can also be applied in the context
of spectrum sharing, in which whenever a user leases spectrum to another, a
reward can be assigned, creating a more collaborative environment and improving
spectrum efficiency [14, 15]. In addition, blockchains can be utilized in the realm
of Vehicular-to-Anything (V2X) communications by encouraging vehicles to
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trade energy or information with each other [17]. Last but not least, another key
aspect of V2X communications is how to guarantee a secure communication
between vehicles and Public Key Infrastructures (PKI) or to run the network
without any certification or a centralized PKI. In this context, the blockchain can
be utilized as the infrastructure to provide secure and private communications to
the PKI or act like a PKI, or also the communication medium between PKIs from
different vendors [28]. O-RAN benefits the local distributed systems by providing
its RAN Intelligent Controller (RIC) to its RAN elements, and making blockchain
functions integration as simple as adding an xAPP [7].

However, despite all of these benefits, the integration of blockchains in the IoT
and D2D domain is still challenging [15, 17]. In the case of public chains, for
example, the decentralized CMs often require extensive computing power from
network nodes (such as PoW-based blockchains). This can be a problem, as most
IoT devices are power-constrained. This is especially true for devices powered by
cellular IoT, which can be deployed in very remote or difficult to access areas and
are expected to have over ten years of battery life [41].

Thus, the utilization of the blockchain in cellular IoT, especially when consid-
ering the computation of the consensus algorithm, can significantly reduce the
lifetime of cellular IoT devices, limiting their communication capabilities and
effectiveness.

As such, it is still unclear how the generation of the PoW could be done
when integrating public blockchains with IoT or D2D communications [38].
Hence, other CMs, such as PBFT, are being proposed in the context of IoT
applications [38, 42, 43]. One possible solution powered by O-RAN architec-
ture is to have the heavy-duty blockchain nodes deployed at the RIC or MEC
servers which are locally accessible to all clients under the same cell/RAN
coverage.

Another challenge in integrating the blockchain into small devices comes due
to their limited memory capabilities. Since in the blockchain every node needs to
have a record of all the current and previous blocks in the chain, it can be infeasible
to store such a huge amount of data in IoT devices. Thus, it is still not clear how the
blockchain can be fully integrated in IoT. Moreover, the blockchain still has privacy
issues, as other studies have shown by other studies that by analyzing transaction
patterns, identities of users could be inferred [17].

On top of that, it is also known that the blockchain introduces delay, due to
its decentralized approach and its CMs. As such, this additional delay might also
impact the performance of certain wireless communication use-cases, such as
in V2X, industrial applications, or D2D and it is still an area to be investigated.
Moreover, in V2X scenarios, information security and resilience are critical,
since any small failure can lead to catastrophic and even fatal consequences. In
those cases, the blockchain can provide an additional secure layer for vehicles
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to perform key management exchange, as in [44], or even to protect a vehicle’s
identity and location, in what is known as pseudonym management [45].

Lastly, another important challenge in the realm of wireless blockchain, which
has not been largely explored is how the performance of the wireless link affects
the performance of the blockchain [18].

Despite recent works investigating the suitability of the CSMA/CA protocol in
wireless blockchain networks [46], or the security performance and optimal node
deployment of blockchain-enabled IoT systems [47], more researches are needed
in this area [48].

9.4.2 Network Slicing

Network slicing is an up-and-coming technology in future cellular architecture
and emerging ones, e.g. O-RAN solutions with help of RIC [7], and it is aimed at
meeting the diverse requirements of different vertical industry services. Network
slicing is a specific form of virtualization that allows multiple logical networks
to run on top of a shared physical network infrastructure [7]. A network slice is
realized when several Virtualized Network Functions (VNF) are chained-based on
well-defined service requirements, such as the massive Machine-Type Commu-
nication (mMTC), enhanced Mobile Broadband (eMBB), and the ultra-Reliable
Low Latency Communication (uRLLC). The management and orchestration of
network slices must be trusted and well secured, in particular for accommodat-
ing applications that require high security, such as in the case of remote robotic
surgery and V2X communications.

Network slicing also enables Mobile Network Operators (MNOs) to slice a single
physical network into multiple virtual networks which are optimized based on
specified business and service goals [49]. Hence the term Mobile Virtual Network
Operators (MVNOs). The implementation of MVNOs necessitates the integration
of a network slice broker into the architecture, as seen in Figure 9.2.

9.4.3 Network Slicing Broker

The aim of a network slice broker is to enable MVNOs, industry vertical mar-
ket players, and Over-The-Top (OTT) providers to dynamically request and
release the network resources from the infrastructure provider entity based
on their needs [50]. The network slicing brokering relies on the ability of the
MNO/Communication Service Providers (CSP) to automatically and easily
negotiate with the requests of the external tenants of the network slice based on
the currently available resources with the infrastructure provider. In [50], the
authors proposed the concept of 5G network slice broker that could lease network
resources on-demand basis; also the proposed feature may perform under the
RIC with O-RAN compliance.
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Figure 9.2 Spectrum management using the blockchain and smart contract.

The 3GPP’s study on orchestration and management of network slicing for 5G
and beyond networks indicated the establishment of mutual trust between the
actors (MVNOs, MNOs, OTT providers) as a prerequisite for an effective and effi-
cient multi-operator slice creation [51], and O-RAN architecture has introduced
RIC to provide functional support [7]. Hence, trust and security are important fac-
tors to be considered in the implementation, coordination, design, and integration
of a network work slice broker.

9.4.4 Integration of Blockchain to Network Slicing and Resource
Brokerage

A major challenge associated with network slicing and resource brokerage is the
need to keep a transparent, fair, and open system within the available number of
resources and several suspicious players.

Blockchain and Distributed Ledger Technology (DLT) functionalities can be
utilized to address the aforementioned trust and security issues associated with
the implementation of network slicing either for the coexistence of various
applications and services, or for both the service and operational use-cases of
CSPs. The trading of a network slice can be offered by blockchain-based nodes
at RIC where the blockchain smart contract orders the slice orchestration based
on the agreed SLA from the network slice broker. Blockchain can be integrated
for taking the record of how each resource has been used and how each service
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provider has performed against the SLA. Blockchain combines a distributed
network structure, CM, and advanced cryptography to present promising features
which are not available in the existing structures. The key gain that is achieved
through the blockchain is the integration of the trust layer which lowers the col-
laboration/cooperation barrier and enables an effective and efficient ecosystem.
Further, the distributed nature of the blockchain prevents the single point of
failure problem and thus enhances security.

Figure 9.3 illustrates the provision of the remote surgery/consultation and
remote control of drones over a long distance (with network operators in different
geographical regions), while leveraging on network slicing and blockchain
technologies. Here, a blockchain-based approach is used to automate the recon-
ciliation and the payment between provider in different locations. Without this
approach, a more costly manual intervention or the integration of a third party
for settlement would be required.

Blockchain can also enable the seamless access of devices to a diverse number
of networks. However, this might require the network provider to manage
rules, protocols, and transactions at an increasing number of access points.
Blockchain can play a reinforcing role, such as in the case of auditing agreement.
Once the information is stored on a blockchain, it can be operated through
“smart contracts” [29].

In [52], the authors proposed a model where brokering is managed by the 5G
network slice broker [50] while the payout, billing, and leasing are managed by the
blockchain-based slice leasing ledger which is incorporated in the service layer.

In [53], the authors introduced a blockchain-based hierarchical network slicing
framework that can support the recent evolution in the telecommunication sector
business model. In particular, the intermediate broker is introduced into the net-
work slicing model in [50]. A blockchain-based brokering solution is developed at
the intermediate level which then enables the infrastructure providers to allocate
the network resources to the intermediate brokers using smart contracts. The
intermediate brokers can automatically redistribute and allocate resources among
the tenants in a scalable and secured manner. Note that the agreements between
the MVNO and the infrastructure providers are the conventional offline-based
signature process. With the approach proposed in [53], the resource allocation
transaction can be recorded through a cost-effective online digital signature
process which is much faster and highly scalable.

In [54], building on the work in [55], the authors developed a framework
that leverages blockchain to allow for network slice providers to build a secured
end-to-end network slice while using the network resources from the different
5G network stakeholders. Here, end-to-end slice request is received by the slice
provider who then publishes a request for resources for each of the sub-slices that
makes up the end-to-end slice in the blockchain. The slice provider then selects
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from the received offers for each sub-slice with the objective to minimize cost and
meet the quality-of-service requirement.

To enable an on-the-fly leasing of resources toward service continuity and
meeting the end-to-end quality of service requirement, the authors in [56] pro-
posed a distributed blockchain-enabled network slicing (DBNS). The architecture
is both distributed and on-demand based, and it is enabled by global service pro-
vision. The latter provides admission control for service requests and a dynamic
allocation of resources through a bidding scheme that is blockchain-based.

The performance analysis of a real-world 5G network with blockchain inte-
grated within its operation for both security and transparency is presented
in [57]. The latency awareness of the network slices and the user equipment
state-based resource allocation by the telecommunication network provider
are both accounted for using blockchain. The performance evaluation in [57]
showed that the blockchain-based framework can improve the network resource
efficiency and the security of the entire system.

Blockchain can enable secure and automated brokerage of network slicing while
proving the following gains:

● Significant savings in the operational (transaction and coordination) cost;
● Speed up the slice negotiation process leading to a fall in the cost of slicing

agreement;
● Increased efficiency of operation for each network slice [58];
● Increased security of the network slice transactions;
● The creation of a blockchain-enabled contract for MVNOs and MNOs that can-

not afford the required network capital investment which could be on the high
side. In particular, the frequency spectrum could be leased by large operators or
players on a pay-as-you-go basis or in real time.

Blockchain can also enhance the enforcement of quite straightforward agree-
ment which are related to many brokering operations. Furthermore, the negoti-
ation on SLAs can be more efficient when pricing and Quality of Service (QoS)
levels are identified as smart contract parameters.

Other opportunities associated with the blockchain in the next-generation net-
works include:

● The settlement of transactions between multiple carriers, including voice trans-
actions and Call Detail Records (CDRs) of all involved call participants;

● Managing the Service-Level Agreement (SLA);
● Simplification of roaming terms and agreements between multiple operators;
● Managing money transfers across borders and cross-carrier payment platforms;
● Managing user/nodes identity and authentication process;
● Managing Licensed Spectrum Access (LSA) via the blockchain-based carrier

marketplace.
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9.4.5 Inter-Domain Blockchain Ecosystem

In a blockchain-based ecosystem, we can find various streams of the blockchain
transaction, energy, and computing flows using shared communication assets in
the resource management scheme, as seen in Figure 9.1. Arrows in Figure 9.1
represent the flow directions and they are started with the provider, through the
inter-domain sharing scheme to reach the final consumers at both local level with
consortium blockchain and national or global level via public blockchain. The
ecosystem is not limited to the scope of energy, communication, and computing
as it can expand itself to a wider range through cross-field integration to reach, for
instance, automotive, finance, manufacturing, logistic chain, and so on.

Organizations that intend to fuse such resources can be recognized as Virtual
Infrastructure Operators (VIOs), since they do not own all the resources but a ven-
dor of combined sets of resources.

An example of VIO can be found in remote regions, where local infrastructure
investors tend to have off-grid Distributed Generation (DG) units [59], for
instance, solar and wind farms and micro Combined Heat and Power (microCHP)
to offer energy and heat to remote users in the form of Distributed Energy
Resources (DER) [60]. A local-based integration of such resources, also known as
a Virtual Power Plant (VPP), plays the role of the vendors for electricity and heat
and buys from or sells to other grids, with unfilled demands and excess electricity.

Since these establishments are far away from the central network and lack a
cost-effective way of trading regarding the communication and delivery cost, it
is ideal to broke with other local providers and exchange the electricity for other
goods.

For example, the communication relay service and computing service of DG sen-
sor are used as the exchange of hardware power supply, to cultivate the ecosystem
while the internal demand grows. In addition to the resources owned by the oper-
ator, there are many common resource containers among all participants.

However, the blockchain ecosystem has to accommodate the performance and
security requirements of the intended application. In terms of the performance
and security, the consensus is the major concern in the phase of planning. Dif-
ferent consensuses can be applied to the sharing scheme. For example, a public
chain is more suitable for inter-domain transactions on top-level operators like the
national grid and first-tier MNO. However, if the resources are local-oriented, the
private chain can be hosted for IoT and local/off-grid nodes, where the informa-
tion from a private chain is kept within the network with confidence for external
auditing. An ecosystem may introduce multiple consensuses on different chains
to achieve its best results.

Beyond the deployment of blockchains, the actual hardware plays an impor-
tant role in the ecosystem; as current blockchain applications are designed for
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upper-layer applications, it lacks the understanding of the portable solutions
for mobile device, such as drones, cars, and IoT. It is worth noting that the
wireless capability for the blockchain is essential in 6G deployment. Wireless
blockchain-enabled nodes empower the Machine-to-Machine (M2M) trade
among distributed and shared resources; therefore, it becomes essential that
the remote nodes are wireless enabled. In the near future, the VANET-enabled
car equipped with blockchain nodes can recharge the battery from multiple
wireless charging points while moving and trade the information it carries, for
instance, the Light Detection and Ranging (LiDAR) mapping data, relaying the
internet access, edge computing resources, and anything that can be used by
the remote DG unit using wireless communication, D2D, and edge computing.
The transactions are kept in the blockchain and carried by the vehicular network
or local RAN then mined by the local infrastructure or base station blockchain
nodes. Later, the mined blocks will be relayed by satellite-linked base stations
for a fee [61]. The auction of spectrum and network slices can be found on data
relay and short-range Vehicle to Ground (V2G) communication, which requires
huge local bandwidth to achieve lower latency. Besides, the wireless blockchain
nodes can participate in decision-making process for reliability improvement,
where the decision can be made more reliable by contacting multiple agents [62].
This example intends to give an insight of inter-domain blockchain ecosystem,
and further additional features are all made possible based on the inter-domain
transactions.

9.4.6 Blockchain Introduction on Mutual Authentication, Identities,
and Certifications for O-RAN

RAN tends to be more distributed in the 5G new radio in order to provide low
latency and flexible on-demanding services. Blockchain has been widely consid-
ered as an access approach [40, 63] inspired by the distributed attribute of decen-
tralized network. In the recent effort of integrating blockchain into RAN, B-RAN
[63] and C-RAN with blockchain (BC-RAN) [64], showed a comprehensive under-
standing of blockchain potential on RAN, where the value of trust-free and smart
contracts is deeply acknowledged. Taking the BE-RAN core functions: identity
management and mutual authentication as an example, the blockchain is taken as
a medium of identity exchange, where the management is purely user-centric and
zero-trust. With the identification exchanged over blockchain, BE-RAN conducts
zero-trust mutual authentication over the unique blockchain-enabled routers and
switch functions.

In this section, Blockchain-enabled Radio Access Networks (BE-RAN) is illus-
trated as a novel decentralized RAN architecture to facilitate enhanced security
and privacy on identification and authentication, as shown in Figure 9.4.
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Figure 9.4 Overview of BE-RAN in addition to existing mobile network.
Source: [40]/IEEE.

It can offer user-centric identity management for UE and RAN elements and
mutual authentication to all entities while enabling on-demand point-to-point
communication with accountable billing service add-on to the general public.
In the sense of enabling localized RAN operation, resources including D2D,
non-3GPP Access like Wi-Fi can be integrated into a local regional network
secured by Blockchain to assist cellular network and offload traffic from core
network.

The current state of the art RAN opt-in PKI-based encryption and authentication
solutions and transferring the trust ground of elements into zero-trust framework
by O-RAN alliance. Blockchain kicks in RAN security with its unique features of
decentralized authentication protocols, as the conventional PKI solution requires
a centralized or federated CA (Certification Authority) as a trusted party to provide
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identity notary. As the CA is a third-party service and possesses the credential and
privacy of users of PKI, it makes the CA a vulnerable target for malicious activities,
and the communication outage with CA will result in catastrophic consequences
for identity authentication and communication encryption.

To overcome the single-point outage and privacy concerns, mutual authentica-
tion powered by the mechanism of the blockchain network is appealing to users
and networks. By enabling blockchain in the network, the UE or element can eas-
ily request authentication with the known blockchain address of other side users
or elements, and complete authentication by verifying the signature of both pri-
vate keys. Note that the cellular network security consists of UE security, RAN
security, and CN (Core Network) security, and the scope of BE-RAN covers UE
and RAN prospects, with potential security aid to CN security.

O-RAN security framework has regulated the impacts to all O-RAN interfaces
as per mentioned in O-RAN security analysis [65]. In the adoption of BE-RAN, the
added functions and interfaces have additional impacts on existing descriptions
for BE-RAN mutual authentication protocol. Mutual authentication indicates
that two individuals have authenticated each other at the same time before
transmitting any data. BE-RAN mutual authentication takes full advantage of
blockchain features, by binding the (global) Blockchain address (BC ADD) with
the actual (local and temporary) O-RAN elements addresses (ADD). The mutual
authentication is user-centric with their independent identity management,
and it is an inclusive solution in addition to traditional mutual authentication,
which is through the CN or third-party PKI, e.g. password-based scheme and
certificate-based scheme. The distributed mutual authentication facilitates not
only authentications at RAN, but also applies to wider application scenarios, with
the power of distributed identity management (Figure 9.5).

By completing mutual authentication without a third-party involvement, the
privacy of users is kept to their own with easy identity management, as the

Payload

EHC header

ROHC header

PDCP header

BE-RAN Mutual 

Authentication header

Figure 9.5 A modified PDCP data
with BE-RAN integration.
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Figure 9.6 O-RAN integration of mutual authentication protocols.

blockchain address can be kept as a mobile phone number or email address in the
era of decentralization.

BE-RAN mutual authentication is a great help to solve the identity crisis
in cybersecurity, and communication security, with the example of deploying
BE-RAN protocol stacks on the top of O-RAN interfaces and elements, as shown
in Figure 9.6. RAN elements with BE-RAN can easily verify other RAN elements
within or among other RAN networks, as the RAN elements are now globally
authenticated. A great use case of it would be stopping fake base stations, for
example. Once the UE has a list of trusted base stations from a trusted blockchain
ledger maintained by communities and MNOs (the tamper-proof ability and
consensus will ensure the correctness of record), it helps counter fake base station
issues.

9.4.6.1 O-RAN Common Protocol Stack Integration of PDCP
Since the BE-RAN mutual authentication protocol is designed as an add-on security
feature, it has impact on all interfaces that choose to have distributed accessibility.
BE-RAN protocol impacts the interfaces by inserting the authentication protocol
into their transportation protocols at their headers and preambles, taking the most



�

� �

�

276 9 6G Resource Management and Sharing: Blockchain and O-RAN

front part of original protocols’ payload [66]. The control plane and user plane can
both benefit from the common BE-RAN mutual authentication integration.

BE-RAN introduces blockchain node into the RAN elements, as either a
co-hosted service on the virtual machine or containers via internal data link
shared by all logical units, or a standalone blockchain node communicable via
communication interfaces, e.g. HTTPS, UDP, and TCP/IP.

In O-RAN architecture, PDCP is a common part of protocol stacks existing in
both control plane and user plane, which makes it an ideal candidate for BE-RAN
integration. With the compatibility with its existing integrity check and ciphering
function, the blockchain address provides the PDCP with mutual authentication
from the initiator, instead of upper layer functions.

9.4.6.2 O-RAN Interface Integration Scenario
O-RAN interfaces like E2, E1, O1, F1, A1 share a similar protocol stack in terms
of transport network layer. Hence the common protocols including SCTP, IP, and
Ethernet can be found in its underlaying data structure. An example of E2 inter-
faces in Figure 9.7 demonstrates a fairly common protocol stack used not particu-
larly in E2 but also in many other interfaces both 3GPP defined (Xn, E1, F1, etc.)
and O-RAN alliance defined (E2, O1, A1, M-plane, etc.). An example of protocol
adaption can be found in Figure 9.8, where the BE-RAN mutual authentication
protocol is added behind each transport protocols header.

9.4.7 Challenges of Applying the Blockchain Technology in Resource
Sharing and Spectrum Management

Though the blockchain has many advantages, some features need to be elimi-
nated when applied to the resource sharing and spectrum management scenarios.

Radio

network
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Transport

network

layer

Physical layer

Data link layer

SCTP

E2AP

Control plane

IP

Figure 9.7 E2AP protocol stack [3].
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Figure 9.8 E2AP protocol
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Here we highlight some of the challenges of applying the blockchain technology
in resource sharing and spectrum management.

● Storage: Each replica node in the conventional blockchain network must process
and store a copy of the completed transaction data. This can give rise to both
storage and computation burden on IoT devices, which are generally resource
constrained, thus limiting their participation in the blockchain network.

● Underlying networking: Implementing a consensus mechanism within the
blockchain is computationally expensive and it also requires significant band-
width resources. Meanwhile, resources are very limited in future network; thus,
meeting the resource requirement for large transaction throughput might be
hard to achieve with the current system.

● Scalability of the blockchain network: The scalability of the blockchain net-
work is a serious issue in current systems. The number of replicas in the
blockchain network relates directly to the throughput (i.e. number of trans-
actions per second) and latency (i.e. the time required to add a transaction to
the blockchain). Hence, sustaining the huge volume of transactions expected
in blockchain-enabled future networks demands solutions for improving
the throughput of the blockchain system. There are solutions of employing
multilayered PBFT [43] and DAG [38] to help with throughput issues that are
yet to be seen in applications.

9.5 Conclusions

In this chapter, a blockchain-enabled 6G resource management with emerging
open radio access network, spectrum sharing, and computing and energy trading
was envisioned as an enabler for future use-cases. We first briefly introduced
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the current spectrum management and allocation techniques and discussed the
link between the blockchain and spectrum management. We have then given the
motivation behind the blockchain as well as an overview of its fundamentals.
Moreover, we have discussed a set of key applications of the blockchain and the
transformation that brings to the current wireless networks and O-RAN. The
discussed applications include IoT and D2D communications, network slicing,
and the inter-domain blockchain ecosystem.

To enable the full ecosystem and manage the resource for 6G, we have identified
the following open problems:

(1) development of lightweight blockchain solutions for low-cost IoT devices;
(2) high-performance blockchain and decentralization for the vertical industries

and future networks;
(3) Development of blockchain solutions ecosystem by considering the security

and privacy issues;
(4) implementation of blockchain protocols over the wireless channel and evalu-

ating fundamental limits relating to the performance and security.

Acronyms

ADD address
AI artificial intelligence
BaaI blockchain as an infrastructure
BaaS blockchain as a service
CA certification authority
CDR call detail records
CM consensus mechanism
CN core network
CSMA carrier sensing multiple access
CSP communication service providers
CU centralized unit
D2D device-to-device
DAG directed acyclic graph
DBNS distributed blockchain-enabled network slicing
DER distributed energy resources
DG distributed generation
DLT distributed ledger technology
DSM dynamic spectrum management
DU distributed unit
eMMB enhanced mobile broadband
FCC federal communications commission
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IaaS infrastructure as a service
IoE internet of everything
IoT Internet of Things
IP internet protocol
LiDAR light detection and ranging
LSA licensed spectrum access
M2M machine-to-machine
MEC mobile edge computing
MIMO multiple input massive output
mMTC massive machine type communication
MNO mobile network operator
MVNO mobile virtual network operator
NR new radio
OTT over the top
OSA opportunistic spectrum access
PBFT practical byzantine fault tolerance
PDCP packet data convergence protocol
PKI public key infrastructure
PoS proof of stake
PoW proof of work
QoS quality of service
RAN radio access network
RIC RAN intelligent controller
RU radio unit
SLA service-level agreement
SON self-organizing network
TPS transactions per second
TVWS television white space
UAV unmanned aerial vehicles
UE user equipment
uRLLC ultra-reliable low latency communication
V2G vehicle to ground
V2X vehicular-to-anything
VIO virtual infrastructure operator
VPP virtual power plant
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10.1 Introduction

Smart healthcare is an industrial sector where organizations and medical
institutions provide healthcare services, medical equipment, medical insurance
to facilitate healthcare delivery to patients. Recent advances in blockchain have
led to new opportunities for revolutionizing smart healthcare [1], thanks to
its decentralization, immutability, and traceability. With its inherent features,
blockchain has offered many promising solutions to solve critical issues in smart
healthcare in terms of security, privacy, and medical service enhancement, and
thus potentially transforms current healthcare systems [2, 3]. For example, block-
chain can provide high degrees of security to healthcare operations, e.g. secure
electronic medical records (EMRs) storage and safe patient diagnosis [4].
Blockchain has been also used to provide a transparent and reliable therapy
management solution for in-home healthcare [5]. Moreover, blockchain was
employed in [6] for a secure epidemic discovering and remote monitoring, by
allowing distributed data health exchange among healthcare entities under
security and quality-of-service (QoS) requirements. The authors in [7] utilized
a blockchain-based decentralized scheme with mobile edge computing (MEC)
[8] to support secure therapeutic data communication in a peer-to-peer (P2P)
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network. The study in [9] introduced a health data management scheme using
a single cloud server which tends to incur single-point failures and low QoS
(e.g. communication overhead). Another work in [10] employed a decentralized
interplanetary file system (IPFS) platform with Ethereum blockchain for EMRs
sharing over clouds. Recently, a patient-centric health information exchange
architecture was proposed in [11] wherein a distributed blockchain network was
deployed in the healthcare setting and interconnect multiple patients together
in a P2P manner. Smart contract, a programmable and self-executing application
running on a blockchain network [12], is employed to monitor the data exchange
and store touchpoints, which contain the metadata of primary diagnosis and
treatments of patients. A limitation of this work is the high blockchain transaction
latency in the large-scale healthcare ecosystems. Meanwhile, the authors in [13]
paid attention to a decentralized authentication framework in a distributed
hospital network. By using a decentralized blockchain, the authentication of user
access can be done at a hospital without the need to authenticate repeatedly in
other hospitals, which thus potentially reduces communication latency. The work
in [14] designed a privacy-preserving EMRs sharing in the consortium blockchain
environment created by a set of medical institutions. The EMRs data are stored in
the cloud while metadata, e.g. patient address, treatment information, are kept
in the blockchain for privacy preservation [15]. In another research effort, the pro-
posal in [16] presented a decentralized healthcare management model using MEC
to support blockchain-based mechanisms. Also, an access authentication scheme
for healthcare has been proposed in [17]. However, this work relies on a global
Kademlia distributed hash table (DHT) in traditional IPFS platforms which thus
results in excessive communication latency during the data retrieval process [18].

Despite these research efforts, the use of blockchain for collaborative health-
care, including health data sharing among federated hospital organizations,
has not been explored fully. In fact, in the digital healthcare era, it is of the
utmost importance to share EMRs across healthcare institutions in order to
support collaborative health services and achieve universal healthcare [19]. For
example, the sharing of cross-institutional EMRs would accelerate healthcare
service delivery by enabling instant data exchange among authorized providers,
health organizations, and clinics. Based on EMRs data, specialists are able to
analyze patients’ health information for appropriate clinical decision making,
diagnosis, and care, while users can access EMRs to trace their medical history
[20]. In such scenarios, ensuring high QoS and security is the key to realize a
more effective healthcare system, which can be achieved by using the blockchain
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technology. Hence, a more holistic blockchain solution for smart healthcare is
needed to facilitate secure and low-latency EMRs data management and sharing
among various healthcare domains, and form collaborative healthcare environ-
ments among medical institutions for accelerating smart healthcare services and
applications.

In this chapter, we investigate the applications of blockchain in smart healthcare
and provide a more comprehensive architecture where blockchain is integrated
with other technologies such as MEC, smart contracts, and IPFS for facilitating
healthcare service delivery. Furthermore, to solve the issues of high network
latency caused by the blockchain adoption in smart healthcare systems, we are
the first to propose a novel block mining mechanism which is enabled by the
distributed Proof-of-Stake (DPoS) [21] concept. The contributions of this chapter
are summarized as follows:

1. We propose a new fully decentralized healthcare architecture for collaborative
smart healthcare among medical institutions with blockchain. To facilitate
health data management and EMRs sharing, we design a new decentralized
data storage platform using IPFS with blockchain in the MEC network.
Particularly, an access authentication mechanism is developed by using
blockchain-based smart contracts that realize access verification at the
network edge without requiring any central authority or third party.

2. Moreover, to improve the efficiency of blockchain operations in smart health-
care, we propose a new Proof-of-Reputation (PoR) consensus mechanism
enabled by a lightweight block verification strategy. Our blockchain design not
only reduces the mining latency but also achieves network bandwidth savings.

3. We conducted extensive experiments in a practical hospital setting to investi-
gate the effectiveness and feasibility of the proposed healthcare framework.
The results show that our scheme outperforms the baselines in terms of
improved data retrieval rate, reduced blockchain cost, and high security.

The remainder of this chapter is organized as follows. Section 10.2 intro-
duces a new health architecture and describes our blockchain network design.
In Section 10.3, we present the details of our EMR sharing scheme with two
key parts: user authentication and EMRs data retrieval using blockchain, smart
contract and MEC. Next, we propose a new PoR blockchain mining scheme in
Section 10.4. The experimental results and evaluations are given in Section 10.5
along with security analysis. Finally, Section 10.6 concludes the chapter. A list of
key acronyms used in the chapter is summarized in Acronyms section.
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10.2 Smart Healthcare Architecture with Blockchain

In this section, we present a new health architecture and then describe our
blockchain design.

10.2.1 Blockchain-Based Healthcare Architecture

Here we consider a decentralized health architecture for EMRs data manage-
ment and sharing as shown in Figure 10.1 with a network of federated medical
institutions with blockchain. Each institution is controlled by an edge server (ES)
at an access point (AP) which collects data from IoMT devices for storage and
communicates with ESs for EMRs sharing via a P2P network. Here, we consider a
set of ESs as  = {1, 2,… ,M}. Each ES m ∈  is located at an institution HPm
to collect EMRs data via health gateways (e.g. smartphones, laptops, or tablets)
from a set of patient  = {1, 2,… , Jm} with IoMTs (e.g. wearable sensors).
We also assume that there is a set of healthcare users (HUs)  = {1, 2,… ,U}
such as medical technicians, doctors who may be situated at any institution and
want to access EMRs data in the MEC network for providing healthcare, e.g.
medical diagnosis. The details of each network components are explained as
follows:

● Edge servers: Each ES acts as a coordinator that manages healthcare operations
(e.g. EMRs collection, local EMRs sharing) within its institution. An ES also
links with other ESs to form a decentralized EMRs sharing without the need for
central authority. We consider a realistic scenario that ESs may be semi-trusted
parties, which means that an ES may be curious about data of other ESs. Moti-
vated by this, we store sensitive EMRs data in the IPFS, instead of in the ES’s
hard drive for security guarantee.

● IPFS storage: As ESs are semi-trusted, EMRs collected from IoMTs are
uploaded to a decentralized off-chain IPFS storage. IPFS introduces low-latency
and fast decentralized archiving with reliable P2P content delivery, which
has been investigated in distributed healthcare scenarios [18]. Thus it is well
suitable for our EMRs sharing scenario. We integrate IPFS with smart contract
that supports storage of EMRs’ hash values at the network edge without relying
on a remote DHT as in traditional IPFS designs [17], which further enhances
the data retrieval rate for EMRs sharing.

● Smart contract: Here, we design a contract called access control smart
contract (ACSC) to implement decentralized access authentication in EMRs
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sharing. Each ES holds a copy of smart contracts and any new events (e.g.
EMRs request from users) are updated at other ESs via the global blockchain
network. Due to the decentralization of smart contracts, our scheme is able to
perform access authentication directly at the network edge without passing
a centralized authority like previous works [21–23], which thus significantly
reduces authentication latency for our EMRs sharing.

10.2.2 Blockchain Design

Blockchain is the heart of our decentralized healthcare architecture. We here
suggest using a permissioned Hyperledger Fabric [24] blockchain platform to
implement our EMRs sharing system. The Hyperledger Fabric blockchain only
allows authenticated users to join the network, and the validation is performed
by only pre-selected nodes with high computing capability, i.e. ESs in our
scenario, without mining requirements for lightweight entities like mobile users.
This would improve the transaction performance, e.g. low transaction latency,
compared to permissionless blockchains such as Ethereum [22]. As shown in
Figure 10.1, we consider two types of blockchain for our healthcare architecture:
a global blockchain and local blockchains.

● Global blockchain: It interconnects all ESs together for EMRs sharing
communications under the control of all ESs. Once an EMRs retrieval event
occurs (when a mobile user performs a data request to an ES), this ES creates
a sharing transaction and broadcasts it to other ESs in the health network for
tracing.

● Local blockchain: Each medical institution deploys a local blockchain to link
the local ES with its mobile users. This local blockchain is controlled by its ES.
When a mobile user performs a data request to the ES, he or she creates a sharing
transaction and submits it to the local blockchain so that the ES can process the
request and return the data. If the ES can look up data locally, the ES will return
immediately to the user. Otherwise, it asks the other ESs to find the address of
the requested data and then responds the user.

10.3 Blockchain for EMRs Data Sharing
in Collaborative Healthcare

We assume that EMRs collected from IoMTs in each institution were already
stored in the IPFS storage for EMRs sharing. To ensure security, the EMRs data
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are encrypted as

Cenc
j ← Enc(Cj,PKMm), (10.1)

where Cj denotes the EMRs data of the patient j and PKMm is the private key of the
ES m at an institution. Moreover, uploading the data to the IPFS storage will auto-
matically return a cryptographic hash of its content by using a hash function HIPFS:
hj = HIPFS(C enc

j , timestamp). Here, we keep the hash value in the smart contract
at the ES for fast data look-up later, instead of relying on a global Kademlia DHT
in traditional IPFS designs. Now, we are ready to analyze the EMRs sharing
scheme as shown in Figure 10.1 with two key parts: user authentication and data
retrieval.

10.3.1 User Authentication with Smart Contract

The user authentication process consists of three phases: initialization phase, user
registration phase, and data retrieval phase, which are explained as follows.

10.3.1.1 Initialization Phase
Each medical institution is initialized by its ES. In this phase, a key is set up by the
ES for data sharing establishment. More specifically, an ES m in each institution
implements the following steps to initialize its network:

● The ES m selects an elliptic curve Ep(a, b) over a prime finite field Fp and chooses
a base point P over Ep(a, b).

● Then, it chooses a high entropy random integer xh as a private key and derives
Xh = xh.P as its elliptic curve cryptography public key. Based on that, we can
express the private key and the public key of the ES m as SKMm = xh and
PKMm = Xh, respectively.

● Next, it selects a secure one-way hash function Hash(.) ∶ 0, 1∗− > Zp
∗, where

Zp
∗ = 1, 2,… , p − 1, for a given prime p, is a finite cyclic group of order (p?1).

This group is commutative under multiplication mod p.
● Based on that, each HU u in the institution HPm generates a high entropy

random integer SKUu as its private key. Afterwards, a HU computes the public
key PKUu = SKUu.P. Besides, each HU also has a unique identity IDu for
identification.

10.3.1.2 Registration Phase
This phase is invoked whenever a HU wants to register to the ES for the first time.
To do so, the user joins the local blockchain network and follows the steps as below.
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● Each HU u submits a transaction Tregu
to the ES m as Tregu

for registration:

Tregu
= (PKUu||IDu||timestamp). (10.2)

● The ES m decodes the Tregu
to obtain the user’s public key as PKUu ←

Tregu
.getSenderPublicKey().

● Then, the ES decodes the transaction to get the user ID. First, it decodes
the transaction Tregu

, then finally obtain the user ID as an unique address
ADDu:

deTu ← abiDecoder.decodeMethod(Tregu
), (10.3)

ADDu ← web3.eth.getData(deTu([IDu])). (10.4)

● The ES checks user information and stores {PKUu,ADDu} as the user identity
in contract’s database.

● The ES then calculates the hash value of the register transaction Tregu
as:

HHUu
← Hash(Tregu

, SKMm), (10.5)

which is then published to the local institution blockchain network for tracing.
The ES m also broadcasts its public key PKMm to the user that is necessary for
the future user data access.

10.3.1.3 User Authentication Phase
It is supposed that a HU u wants to access the patient’s EMRs stored in the MEC
network for their medical tasks. To obtain the EMRs of the target patient, the HU
u needs to know his patient identity PIDj so that the ES can locate the address of
this patient in the health network during EMRs sharing. The data retrieval process
is presented by the following key steps.

● A HU u prepares a data retrieval request Trequ
involved a target patient ID PIDj

and the address of patient’s institution HPw (w ∈ ). Thus, the target patient
address in the health network can be expressed as Paddr =< PIDj,HPw >,
e.g. the 5th patient in the 3th institution. Then, the request Trequ

can be
specified by

Trequ
← (PKUu||IDu||Paddr||timestamp), (10.6)

where each component in Trequ
is formatted with an index in the array index =

[1 − 4], e.g. the index of PKUu is 1. This format is necessary for transaction
decoding later.
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● To ensure privacy, the user request should be encrypted with the ES m’s public
key PKMm (obtained from the registration phase) as

Tencu
← Enc(Trequ

,PKMm), (10.7)

which is then submitted to the ES m.
● At the edge side, the ES m decrypts the user request Tenpu

as

Tdecu
← Dec(Trequ

, SKMm). (10.8)

To provide security for the EMRs sharing, user authentication is highly essential.
To do so, the ES extracts the user’s public key from the request as

Pubu ← Tdecu
.getSenderPublicKey(). (10.9)

It also decodes the transaction Tdecu
to obtain the request information ReqInfu:

deTdecu
← abiDecoder.decodeMethod(Tdecu

), (10.10)

ReqInfu ← web3.eth.getData(deTdecu
[DataIndex]), (10.11)

and then obtains the user identity Idenu as

Idenu = ReqInfu(Index[indexIden]). (10.12)

● The ES checks and authenticates the received user identification information
< Pubu, Idenu >, and then puts them into user mapping as

UMAPPKu
= Map < Pubu => PKUu >, (10.13)

UMAPIDu
= Map < Idenu => IDu >, (10.14)

by using the smart contract (see in Algorithm 10.1). If both UMAPPKu
→ true and

UMAPIDu
→ true, the user request is validated successfully, otherwise a penalty

is issued for access prevention.
● In the case of successful request validation, the ES m calculates the signature of

Tdecu
as

Sigu ← Hash(Tdecu
, SKMm). (10.15)

Finally, the ES issues a certificate Certu as

Certu = {Sigu,PKUu, IDu, timestamp}, (10.16)

which is then sent to the HU u via the local blockchain for successful authenti-
cation proof.
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10.3.2 Health Data Retrieval with Blockchain

After successful authentication, the ES m locates the requested EMRs based
on the patient information < PIDj,HPw >← ReqInfu(Index[indexPIDu]) that is
defined in the authentication phase. In fact, the patient and the user may be
located in the same institution or in different institutions. For example, a patient
may see a particular specialist in one location for a certain condition and may
visit a different specialist possibly at a different location for a separate medical
condition [13]. Motivated by this realistic scenario, here we consider two cases:
(1) The patient and the user are in the same institution and (2) The patient and
the user are in different institutions.

Case 1: The patient and the user are in the same institution: In this case,
the ES finds that the HU and the patient are in the same institution by checking
HPw information. It is supposed that the HU u communicates with the ES m to
request the data record of the patient PIDj in the same institution, then the data
retrieval process is implemented by the following steps:

● The ES m first verifies the request information PIDj by referring to the ACSC
contract to perform mapping between the patient record stored in the contract
PIDsc

j and information in the request PIDreq
j :

UMAPPIDj
= Map < PIDsc

j => PIDreq
j > . (10.17)

If UMAPPIDj
→ true, the request information is verified for ready data retrieval.

● Based on the received patient information, the ACSC contract extracts the
hash value hj that represents the patient j’s health record. Then, the contract
sends a request to the IPFS storage for data retrieval using the hash by a
command: Cenc

j = GETIPFS(hj), i.e.: ipfs get /ipfs/ Qmd84db7be0690
ebb015f1cD9d9491cE18076c.

● Since the data stored in the IPFS was encrypted (see in Eq. (10.1)), we need to
decrypt to obtain the real data as

Cj ← Dec(Cenc
j , SKMm). (10.18)

The ES m then returns the data Cj via a secure channel to the requestor.
● Finally, the ES m adds a conjunction of (PKUu, hj,PKMm, timestamp) as a trans-

action and broadcasts it to the global blockchain network:

ESm → ∗∶ (PKUu, hj,PKMm, timestamp). (10.19)
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Case 2: The patient and the user are in different institutions: In this case,
the ES seeks the address of the patient in the MEC network. Due to all patient
addresses (PIDj,HPw) are stored in the ACSC contract replicated across the health
network, an ES at an institution can know exactly where the requested patient
data is currently located. Hence, an ES only needs to send the data request to the
destination ES (using HPw information) that contains the requested data for data
retrieval, without broadcasting the requests to all ESs. This strategy not only saves
data lookup time but also saves network bandwidth and potentially reduces the
traffic congestion in the global blockchain network. The data retrieval process in
this case is summarized as the following steps:

● The ES m first also verifies the request information PIDj from the user PKUu by
referring to the ACSC contract, and then performs mapping to verify that the
patient information PIDj is correct. Then, it also identifies which ES is currently
storing the requested data by checking HPw information. Here, we assume that
an ES ESy, ( y! = m, y ∈ ) is holding the requested data.

● After identifying the destination ES y, the ES m sends a transaction for data
retrieval request:

ESm → ESy ∶ (PIDj,PKUu,PKMm, time). (10.20)

● Based on the patient information PIDj, the ACSC contract in the ES y obtains
the hash value hj. Next, the contract sends a request to the IPFS node in the ES
y by a command: Cenc

j = GETIPFS(hj), which is then decrypted to obtain the real
data:

Cj ← Dec(Cenc
j , SKMy). (10.21)

● The ES y then transmits the collected data Cj to the ES m so that the ES m
returns it to the requestor. Finally, the ES y adds a conjunction of (PKUu,

hj,PKMy, timestamp) as a transaction and broadcasts it to the global blockchain
network:

ESy → ∗∶ (PKUu, hj,PKMy, timestamp). (10.22)

Finally, all ESs update the user access events and achieve a synchronization over
the data sharing across the healthcare network.

The EMRs retrieval process for two cases is shown in Figure 10.2, and the EMRs
sharing is summarized in Algorithm 10.1.
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Algorithm 10.1 EMRs sharing with MEC and blockchain
1: Initialization: (by the user HU u)
2: Encrypt the request: Tencu

and submits it to the ES m
3: Pre-processing the request (by ES)
4: The ES m decrypts the user request Tenpu

as Tdecu
← Dec(Trequ

, SKMm)
5: Obtain the user’s public key: Pubu ← Tdecu

.getSenderPublicKey()
6: Decode Tdecu

and get the user identity Idenu
7: Authentication (by the ACSC contract)
8: if msg.sender == ESm then
9: PKcheck = policy[EHRresource][action].PKUu

10: Idencheck = policy[EHRresource][action].IDu
11: if PKcheckIdencheck → true then
12: Authu ← AccessResult(msg.sender,Accepted, true, time)
13: else
14: Authu ← AccessResult(msg.sender,Denied, false, time)
15: end if
16: end if
17: while Authu → true do
18: if HPw == HPsc

w then
19: if PIDsc

j == PIDj then
20: Get the data on IPFS: Cenc

j = GETIPFS(hj)
21: Decrypt to obtain the real data Cj ← Dec(Cenc

j , SKMm)
22: end if
23: The ES m returns the data Cj to the HUu
24: The ES m adds a transaction to the global blockchain network: ESm →∗∶

(PKUu, hj,PKMm, timestamp)
25: else if HPw! = HPsc

w then
26: if PIDsc

j == PIDj then
27: Communicate with the ES y: ESm → ESy ∶ (PIDj,PKUu,PKMm, timestamp)
28: Get the data on IPFS: Cenc

j = GETIPFS(hj)
29: Decrypt to obtain the real data Cj ← Dec(Cenc

j , SKMy)
30: end if
31: The ES y returns data Cj to the ES m and then the HU u
32: end if
33: end while

10.4 Blockchain Mining Design for Smart Healthcare
System

In the distributed edge computing-based blockchain environment like our
healthcare scenario, latency and scalability are among the most important factors
determining the efficiency of a blockchain. Given a consensus algorithm, when
the number of transactions to the blockchain increases, the consensus workload to
validate and append them into the blockchain also increases significantly. In cur-
rent consensus algorithms, e.g. DPoS [25], each miner must contact at least more
than half of the total nodes in the miner group, which consequently increases
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latency and alleviates scalability of the blockchain system. Moreover, each miner
node must implement a repeated verification process across the miner network,
which results in unnecessary consensus latency and network bandwidth waste.
A possible solution is to reduce the number of miner nodes to mitigate the con-
sensus latency, but it potentially compromises the security of blockchain because
of the higher probability of adding compromised transactions from malicious
nodes [25]. To solve these mining issues, here we propose a new lightweight
PoR consensus mechanism based on DPoS for our blockchain healthcare system.
Compared to the DPoS scheme, here we make an improvement in the miner
selection based on a reputation score evaluation approach for blockchain-based
smart healthcare. Moreover, instead of using a repeated verification among miner
nodes, we implement a lightweight block verification solution that allows each
miner to only verify once with another node during the consensus process, which
would significantly reduce the verification latency. There are two main parts to
our PoR consensus, including miner node selection and block verification, as
illustrated in Figure 10.3.

10.4.1 Miner Node Selection

In this phase, the HUs first calculate the reputation score of ESs and then select
the miner nodes to implement the mining process.

10.4.1.1 Reputation Calculation
In our health scenario, in addition to the EMRs exchange function, HUs also
participate in the delegate selection process to vote the mining candidates for
performing blockchain consensus. In this regard, each HU votes its preferred
ES with the most reputation. Here, the reputation of an ES is measured by
its computing capability to mine the block. That is, an ES that allocates more
computational resources to the mining tasks will have a higher reputation score to
obtain a higher priority for mining the block. To this end, we define a reputation
function to determine the score for each ES as follows:

Ψn =
[

e1− TPoR
n
𝜏n − 1

]+

. (10.23)

Here, TPoR
n is the mining latency of the ES n, where n is the miner index defined in

the mining context with n ∈ {1,… ,N},N ≤ M. Its detail will be explained in the
following section. Also, 𝜏n denotes the ES n’s EMRs retrieval latency constraint
to ensure the quality of user experience in the EMRs sharing. [y]+ = max{y, 0}
implies that the reputation of an ES n is set to 0 if the mining latency TPoR

n is
exceeded to its maximum EMRs retrieval time 𝜏n.
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Figure 10.3 The PoR consensus of health blockchain.

10.4.1.2 Miner Selection
Based on the calculated reputation score, each MU votes for ES candidates as the
miners based on their reputation ranking as indicated in Figure 10.3. The top ESs
with the highest reputation scores are selected to become edge miners (EMs) to
perform consensus. Besides, similar to the traditional DPoS framework [6], each
of the EMs also acts as a block manager which is responsible for performing block
generation, broadcasting blocks to other miners for verification, and block aggre-
gation after being verified, during its time slot of the consensus process.

10.4.2 Lightweight Block Verification

In this phase, the block manager first produces an unverified block that con-
tains several health transactions collected in a given amount of time. Then the
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manager broadcasts this created block to all EMs within the miner network
for verification. Different from the traditional DPoS scheme which relies on a
repeated verification process among miners, here we implement a lightweight
PoR-based verification solution that allows each miner only needs to verify once
with another node during the consensus process, which significantly reduces the
verification latency. Algorithm 10.2 presents how our proposed block verification
procedure is performed. In lines (2–7), the block manager divides the block B
with the whole transaction into K transaction parts Trk (k = (1,… ,K)) that will
be assigned to each EM member EMn within the miner group. Each miner EMn
will be also assigned a unique random number Rn. In lines (9–19), an EMn selects
any miner s (s! = n) within the miner group to implement the verification for its
assigned transaction part Trk. If 51% of the EMs respond positive verification,
and the sum of random numbers Sum calculated by all EMs is equal to the initial
number set Rnd, the block manager accepts the verified block B and adds it to
the blockchain with signature. For instance, in Figure 10.3, the EM 3 works as a
manager to create the block C and appends it into the blockchain. Otherwise, the
manager discards it from the network (lines 20–25).

Algorithm 10.2 Procedure of the proposed PoR consensus
1: Initialization: Select an unverified block B, group the selected EMs (EM1,… ,EMN ) in the

list Array[n],n ∈ [1,N], initiate public key Array[n].PK and block manager BM
2: Divide the block B into K parts Trk, Sum ← 0
3: for n = 1,… ,N do
4: Set a part of block Trk → Array[n].content
5: Assign a random number Rn ← Random()
6: Calculate a signature as Sign ← Hash(Array[n].content,Array[n].PK, timestamp)
7: end for
8: Specify the total random number Rnd = K(1 + K−1

2
)

9: for n = 1,… ,N do
10: Run a random function s = Random.randrange(1,N, 1)
11: if n! = s then
12: Select a random different EM within the list
13: Send the Trk to EMs: EMn → EMs ∶ (Trk,Array[n].PK, Sign, timestamp)
14: Verify the transaction Trk
15: if (Array[n].PKEMs

== EMEMn .PK
s ) ∩ (Verify(Sign) ← true) then

16: Sum ← Sum + Rn
17: end if
18: end if
19: end for
20: if Sum == Rnd then
21: Accept the block B and send it back to the block manager BM
22: The manager BM appends the block B into the blockchain network: BM →∗∶

(BMPK ,B, SignB, timestamp)
23: else
24: Discard the block B from the blockchain
25: end if
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10.4.3 Latency of Block Verification

In this section, we calculate the verification latency incurred by the mining.
For simplicity, we assume that the transaction part Trk (which also expresses
the size) is the same for all EMs. Each EM is willing to contribute their resource
C = {c1,… , cN} (in CPU cycles s−1) to execute the verification of the transaction
part k. For each EM n, the CPU resource occupied to verify the transaction k is
Φn. The size of verified transaction result for the Trk is denoted by Trre

k . Hence,
the transaction verification task can be expressed as a tuple (Trk,Φn,Trre

k ).
Conceptually, the block verification process in our proposed PoR mechanism

at an EM experiences four steps: (i) unverified block transmission from the block
manager to the EMs, (ii) local block verification at the EM, (iii) broadcasting
of the verification result among two EMs, and (iv) transmission of verification
result feedback from the EMs to the manager. For a miner n, the time required to
complete these steps is expressed as:

TPoR
n =

Trk

rd
n

+
Φn

cn
+ 𝜉Trk|L2| +

Trre
k

ru
n
, k ∈ [1,… ,K], (10.24)

where ru
n and rd

n are uplink and downlink transmission rates between the miner n
and the block manager. Here, the transmission time of an unverified transaction
part Trk from the block manager to the miner is Trk

rd
n

, while the local verification

time of this transaction is Φk
cn

. Moreover, similar to [26], the time for transaction
broadcasting among two miners is a function of transaction size Trk and network
scale Trk|L2| (which means two miners for transaction verification), which is
defined as 𝜉Trk|M2|. Here, 𝜉 is a pre-defined parameter of broadcasting verifica-
tion result and comparison among two miners, which can be acquired from the
previous verification records [26]. Besides, Trre

k
ru

n
is the verification feedback time.

Meanwhile, in the traditional DPoS scheme [6], each miner has to implement a
repeated verification process among all miners for the block B, instead of dividing
into separate transaction parts like our proposed PoR model. Therefore, the
verification latency of the DPoS consensus is expressed as [26]:

TDPoS
n = B

rd
n
+

ΦB
n

cB
n
+ 𝜉B|LN | + Bre

ru
n
, (10.25)

where ΦB
n is the CPU resource occupied to verify the block B under the computa-

tion budget cB
n. Bre denotes the size of verified result of the block B. |LN | expresses

the whole miner network which means all miners n join the repeated block
verification in each consensus process, instead of two-miner verification in our
PoR scheme. By comparison of Eqs. (10.24) and (10.25), it can be seen that the
proposed PoR scheme consumes less time in the verification process, compared
to the traditional DPoS scheme, for the same block size and number of miners.
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Moreover, our mining scheme can save much network bandwidth due to less
message exchange during the consensus process. The benefits of our proposed
PoR mechanism will be verified in the following section.

10.5 Experimental Results

In this section, we present the numerical experiments to evaluate the feasibility
and practicality of our blockchain-based approach for smart healthcare.

10.5.1 Experimental Settings

We implemented a testbed to evaluate the proposed EMRs sharing architecture
through a decentralized cooperative healthcare network where each ES represents
a medical institution. We considered a three-ES system by employing three com-
puters with Intel core i7 at 3.4 GHz, 8 GB of RAM running Microsoft Windows 10
64-bit version on 500 GB hard drive. Each ES will connect with a network of
mobile health users via a Cisco access point to perform EMRs sharing. Here,
each user is equipped with a Sony Android phone (with Qualcomm Snapdragon
845 processor, 1 GB memory) that is also installed with a blockchain account to
communicate with the ES for EMRs request via blockchain. For the EMRs data
generation, we used BioKinT [27] developed by our lab to act as IoMT devices to
collect simultaneously human motion data and store them in separate files on IPFS
storage.

For blockchain deployment, two Hyperledger Fabric platforms, version 1.3,
were used to build the global blockchain in the edge health system and the
local blockchain in the ES-device system. We followed the instructions in the
official Hyperledger Fabric tutorial to install required files and docker images.
The smart contract was implemented in docker to serve user authentication and
data retrieval. We also installed the JavaScript version of the IPFS platform in the
edge health system. Each of three ESs holds an IPFS node which is embedded
with the Fabric blockchain to perform data storage and data sharing. To highlight
the merits of our EMRs sharing scheme, we compare with the state-of-art works
from different performance metrics as follows.

10.5.2 Evaluation of EMRs Sharing Performance

We evaluate the proposed EMRs sharing scheme via the authentication cost and
data retrieval latency metrics.
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10.5.2.1 Authentication Cost
We first compare the authentication latency of our proposed scheme using
smart contracts with a centralized scheme [9] with the different number of HUs.
In the proposed scheme, we organize the access authentication at the network
edge where each ES authenticates its users by the distributed smart contract.
Meanwhile, the scheme [9] relies on a central authority to implement its user
authentication. As shown in Figure 10.4, our scheme exhibits a lower latency
compared to the baseline [9]. This is because the use of decentralized smart
contract enables fast authentication at the network edge without passing a remote
authority, which thus reduces communication overhead in the authentication
process.

10.5.2.2 Data Retrieval Latency
We investigated the data retrieval latency of our proposed model from blockchain
design and network design perspectives as shown in Figure 10.5. We used smart-
phones to send data requests continuously to the ESs to record the results. In terms
of blockchain design, we use two existing works for comparison. The first one is
a centralized edge-based health sharing scheme without IPFS [16] which used a
centralized ES to serve a large hospital network and health data was stored in a
traditional database. The second one is an edge blockchain health sharing scheme
with traditional IPFS [17] that integrated blockchain and edge computing without
IPFS design improvement.

From Figure 10.5a, we can see that when the number of requests increases, the
baseline [16] has the highest data retrieval latency due to the queuing latency in
the centralized EM. The baseline [17] used a traditional IPFS storage with a global

Figure 10.4 Authentication
latency with different numbers
of healthcare users.

2 4 6 8 10 12

200

400

600

800

The number of healthcare users

A
u

th
en

ti
ca

ti
o

n
 t

im
e 

(m
s)

Centralized scheme

Our decentralized scheme



�

� �

�

306 10 Blockchain for Smart Healthcare

2 4 6 10 128

2

4

6

8

The number of data requests

D
at

a 
re

tr
ie

v
al

 l
at

en
cy

 (
s)

D
at

a 
re

tr
ie

v
al

 l
at

en
cy

 (
s)

Centralized data sharing without IPFS
Decentralized sharing with traditional IPFS
Our scheme with decentralized IPFS

(a)

2

4

6

8

10
Cloud-based scheme
Distributed ESs with a central authority
Our scheme with cooperative distributed ESs

(b)

2 4 6 10 128

The number of data requests

Figure 10.5 Data retrieval latency under different numbers of data requests. (a) Data
retrieval latency under blockchain designs. (b) Data retrieval latency under network
designs.



�

� �

�

10.5 Experimental Results 307

DHT look-up solution that results in unnecessary communication overhead. By
contrast, our scheme provides a fully decentralized solution with distributed ESs
and smart contracts, which allows for implementing request verification and data
look-up at the network edge without using the global DHT. As a result, our scheme
can achieve a minimum data retrieval latency.

Next, we evaluated the data retrieval latency from a network design perspective
as shown in Figure 10.5b. We leveraged a cloud-based scheme [9] and a distributed
ES with a central authority [7] as the baselines for comparison. For cloud comput-
ing implementation, we employed Amazon cloud services to communicate with
smartphones. The results in Figure 10.5b clearly show a significant improvement
in our decentralized scheme with a much lower retrieval latency. This is because
our scheme combines ES, distributed smart contracts, and decentralized IPFS for
fast data retrieval, without passing any external authority during the data shar-
ing. Meanwhile, the work in [9] relies on a remote cloud model which remains
high latency due to excessive communication overhead. Also, the work in [7] used
a central authority for request verification that consumes a certain overhead for
communication between the EMs and the authority in the request verification.

10.5.3 Evaluation of Blockchain Performance

In this section, we evaluate the efficiency of our proposed PoR consensus scheme
and then present the security benefits of our health blockchain model.

10.5.3.1 Blockchain Consensus Performance
Here, we evaluate the performance of our proposed PoR consensus scheme via
numerical simulations using Python programming and compare it with the
traditional DPoS scheme via the verification block latency and bandwidth usage
metrics. We set up 10 transactions per block and vary the numbers of mining
nodes (i.e. ESs) from 2 to 100. Motivated by Kang et al. [26], the mining parameters
are set up as follows: edge computation resources cn = [103 − 106] CPU cycles s−1,
input/output block data sizes B = 500 KB, Bre = 50 KB, the uplink transmission
rate ru

n = [100 − 250] kbps, the downlink transmission rate rd
n = [100 − 250] kbps,

𝜉 = 0.5, 𝜏n = 1000 ms.
We first show the block verification latency performance vs different numbers of

mining nodes with the block size fixed at 50 KB. As illustrated in Figure 10.6, our
proposed PoR scheme requires significantly less time for mining blocks, compared
to the DPoS scheme due to the optimized block verification procedure. Although
the time required for block verification increases with the increasing number of
miners, our solution still achieves a much better performance than that of the
DPoS scheme. This result confirms our lightweight consensus design that is thus
well suited for large-scale health blockchain networks.
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Next, we evaluate the block verification time when varying the size of data
block from 50 to 500 KB in the health blockchain network with 10 miners.
As shown in Figure 10.7, our proposed PoR scheme yields a lower verification
latency than the traditional DPoS scheme due to our lightweight verification
strategy. In particular, our mechanism shows its good advantage when the size
of data block is large (e.g. >400 KB), while the DPoS scheme requires much time
to verify the large blocks. The simulation results also imply the block mining
analysis in Section 10.4.3. Moreover, Figure 10.8 indicates the simulation result in
terms of network bandwidth cost spent by the mining process for different data
block sizes. Thanks to our optimized message exchange procedure where each ES
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Figure 10.8 Comparison of
network bandwidth cost.
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only needs to contact with one miner to perform verification, instead of using a
repeated process, our PoR scheme can save much network bandwidth resources,
compared to the DPoS scheme. The simulation results clearly demonstrate the
benefits of our proposed consensus mechanism with low mining latency and
bandwidth savings.

10.5.4 Security Analysis

Our blockchain-based approach is able to achieve high security for smart health-
care via three features: data privacy, authentication, and traceability.

10.5.4.1 Data Privacy
Our proposed scheme is able to preserve data privacy. The user request is always
encrypted as in Eq. (10.7) so that private user information is protected against
threats. Importantly, we store health data on IPFS to avoid data breaches from
curious ESs. Unlike the existing works [9, 28] with a centralized IPFS on a
third-party cloud which can remain single-point failures, our scheme provides a
fully decentralized data storage over the MEC network under the management of
all ESs without a third party, which thus provides better data privacy control.

10.5.4.2 Authentication
User authentication in our EMRs sharing is performed by the distributed ACSC
contract which works independently with the ES. This means authentication poli-
cies cannot be controlled by the curious ES but managed by the global blockchain
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network. This would avoid authentication rule modifications caused by network
attacks and hence ensure reliable authentication.

10.5.4.3 Traceability
In our smart healthcare system, any data access events and user behaviors are
traced by ESs and users. Particularly, the ESs can trace the health data stored in
the IPFS network via IPFS hash values. Any modifications on EMRs will lead to
a change in its hash value so that ESs can trace and prevent, which cannot be
achieved with a centralized storage as designed in [7].

10.6 Conclusions

In this chapter, we have presented the applications of blockchain in smart
healthcare and proposed a new fully decentralized healthcare architecture for
collaborative healthcare. A decentralized IPFS system is integrated with MEC
to build a secure data storage system among the ESs in blockchain. To realize
decentralized access management, we have developed a new ACSC contract that
enables user authentication at the network edge without relying on any central
authority, which ensures authentication reliability and reduce data retrieval
latency. Furthermore, we have proposed a new lightweight PoR consensus mech-
anism for the blockchain-based EMRs sharing which not only reduces the mining
latency but also achieves network bandwidth savings. We have implemented
various real-world experiments to verify the effectiveness of our blockchain
approach for smart healthcare. The implementation results demonstrated the
high performance of our blockchain-based method compared to the baseline
in terms of a significant QoS improvement with reduced data retrieval latency,
enhanced blockchain performance, and security guarantees.

Based on the obtained results, the proposed MEC-based healthcare scheme has
the potential to apply in other use cases, such as fog-based computing solutions
where fog nodes can collaborate with cloud computing using the proposed
blockchain network for future healthcare applications.

Acronyms

EMRs Electronic medical records
QoS Quality-of-service
MEC Mobile edge computing
P2P Peer-to-peer
IPFS Interplanetary file system
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DHT Distributed hash table
DPoS Distributed Proof-of-Stake
PoR Proof-of-Reputation
AP Access point
ESs Edge servers
HUs Healthcare users
ACSC Access control smart contract
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After reading this chapter you should be able to:

● Obtain an overview of the development and adoption progress of blockchain
standards

● Understand the main topics in blockchain standards in regional, national, and
industrial applications

● Propose possible next steps in its industrial applications

11.1 Introduction

This chapter covers the blockchain standards. Blockchain, whose definition
has not yet reached consensus, is a technology set that incorporates not only
information technologies such as peer-to-peer communication, encryption, and
distributed networking, but also social science aspects including economics and
finance, management and governance, law and legality,. Hence, the standard
community of blockchain brings members from various backgrounds and results
in multiple levels of gaps in their domain-knowledge. Standards set the basis
of bridging those gaps so that people in this community can communicate and
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understand one another, set multilateral rules to balance benefits and costs, and
hopefully maximize the positive impact while minimizing the risks of innovation.

This chapter is organized as follows. Section 11.2 provides an introduction of
standards and an overview of initiatives of blockchain standards. Section 11.3 dis-
cusses the progress and plan of blockchain standards in the international, regional,
and industrial levels. A summary and future directions in Section 11.4 conclude
this chapter.

11.2 The Role of Blockchain Standards

11.2.1 A Brief Introduction to Standards

Standards development may be informally dated back to the eighteenth century
with the onset of industrial revolution, when the procurement, production, and
trading activities increased and expanded across multiple geographical locations,
and evolved toward global supply chain collaboration and increasing division of
labor.

Taking the automobile industry as an example, there are thousands of standard
specifications in the production of a car giving detailed instruction on the raw,
intermediary, and end products’ functions, performance, process in production,
and transportation. Refer to Figure 11.1 for an illustration of a typical automobile
supply chain. The upstream of the supply chain is the production stream includ-
ing raw material sourcing, production, assembly, and the output are ready-for-sale

Supplier network
Upstream

Downstream

Steel

Aluminum Brakes Chassis

Rubber Seats Engine

Transmission Suspension Car
company 1

Raw material Components Subassembly Assembly

Auto

manufacturer

Marketing

channel
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network

Finance and

payment

Sale and

after sale

Logistics provider

Car
company 2

Car
company 3

Figure 11.1 Illustration of a typical automobile supply chain.
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cars. The raw materials may include metals, glasses, rubber, IoT devices, control
systems, communication systems, etc. They go through sub-assembly lines and
are sent to the assembly factories. Thanks to the standards, each tier of suppliers
can deliver its products to the next tier, and the next tier can perform specification
consistency tests to ensure that their order is correctly delivered according to their
contract before acceptance and arrange their production plan with their purchases
as inputs.

Standards also play an important part in downstream of the supply chain, which
includes distribution and sales. Usually, the dealer network promotes this type of
car to customers before the car reaches its warehouse. Despite the eye-catching
advertisement, the focus of potential buyer will eventually turn to the list of speci-
fications that define the functions and performance. And some of those specifica-
tions are defined in standards that are applicable to automobile industry.

Broadly speaking, standards are the linkage among multidisciplinary character-
istics: politics, business and economics, science and technology, labor, and culture
and ideas, which can include a set of definitions, requirements, measurements,
operational steps, or a way of describing the world. Authors in [1] conducted exten-
sive study on innovation and standardization and established that standardization
is an essential component of innovation. With the acknowledgment of the impor-
tance of standards in production and consuming of innovative products, let’s move
on to the ways of how to develop a standard.

There are generally three ways to set a standard, namely de facto, de jure, and
by negotiation.

● De facto: Adapted from its French meaning, a de facto standard is something
that is used so widely that it is considered a standard for a given application
although it has no official status. With the automobile industry example, the
inventors of the car designed three-wheel and four-wheel car models, and
finally, a typical modern car with four wheels are accepted by the mainstream
market.

● De jure: A de jure standard is a technology, method or product that has been
officially endorsed for a given application and is enforced by the law. These
are mandatory standards and the products falling in these categories generally
require certificates issued by government-backed regulatory bodies to enter the
market and are subjected to regular check of conformity to related standards. In
the automobile industry, there are a wide range of de jure standards enforced
by regional or national laws including but not limited to wind shields, lighting
systems, brakes, emissions [2, 3].

● By negotiation: The third method, by negotiation, is widely adopted by
Standard Development Organizations (SDO) around the world. It is a way of
reach consensus among stakeholders on a specific work item in a working
group (WG). Depending on the enforcement power of stakeholders, such
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standards may be adopted by a sovereign government, or an industrial sector
across multiple jurisdiction bodies. For SDOs whose member include member
states, such as ITU and ISO, the published standards are often adopted by
its member states and enforced by a regulatory body in that state. For SDOs
whose members are organizations and individuals, such as IEEE, W3C, IETF,
the published standards tend to be adopted by its members in the applicable
industrial sector. Despite the differences in governance, SDOs establish liaison
relationship to coordinate in standards development on mutual interested
topics; examples include a number of liaison relationships between TCs and
WGs in ISO, ITU, and IEEE on blockchain. Sometimes, one SDO will adopt a
completed standard from another SDO. For instance, 3GPP 5G technologies are
agreed to become ITU-R IMT-2020 specifications [4].

11.2.2 Initiatives of Blockchain Standards

Blockchain standards can be viewed as a demonstration of a broad standards
set that are not restricted to information and communications technology (ICT)
but also stretches into related verticals along with its governance structure and
economical design, which bring new challenges for standard development.
As the driving force of world economy is shifting from capital to innovation
and blockchain is regarded as the infrastructure of trust (names including “trust
machine and” “internet of value”) [5], the role of blockchain standards has moved
beyond technical guidance toward a strategic competition to score a leading role
in the digital economy era.

International, regional, and national SDOs started investigation and research
into blockchain technologies around 2016 and explored blockchain standardiza-
tion opportunities related to existing standards in their focus area. ISO established
TC 307 – blockchain and distributed ledger technologies in April 2017 [6]. ITU-T
setup focus group (FG) on distributed ledger technology in April 2017 and con-
cluded in August 2019. IEEE Blockchain Initiative was effective from January
2018, which include not only blockchain standards but also education, confer-
ences, events, and publications. Australia published its roadmap for blockchain
standards in ISO/TC 307 in March 2017 and identified key components in devel-
oping blockchain standards including terminology, privacy, security, identity, risk,
governance, and interoperability [7]. NIST published an overview on blockchain
with discussion on blockchain’s high-level components, limitations, and suggested
organizations consider operational and governance issues before incorporating it
into businesses [8]. European Union established the EU Blockchain Observatory
and Forum in 2018 to accelerate blockchain innovation and the development of
blockchain ecosystem within EU. EU provided over EUR 200 million in prizes
and grants through Horizon 2020 from 2016 to 2020 [9]. The Ministry of Industry
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and Information Technology of China published “Blockchain Technologies and
Applications in China White Paper” in 2016 and announced the development of a
series of national blockchain standards in 2018.

A recent report published by the World Economic Forum [10] conducted
research on over 30 standards-setting entities, 185 jurisdictions, and nearly 400
industry consortia, among which are global SDOs with long standard developing
history (ISO, ITU-T, IEEE, etc.), technical communities (W3C, IETF, etc.), open
source communities (e.g. the Linux Foundation), newly formed industrial consor-
tium dedicated to blockchain (e.g. R3 Consortium, BiTA). The authors analyzed
the current landscape and assessed key issues and findings from a legal and
regulation perspective. Some key findings include inconsistency in terminology,
gaps and overlapping in scope of standards, various levels of geographic expertise
and consumer representation. Authors in [11] also pointed out that definitions,
building blocks, and architecture of blockchain were not in consensus among
stakeholders in 2018. Further, they suggested developing interoperability-related
blockchain standards for between blockchains and blockchain-like technologies
as well as between blockchains and traditional technologies.

11.3 Landscape of Blockchain Standards

This section introduces the landscape of blockchain standard projects in inter-
national and national SDOs as well as some industrial alliances. There were
23 published blockchain standards in total at the end of 2020 from ITU-T, ISO,
and IEEE. Adoption of these standards depends on the investment and R&D of
blockchain products and services at national and industrial level.

Blockchain standards may be broadly categorized into two groups: one is the
application-oriented standards describing how to use blockchain for a given appli-
cation that mostly fall into verticals, the other is technology-oriented standards
defining various technical aspects of blockchain components, protocols, and
interoperability.

Figure 11.2 shows a classification of blockchain standard projects in its appli-
cational and technical categories. The application-oriented projects are placed
above the technology-oriented projects to illustrate that applications standards
are enabled and supported by technological standards. Note that the projects are
under development or published from international and national SDOs at the
end of 2020. They will be discussed in the following paragraphs.

Figure 11.3 presents the number of published blockchain standards in different
categories by ISO, ITU, and IEEE. It is observed that the published standards
fall into terminology, architecture, security and privacy, requirements, data
management, cryptocurrency, and testing. A majority of 12 standards are in the
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Figure 11.3 Published international blockchain standards.

categories of terminology, architecture, security, and privacy and led by ITU-T
and ISO. With more than 50 active standard projects in IEEE covering both
application category and technology category, three out of the four published
standards are cryptocurrency-related.
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11.3.1 Blockchain Standards in IEEE

IEEE has 39 technical Societies and seven technical councils representing the wide
range of IEEE technical interests. It has over 1200 active standards and more than
650 standards under development [12]. IEEE recognizes the vital role standards
will play in the development and adoption of blockchain technologies. Figure 11.4
is adapted from IEEE organization to reflect the position of IEEE-SA in IEEE [13].
It shows that there are 31 Societies developing standards under IEEE-SA.

The Standards Committee (SC) is the organization that assumes responsibility
for a particular standards idea within IEEE. The Standards Committee provides
technical oversight for the standard. It also determines the scope and nature of
the technical content. Figure 11.5 illustrates the organizational structure of IEEE
SA. The seven dark gray boxes under Standard Board (SASB) are committees that
coordinate the lifecycle of standard projects development, while the WG incubated
by SC that is sponsored by societies develop and maintain the standards. There are
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two types of members in IEEE-SA, the corporate member and the individual mem-
ber. IEEE standards are initiated by IEEE-SA member in a Project Authorization
Request (PAR) document, once approved by SASB, a WG is formed. Upon com-
pletion of standard draft, it goes through one or more rounds of ballot. After the
ballot is finished, the draft is submitted to SASB for final approval and publication.
A published IEEE standard is valid for 10 years and can be updated by its standard
committee if necessary.

IEEE Standard Association (SA), a globally recognized standards-setting body
within IEEE, has been actively pursuing blockchain standardization efforts
through various activities in multiple industry sectors, including healthcare,
energy, agriculture, and finance. As of the end of December 2020, there are
three published IEEE blockchain standards and 56 active standards projects
under a number of standard committees [14], including Blockchain Standard
Committee (BSC) and Digital Finance and Economy Standard Committee
(DFESC) sponsored by Consumer Technology Society (CTS), Blockchain and
Distributed Ledgers Standard Committee sponsored by Computer Society, and
some others fall into the umbrella of vertical sector societies such as Power
and Energy Society, Medicine and Biology Society. The development status of
these standard projects varies as they’re industrial efforts pushed forward by the
WG Chair and its members while being over-sighted by its sponsoring society and
IEEE-SA. The driving forces lay in the matureness of Blockchain technologies,
marketing effectiveness, consumer acceptance, regulation recommendations, etc.
Figure 11.6 shows the trend of blockchain standards development in IEEE-SA
from 2017 to 2020.

BSC DFESC BDL Other SC

0
2017 2018

1 1
0 0 0 0 0 0 0 0 0

5
4

19

13 13

Approved PARs in IEEE-SA

2019 2020

2

4

6

8

10

12

14

16

18

20

Figure 11.6 IEEE-SA approved PARs from 2017 to 2020.
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It is observed that the earliest project is P2418.1 [15], which was approved on 15
June 2017, and it is followed by 10 other projects in the 2418 family. Most of the
2418.x projects explore blockchain applications in verticals except P2418.2 [16]
(moved to C/BDL). These applications expand from agriculture, energy, vehicles,
healthcare and social science, governmental applications, financial applications
(supply chain finance, digital asset management and security tokens), and Internet
of Things (IoT).

The three IEEE standards on blockchain all fall into the category of cryp-
tocurrencies, reflecting the vitality of the multi-billion-dollar-trading-volume
cryptocurrency market and the relative early stage of the applications of
blockchain in other verticals. Based on technological and operational experiences
of providing cryptocurrency-related services, the WGs of P2143 and P2140
published their standards. A summary of them is listed below.

1. P2143.1-2020 [17] defines the general process of cryptocurrency payment
between consumers and merchants.

2. P2140.1-2020 [18] defines the general requirements for cryptocurrency
exchanges and describes the exchanges’ business logic, operational proce-
dures, transaction specifications, user authentication programs, and fair voting
system.

3. P2140.5-2020 [19] defines a standard framework of a custodian service for cryp-
tocurrency and digital assets.

As blockchain application trials and pilots emerge around the world, two SCs,
Blockchain and Distributed Ledgers SC in Computer Society and Digital Finance
and Economy SC in CTS, are approved by IEEE-SA and they’re incubating
blockchain standard projects within their scopes.

CTS/DFESC was officially approved on 5 March 2020 with the scope as
follows [20].

The scope of the Standards Committee is to develop and maintain standards,
recommended practices and guides for digital finance and economy (including
but not limited to the digital forms, digital representations, digital embodiments,
or digital equivalents of currencies, issuance, custody, payment, insurance,
funds, shares, stocks, equities, securities, bonds, treasury bills, options, deriva-
tives, futures, forward commitment, contingency claims, hedge funds, portfolio
management, public benefit, mutual assistance, sharing economy, credit score,
credit ratings, valuation, risk analysis, etc., and related hardware, software,
systems, services, and applications in various scenarios), using an open and
accredited process, and to advocate them on a global basis. Its technical scope
is intended to be flexible and is ultimately determined by the sum of its
approved PARs.
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C/BDL was founded on 5 September 2019 by SASB with the scope as follows.
The IEEE Computer Society Blockchain and Distributed Ledger Standards
Committee manages the development of standards within the area of blockchains
and distributed ledgers, including standards for relevant data formats, the
development and implementation of blockchains and distributed ledger systems
(DLS), and for applications of blockchain and distributed ledgers to specific
sectors, industries, and processes. Until the end of 2020, BDL housed 17 active
projects. These projects cover blockchain access control, interoperability, digital
asset, identity system, consensus framework, governance, testing and evaluation,
etc. Refer to their website for more information [21].

Readers are suggested to refer [22] for a list of active blockchain standard
projects in IEEE-SA.

Key takeaways: The active blockchain standard projects in IEEE-SA cover a
wide range of topics mainly because of its governance model, standard setting pro-
cedures, and member compositions. With different levels of developing progress,
the impact of these standards will be largely dependent on the marketing of prod-
ucts employing the technologies defined in the standards. It is an internation-
ally recognized platform for individuals, enterprises, and institutions that work
in blockchain area.

11.3.2 Blockchain Standards in ITU-T

The ITU-T stands for International Telecommunication Union – Telecommuni-
cation Standardization Sector. ITU started in 1865 with the first International
Telegraph Convention in Paris signed by 20 founding members, and the Interna-
tional Telegraph Union was established to supervise subsequent amendments to
the agreement. It became a specialized agency of the United Nations in 1947 and
was renamed ITU-T in 1993. Now ITU-T assemble experts from around the world
to develop international standards known as ITU-T Recommendations which act
as defining elements in the global infrastructure of ICTs. ITU-T includes both
governments as member states and organizations such as operators, vendors,
financing institutions, research institutions, and regional telecommunication
organizations as sector members. There are nearly 200 member states and
more than 900 members, including companies, universities, and international
organizations, as well as regional organizations.

ITU-T has two approval processes for standardization, namely AAP (alternative
approval process) and TAP (traditional approval process). The commonly used one
is the AAP that is a fast track procedure to bring the demanded standards to market
in time. Figure 11.7 shows the AAP procedure. The final decision at the Study
Group (SG) meeting must not be opposed by more than one Member State present
at the meeting.
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Figure 11.7 The alternative approval process of ITU-T.

The TAP is used for Recommendations that may have regulatory or policy impli-
cations. It needs a more strict and longer process, and the final decision must be
unopposed.

ITU-T has 11 SGs, and now the six of them are developing the Recommenda-
tions-related blockchain. As of December 2020, ITU-T released 14 blockchain/
distributed ledger technology-related standards. Four of the published standards
are security-related, and three of them are related to data management and IoT,
which shows that ITU attaches great importance to security issues and IoT and
data issues. Figure 11.8 shows the SGs currently working on the blockchain
standards.
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Figure 11.8 The ITU-T Study Groups currently developing blockchain-related standards.
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Table 11.1 Q14/17 published items on blockchain.

Rec.#r Title Year

X.1400 Terms and definitions for distributed
ledger technology

2020

X.1401 Security threats of distributed ledger
technology

2019

X.1402 Security framework for distributed
ledger technology

2020

X.1403 Security considerations for using DLT
data in Identity Management

2020

X.1404 Security assurance for distributed ledger
technology

2020

ITU-T SG 17, titled security, coordinates security-related work across all ITU-T
SGs. It often works in cooperation with other SDOs and various ICT industry
consortia focusing on security aspects. Question 14 in SG 17 (Q14/17) was estab-
lished in 2017 to develop Recommendations on security aspects for distributed
ledger technologies (DLT). It has published five Recommendations (Table 11.1).
Table 11.2 lists the items under development.

There are other Questions in SG 17 that are developing DLT-related Recom-
mendations. Q8/17 is the Question that develops cloud computing and Big data
infrastructure security standards and is working on X.BaaS-sec, Guideline on
blockchain as a service (BaaS) security.

SG 16 Multimedia has established Q22, distributed ledger technologies, and
e-services in 2019. Q22/16 has published three Recommendations (Table 11.3)
and two technical papers based on the FG-DLT deliverables (Table 11.4).

SG 16 is also developing many items related to DLT in Q22 and Q24, Human
factors-related issues for improvement of the quality of life through international
telecommunications (Table 11.5).

At the September meeting in 2017, SG 17 proposed establishing a FG under
TSAG (Telecommunication Standardization Advisory Group) to research the need
for DLT standards development comprehensively in the scope of the entire ITU-T
and over. During the TSAG meeting, the need for study on digital currency was
recognized. As a result, two focus groups of FG-DLT, “focus group on applications
of DLT” and FG-DFC, “focus group on digital currency, including digital fiat cur-
rency,” were established. The groups had worked for three years, and the results
were sent to corresponding SGs, for example, SG 16 and SG 17, to be considered for
appropriate standards. Typical examples are D.1.1, which are the basis of X.1400
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Table 11.2 Q14/17 blockchain-related standard items underdevelopment.

Item acronym Title Year

X.str-dlt The security threats and requirements for digital
payment services based on distributed ledger technology

2021

X.ss-dlt Security Services based on Distributed Ledger
Technology

2021

X.stov Security threats to online voting using distributed ledger
technology

2021

X.das-mgt Security framework for the data access and sharing
management system based on the distributed ledger
technology

2021

X.tf-spd-dlt Technical framework for secure software programme
distribution mechanism based on distributed ledger
technology

2021

X.srip-dlt Security requirements for intellectual property
management based on distributed ledger technology

2021

X.sc-dlt Security controls for distributed ledger technology 2022
X.srscm-dlt Security requirements for smart contract management

based on DLT
2022

X.sa-dsm Security architecture of data sharing management based
on DLT

2023

TR.qs-dlt Guidelines for quantum-safe DLT system 2023

Table 11.3 Q22/16 published blockchain standards.

Rec.#r Title Year

F.751.0 Requirements for Distributed Ledger Systems 2020
F.751.1 Assessment criteria for DLT 2020
F.751.2 Reference framework for distributed ledger

technology
2020

Table 11.4 Q22/16 published FG-DLT technical papers.

Item acronym Title Year

HSTP.DLT-RF Distributed ledger technology: regulatory
framework

2019

HSTP.DLT-UC Distributed ledger technologies: use cases 2019
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Table 11.5 SG 16 blockchain items.

Item acronym Title Year

H.DLT-DE Digital evidence services based on DLT 2021
F.BVSSI Scenarios and requirements for blockchain in visual

surveillance system interworking
2021

F.DLT.HC Requirements of distributed ledger technologies
(DLT) for human-care services

2021

F.DLT.PHR Service models of distributed ledger technologies
(DLT) for personal health records (PHRs)

2021

F.HFS-BC Requirements and framework for blockchain-based
human factor service models

2021

F.Supp-OCAIB Overview of convergence of artificial intelligence and
blockchain

2021

F.DLT-FIN Financial distributed ledger technology application
guideline

2021

HSTP.DLT-GTI DLT governance and technical interoperability
framework

2021

HSTP.DLT-INV General framework of DLT-based invoices 2021
HSTP.DLT-TFR Technical framework for DLT regulation 2021
HSTP.DLT-VERI Formal verification framework for smart contract 2021
HSTP.DLT-Risk DLT-based application development risks and their

mitigations
2021

F.DLIM-AHFS Requirements of the distributed ledger incentive
model for agricultural human factor services

2021

F.DLS-SHFS Requirements of distributed ledger systems (DLS) for
secure human factor services

2021

F.Med-VHN Framework of telemedicine service based on
distributed virtual healthcare network

2021

of SG 17, and D3.1 and D3.3, which are the basis of F751.1 and F.751.2 of SG 16,
respectively. Table 11.6 lists the deliverables from FG-DLT.

FG-DFC deliverables are not directly focused on DLT, but they provide general
requirements to consider when using digital currency, and this also applies to the
DLT-based digital currency. FG-DFC closed in 2019, but the work continues now
in Digital Currency Global Initiative, a collaboration between the ITU and Stan-
ford University’s Future of Digital Currency Program.

SG 13, titled as “Future networks, with focus on IMT-2020, cloud computing
and trusted network infrastructure,” has led work on next-generation networks
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Table 11.6 FG-DLT deliverables.

WG # Title Deliverables

1 State of Art: Ecosystem, Terms,
Definitions, Concepts

D1.1 DLT terms and definitions
D1.2 DLT overview, concepts, ecosystem
D1.3 DLT standardization landscape

2 Applications and Services D2.1 DLT use cases

3 Technology Reference
Framework

D3.1 DLT reference architecture
D3.3 Assessment criteria for DLT platforms

4 Policy Reference Framework D4.1 DLT Regulatory framework

5 Standardization Roadmap D5.1 Outlook on DLTs

and aspects of mobile telecommunications. This group is interested in the use
of blockchain in the next-generation network and is working on standardization
around the concept of BaaS. SG 13 has published two recommendations and is
developing two more.

● Y.3550: Cloud computing – functional requirements for BaaS.
● Y.2342: Scenarios and capability requirements of blockchain in next-generation

network evolution.
● Y.SCid-fr: Requirements and Converged Framework of Self-Controlled Identity

based on Blockchain.
● Y.NRS-DLT-reqts: Scenarios and requirements of network resource sharing

based on distributed ledger technology.

SG 20 develops the Recommendations on the IoT and smart cities and commu-
nities (SC&C). It started standardizations with the concept of blockchain of things
(BoT) in 2018 and now has published 4 Recommendations (Table 11.7) and been
working on five items related to blockchain (Table 11.8).

SG 20 also agreed on the supplement of Y.Supple.62, titled “Overview of block-
chain for supporting IoT and smart cities and communities in data processing and
management aspects” in 2020.

SG 11, titled “Signalling requirements, protocols and test specifications,” started
draft Recommendation Q.BaaS-iop-reqts, “Interoperability testing requirements
of blockchain as a service.”

SG 2, titled “Operational aspects of service provision and telecommunications
management,” is responsible for the maintenance of ITU’s International Num-
bering Resource (INR) database and also for standards on the management of
telecom services, networks, and equipment. It now develops Recommendations
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Table 11.7 SG 20 published blockchain IoT items.

Rec. # Title Year

Y. 4464 Framework of blockchain of things as decentralized service
platform

2019

Y.4560 Blockchain-based data exchange and sharing for supporting
Internet of things and smart cities and communities

2020

Y.4561 Blockchain-based Data Management for supporting Internet
of things and smart cities and communities

2020

Y.4907 Reference architecture of blockchain-based unified KPI data
management for smart sustainable cities

2020

Table 11.8 SG 20 blockchain IoT items under development.

Item acronym Title Year

Y.dec-IoT-arch Decentralized IoT communication architecture based
on information centric networking and blockchain

2021

Y.IoT-BC-reqts-cap IoT requirements and capabilities for support of
blockchain

2021

Y.IoT-rf-dlt OID – based Resolution framework for transaction of
distributed ledger assigned to IoT resources

2021

Y.BC-SON Framework of blockchain-based self-organization
networking in IoT environments

2021

Y.blockchain-terms Vocabulary for blockchain for supporting Internet of
things and smart cities and communities in data
processing and management aspects

2021

Y.IoT-BoT-peer Capability and functional architecture of peer of
blockchain of things

2022

related to blockchain management. Two Recommendations are under develop-
ment in SG 2.

● M.rmbs: Requirements for management of blockchain system.
● M.immbs: Information model for management of blockchain system.

ITU-T Study Group 5 (SG5) is responsible for studies on methodologies for eval-
uating ICT effects on climate change and publishing guidelines for using ICTs
in an eco-friendly way. SG 5 hasn’t developed any Recommendations related to
DLT yet. However, it established a new Focus Group on Environmental Efficiency
for Artificial Intelligence and other Emerging Technologies (FG-AI4EE), which
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includes DLT as a part of emerging technologies, that should be considered in view
of environmental efficiency.

One of the most important initiatives is the Financial Inclusion Global Initiative
(FIGI) Symposium. It will be held on an annual basis from 2017 to 2020, (the
last FIGI Symposium has been postponed to 2021) in order to provide a forum
for dialogue regulators from telecom and financial services between ITU, World
Bank group, Bank for international settlements, and Bill and Melinda Gates
foundation. FIGI is composed of four workstreams, which are security, DLT for
financial inclusion, quality of service, and trust. It published a Security aspects of
DLT report.

Key takeaways: Six out of 11 SGs are developing blockchain-related standard
items in ITU-T. As an official SDO in ICT, ITU-T does not stop exploring inno-
vative technologies such as blockchain that has impact on possibly many aspects
in ICT. Given member states enforcement power in regional and national level,
ITU-T Recommendations are likely to be adopted in the participants’ states and
have impact on the products that are sold in those states.

11.3.3 Blockchain Standards in ISO

ISO is an independent, non-governmental international organization with a mem-
bership of 165 national standards bodies and 23 664 standards touch almost all
aspects of daily life, and work for businesses large and small [23]. Its famous stan-
dards include the ISO 9000 family on quality management, ISO 14000 family on
environmental management, and many more.

In 2016, the International Standards Organization established a new technical
committee, ISO/TC 307, with the scope of “standardization of blockchain tech-
nologies and distributed ledger technologies.” During the last four years with 46
participating members, 13 observing members, and 12 organizations under liaison
categories A and B, ISO/TC 307 completed an active working plan within 7 WGs
which have delivered 4 published standards and 11 standards under development.

As shown in Figure 11.9, the internal WGs are as follows, with AHG2 for
“Guidance for Auditing DLT Systems.”

● WG1: Foundations.
● WG2: Security, Privacy and Identity.
● WG3: Smart Contracts and their applications.
● JWG4: Joint ISO/TC307 - ISO/IEC JTC1/SC27 WG: Blockchain and distributed

ledger technologies and IT Security techniques.
● WG5: Governance.
● WG6: Use Cases.
● SG7: Interoperability of blockchain and distributed ledger technologies.
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Figure 11.9 ISO/TC 307 WGs and external liaison relationships.

ISO/TC 307 established both internal and external liaison relationships which
allow harmonization in transversal areas between different Technical Committees
of ISO and other SDOs and consortia.

Figure 11.10 illustrates the internal liaison relationships ISO/TC 307 established
with other ISO and ISO/IEC groups. Double-end arrow represents both groups can
access each other’s documents, while single-end arrow represents one-way doc-
ument access. It appears that ISO/IEC experts reach consensus that blockchain
technologies may affect basic information technology, software and system engi-
neering, data management, IT services and governance, security, and it may also
be applicable to biometrics, health informatics, financial services, artificial intel-
ligence, aircraft and space vehicles, business and risk management, etc.

The right part of Figure 11.9 shows the organizations that TC 307 established
external liaison relationships with. It is observed that ISO/TC 307 seeks standard-
ization in broad areas of blockchain technologies and blockchain applications in
different verticals including economics, finance, and environments.

Two lists below show the published standard items and those under develop-
ment. The topics cover blockchain terminology, architecture, privacy, smart con-
tract, identification, governance, etc.

Published Standards.
● ISO 22739:2020: Blockchain and Distributed ledger technologies – Vocabulary
● ISO/TR 23244:2020: Blockchain and distributed ledger technologies – Privacy

and personally identifiable information protection considerations.
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Figure 11.10 ISO/TC 307 internal liaison relationships.
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● ISO/TR 23455:2019: Blockchain and Distributed ledger technologies –
Overview of and interactions between Smart Contracts in blockchain and
Distributed ledger technology systems.

● ISO/TR 23576:2020: Blockchain and distributed ledger technologies – Security
management of digital asset custodians.

Standards Under Development.

● ISO/DTR 3242: Blockchain and Distributed ledger technologies – Use cases.
● ISO/WD TR 6039: Blockchain and Distributed ledger technologies – Identifiers

of subjects and objects for the design of blockchain systems.
● ISO/AWI TR 6277: Blockchain and Distributed ledger technologies – Data flow

model for Blockchain and DLT use cases.
● ISO/AWI 22739: Blockchain and Distributed ledger technologies – Vocabulary.
● ISO/DTR 23249: Blockchain and Distributed ledger technologies – Overview of

existing DLT system for identity management.
● ISO/DIS 23257: Blockchain and Distributed ledger technologies – Reference

Architecture.
● ISO/DTS 23258: Blockchain and Distributed ledger technologies – Taxonomy

and Ontology.
● ISO/AWI TS 23259: Blockchain and Distributed ledger technologies – Legally

binding Smart contracts.
● ISO/DTS 23635: Blockchain and Distributed ledger technologies – Guidelines

for governance.
● ISO/AWI TR 23642: Blockchain and Distributed ledger technologies –

Overview of Smart contract security good practice and issues.
● ISO/WD TR 23644: Blockchain and Distributed ledger technologies – Overview

of trust anchors for DLT-based identity management (TADIM).

Key takeaways: Since ISO standards cover many aspects of daily life and
business, it has an advantage from the interoperability perspective in blockchain
standard suite. ISO/TC 307 starts from the basics of blockchain technology,
and with internal liaisons with other SCs and TCs in ISO/IEC, TC 307 may
potentially have higher leverage on expertise and application scenarios than
other SDOs.

11.3.4 Regional, National, and Industrial Blockchain Standards

Besides international SDOs discussed above, there are a number of regional,
national, and industrial blockchain standards are published or under develop-
ment. They are connected with ISO, ITU-T, and/or IEEE through membership or
liaison relationships.
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11.3.4.1 ETSI
European Telecommunication Standards Institute (ETSI) is an independent,
not-for-profit, standardization organization in the field of telecommunications,
broadcasting, and other electronic communications networks and services. ETSI
is officially recognized by European Union as one of the three ESO (European
Standards Organization). There are over 900 member organizations drawn from
65 countries and five continents including large and small private companies,
research entities, academia, government, and public organizations [24].

ETSI launched a new industry specification group (ISG) on permissioned
distributed ledger (PDL) in December 2018 with founding members Ericsson,
Huawei, Intel, Telefónica, Vodafone. The target adopters of PDL are industries
and governmental institutions. According to ETSI press release, the new group
will work on the operation of PDLs, business use cases, functional architecture
and solutions for the operation of PDLs, including interfaces/APIs/protocols and
information/data models as well as other topics [25]. PDL released the first batch
of group reports in February 2021. There are two other reports released earlier in
2020 on PDL landscape review [26] and PoC framework [27], respectively.

● ETSI GR PDL 002: “Applicability and compliance to data processing require-
ments” was published in November 2020 [28]. This report focused on the
scenario where data sources (sensors, gateways, etc.) interacted with PDL
platforms. Some topics including sensors/devices attributes, data privacy,
certifications are discussed in this report.

● ETSI GR PDL 003: “Application Scenarios” was published in Decem-
ber 2020 [29]. It introduced a high-level PDL reference framework, PDL’s
integration with ICT infrastructure, applications, and PDL governance.

● ETSI GR PDL 004: “Smart Contracts: System Architecture and Functional
Specification” was published in February 2021 [30]. It presented a reference
architecture of the smart contracts, its lifecycle phases, applications, and a
discussion on threats and limitations of smart contracts.

The ISG PDL plans to develop normative specifications based on published
reports and feedbacks from operational experience with emphasis on new
application environments enabled by the emergence of next-generation net-
working infrastructures [31]. Leveraging ETSI’s partner with the international
Third-Generation Partnership Project (3GPP), PDL may have advantages incor-
porating blockchain technologies with 4G and 5G mobile communications, and
machine-to-machine communications.

11.3.4.2 DIN in Germany
The DIN is the Standards Association of the German Industry. It was founded
in 1917 and became an ISO member in 1951 as the sole national standards
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organization for Germany. In 1961 DIN became a member of the European
Committee for Standardization (CEN). DIN publishes standards and speci-
fications (DIN SPECs). DIN SPECs were introduced in 2009 to allow faster
development without requiring full consensus.

DIN has published several DIN SPECs regarding Blockchain and DLT:

● DIN SPEC 3103: Blockchain and distributed ledger technologies in application
scenarios for Industrie 4.0 (June 2019)

● DIN SPEC 3104: Blockchain-based validation of data (April 2019)
● DIN SPEC 4996: Blockchain-based approach to the transfer of software licenses

(April 2020)
● DIN SPEC 4997: Privacy by Blockchain Design: A standardized model for pro-

cessing personal data using blockchain technology (April 2020).

DIN SPEC 4997 – Privacy by Blockchain Design [32] defines a standardized
model for processing personal data using blockchain technology. This DIN SPEC
classifies different approaches of handling personal data and exemplifies them
with architectural blueprints. The latter describes technical design patterns in
order to mitigate the risk and therefore raise the data protection level in an IT
system. It is guided by the European General Data Protection Regulation (GDPR)
and its “Privacy by Design” principle. The DIN SPEC 4997 committee claims to
provide:

● A description of the functional requirements for DLT systems, in particular
blockchain, to achieve compliance with GDPR requirements;

● A guide to the handling of personal data using blockchain technology;
● Architectural blueprints to illustrate the uses of blockchains to improve privacy;
● Procedures for business processes for the iterative maintenance and quality

assurance of data protection.

First, the chapter “GDPR awareness” discusses how to apply GDPR to DLT
systems. Then the chapter “Principles of data protection and their risks from
the perspective of Privacy by Design” introduces the principles of the GDPR
focused on the risk-based approach. It introduces “Privacy by Design” as a way to
mitigate these risks by technical measures. It links the legal principles to technical
measures like pruning, off-chain storage and hashing, K-anonymity, salting, ring
signatures, fully homomorphic encryption, secure multiparty computation,
trusted execution environments, and zero-knowledge proofs. Finally it provides
an architectural blueprint for an IT system processing personal data utilizing a
blockchain-based tamper-proof access log.

11.3.4.3 UNE CTN 71/SC307 in Spain
UNE is the Spanish Standardization Association within the Kingdom of Spain
for ISO, the National Body of Spain, committed since the beginning with the
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establishment of ISO/TC 307 and in particular worked on identity management.
Recently the Spanish Bulletin published the UNE 71307-1 Part 1: Reference
Framework: Decentralized Identity Management Model on Blockchain and
other Distributed Ledger Technologies [33] which is the world’s first standard on
decentralized digital identity for blockchain and distributed ledger technologies.

UNE Standard 71307-1 defines a generic reference framework for the
decentralized issuance, administration and use of attributes that facilitate the
characterization (identification) of individuals or organizations; allowing indi-
viduals to create and control their own digital identity in a self-managed manner,
without the need for centralized authorities.

Adoption of standardized models for decentralized management of identity
information is the optimal method that will ensure the security of organizations’
processes and individuals, protect their privacy while maintaining full control
over their individual identity and its use as opposed to centralized traditional
models where individuals have very little or no control over the use of their
identity. Among other advantages, it also helps preventing possible identity theft
on the Internet.

It considers several basic concepts and processes of decentralized identity
management to facilitate that the technological systems supporting them may be
compliant with the relevant business, contractual and regulatory requirements.
This standard has been developed in UNE’s CTN 71/SC 307 technical standard-
ization committee, with the participation and consensus of all its members.
The committee CTN 71 on digital enabling technologies was established as
part of the initiative of the Secretary of State for Digitization and Artificial
Intelligence.

The publication of the standard is a result of the culmination of intensive work
that began in July 2019 with the establishment of the CTN 71/SC 307 GT1 WG. It
will serve as the basis for the future development of other standards globally in the
field of decentralized management of identity information; therefore, the Spanish
standardization body has proposed that it become the European standard for the
European standardization bodies CEN and CENELEC.

11.3.4.4 LACChain Alliance in Latin America and the Caribbean
LACChain is the Global Alliance for the Development of Blockchain Ecosystem
in Latin America and the Caribbean led by the innovation lab of Inter-American
Development Bank (IDB Lab). LACChain has developed a techno-legal framework
based on a set of standards, protocols, technologies, rules, policies, and agreements
that enable the building of a multi-purpose blockchain network of networks that
is robust, reliable, sustainable, compliant with regulation, and scalable (the LAC-
Chain infrastructure). The LACChain infrastructure is provided as a public good
to Latin America and the Caribbean [34].
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One of the main characteristics of the LACChain Infrastructure is the capacity
to resolve disputes based on an underlying orchestration entity that is neutral and
agnostic to technology as well as accountable with privacy and data protection.
By the end of 2020, the LACChain Blockchain Network was being used for more
than 40 entities including governments, financial institutions, start-ups, multilat-
erals, and universities. They are leveraging it for a diverse spectrum of use cases,
including trade, digital diplomas, time-stamping, digital identity, procurement
processes, supply chain, and traceability of food products, among others.

The Self-Sovereign Identity (SSI) standards (e.g. decentralized identifiers and
verifiable credentials) are used across the LACChain Infrastructure and differ-
ent platforms and applications built on top of it. The use of SSI in LACChain is
aligned with the industry needs, respectful with the role of government in the
identification [35].

LACChain is also confronting the global pandemic by setup partnerships with
sustainable developing goals (SDG) 17 whereby it is deploying a COVID-Net
for universal use cases such as traceability of vaccines and digital vaccination
certificates.

11.3.4.5 ISO, ITU Participation, and National Blockchain Standards
for Financial Asset Management in Russia
In parallel with the works of ISO and ITU in the field of international standard-
ization of blockchain and DLTs, at the national level in Russia, similar works are
carried out by national technical committees on standardization, TC 26 “cryptog-
raphy and security mechanisms” [36] and TC 159 “distributed ledger technology
and blockchain software and hardware” [37].

National experts on standardization developed terms and definitions for
blockchain and DLTs [38], which were used to assess the compliance with
national legislation in the field of information security of the first information
system designed using blockchain and DLTs – “Masterchain” in Russia.

Terms and definitions for blockchain and DLTs were published by the national
standardization committee TC26. This document was applied to provide legiti-
macy to the first certified blockchain platform in Russia – “Masterchain.”

The technological architecture of the “Masterchain” was used in the devel-
opment of the reference architecture of the ITU-T Focus Group on Application
of Distributed Ledger Technology [39]. A description of the technology was
also presented in the ISO/DTR 23249 Blockchain and distributed ledger
technologies – Overview of existing DLT systems for identity management [40].

Technical Committee 159 works on the development of the guideline “Messag-
ing protocol for message exchange between DLT-platforms.” The guideline aims
to describe the principles of creating a consortium-based blockchain network with
an arbitrary number of DLT platforms as participants of consortium networks.
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At the level of national regulation in Russia, some laws were introduced to adopt
blockchain assets: “digital financial assets” and “digital currencies.” Special were
defined for a new type of non-credit financial institution and roles – “operator of
the information system for digital financial assets” [41].

The Bank of Russia produces research on the central bank’s digital currency
(CBDC) – “A Digital Ruble” [42]. At the moment, the Central Bank of Russia
started a public consultation. This research mentions blockchain and DLTs
for the purposes of CBDC, including various mechanisms for the technical
implementations of a CBDC, information security specifics of decentralized and
hybrid technologies.

To summarize, all this work aimed at formalizing the properties of blockchain/
DLT systems in order to make them interoperable with existing systems, and there
have been some successes along the way, but much remains to be done, especially
in matters of confidentiality and interoperability.

11.3.4.6 Blockchain Standards in China and Financial Sector Application
In order to standardize the development of applications based on DLT in the
financial sector, the People’s Bank of China has successively published two
industry standards, JRT 0184-2020 “Financial Distributed Ledger Technology
Security Specification” and JRT 0193-2020 “Blockchain Technology Financial
Application Evaluation Rules” [43, 44].

In February 2020, JRT 0184-2020 “Financial Distributed Ledger Technology
Security Specification” was released. It specifies the security system of financial
distributed ledger technology, including basic hardware, basic software, cryp-
tographic algorithms, node communications, ledger data, consensus protocols,
smart contracts, identity management, privacy protection, regulatory support,
operation and maintenance requirements, and governance mechanisms. It is
applicable to institutions engaged in the construction of DLS or service operations
in the financial field.

In July 2020, JRT 0193-2020 “Blockchain Technology Finance Application
Evaluation Rules” was released. This standard is based on JRT 0184-2020,
and it stipulates the implementation requirements, evaluation methods, and
criteria for the application of blockchain technology in the financial field. The
standard defined three levels of evaluation of blockchain financial applications
including basic requirements, performance, and security, so as to assess whether
the system can guarantee the safe and stable operations of financial facilities
and applications. It mainly targeted financial institutions to carry out product
design, software development, and system evaluation to financial applications of
blockchain technologies.

The releases of the two standards provide standardized guidelines for finan-
cial institutions to build blockchain systems and services. It helps financial
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institutions to implement system deployment and maintenance in accordance
with appropriate security requirements. It provides business assurance capa-
bilities and information risk-resistant capabilities for large-scale applications
of blockchain. It may be referenced for future blockchain applications in the
financial sector in China.

The Standardization Administration of China (SAC), a representative of China
in ISO, approved the first national blockchain-related project in December 2017.
The national blockchain and DLT standard committee was approved with 22
national standards plan that ranges from the basic blockchain and DLT technolo-
gies, services and applications, processes and methods, trust and interoperability,
and information security.

DCEP pilots in China: Electronic payment has spread to all aspects of life in
China, but all electronic payments require linking to a bank account registered
in China, which is the real-name registration account. The digital currency
DCEP (Digital Currency Electronic Payment) issued by the central bank is a
“digital payment tool with value characteristics.” It is essentially a substitute
for banknotes in its digital form. Its functions and properties are exactly the
same as banknotes (M0), and has features such as liquidity, storability, offline
transaction, controllable anonymity, non-forgeability, non-repeatable transaction,
and non-repudiation. DCEP is able to complete the payment without a user’s bank
account. It aims to reduce the degree of account reliance on transactions, which
is conducive to the circulation and internationalization of CNY. At the same
time, DCEP can realize real-time collection of data such as currency creation,
accounting, and flow, which provides a useful reference for currency placement
and monetary policy formulation and implementation.

DCEP’s design and issuance adopts a two-tier operating system of “People’s
Bank-Commercial Bank-Users” for R&D and exchange. The first layer is for
the central bank to issue and withdraw digital currency to commercial banks,
and the second layer is for commercial banks to encrypt the digital currency
amount and ownership authentication information are sent to the terminal for
acceptance, and the wallet data change is completed. The two-tier model can
effectively guarantee the purity of the creditor’s rights and debt relationships in
the existing monetary system. The centralized management model safeguards the
central bank’s authority in currency circulation, provides undifferentiated credit
guarantees for digital currencies, and provides basic support for the circulation of
digital currency.

Several pilot projects of the DCEP application were rolled out [45]. In January
2020, PBOC completed the top-level design, standard formulation, function
research and development, joint debugging and testing of DCEP. In March 2020,
experts from the National Development and Reform Commission recognized the
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importance of digital economy and accelerated the launch of DCEP. The first
batch of pilots are performed in developed cities of China.

In May 2020, DCEP was issued to Suzhou, Jiangsu Province, as a form of trans-
portation subsidy to employees of district-level agencies, institutions, and directly
affiliated enterprises. In October 2020, DCEP passed digital red envelope testing in
Shenzhen, which is in wider scope and more scenarios than the Suzhou pilot. The
retail merchants participant covers large commercial supermarkets, food catering,
retail supermarkets, and everyday life services. The Shenzhen pilot demonstrated
the advantages of digital currency in consumer retail. In December 2020, another
Jiangsu pilot launched DCEP red envelopes that were worth 100 000 digital RMB.
This is the first time in the DCEP tests that payment were completed without a pay-
ment network. As more pilots rolled out, through the continuous development of
DCEP and the improvement of various functions, DCEP may be promoted and
used on a larger scale in the future.

11.3.4.7 Blockchain Standards in Communication Networks
Blockchain technology and governance stacks support services and applications
such as trusted data exchanges, distributed financial applications for enterprises
and governments as the “trust infrastructure.” In fact, the building blocks of
blockchain exploit the communication networks that provides communication,
networking, storage, and computing capabilities. Standing at the OSI Network
Model’s point of view, blockchain services and applications are built on top of the
underlying communication networks that may be managed under a distributed,
consensus-based, incentive-supported governance model depending on the
specific requirements of the scenario.

As discussed in Section 11.3.4.1, ETSI ISG PDL identified Internet service
provider (ISP) application on Internet resources management. IETF launched a
Distributed Internet Infrastructure research group (DINRG) in September 2017
to investigate open research issues in decentralizing infrastructure services such
as trust management, identity management, name resolution, resource/asset
ownership management, and resource discovery [46] and there are no documents
available yet. According to the TMF report [47], communication service providers
(CSP) including Telefonica, Globe Telecom, Deutsche Telekom, Vodafone,
AT&T, Colt Technology Services, SoftBank conducted research and completed a
number of PoCs on settlement, roaming, payments, identity management, and
authentication in cross-carrier and/or cross-border scenarios.

There are potential benefits of blockchain for a number of collaborative
network control and management tasks including domain networking, network
slicing, spectrum sharing, and identity management. In 5GPPP key achieve-
ments v 3.0, blockchain is listed under “Security, Privacy and Resilience”
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category as authentication and authorization mechanism [48]. The deliver-
able presented 5G use case in smart energy vertical that integrated the NRG-5
networking VNFs (Virtualized Network Function) with blockchain-based identity
management [49].

Key takeaways: Collaboration among International SDOs, regional, national,
and industrial SDOs and alliances are established to work on blockchain stan-
dards, promotion, and pilot projects. The terminology and basic components of
blockchain will reach consensus within the trading boundaries, if not at global
scale but at least by industrial sector. The standardization of interoperation
between blockchain and existing infrastructure may be driven by CSPs and
ISPs. Regarding blockchain applications in industrial verticals, the degree of
standardization will vary by industrial characteristics such as power of customer,
power of provider, regulation, and legality. Examples above show that blockchain
applications in IoT, finance, and banking would have higher level of matureness
compared to other sectors.

11.4 From Blockchain Standards to Industrial
Adoption

As introduced and discussed in Section 11.3, the participants in blockchain stan-
dards are mainly from industry and government regulation bodies. This sends a
message that while blockchain technologies are moving fast into pilots and trials
in various business scenarios, it was and will continue to be regulated due to its
embedded innovation from community design to financial applications.

● Blockchain standards before regulations
As much as the capital market and government are trying to regulate the space,
the prerequisite of jurisdictional regulation is international standardization.
Standards help to level out the playing field of the technology used, be trans-
parent to the mechanisms used and coordinate the various types of regulations
moving forward.
Taking web technologies as an example, Web 2.0 is mainly centralized,
rent-seeking, and requires plenty of human intermediaries as inputs. Web
3.0 seeks to elevate the foundational technology stack with decentralization,
revenue-generating economics and machines as intermediaries.
Thus, this is the reason that blockchain standards are so important. There are
different blockchain models and architectural structures. The different under-
lying foundational technology stack highlights the different types of economics
that will exist on the application layers of these technology stacks.
Standardization also aids in regulation, to better understand this pandora box,
and to constrain or mitigate its risks while allowing for innovation to flourish.
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● How blockchain standards (as Layer 1 technology protocols) can help with
enterprise applications?
Blockchain is a technology stack where innovative mechanisms and digital
solutions can be built upon. We saw more and more traditional industries
(e.g. agriculture, manufacturing) looking into digital transformation and
finally accepting that digitization is the basis of competitiveness. For example,
International SDOs and different levels of national and industrial organizations
identify blockchain as one of the enabling technologies for smart manufacturing
transformation.
Blockchain standards help enterprises be comfortable with investing in this
technology. One aspect in information economics is that enterprises invest
heavily in a legacy technology, which makes it difficult to switch to another
technology. It is both costly in monetary terms and the time and energy
required in training. The important decision-making variable is the risks
involved in this investment in not fully understanding the technology. Thus,
blockchain standards help to reduce these risks by defining and interpretating
the technology and its showcases in a broader scale, and signaling to decision
makers that these standards and protocols are adopted in similar business
scenarios. That means the investment will be put on an innovative yet known
technology that will bring more benefits than exposing risks, which justifies
the costly investment.
Standardization also plays an indispensable role in interoperability. Data and
digital information have to be able to speak to each other in various technology
stacks. Having international standardization helps to limit the interoperability
issues, which can be another cost to “translate” from one technology stack to
another.

● What is next for blockchain standards (Layer 2 protocols and application proto-
cols, such as CBDC)?
As the final chapter comes to a conclusion, it’s important to look ahead and
be prepared for what is next. As fascinating and promising blockchain can
be, crossing the chasm to mainstream adoption is yet to come. The key of
crossing lies in the matureness of technology, promotion and marketing, and
in blockchain’s case, the regulation. As mentioned previously, decentralization
changes the economics from rent-seeking to revenue-generating ecosystems.
Instead of the usual independent demand and supply, this is the design of such
new economics, where tokens can act as incentives to affect participants in the
system, be it machines (mining or validating) or people (transacting on-chain).
Blockchain’s layer 1 focuses its economics around computer and communi-
cation science, which is primarily driven by machines and smart contracts.
In the application layer, where there are more actions by human behaviors,
the economics around such ecosystems would be infinitely more complex.
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Some examples may include: central bank digital currencies as a country-level
application, decentralized finance or decentralized ownership of assets as a
citizen-level application.

In conclusion, blockchain standards are a great first step toward the future
being built. It is expected that top-down regulations in layer 1 technology stack,
and standardizations from bottom-up around the application and ecosystems
will be built on the layer 1 tech stack. Blockchain standards define the functions,
performance indicators, control, management, and governance mechanisms in
a vertical stack, as well as horizontal integration and interoperation with other
devices and systems.

List of Acronyms

3GPP Third Generation Partnership Project
CSP communications service provider
DCEP Digital Currency Electronic Payment
DIN Deutsches Institut für Normung
DLT distributed ledger technologies
EC European Commission
EEA Enterprise Ethereum Alliance
FG focus group
FIG International Federation of Surveyors
ICT Information and Communication Technology
IEEE Institute of Electrical and Electronics Engineers
IETF Internet Engineering Task Force
INATBA International Association for Trusted Blockchain Applications
IoT Internet of Things
ITU-T International Telecommunication Unit-Standardization sector
ISO International Organization for Standardization
ISP Internet service provider
OECD Organization for Economic Co-operation and Development
SBS Small Business Standards
SC Standards Committee
SDG sustainable developing goals
SDO Standard Development Organization
SG Study Group
SPEC specification
SWIFT Society for Worldwide Interbank Financial Telecommunication
TC Technical Committee
UNECE United Nations Economic Commission for Europe
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W3C World Wide Web Consortium
WG Working Group
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