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PREFACE

With this new edition we have, as usual, reorganized and thoroughly revised the preceding 
edition. The more prominent changes are new chapters on modeling, error estimation and 
convergence; modernization of the chapter on elastic-plastic problems; and inclusion of 
application problems in which a finite element analysis is planned and executed, and 
results are critically examined. Much of the latter material comes from the book Finite 
Element Modeling for Stress Analysis (Wiley, 1995; used by permission of the publisher).

This book steers a middle course between books that are quite elementary or favor 
applications to the exclusion of theory, and books that are strongly theoretical, advanced, 
or highly detailed. We believe this book is suitable for a first course in the subject and con­
tains enough material for a second course as well. Prerequisites are the usual undergradu­
ate courses in calculus, statics, dynamics, and mechanics of materials. Knowledge of 
matrix notation and elementary matrix algebra, as summarized in Appendix A, is also 
assumed. Concepts from other courses are introduced as needed. Prior knowledge of these 
concepts is not necessary but will, of course, smooth the way. Throughout the book we 
emphasize the more basic, simple, and useful concepts. Advanced techniques are left to 
references cited. Tens of thousands of references are available; we cite only those that 
seem most appropriate or most accessible. In most cases, a citation does not imply priority 
of discovery.

A course that leans toward practical application may emphasize Chapters 1, 2, 3, 9, and 
10. A course more oriented toward theory may emphasize other chapters. Wbrked-out 
solutions to analytical problems are available on a CD-ROM that the publisher will provide 
on request to instructors who adopt the book as a course text. The same CD also contains 
simple Fortran programs for linear time-independent, buckling, and vibration problems, 
into which the user can insert test code for element formulation and postprocessing such as 
stress calculation.

Our experience is that study of the theory of finite elements is not sufficient to produce 
competence in their use. Accordingly, we hope that students will be required to solve 
problems using software already written, with proper attention to planning the analysis, 
anticipating results, and properly checking the results. Computational problems are sug­
gested at the ends of several chapters. These problems are of simple geometry so that time 
need not be wasted on data input chores. More complicated problems can, of course, be 
chosen, but even simple problems reveal many misunderstandings about modeling, on the 
part of graduate students as well as undergraduates.

This book is not directed toward use of any particular software package. However, in asso­
ciation with the book, the publisher offers the finite element software VisualFEA, written by 
J. Y. Lee. This software addresses linear statics and dynamics, some nonlinear structural 
problems, seepage flow, and steady-state heat conduction. It includes powerful pre- and post­
processing and graphic display, and educational features not found in commercial software.

Our presentation of structural dynamics is partially based on course notes of Ted 
Belytschko. T. J. R. Hughes provided guidance. Jeff Crowell supplied helpful notes about 
plasticity. We are grateful to all.
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NOTATION

Symbols used throughout most of the book are listed. Symbols less frequently used, or 
that have different meanings in different contexts, are defined where they are used. Matri­
ces and vectors are identified by boldface type.

MATHEMATICAL SYMBOLS

an 
da

Rectangular matrix or square matrix, diagonal matrix
Column vector, row vector
Matrix transpose (thus { } = |_ J7)
Matrix inverse, transpose of inverse (= inverse of transpose)
Norm of a matrix or vector
Time differentiation; for example, u = du/dt. u = d2u/dr
Partial differentiation if the following subscript is a letter; for 
example w,x = dw/dx, = d2w/dxdy

T
, where n = n(ab a2> • • •»Represents an an an

dtZj 3^2 ^an1

LATIN SYMBOLS

A 
{a} 
B
[B] 
cm 
[C]
D 
{D}, {d} 
{D} -
d.o.f.
E 
[E] 
{F} 
f 
G 
h
I 
rij 
j 
[j] 
k 
[K], [k] 
[KJ, [kJ

Area or cross-sectional area
Generalized d.o.f. (also known as generalized coordinates)
Bulk modulus, B = E/(3 - 6p)
Spatial derivatives of field variables are [B] {d}
Field continuity of degree m (Section 3.2)
Damping matrix; constraint matrix
Displacement; flexural rigidity of a plate or a shell
Nodal d.o.f. of structure and element, respectively
Amplitudes of nodal d.o.f. (as in vibration or buckling)
Degree(s) of freedom
Modulus of elasticity
Matrix of elastic stiffnesses; [E] = £ in one dimension
Body forces per unit volume
Cyclic frequency of vibration, / = a)/2ir, flux
Shear modulus
Characteristic length; convective heat transfer coefficient 
Moment of inertia of cross-sectional area
Unit matrix, also called identity matrix
Determinant of [J]
Jacobian matrix (Section 6.2)
Spring stiffness, or bar stiffness AE/L, or thermal conductivity 
Conventional stiffness matrix of structure, element 
Stress stiffness matrix of structure, element

xv



xvi Notation

L,Lp 
I, m, n 
[M], [m] 
^els 
[N] 
O 
[0], {0} 
{P} 
p 
<7 
{R} 
{re} 
5 
T 
t 
[T] 
u,uQ 
U, V, w 
{u} 
V 
x,y,z

Length of element, length of structure
Direction cosines
Mass matrix of structure, element
Number of elements
Shape (or basis, or interpolation) functions
Order; for example O(h") = a term of order /z2
Null matrix, null vector
Externally applied concentrated loads on structure nodes
Pressure; degree of a complete polynomial
Distributed load, per unit length or per unit area
Total load on structure nodes; {R} = {P} + {re} 
Loads applied to nodes by an element (Section 2.5) 
Surface or surface area
Temperature
Thickness; time
Transformation matrix
Strain energy, strain energy per unit volume 
Displacement components in coordinate directions 
Vector of displacements, {u} = [w v
Volume
Cartesian coordinates

GREEK SYMBOLS

a
tn
{e}, {e0} 
t?
0x, Oy, 
[k], {k}
A
V
$

n
p
{«•}, {o-q}
°e
[*]
{$}
<^r<o2j

Coefficient of thermal expansion; penalty number
Jacobian matrix inverse, [T] = [J]-1
Vector of strains, vector of initial strains
A global error measure, computed from the gradient field
Rotation components about coordinate axes
Matrix of thermal conductivities, vector of curvatures
Eigenvalue; Lagrange multiplier
Poisson’s ratio
Damping ratio (ratio of actual damping to critical damping)
Reference coordinates of isoparametric elements
A functional; for example fl^ = potential energy functional
Mass density
Vector of stresses, vector of initial stresses
von Mises stress, Eq. 3.12-2 (also called effective stress)
Modal matrix
Surface tractions
Circular frequency in radians per second, spectral matrix



CHAPTER

INTRODUCTION

This chapter outlines the finite element method—what it is, to what problems it may be 
applied, and how it should be used. Details of these matters and appropriate theory occupy 
the remainder of the book.

1.1 FINITE ELEMENT ANALYSIS

Finite element analysis (FEA), also called the finite element method (FEM), is a method 
for numerical solution of field problems. A field problem requires that we determine the 
spatial distribution of one or more dependent variables. Thus we may seek the distribution 
of temperature in the piston of an engine, or we may seek the distribution of displacements 
and stresses in a paving slab. Mathematically, a field problem is described by differential 
equations or by an integral expression. Either description may be used to formulate finite 
elements. Finite element (FE) formulations, in ready-to-use form, are contained in general­
purpose FEA programs. It is possible to use FEA programs while having little knowledge 
of the analysis method or the problem to which it is applied, inviting consequences that 
may range from embarrassing to disastrous.

Individual finite elements can be visualized as small pieces of a structure. The word 
“finite” distinguishes these pieces from infinitesimal elements used in calculus. In each 
finite element a field quantity is allowed to have only a simple spatial variation, perhaps 
described by polynomial terms up to x2, xy, and y2. The actual variation in the region 
spanned by an element is almost certainly more complicated, so FEA provides an approx­
imate solution. Elements are connected at points called nodes (Fig. 1.1-1). The assem­
blage of elements is called a finite element structure, the word “structure” being used in a 
general sense to mean a defined body or region. The particular arrangement of elements is 
called a mesh. Numerically, an FE mesh is represented by a system of algebraic equations 
to be solved for unknowns at nodes. Nodal unknowns are values of the field quantity and, 
depending on element type, perhaps also its first derivatives. The solution for nodal quan­
tities, when combined with the assumed field in any given element, completely determines 
the spatial variation of the field in that element. Thus the field quantity over the entire 
structure is approximated element by element, in piecewise fashion. Although an FEA 
solution is not exact (unless the problem is so simple that FEA is probably inappropriate), 
the solution can be improved by using more elements to represent the structure.

FEA has advantages over most other numerical analysis methods, including versatility 
and physical appeal.

• FEA is applicable to any field problem: heat transfer, stress analysis, magnetic fields, 
and so on.

• There is no geometric restriction. The body or region analyzed may have any shape.

1



2 INTRODUCTION

Figure 1.1-1. A two-dimensional model of a gear tooth. All nodes and 
elements lie in the plane of the figure. Supports are not shown.

• Boundary conditions and loading are not restricted. For example, in stress analysis, 
any portion of a body may be supported, while distributed or concentrated forces may 
be applied to any other portion.

• Material properties are not restricted to isotropy and may change from one element to 
another or even within an element.

• Components that have different behaviors, and different mathematical descriptions, 
can be combined. Thus a single FE model might contain bar, beam, plate, cable, and 
friction elements.

• An FE structure closely resembles the actual body or region to be analyzed.
• The approximation is easily improved by grading the mesh so that more elements 

appear where field gradients are high and more resolution is required.

Other numerical methods have arisen since FEA appeared, but at present only FEA can 
confidently claim all these attributes.

Overview of the Book. The rest of this chapter elaborates on the foregoing remarks in an 
introductory way. The most easily understood finite elements are those for structures com­
posed of axial elements and beams. They are discussed in Chapter 2, along with some 
FEA procedures used with all element types. Simple triangular and rectangular elements 
for plane problems are discussed in Chapter 3. General formulation methods for finite ele­
ments are treated in Chapters 4 and 5. Chapters 6 and 7 discuss arbitrarily shaped quadri­
lateral elements and elements that may have curved sides. Chapters 8 through 10 discuss 
modeling procedures, sources of error, and how a sequence of analyses with successively 
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refined meshes may be deemed to be adequately converged. Chapters 11 through 13 deal 
with the application of FEA to dynamics and vibrations, thermal problems, and a few 
problems that involve fluids and incompressible media. Chapters 14 through 18 are 
devoted to topics in structural mechanics, including material nonlinearity. Appendices 
deal with matrix manipulations, equation solving, and eigenvalue extraction.

Over many years, element formulations and analysis procedures have been modified, 
extended, and fine-tuned to improve performance. Throughout the book we emphasize the 
more basic concepts, elements, and procedures. Refinements are often beyond the scope 
of this book but are included in commercial software and are described in references cited.

1.2 PROBLEM CLASSIFICATION,
MODELING, AND DISCRETIZATION

Classification. The first step in solving a problem is to identify it. What are the more important 
physical phenomena involved? Is the problem time-independent or time-dependent? (In stress 
analysis terminology, we ask whether the problem is static or dynamic.) Is nonlinearity involved, 
so that iterative solution is necessary? What results are sought from analysis? What accuracy is 
required? Answers to such questions influence how much information must be gathered to carry 
out an analysis, how the problem is modeled, and what method of solution is adopted.

A complicated problem may not lie entirely in one category. An example is a fluid-structure 
interaction problem, such as earthquake excitation of a storage tank that contains liquid. 
Motion of the liquid makes a thin-walled tank deflect, and deflection modifies the liquid 
motion. Therefore, structural displacement and fluid motion fields cannot be considered sepa­
rately; calculations must take their interaction into account. This example involves what may 
be called direct or mutual coupling, in which each field influences the other. There is also 
what may be called indirect or sequential coupling, in which only one field influences the 
other. An example is ordinary analysis for thermal stresses, where temperature influences 
stresses but stresses have negligible influence on temperature.

Modeling. An analytical method is applied to a model problem rather than to an actual 
physical problem. Even laboratory experiments use models unless the actual physical struc­
ture is tested. A model for analysis can be devised after the physical nature of the problem 
has been understood. In modeling, the analyst seeks to exclude superfluous detail but 
include all essential features, so that analysis of the model is not unnecessarily complicated 
yet provides results that describe the actual problem with sufficient accuracy. A geometric 
model becomes a mathematical model when its behavior is described, or approximated, by 
selected differential equations and boundary conditions. The equations, depending on their 
particular forms, may incorporate restrictions such as homogeneity, isotropy, constancy of 
material properties, and smallness of strains and rotations.

It is important to recognize that FEA is simulation, not reality. FEA is applied to the 
mathematical model. Even very accurate FEA may be at odds with physical reality if 
the mathematical model is inappropriate or inadequate.

A mathematical model is an idealization, in which geometry, material properties, loads, 
and/or boundary conditions are simplified based on the analyst’s understanding of what 
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features are important or unimportant in obtaining the results required. As examples in stress 
analysis, material may be regarded as homogeneous, isotropic, and linearly elastic (although 
common materials are otherwise); a load distributed over a small area may be regarded as 
concentrated at a point (which is not physically possible); a support maybe designated as 
fixed (although no support is completely rigid); a reentrant comer may be introduced but 
high stresses there ignored (if stresses elsewhere are sought); and an almost-flat structure may 
be modeled as two-dimensional (if stress variation in the thickness direction is considered to 
be practically zero, or regarded as linear as it often is for bending). Behavior of an 
axisymmetric pressure vessel might be described by equations of axisymmetric elasticity or 
by equations of axisymmetric shells, depending on whether the wall thickness is judged to be 
thick or relatively thin. Modeling decisions such as these precede FEA.

Discretization. A mathematical model is discretized by dividing it into a mesh of finite 
elements. Thus a fully continuous field is represented by a piecewise continuous field 
defined by a finite number of nodal quantities and simple interpolation within each ele­
ment. Clearly, discretization introduces another approximation. Relative to reality, two 
sources of error have now been introduced: modeling error and discretization error. Mod­
eling error can be reduced by improving the model; discretization error can be reduced by 
using more elements. Even if discretization error could be reduced to zero, reality is not 
perfectly represented because modeling error remains. Also, as a computer does arith­
metic, it introduces numerical error by using numbers of finite precision to represent data 
and the results of manipulation. Numerical error is usually small but can be made large by 
some physical situations and by poor discretization.

As a very simple example of modeling and discretization, consider a tapered support 
post, as in Fig. 1.2-1. Its cross-sectional area varies from at the bottom to At at the top. 
In modeling, we elect to show the ground as a rigid support. Once we have omitted defor­
mation of the ground from the model, deflection at the top is due entirely to shortening of 
the post, and stresses at the bottom differ in magnitude and distribution from stresses in 
the actual post. We may presume that the state of stress is uniaxial at every cross section, 
which is an acceptable approximation if taper is slight. In the mathematical model of 
uniaxial stress, the axial coordinate is the only independent variable. This representation is 
consistent with uniform stress across the bottom. Similarly, in this model the manner of 
load distribution on top does not matter; only its magnitude P is important. The distributed 
load of the post’s own weight usually may be neglected. We may also assume that the 
model material is homogeneous and linearly elastic. Thus, if the material is concrete, we 
ignore its cemented-particle structure and consequent local stress variations, and ignore 
nonlinearity in its stress-strain relation.

For uniaxial stress and linear elasticity, we can obtain a valid discretized model by rep­
resenting the tapered model by a stack of uniform members, each of elastic modulus E but 
different cross-sectional area A, as shown in Fig. 1.2-1. Discretization error can be reduced 
by increasing the number of members. This manner of discretizing a tapered structure is 
not at all new, but it can be regarded as a simple instance of FEA, as explained in the next 
section.

After completing an analysis, it is important to check the results. In Fig. 1.2-1 it is obvi­
ous that, prior to discretization, axial stresses throughout the model have magnitudes 
between P/A^ and P/At. Even simple checks such as this may detect a large error, due 
perhaps to a blunder in data input.
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Discretized models

Physical 
representation

^3

Finite element 
representation

Figure 1.2-1. Steps in 
modeling and FE 
analysis of a tapered 
support post.
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1.3 INTERPOLATION. ELEMENTS, NODES, 
AND D.O.F.

The essence of FEA is approximation by piecewise interpolation of a field quantity. Usu­
ally, polynomial interpolation is used. Here we illustrate the method by applying it to the 
tapered bar shown in Fig. 1.3-1, modeled as a problem of uniaxial stress. We will briefly 
describe a bar element and the nature of results it provides. The results have features in 
common with results produced by most other FE analyses, however complicated the phys­
ical problem may be.

Mathematical model Finite element model

Axial stress

Figure 1.3-1. A tapered bar, discretized by three uniform two-node elements.

FEA

Exact
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Bar Element. Figure 1.3-1 shows a discretization of a tapered bar into three elements, 
each uniform, linearly elastic, and of length L. The field quantity is axial displacement w. 
Along a typical element, say the middle one, u is stated in terms of nodal displacements w2 
and u3 by the equation *

u = 5 
w2 + (1.3-1)

where 5 is an axial coordinate along the element. Clearly, Eq. 1.3-1 expresses a linear vari­
ation of u with 5 that has values u = u2 at s = 0 and u = at s = L. The same form 
applies to the rightmost element, but with nodal displacements w3 and w4. Similarly the 
form applies to the leftmost element, but with = 0 because the left end of the structure 
is fixed. Linear displacement u = u(s) dictates that axial strain s is constant over an ele­
ment. From the stress-strain relation a = Ee and the elementary definition of strain as 
change in length divided by original length, and with = 0, we obtain the following 
expressions for axial stress in the respective elements of Fig. 1.3-1.

°l-2 = E— CT2-3 = E ~ a3-4 = E L (1.3-2)

The problem of Fig. 1.3-1 is simple enough that the FE solution can be obtained without 
matrix formulations and systematic manipulation procedures. Instead we solve for nodal 
displacements using methods of elementary mechanics of materials, as follows.

The three bar elements are each uniform, of respective cross-sectional areas 6A, 4A, 
and 2A, which are cross-sectional areas of the tapered bar at element midpoints. Nodal dis­
placements can be obtained from the elementary expression for elongation of a bar under 
axial load. Thus

PT PI PL
‘ 0 “2 ’ 6AE ’ “2 + 4AE “4 = “3 +2AE <I3"3)

These displacements can be expressed in terms of overall length L? by the substitution 
L = Lt/3. Next, element stresses can be obtained from Eqs. 1.3-2. To check results, we 
can simply divide load P by element cross-sectional areas, because this simple problem is 
statically determinate.

Results are plotted in Fig. 1.3-1. The displacement plot is reminiscent of using straight 
lines for numerical interpolation between points on a continuous curve, but here points do 
not lie on the correct curve. In other words, nodal values of field quantities are not exact. 
The cause is discretization error. Only for certain very simple problems are nodal values 
exact. “Exact” means full agreement with behavior of the mathematical model, not neces­
sarily agreement with physical reality. The stairstep axial stress plot shows that stresses in 
this example are accurate at element centers. Elsewhere stresses are represented less accu­
rately than displacements, as should be expected in FEA results because most types of 
finite elements are based on displacement fields, and stresses are usually computed from 
displacement gradients.

An alternative form of Eq. 1.3-1 is

u = ai + a25 (1-3-4)
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where and a2 are constants that can be expressed in terms of u2 and u3 by requiring that 
u = u2 at 5 = 0 and u = w3 at s = L. The az- are known as generalized coordinates or 
generalized degrees of freedom. The term “degrees of freedom” is abbreviated “d.o.f.” and 
is explained at the end of this section. ’

Other Elements. From Figs. 1.1-1 and 1.3-1 one may surmise (incorrectly) that an FE 
discretization is obtained by conceptually sawing an actual structure into small fragments 
and then reconnecting them at convenient points. If applied to the gear tooth of Fig. 1.1-1, 
this process would result in triangular fragments connected at comer and midside nodes. 
Such a patchwork would be weaker than the actual structure, with strain concentrations 
near nodes, sliding of some fragments on one another, and gaps between others. These 
defects do not arise in FEA because elements are based on simple fields, which do not 
contain terms capable of representing a strain concentration, and which provide interele­
ment compatibility.1 Fields used for some simple two-dimensional elements are as fol­
lows. In subsequent chapters we explain how these fields are used in FEA.

Figure 1.3-2a shows a three-node triangular element that can represent a two-dimensional 
field = <Kx,y). As examples, </> might represent temperature, voltage, hydraulic head in 
seepage flow, or lateral deflection of an inflated membrane. In the form of Eq. 1.3-4, the ele­
ment field is

</> = + a2x + a3y (1.3-5)

The three at can be expressed in terms of values of <f> at the three element nodes, as will be 
shown in Chapter 3. Figure 1.3-2b shows that a mesh of these elements approximates a 
smooth function </> = </>(x,y) by a surface of triangular facets. The four-node rectangular 
element shown in Fig. 1.3-2b has the field

+ a2x + a$y +a^xy (1.3-6)

and the six-node triangular element with midside nodes has the field

(/> = ai + a2x +a^y + a^x2, +a$xy + a^y2 (1*3-7)

The four-node rectangular element displays cf> = (f)(x,y) over the element as a surface that 
may be flat or warped. The six-node triangular element can display a parabolic cf> surface. 
In all these elements, the variation of </> along an element edge is completely determined 
by values of at nodes on that edge. Therefore, adjacent elements that share nodes along 
a common edge automatically display the same function along the entire shared edge, 
and no incompatibilities such as gaps appear between elements.

Summing up, we may say that FEA is an analysis method in which a field variable is 
approximated by connecting simple interpolation functions, each defined over a small 
region. The region is called a finite element. The interpolation function (such as Eq. 1.3-5) 
is adapted to the number of nodes in the element type, and amplitudes of the are deter­
mined by numerical values of the field quantity at specific points called nodes. Elements

^ome elements, discussed subsequently, are incompatible. Along element edges, but not at 
nodes, gaps or overlaps can appear between adjacent elements. Such elements are formulated 
in a way that enhances coarse-mesh accuracy and causes incompatibilities to tend toward zero 
as a mesh is refined.
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6-node 
triangular 
element

3-node 
triangular 
element

4-node 
rectangular 
element

(a) (b)

Figure 1.3-2. (a) A three-node triangular element, (b) A smooth function </> = </>(x,y) can be 
approximated by various element types.

are connected at nodes, where they share values of the field quantity (and may also share 
one or more of derivatives of the field quantity, depending on element type). Nodes are 
also locations where loads are applied and boundary conditions are imposed.

Degrees of Freedom (d.o.f.). Degrees of freedom are independent quantities that govern 
the spatial variation of a field. For example, Eq. 1.3-7 defines a field (j> = ^>(x,y) that has 
six d.o.f., namely the six at. Six nodal d.o.f. can be used instead to define the same field. 
Each element in Fig. 1.1-1 has 12 d.o.f., namely six nodal displacements iq that govern the 
x-direction displacement field u = u(x,y) and six nodal displacements that govern 
the y-direction displacement field v = v(x,y). The U} and are displacements of spe­
cific points; in general the are not.

1.4 EXAMPLE APPLICATIONS.
HISTORY OF FEA

Applications. Figure 1.4-1 shows an application of FEA that dates from 1965 [1.1]. The 
structure is an axisymmetric solid, whose axis of revolution lies above the cross section 
shown. Each finite element is a toroidal ring of triangular cross section. Each element has 
a node (or in this case a nodal circle) at each vertex. Field quantities at each node are tem­
perature for heat conduction analysis, and radial and axial displacements for stress analy­
sis. The same discretization can be used for both analyses. Computed nodal temperatures 
are transferred to the stress analysis model and used to determine thermal stresses.

In Fig. 1.4-2, FEA is applied to an induction motor. Only part of the motor is shown; 
symmetry is exploited by modeling only a repetitive portion. The mesh of triangular ele­
ments spans spaces between pole pieces as well as the pole pieces themselves. For magne­
tostatic analysis, nodal unknowns are values of the magnetic potential.

Examples of FEA could be given from many other areas of application. The concept of 
piecewise interpolation is common to all of them. However, familiarity with concepts of 
FEA does not confer competence in all applications. For example, the problem of Fig. 1.4-1
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Figure 1.4-1. Cross section of a multi-material rocket nozzle, showing construction (left 
portion) and possible finite element mesh (right portion), from [1.1].

poses no great challenge to today’s stress analyst, but if presented with the magnetics prob­
lem of Fig. 1.4-2, a stress analyst may not know what kind of result to seek or what input 
data is required. It is important to understand the physics of the problem.

FEA was accepted by industry soon after its introduction, for reasons suggested by the 
foregoing two applications. Finite elements can represent structures of arbitrarily complex 
geometry. A discretized model resembles the actual body or region. Each element can be

Figure 1.4-2. Part of an induction motor. Computed magnetic flux contours for zero rotor speed 
are shown by the right-hand figure. {Courtesy of A. O. Smith Corp., Data Systems Division, 
Milwaukee, Wisconsin.)
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regarded as a piece of the actual structure (but having idealized behavior). Systematic pro­
cedures of FEA allow calculations to be almost completely automated. Unfortunately, 
automation makes it possible to do FEA with so little understanding that results may be 
worthless. Some critics say that most FEA results are worthless. It is important to under­
stand how finite elements behave, and important to check for errors.

History. In 1851, to derive the differential equation of the surface of minimum area 
bounded by a given closed curve in space, Schellbach discretized a surface into right trian­
gles and wrote a finite difference expression for the total discretized area [1.2]. He pro­
posed no other application or generalization of the idea. FEA is now regarded as a way to 
avoid differential equations by replacing them with an approximating set of algebraic 
equations.

Starting in 1906, researchers noted that a framework having many bars in a regular pat­
tern behaves much like an isotropic elastic body [1.3,1.4]. Application to problems of 
plane elasticity and plate bending was reported in 1941 [1.5]. This work exploits well- 
known methods for analysis of framed structures but cannot be applied to bodies of arbi­
trary shape. Also, rather than discretization of a continuum into smaller pieces, structural 
members of a different type are substituted. The framework method may be regarded as a 
precursor to FEA rather than an early form of it.

The FE method as we know it today seems to have originated with Courant in his 1943 
paper, which is the written version of a 1941 lecture to the American Mathematical Soci­
ety [1.6]. Courant determined the torsional rigidity of a hollow shaft by dividing the cross 
section into triangles and interpolating a stress function </> linearly over each triangle from 
values of </> at net-points (or nodes, as we now call them). He does not mention Schell­
bach’s work. Courant notes that the method “suggests a wide generalization which pro­
vides great flexibility and seems to have considerable practical value.” Practical 
applications did not appear until aeronautical engineers developed the method, apparently 
without knowing of Courant’s work.

Engineers in the aeronautical industry made remarkable progress in the early to mid- 
1950s, although some of the work was not published until much later due to company poli­
cies. Early in this period, equations from conventional analysis methods were solved on the 
small computers then available. In the United States, conventional methods proved inade­
quate for wings of low aspect ratio, so Turner devised a three-node triangular element to 
model the wing skin [1.7]. In England, Taig did similar work [1.8]. In Germany, Argyris 
included FEA concepts in a set of influential papers about matrix procedures [1.9]. Details 
may be found in the references cited; see also [1.10-1.13].

The name “finite element” was coined by Clough in 1960. Many new elements for 
stress analysis were soon developed, largely by intuition and physical argument. In 
1963, FEA acquired respectability in academia when it was recognized as a form of the 
Rayleigh-Ritz method, a classical approximation technique. Thus FEA was seen not just 
as a special trick for stress analysis but as a widely applicable method having a sound 
mathematical basis. Papers about heat conduction and seepage flow using FEA appeared 
in 1965. General-purpose computer programs for FEA emerged in the late 1960s and 
early 1970s. Since the late 1970s, computer graphics of increasing power have been 
attached to FE software, making FEA attractive enough to be used in actual design. Pre­
viously, FEA was so tedious that it was used mainly to verify a design already com­
pleted or to study a structure that had failed.
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Computational demands of practical FEA are so extensive that computer implementa­
tion is mandatory. Analyses that involve more than 100,000 d.o.f. are not uncommon. It is 
no accident that developments in computers and programming languages were contempo­
raneous with early developments in FEA. *

The first textbook about FEA appeared in 1967 [1.14]. By 1995,Mackerle [1.15] estimated 
that about 3800 papers about FEA were being published annually, and that the cumulative 
total of FEA publications amounted to some 380 books, 400 conference proceedings, and 
56,000 papers (excluding papers on fluid mechanics). Mackerle also counted 310 general­
purpose FE computer programs.

1.5 SOLVING A PROBLEM BY FEA

Solving a practical problem by FEA involves learning about the problem, preparing a 
mathematical model, discretizing it, having the computer do calculations, and checking 
results. Most often, more than one cycle through these steps is required. Time spent by the 
computer is a small fraction of time spent by the analyst, but the analyst must have an 
understanding of what the computer is doing. Material of the present section is discussed 
in detail in Chapter 10.

Problem Classification. As summarized in Section 1.2, the analyst must understand, the 
nature of the problem. Without this step a proper model cannot be devised, nor can FEA 
software be told what to do. At present, software does not automatically decide that non­
linear analysis is to be undertaken if stresses are high enough to produce yielding, that 
buckling is to be considered if thin sections carry compressive load, and so on. Although 
the trend is for software to be given more decision-making capability, the analyst should 
not abdicate control. Software has limitations and almost certainly contains errors, yet the 
engineer, not the software provider, is legally responsible for results obtained.

Mathematical Model. Before undertaking FE discretization and a numerical solution, 
we devise a model problem for analysis. This step involves deciding what features are 
important to the purpose at hand, so that unnecessary detail can be omitted, and deciding 
what theory or mathematical formulation describes behavior. Thus we may ignore geo­
metric irregularities, regard some loads as concentrated, and say that some supports are 
fixed. Material may be idealized as linear and isotropic. Depending on the dimensions, 
loading, and boundary conditions of this idealization, we may decide that behavior is 
described by beam theory, by plate-bending theory, by equations of plane elasticity, or by 
some other analysis theory. The simplified problem, with the analysis theory to be applied 
in solving it, constitutes the mathematical model.

Because subsequent FEA is approximate and pertains only to the mathematical model, 
FEA is two or three steps removed from reality. Modeling decisions are influenced by what 
information is sought, what accuracy is required, the anticipated expense of FEA, and its 
capabilities and limitations. Also, initial modeling decisions are provisional. It is likely that 
results of the first FEA will suggest refinements, in geometry (perhaps by restoring geometric 
irregularities previously omitted), in applicable theory (perhaps by adding in-plane stretch­
ing terms to plate-bending theory), and so on.
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As an example of modeling, consider the very simple problem depicted in Fig. 1.5-la. 
The ring thickness (measured normal to the figure) is uniform and is considerably less 
than the ring diameter. The material is considered linearly elastic, homogeneous, and iso­
tropic. We ask for stresses and deflections due to the ring’s own weight as it rests on the 
ground. It is easy to arrive at the plane model in Fig. 1.5-lb, in which symmetry about the 
vertical centerline has been exploited. Details of pressure applied by the ground have been 
discarded, replaced by a point support. If mean radius 2? is perhaps 5t or more, the largest 
stresses in the actual problem are circumferential flexural stresses. Then the theoretically 
infinite stresses at D associated with a point support are not important (and could only be 
calculated as high stresses by conventional finite elements). A two-dimensional model is 
adequate. Instead, if the physical structure is not a ring but a long, thin-walled pipe, should 
the model be three-dimensional? Probably not. Stress analysts recognize that deflections 
and stresses are essentially constant along the length, that they vary only near ends, and 
that the variation has only a small effect on the largest magnitudes of deflection and stress. 
However, in a long pipe the situation is more nearly plane strain than plane stress. Thus the 
model is changed, and appropriate data must be supplied to software and appropriate anal­
ysis options chosen.

The foregoing conceptual models become complete mathematical models when we 
decide on the appropriate analysis theory. For a slender ring, it can be beam theory. For a 
not-so-slender ring, plane elasticity theory is appropriate. For a thin-walled pipe in which 
end effects are to be represented, thin-shell theory is appropriate. Elements based on the 
respective theories would be used for FEA of the respective mathematical models.

Why not use a three-dimensional model? After all, reality is always three dimensional, 
and elements for three-dimensional FEA are available. The reason is cost. Demands on the 
analyst’s time and computer resources are likely to increase by a factor of 10 or more in 
going from two dimensions to three.

Figure 1.5-1. (a) Ring in the 
vertical plane that rests on the 
ground, loaded by its own 
weight, (b) Mathematical 
model.
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A gear tooth poses a more complicated problem than the ring. In Fig. 1.1-1, supports are 
not shown. Is it satisfactory to impose full fixity along ABCD, where elastic support is 
actually provided by the remainder of the gear? An actual gear is not of uniform thickness; 
is a two-dimensional model satisfactory? Is load P uniformly distributed in the ^-direction 
across the tooth? If not, stresses will be considerably higher, and the situation cannot be 
considered two-dimensional.

Preliminary Analysis. Before going from a mathematical model to FEA, at least one pre­
liminary solution should be obtained, using whatever means are conveniently available— 
simple analytical calculations, handbook formulas, trusted previous solutions, or experiment. 
Some of this effort may lead to a better mathematical model. Subsequently it will be used to 
check computed results. If we do this work before FEA rather than after, we reduce a natural 
tendency to find answers that support whatever FEA results have already been obtained, 
especially if it took considerable effort to get them. It is easy to make mistakes in supplying 
data to software, and even a crude preliminary solution may detect a result that errs greatly 
due to a mistake in data input.

Preliminary analysis for the ring problem of Fig. 1.5-1 is easy if R is considerably 
greater than t. Formulas for deflection and stress in a slender ring are available in hand­
books [1.16], If R is comparable to t, these formulas are approximate but still useful for 
checking.

Finite Element Analysis. Use of general-purpose FEA software involves the following 
steps.

• Preprocessing: Input data describes geometry, material properties, loads, and bound­
ary conditions. Software can automatically prepare much of the FE mesh, but must be 
given direction as to the type of element and the mesh density desired. That is, the 
analyst must choose one or more element formulations that suit the mathematical 
model, and state how large or how small elements should be in selected portions of 
the FE model. All data should be reviewed for correctness before proceeding.

• Numerical analysis: Software automatically generates matrices that describe the 
behavior of each element, combines these matrices into a large matrix equation that 
represents the FE structure, and solves this equation to determine values of field 
quantities at nodes. Substantial additional calculations are performed if behavior is 
nonlinear or time-dependent. "

• Postprocessing: The FEA solution and quantities derived from it are listed or graphi­
cally displayed. This step is also automatic, except that the analyst must tell the soft­
ware what lists or displays to prepare. In stress analysis, typical displays include the 
deformed shape, with deformations exaggerated and probably animated, and stresses 
of various types on various planes.

Check the Results. First, we examine results qualitatively and ask if they “look right”—- 
that is, are there obvious errors? Have we solved the problem we intended to solve, or some 
other problem? Boundary conditions are often misrepresented; does the deformed FE struc­
ture show displacements where there should not be any? Are expected symmetries present 
in the results? If answers to such questions are satisfactory, FEA results are compared with
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(a) (b)

Figure 1.5-2. Stress bands in a portion of a mesh of rectangular elements, (a) Without 
nodal averaging, interelement discontinuity suggests how good or bad results are. 
(b) After nodal averaging, continuity prevails, but important information is lost.

solutions from preliminary analysis, and with any other useful information that may be 
available.

For example, let us qualitatively examine the problem of Fig. 1.5-1. Points along CD 
and AF should move downward but not left or right. Points along BE should move down­
ward and rightward. Vertical stresses should be compressive near B and D. Horizontal 
stresses should be tensile near A and C, compressive near D and F. Stresses normal to 
boundaries ABC and DEF should be zero, but will not be exactly so because the solution is 
approximate. Similarly, due Io symmetry, shear stress should be zero along CD and AF. 
and stress contours of flexural stress should be normal to CD and AF. but will not be 
exactly so.

One way to judge the adequacy of a discretization is to look at plots of stress (or plots of 
heat flux in thermal analysis). Software can plot either stress contours or “stress bands." 
which are zones of color. Different colors are used for different levels of stress. Stress is 
related to gradients of the field quantity, and gradients in a given element depend on field 
quantities at nodes attached to that element only. Therefore, as will be shown subse­
quently, stress bands are discontinuous across interelement boundaries. Strong discontinu­
ities indicate too coarse a discretization, whereas practically continuous bands suggest 
unnecessarily line discretization [1.17]. In Fig. 1.5-2a, bands are discontinuous but not 
badly so, and the discretization may be adequate for the purpose intended.

Software can be instructed to display bands computed from nodal average values of 
stress (or of flux). Thus interelement discontinuities are removed. The resulting picture is 
visually more pleasing, but information useful in judging the quality of computed results 
is lost. Bands plotted from nodal averages, Fig. 1.5-2b, may suggest that results are of 
higher quality than is actually the case.

Expect to Revise. Rarely is the first FE analysis satisfactory. Obvious blunders must be 
corrected. Uncomfortably large discrepancies between what is expected and what is com­
puted demand explanation. Either physical understanding or the FE model, or both, may­
be at fault. Disagreements must be satisfactorily resolved by repair of the mathematical 
model and/or the FE model. After another analysis cycle, the discretization may be judged
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START

Figure 1.5-3. Outline of a finite element analysis project.

inadequate, perhaps being too coarse in some places. Then mesh revision is required, fol­
lowed by another analysis.

In analyzing a new problem, it is almost always appropriate to begin with a simple FE 
model, to which detail is added as the analyst learns more. Each revision is an expected 
step on the way to an adequate solution, not a penalty for failure in the preceding attempt.

The flow of an analysis project by FEA is outlined in Fig. 1.5-3.

1.6 LEARNING AND USING FEA

Why study the theory of FEA? Satisfactory elements and versatile analysis procedures are 
already available in widely used software, and software has become so accommodating 
that even an inept user can obtain a result. Seasoned practitioners stress that reliable 
results are obtained only when the analyst understands the problem, how to model it, 
behavior of finite elements, assumptions and limitations built into the software, input data 
formats, and when the analyst checks for errors at all stages. It is not realistic to demand 
that analysts understand details of all elements and procedures, but misuse of FEA can be 
avoided only by those who understand fundamentals. For example, it is important to real­
ize that each individual element has very limited ability to represent spatial variation of the 
field quantity, and to understand how this ability differs from one element type to another.

Older engineers sometimes complain that younger engineers have naive faith in com­
puter programs, value computer skills over analytical skills, and lack the ability to produce 
“ballpark” answers. Such deficits can be overcome while learning FEA. A student can use 
FEA to analyze problems for which results are already available and known to be reliable, 
discovering and fixing the inevitable mistakes in modeling, data input, and software 
options until computed results agree with established results. Problems for which results 
are not available can be solved analytically—crudely if necessary—and then solved by 
FEA, with the process repeated until results are reconciled. This exercise will improve 
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analytical skills as well as FE skills. Initial failure to achieve agreement may be discourag­
ing, but it is more instructive than success.

A study of computer misuse in engineering [1.18] considers cases in which incorrect 
results caused damage in the form of expensive delay, a need to redesign, poor perfor­
mance, or even collapse. Of 52 cases cited, 7 were due to hardware error, 13 to software 
error, 30 to user error, and 2 to other causes. User error was usually associated with poor 
modeling, and sometimes with poor understanding of software limitations and input data 
formats. Most errors could have been caught early had users been careful to check results. 
Often, after damage was done, the cause of the trouble was found by consultants who used 
hand calculation to check computer output.

A cautionary example is depicted in Fig. 1.6-1. Here a straight beam with hinge sup­
ports is loaded by a pressure pulse that causes yielding of the material and vibration of the 
beam. Analysis seeks to track lateral displacement at the midpoint as a function of time. 
Results plotted come from 10 reputable analysis codes operated by users regarded as 
expert [1.19]. Yet if any of the curves is correct, we cannot tell which one it is. Admittedly, 
the problem is difficult: results indicate “strong sensitivities of both physical and computa­
tional nature” [1.19]. This example reminds us that analysis software is based on theory 
and approximation, and that a user may push the software beyond its range of validity 
[1.20].

l-ms pressure pulse

—H 20 mm H— 1 
------*

4 mm

Figure 1.6-1. Lateral midpoint displacement versus time for a beam loaded by a pressure pulse 
[1.19], reproduced courtesy of ASME. The material is elastic-perfectly plastic. Plots were 
generated by various analysts and various software packages.
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ANALYTICAL PROBLEMS

1.3-1 (a) For the problem of Fig. 1.3-1, determine both exact and finite element vdues of 
axial displacement u at x = LT/3, x = 2L7/3, and x = Hence,, verify the 
plots of u versus x.
(b) In similar fashion, verify the plots of a versus x in Fig. 1.3-1.

1.3-2 Strain £x is given by the expression £x = du/dx. What expression for sx is obtained 
when u in a four-node plane element is given by the right-hand side of Eq. 1.3-6? 
For a mesh of such elements, what can you say about interelement continuity of ex?

1.3-3 (a) In a three-node triangle, field quantity <p can be written as <f) = + a2x +
where the are generalized d.o.f. For the particular shape of triangle shown, 
express $ in the form +f2<f>2 +fi<t>3, where the/- are functions of x, y, a,
and b. Suggestion: Obtain three equations for the from the conditions </> = <£>] at 
x = y = 0, (f) - (f>2^tx = a andy = 0, and </> = </>3 atx = 0 andy = b.
(b, c, d) In similar fashion, obtain expressions (f> = + /2</>2 +/3<fo for the trian­
gles shown.

1.3-4 For the plane quadrilateral element shown, imagine that field quantity <f> has the 
form (f> = + a2x + a3y + a4xy, where the are generalized d.o.f. How does
vary with x or y along each side? Do you think this element will be compatible with 
neighboring elements that may be attached to it?

Problem 1.3-4 Problem 1.4-1

1.4-1 The sketch shows a propped cantilever beam under uniformly distributed load, as it 
might be sketched in a book about mechanics of materials. What idealizations of 
reality may have been introduced in arriving at this model?

1.4-2 A cylindrical pipe, shown in cross section, has nominal temperatures T\ on the 
inside and T2 on the outside. The standard analytical solution for temperature T at 
arbitrary radius r in the pipe is
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T = Tj + (T2 - Tj)
InCr/rp
InC^/rJ

However, actual circumstances may differ sufficiently from the ideal that this equa­
tion is not accurate enough, and temperature distribution must instead be deter­
mined from FEA. What are some of these circumstances?

Problem 1.4-2 Problem 1.4-3

1.4-3 The sketch shows the cross section of a concrete gravity dam. The V symbols indi­
cate water surfaces. Imagine that stress analysis for loading due to hydraulic pres­
sure is required. Has anything of importance been omitted from the sketch? What 
considerations influence the mathematical model devised? What additional infor­
mation will be needed before undertaking numerical analysis?

1.4-4 In the gravity dam of Problem 1.4-3, imagine that the rock is slightly porous and 
that analysis for seepage flow under the dam is required. Answer the questions 
posed in Problem 1.4-3.

1.4-5 Two steel plates are connected by a single rivet to form a lap joint, as shown. Axial 
load is applied. If accurate and detailed stress analysis is required, what aspects of 
material properties, geometry, and loading must be considered in planning an analysis?

Problem 1.4-5



CHAPTER ,

ONE-DIMENSIONAL ELEMENTS AND 
COMPUTATIONAL PROCEDURES

We consider straight elements that have a node at each end, and apply physical arguments 
to obtain matrices that represent element behavior. Then we use these comparatively simple 
elements and matrices to explain computational procedures that are generally applicable in 
FEA, regardless of element type. Thus in this chapter we survey the entire computational 
process of linear static FEA: formulation of element matrices, their assembly into a struc­
tural matrix, application of loads and boundary conditions, solution of structural equations, 
and extraction of gradients (element strains and stresses, in this chapter).

2.1 INTRODUCTION

One-dimensional elements include a straight bar loaded axially, a straight beam loaded lat­
erally, a bar that conducts heat or electricity, and so on. In structural terminology, a bar can 
resist only axial load, whereas a beam, in its most general sense, can resist axial, lateral, 
and twisting loads. In time-independent analysis, a truss of n members can be modeled by 
n bar elements, and a frame having n straight members usually requires n beam elements. 
A beam continuous over two or more supports can usually be modeled using one beam 
element per span between supports. Thus, when one-dimensional elements are used for 
static analysis, the discretization phase of modeling becomes trivial, and for stress analysis 
the name “matrix methods of structural mechanics” may be used in preference to “FEA.” 
However, bar and beam elements are provided in FEA software and are much used, both 
as stand-alone elements and in combination with finite elements of other types. For exam­
ple, beam elements can be attached to plate elements to model stiffened plates.

In this chapter we restrict our attention to linear problems, which means that material 
properties are essentially unchanged by loading (by force or moment, by temperature, by 
voltage, and so on). In mechanical problems, linearity also requires that deformations be 
small enough that equilibrium equations can be written using original geometry rather than 
deformed geometry. That is, we exclude nonlinear behavior such as yielding of steel, crum­
bling of concrete, opening or closing of gaps, and lateral deflection large enough to generate 
membrane-stretching action. Also, we consider only steady-state problems, which are 
called static or (more properly) quasistatic in structural mechanics. As an approximation, 
if a structure is loaded by a cyclic force whose frequency is less than about one-quarter the 
structure’s lowest natural frequency of vibration, the loading can be regarded as quasistatic, 
and analysis of the type described in the present chapter is acceptable.

A finite element has a characteristic matrix, which is a stiffness matrix for load-deformation 
analysis, a conductivity matrix for heat conduction analysis, and so on. One-dimensional ele­
ments are simple enough that the characteristic matrix can usually be formulated by the 
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“direct method”; that is, by physical reasoning. Symbolic methods of element formulation, 
discussed in subsequent chapters, are applicable to one-dimensional elements but are usually 
not needed for this purpose.

A one-dimensional element often incorporates the exact variation of the field quantity. 
For example, the usual mathematical model of a uniform beam loaded by concentrated lat­
eral forces displays a cubic variation of lateral displacement between load points. The 
standard beam element is also based on a cubic field, so an FE model built of beam ele­
ments, with nodes at load points, provides results in exact agreement with the mathemati­
cal model. Exact agreement is generally not achieved by an FE model of a plane or solid 
continuum, where element displacement fields are only approximate.

Regardless of the number or types of elements used, the computational procedure for 
time-independent FEA is as follows:

1. Generate matrices that describe element behavior.
2. Connect elements together, which implies assembly of element matrices to obtain a 

structure matrix.
3. Provide some nodes with loads.
4*  Provide other nodes with boundary conditions, which may be called support condi­

tions in structural mechanics.
5. The structure matrix and the array of loads are parts of a system of algebraic equa­

tions. Solve these equations to determine nodal values of field quantities.
6. Compute gradients: strains in structural mechanics, heat flux in thermal analysis, and 

so on.

In this chapter we use one-dimensional elements as vehicles for explanation of these pro­
cedures.

In this and subsequent chapters, we make displacements visible in drawings by showing 
them greatly exaggerated, following the usual practice.

2.2 BAR ELEMENT

Consider a uniform prismatic elastic bar element of length L and elastic modulus E. Often 
a bar element is represented as a line, as in Fig. 2.2-1, but the element has cross-sectional 
area A. A node is located at each end. For now, we allow nodes to displace only in the axial 
direction. Axial displacements at nodes are ux and u2. Internal axial stress crcan be related 
to nodal forces Fx and F2 by free-body diagrams, Fig. 2.2-la. In turn a is related to elastic 
modulus E and axial strain e = - uf)/L, as shown in Fig. 2.2-lb. Note that we adopt
a sign convention in which nodal forces and nodal displacements are positive in the same 
direction. From Fig. 2.2-1 we obtain

AE-(ul-u2) = Fx
or

AE. a p—(m2-Wi) = F2

“1

W2

F1

F2.

AF where k = (2.2-1)
Lt

k
-k k '
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F-| + Aa = 0 

cr = Ee

F2 — Aa = 0 
m2-Ui

F-t+AE UzLU1 =0

F2-AE Uz~U' =0

(b)

Figure 2.2-1. (a) A 
two-node bar element, 
showing internal stress 
cr and nodaj d.o.f. ux 
and u2. (b) Equilibrium 
equations, stress-strain 
relation, strain­
displacement relation, 
and nodal forces Fl 
and F2.

Obviously, for this element, equilibrium requires F{ = -F2. The matrix equation in
Eqs. 2.2-1 is abbreviated as

[k]{d} = ~{r} (2.2-2)

where [k] is called the element stiffness matrix. For the present two-node bar element with 
only axial displacements at nodes, [k] is the 2 by 2 matrix in Eq. 2.2-1. Vector {r} in 
Eq. 2.2-2 has a negative sign because we will use {r} to mean loads associated with ele­
ment deformation that are applied by an element to structure nodes to which the element 
will be connected. Thus forces -{r} = [F*  F2Jr are applied to the element.

Note that AE/L can be regarded as k, the stiffness of a linear spring. A bar and a spring 
have the same behavior under axial load and are represented by the same stiffness matrix.

In the stiffness matrix of Eq. 2.2-1, we see an instance of the following general rule.

A column o/[k] is the vector of loads that must be applied to an element at its nodes 
to maintain a deformation state in which the corresponding nodal d.o.f has unit 
value while all other nodal d.of. are zero.

For example, let ux = 0 and u2 = 1 in Eq. 2.2-1, so that the multiplication [k]{d) pro­
duces the second column of [k]. Thus,

k- -k
-k k

-1
1

AE J-l 
L

(2.2-3)
0
1

= k
1

which corresponds to Fig. 2.2-la when e = u2/L.

Heat Conduction. Let a uniform bar have cross-sectional area A, thermal conductivity k, 
and insulation that prevents heat transfer across its lateral surface (Fig. 2.2-2). According 
to the Fourier heat conduction equation, the rate of axial heat flow, q, is

A1dT (2.2-4)

where T is temperature relative to an arbitrarily chosen reference temperature (0 °C, per­
haps). SI units for q are W (watts). The negative sign indicates that the direction of heat 
flow is opposite to the temperature gradient dT/dx. Here dT/dx is independent of x 
because the bar is uniform and its lateral surface is insulated. Specifically, dT/dx = 
(T2-Tf)/L.
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Figure 2.2-2. Nodal heat flow in a uniform bar of cross-sectional area A whose lateral 
surface is perfectly insulated. Flows are shown for T} > 0 with Z2 = 0 and for 1\ = 0 
with T2 > 0.

In formulating the element we adopt the convention that heat flow q at ends of the bar is 
positive when heat flows out of the element, and thus positive when heat flows into struc­
ture nodes to which the element will be connected. This sign convention is analogous to 
that used with {r} in Eq. 2.2-2. We relate nodal temperatures to nodal heal flows by equa­
tions shown in Fig. 2.2-2. In matrix form, the equations in Fig. 2.2-2 are

Ak/L -Ak/LlfTJ 
-Ak/L Ak/L\|r2J |?2

(2.2-5)

in which the square matrix is the element conductivity matrix, analogous to the stiffness 
matrix of structural mechanics. In analogy to the argument associated with Eq. 2.2-3, a 
column of a conductivity matrix can be regarded as the vector of nodal heat flows associ­
ated with unit value of the corresponding nodal temperature and zero values of all other 
nodal temperatures (relative to the reference temperature).

Equation 2.2-5 is also applicable to a flat sheet of material whose opposite surfaces 
have different but uniform temperatures. Then L represents the sheet thickness. If A = 1 in 
Eq. 2.2-4, q can be interpreted as heat flow per unit area (see Eq. 2.2-9).

Structure Equations. Consider a structure built of two uniform elastic bars attached end 
to end, as shown in Fig. 2.2-3a. Only axial displacements are allowed. Stiffnesses of the
respective elements are kx and k2- The structure stiffness equation is

(2.2-6)

[K] is called either the structure stiffness matrix or the global stiffness matrix. This partic­
ular [K] is easily obtained by applying the general rule stated above Eq. 2.2-3. Thus, as 
shown in latter portions of Fig. 2.2-3, we activate each d.o.f. in turn, giving unit value to 
the activated d.o.f. while other d.o.f. are zero, and calculate the nodal forces required for 
static equilibrium. For each d.o.f. activated, we array nodal forces in a column, ordered by 
d.o.f. number, with negative sign if directed opposite to nodal displacement. Each such 
array is a column of [K].
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1 ® 2 @ 3 1 I “1 = 1 2 3
• >■ »< . • 

k-y ^1

(a) (b)

k-y k] + k% kg kg kg

(c) (d)

Figure 2.2-3. (a) Structure formed by two bar elements. (b,c,d) Nodal forces associated 
with unit displacement of each d.o.f. in turn.

An alternative way to obtain [K] is as follows. Imagine that the two elements in Fig. 2.2-3a 
are not yet connected but are provided with numbered ends: 1 and 2 for element 1, and 2 and 3 
for element 2. Separately, when expanded to “structure size,” stiffness matrices for elements 1 
and 2 can be written

M j 3 Wj w2 w3

k{ -ky O’ 0 0 o’

-k^ kx 0 and CM 1CM 

o

0 0 0 _ 0 -k2 k2 _
Element 1 Element 2

(2.2-7)

where appended column headings w15 w2, and m3 indicate d.o.f. activated to generate 
matrix columns. Added zeros in the matrix for (say) element 1 can be explained as 
follows. The row of zeros indicates that because element 1 is not connected to node 3, 
displacement of any node cannot cause element 1 to produce a force at node 3. The 
column of zeros indicates that displacement u3 does not strain element 1, so element 1 
applies no force to any node: Clearly, addition of the two matrices in Eq. 2.2-7 produces 
[K] of Eq: 2.2-6. In general, one can imagine a physical space, initially empty except for 
numbered nodes in their proper positions, that becomes a structure as elements are 
added. Simultaneously the structure stiffness matrix [K] becomes populated by addition 
of stiffness coefficients from elements. This process of building a structure matrix [K] 
from constituent element matrices [k] is called assembly.

Support conditions, more generally called boundary conditions, are discussed in Section 
2.7. For now we note only that if, for example, the left end of the structure in Fig. 2.2-3a is 
attached to a rigid support, then ux = 0, and the structure stiffness matrix that relates the 
remaining “active” d.o.f. w2 and u3 is

fcl + k2 -k2 [u2

-k2 k2 u3
(2.2-8)

from which u2 and w3 can be determined when loads F2 and F3 on structure nodes 2 and 3 
are prescribed. As with other stiffness matrices, columns of [K] in Eq. 2.2-8 can be obtained 
by activating d.o.f. in turn and calculating nodal loads required to maintain equilibrium.
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1

2

3

*1 '

 Figure 2.2-4. A two- 
material layered 
construction with

— temperatures Tr and T3 
at outer surfaces.

Structure matrices for problems of other types are assembled in similar fashion. For the 
thermal problem of Fig. 2.2-4, the structure equation for heat conduction is 

kx/ty 0

(k^/t^) + (k2/t2) -k2/t2

0 ^2^2 ^2^ ^2

71

T3.

f2 (2.2-9)

where kx and k2 are thermal conductivities of layers 1 and 2, and fyf2, and f3 are net rates 
of heat flow per unit area, positive when directed into imagined structure nodes at upper, 
intermediate, and lower surfaces, respectively. In the absence of a heat source or a heat 
sink along the interface between layers, continuity requires that f2 - 0. If Tx and T3 are 
prescribed, unknowns are T2,j\, and /3. Further, if > T3, it will be found that is posi­
tive, and /3 = because the problem is steady-state.

When [K] is assembled for an FE structure, however complex, computer software uses 
the addition process just described, but without formal expansion of element matrices to 
“structure size.” Generation of [K] is accomplished by starting with a null matrix [K] and 
then, for each element in turn, adding element stiffness coefficients to locations in [K] dic­
tated by the numerical labels assigned to structure nodes to which the element is attached. 
In Section 2.5 we will consider these details of assembly, and we will subsequently dis­
cuss loading, boundary conditions, solving equations for nodal quantities, and extracting 
element strains (or gradients) from the nodal solution.

2.3 BEAM ELEMENT

2D Beam Element. Let a uniform beam lie on the x axis. A 2D beam element has a node 
at each end. Each node has two d.o.f., namely, lateral translation and rotation (Fig. 2.3-la). 
Nodal rotations contain subscript z to denote that their vector representations point along 
the z axis, which is normal to the xy plane. Nodal loads, each positive if acting in the same 
direction as its corresponding d.o.f., are shown in Fig. 2.3-lb. To begin, we restrict lateral 
displacements to the xy plane and consider bending deformations only, assuming that 
transverse shear deformation can be ignored. That is, we use elementary beam theory, 
which is more formally known as Euler-Bernoulli beam theory. Transverse shear deforma­
tion is taken into account by Timoshenko beam theory [2.1], a name usually applied when 
beam vibration is studied. We will use the name for statically loaded beams as well.

Beam element stiffness matrices discussed in the present section are subject to restric­
tions stated in the Cautions subsection that follows Eq. 2.3-8.
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(a) (b)

(e) (f)

Figure 2.3-1. (a) Beam element in the xy plane and its nodal d.o.f. (b) Nodal loads associated with 
nodal d.o.f. (c-f) Dashed lines show lateral displacements due to bending associated with activation 
of each d.o.f. in turn. Formulas shown for v = v(x) are obtained from elementary beam theory.

With axial deformation d.o.f. omitted, the stiffness matrix of a 2D beam element is 4 by 
4. It can be constructed column by column. The jth column is the vector of nodal loads 
associated with unit value of-the jth d.o.f. and zero values for all other d.o.f. The load vec­
tor contains moments as well as forces. To obtain the column associated with we calcu­
late nodal loads shown in Fig. 2.3-lc. These loads are named fc21, and ^41 t0 
indicate that they will appear in rows 1, 2, 3, 4 and in column 1 of element stiffness matrix 
[k]. Loads are shown in the positive sense; that is, in the same direction as their associated 
d.o.f. To obtain and £21 we can apply handbook formulas of elementary beam theory by 
regarding Fig. 2.3-lc as a cantilever beam fixed at node 2 and loaded at node 1 by force fcn 
and moment fc21 such that = 1 and 0zl = 0. Thus

k„L3 k^L2 k..L2 k..L
= 1: = 1 = 0: = 0 (2-34)

where E is the elastic modulus and Iz is the moment of inertia of the beam cross-sectional 
area about a centroidal axis parallel to the z axis. Equations 2.3-1 yield

^11
12EA, 
T-

6EI
^21---------

L
(2.3-2)
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Now that kn and 316 known, fc31 and fc41 can be determined from considerations of 
static equilibrium. We elect to sum y-direction forces and moments about node 2:

fell +fc31 - 0 &21 + ^41 -knL = 0 (2.3-3)

From Eqs. 2.3-2 and 2.3-3 we obtain

12EI 
*31 “ 3 *41

L

_ 6EIz
~ L2

(2.3-4)

Similar analysis of the latter three parts of Fig. 2.3-1 provides terms in the latter three col­
umns of [k]. The complete 2D beam element stiffness matrix is

12EZz 6EIz ~i2EIZ 6EIz
-f t

L3 L2 L3 L2

6EIZ 4EIz -6EIZ 2EIz

[k] -
L2

-12EIZ
L 

~(>EIz

L2 

^z

L
-6EIZ

^1

(2.3-5)

L3 L2 L3 L2

6EIZ 2EIZ -6EIZ 4EIZ
_ L2 L L2 L

0z2

The column of symbols on the right is appended merely to indicate that [k] operates on the 
column vector of element d.o.f. {d} = 0zi v2 0z2\ .A different ordering of d.o.f. 
in {d} would change the ordering of coefficients in [k] but not their numerical values.

If the left end of the beam element is fixed so that v1 = 0 and 0zi =0, we obtain a 
structure with “active” d.o.f. v2 and 0z2. The stiffness matrix of this one-element cantilever 
beam is the lower right 2 by 2 submatrix in Eq. 2.3-5.

Generalizations. To allow the beam element to stretch as well as bend, we add axial 
translations u1 and u2to the array of nodal d.o.f., and expand [k] to size 6 by 6 by includ­
ing axial stiffness coefficients AE/L from Eq. 2.2-1. Also, we modify the bending stiffness 
terms to account for transverse shear deformation, thus producing a Timoshenko beam 
element. Its derivation, not presented here, may be found in several references, including 
[2.2-2.5]. See also Section 4.10. For deformation in the xy plane,

X 0 0 -X 0 0 Mj

0 Yi Y2 0 -I'l Y2 v\

[k] =
0 y2 Y3 0 -Y2 Y4

-X 0 0 X 0 0 “2

0 -y2 0 Y, -y2 v2

0 y2 Y4 0 -Y2 y3. 6z2

(2.3-6)
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where

4F 12£4 „ 6EIz .
v _ Y - ________ — K = _______ -___X — —T" 11 — 1 2L (l + 0y)L3 (l + </>y)L2, (237)

= (4 + ^)EZz _ (2-^)E7z = 12EZzfcy
3 (1+ <£>,)£ 4 (l + <^y)Z, y AGL2

and A/ky is the effective shear area for transverse shear deformation in the y direction. 
Commonly accepted factors are ky = 1.2 for a solid rectangular cross section, ky = 2.0 
for a thin-walled tube of circular cross section, and so on. More nearly exact factors appear 
in [2.1]. Note that as an element becomes more and more slender, <f)y approaches zero, so 
that flexure coefficients Y( reduce to coefficients seen in Eq. 2.3-5, where transverse shear 
deformation is neglected.

In Eq. 2.3-5, a rotational d.o.f. defines the nodal value of both beam slope dv/dx and 
rotation of the beam cross section. If transverse shear deformation is present, beam slope 
and cross-section rotation differ. Then 0zl and 0z2 must be regarded as rotations of beam 
cross sections at nodes.

3D Beam Element. We allow six d.o.f. per node: three translations and three rotations, as 
shown in Fig. 2.3-2. The w and 0y d.o.f. account for lateral deflection in the zx plane. The 
0X d.o.f. account for twist about the x axis, for which the stiffness coefficient is GK/L, 
where K is a property of the shape and size of the cross section. (Only for a circular cross 
section, either solid or a tube, does K become equal to J, the polar moment of inertia of the 
cross-sectional area about its centroid. For thin-walled open cross sections, such as those 
of standard I beams and channels, K is a small fraction of J.) Partitioned by nodes for the 
sake of clarity, [k] is

[k] =

X 0 0
Fl 0

*1

0 0 0
0 0 f2

0 -Z2 0

5 0 0
z3 0

*3

-X 0 0
0 -Fj 0

0 0 -Zj

0 0 0
0 0 z2 

o _-f2 q 

zoo
o

symmetric

0 0 0 
0 0 f2 

0 -Z2 0 

-5 0 0
0 Z4 0 

o q f4 

0 0 0

o o -y2 
0 Z2 0 

5 0 0
Z3 0 

^3

“1 

V1

W1 

°X1

*Z1 

“2 

v2 

w2 

°*2  

°y2 

*Z2

(2.3-8)

where 5 = GK/L, X and Yt terms are defined in Eq. 2.3-7, and Z(- terms are defined as in 
Eq. 2.3-7 but with interchange of subscripts. For example, Zx - 12EZ?/(I + </>z)L3 and
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Figure 2.3-2. Beam element 
on the x axis of a rectangular 

x coordinate system, with nodal 
d.o.f. used to define axial 
displacement, twisting, and 
lateral deflection in the y and z 
directions.

(f>z = 12EIykz/AGL2. Sign differences among Yt and Zr terms in Eq. 2.3-8 arise because of 
the positive directions assigned for nodal rotations in Fig. 2.3-2. For example, pro­
duces negative z-direction lateral displacement, whereas 0zl produces positive y-direction 
lateral displacement. In all cases, positive senses of nodal forces and moments have the 
same directions as their associated d.o.f. in Fig. 2.3-2.

When elements are assembled, as in Fig. 2.3-3a, element d.o.f. at a shared node are 
merged into a single set of “global” d.o.f. This process requires that “local” d.o.f. of each 
element (shown in Fig. 2.3-2) are mated to appropriate local d.o.f. of a connecting ele­
ment. At node B in Fig. 2.3-3a, for example, the axial translation d.o.f. of element AB is a 
lateral translation d.o.f. of element BC. In terms of d.o.f. in Fig. 2.3-2, u2 of element AB 
must be identified as the same d.o.f. as vx of element BC, and so on, which is most easily 
accomplished by applying a coordinate transformation to the d.o.f. of element AB before 
assembly of elements (see Section 2.4).

Cautions. It is assumed in the preceding development that axes y and z are principal cen­
troidal axes of the cross section. This assumption is true in the elementary case where 
y = z = 0 at the centroid and the cross section has at least one symmetry axis that is 
coincident with either axis y or axis z. If the cross section is unsymmetric, principal axes 
must be established by calculation [2.6]. If y and z were not principal axes, different terms 
would appear in Eq. 2.3-8, and there would be fewer zero coefficients, because activation 
of a d.o.f. would produce more nodal forces and moments.

When a member of noncircular cross section is twisted, cross sections “warp”; that is, 
cross sections do not remain plane. Channels, I beams, and other thin-walled open mem­
bers have low torsional stiffness, and their cross sections tend to warp appreciably when 
the member is twisted. Restraint of warping may have a large effect. For example, let 
member AB in Fig. 2.3-3b be an I beam five times as long as it is deep, with torque T

(b)

Figure 2.3-3. (a) A plane 
□ frame built of beam
■■"> > elements AB, BC, and 

T CD. (b) A beam fixed at
A and loaded by torque T 
at B.
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applied at end B. Complete restraint of warping at end A reduces rotation at B by about 
half and introduces axial normal stresses much larger than the torsional shear stress. In 
Fig. 2.3-3a, warping is at least partially restrained at lettered nodes, and such restraint 
influences response due to loads normal to the plane of the frame. ,

To account for full or partial restraint of warping, another d.o.f. must be added at each 
node, so that [k] for a 3D beam element becomes a 14 by 14 matrix. The added d.o.f. are 
rates of twist dOx/dx at nodes, each associated with a load term called a bimoment. Unfor­
tunately, commercial software typically allows only six displacement d.o.f. per node, so 
restraint of warping is ignored in beam elements.

Software may accept nodes on an x axis that does not pass through centroids of cross 
sections. Software may also accept a general shape for the cross section of a thin-walled 
member, so if that software is supplied with data about cross section geometry, it computes 
cross-sectional properties such as moments and product of inertia, sectorial properties, and 
locations of centroid and shear center. (The shear center is the point in a cross section 
through which transverse forces must be directed if a prismatic beam is to bend without 
twisting.) If centroid and shear center do not coincide, or if they do not lie on the x axis, 
coordinate transformation is required in formulating the element stiffness matrix, which is 
then more complicated than shown in Eq. 2.3-8. Similar considerations influence the mass 
matrix used for dynamics. If cross sections have shear centers that do not coincide with 
their centroids, a structure built of such members, even if planar and loaded in its plane, 
usually requires the d.o.f. of Eq. 2.3-8; the d.o.f. of Eq. 2.3-6 do not suffice.

Equation 2.3-8 is correct for a member of circular cross section, for which cross sec­
tions have no tendency to warp. It is also correct for a member whose cross section has 
two axes of symmetry (so that its shear center and its centroid coincide), whose centroid is 
on the x axis, and whose cross sections are free to warp when the element is twisted about 
its axis. The theory of finite elements for thin-walled open members is discussed in many 
references, of which we cite [2.7-2.12].

2.4 BAR AND BEAM ELEMENTS
OF ARBITRARY ORIENTATION

Elements discussed in Sections 2.2 and 2.3 lie along the x axis. For general use, elements 
must be capable of assuming any orientation in space. This capability can be provided by 
simple manipulation of element matrices already derived. For this purpose we regard the 
stiffness matrices of Eqs. 2.2-1 and 2.3-8 as stiffness matrices [kz] that lie on the x' axis of 
a “local” coordinate system x'y'z', which is arbitrarily oriented in a global coordinate sys­
tem xyz. To obtain an element matrix [k] that operates on d.o.f. referred to global coordi­
nates xyz, we apply a rotational coordinate transformation to [k'J.

The following rotational transformations do not alter intrinsic element properties. 
Rather, they alter the formal expression of element properties so that they agree with use 
of d.o.f. whose arrows are parallel to global coordinate directions rather than to local coor­
dinate directions.

Bar Element. Consider first a two-dimensional transformation. Starting with a bar ele­
ment along a local axis x' in the xy plane, we seek the stiffness matrix of a bar element 
arbitrarily oriented in the xy plane, so that it operates on the four nodal d.o.f. shown in
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Figure 2.4-1. (a) Local nodal d.o.f. and loads of a bar element lying on a local axis x. 
(b) Global nodal d.o.f. and loads of a bar element that lies in the plane of global axes xy.

Fig. 2.4-lb. The relation between local and global d.o.f. is easily written by resolving 
global d.o.f. into local components at a node, then adding collinear components; for 
example, wj = wj cos /? + vx sin/? (Fig. 2.4-2a). In matrix format, displacement arrays in 
Fig. 2.4-1 have the relation

{d'} = [T]{d} (2.4-1)

in which transformation matrix [T] is

c s 0 0
0 0 c s

[T] = where c = cos [3 and s = sin [3 (2.4-2)

Relations between local and global nodal loads are established by resolving nodal loads Fx 
and F2 into components parallel to x and y axes (Fig. 2.4-2b). Thus force arrays in 
Fig. 2.4-1 have the relation

{r} = [T]r{r'} (2-4-3)

(The inverse relationship, {r'} = [T] {r}, has the same form as Eq. 2.4-1; see Section 8.1 
for virtual work arguments.) The element stiffness relation in local coordinates is

Local: [k']{d'} = -{r'} (2.4-4)

The negative sign is explained following Eq. 2.2-2. In Eq. 2.4-4 we substitute 
{<!'} = [T] {d} from Eq. 2.4-1, premultiply both sides by [T]r, and then, on the right-hand 
side, substitute for [T]r{r'} from Eq. 2.4-3. Thus Eq. 2.4-4 is transformed to

Global: [k]{d} = -{r} where [k] = [T]r[k'][T] (2.4-5)
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(a) (b)

Figure 2.4-2.
(a) Contributions of 

and to u{.
(b) Resolution of Fx 
into FxX and Fyl.

(This triple product form for [k] is not restricted to rotational transformation. For other 
changes of d.o.f., as described in Chapter 8, [T] is again the matrix that multiplies “new” 
d.o.f. {d} to produce “old” d.o.f. {d'}, as in Eq. 2.4-1.)

For the bar problem, [kz] is the 2 by 2 matrix of Eq. 2.2-1. The same element in global 
coordinates xy operates on d.o.f. {d} = vx u2 v2J , for which [k] is the 4 by 4 matrix

2 2
C CS -C -cs

[k] - k cs 2
-CS

2
-5 where

c = cos/?
2 2 s = sin/3

-c -CS c CS
2 2

-C5 -5 cs S

(2.4-6)

and axial stiffness k of the bar is k = AE/L. Note that if node numbers are interchanged, 
sin /? and cos /3 both change sign, and the same [k] is produced.

Equation 2.4-6 can also be obtained directly by applying the rule stated following 
Eq. 2.2-2: obtain a column of [k] by activating the corresponding d.o.f. and calculating 
nodal loads needed to preserve the deformation state. Thus, displacement = 1 pro­
duces axial shortening S = -cos/3 and axial compressive force of magnitude k cos /3. The 
x and y components of end loads that equilibrate this force appear as column 1 of [kJ.

A bar element arbitrarily oriented in global coordinates xyz has a 6 by 6 stiffness matrix 
that operates on nodal d.o.f. {d} = u2 v2 w2j , where w, v, and w are dis­
placement components in x, y, and z directions respectively. The argument that leads to 
Eq. 2.4-5 remains applicable even though an additional d.o.f. is present at each node. 
Again, Eq. 2.4-5 states the transformation, and again [k' ] is as stated in Eq. 2.2-1, but now 
the transformation matrix is

Zj 0 0 0
0 0 0 Zj nx

[T] = (2.4-7)

where Zb and nx are direction cosines of local member axis x' with respect to global 
axes x, y, and z (Fig. 2.4-3). If the element happens to lie in the xy plane, then = cos/3, 
mr = sin/3 , and = 0, and nonzero terms in the 6 by 6 matrix [k] agree with terms in 
Eq. 2.4-6. Whether in two dimensions or three, matrix [k] is completely defined by A, E, 
and global coordinates of the two end nodes.
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y

Direction cosines between axes:

x' h
y' h
z' i3

y z

m2 ng
m3 n3

Figure 2.4-3. A vector V can be expressed in terms of components uvw in global system 
xyz or in terms of components uv'vJ in local system x'y'^.

Beam Element. Now Eq. 2.3-8 must be regarded as [k'], the stiffness matrix of an ele­
ment that lies along a local axis x', with its nodal d.o.f. represented by arrows that point in 
local directions x', y', and z'. Components of translation and rotation transform from glo­
bal to local directions in the same way; for example,

Mj = lyUx + wijVj + njWj and 0xl = +ml0yl + nj0zl (2.4-8)

Transformation of the stiffness matrix from local to global d.o.f. is as stated by Eq. 2.4-5, 
and the transformation matrix is

[T] =
12x12

0 
A
0 
0

0 0
0 0
A 0 
0 A

where [A] =
l3

m2 n2

n3

(2.4-9)

A 
0
0
0

Local directions should be suited to the element geometry so that cross-sectional proper­
ties of a beam element can be stated without confusion. For example, one might define the 
A7/ plane as being coincident with the web of an I beam. The direction of local “axis x' is 
defined by global coordinates of the two beam nodes, which may be placed at centroids of 
end cross sections. If coordinates are supplied for a third point that is not collinear with the 
end nodes, there is enough information to establish the orientation of the xty plane in glo­
bal coordinates xyz, and hence to establish direction z'. Direction cosines of axis yz are 
provided by the cross product of unit vectors in z' and x' directions.

2.5 ASSEMBLY OF ELEMENTS

In this section we elaborate on the rationale and procedure of assembling elements to pro­
duce a set of equations that describes the structure. Concepts discussed are not limited to 
structures built of bars and beams. The same procedures are applicable regardless of prob­
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lem type, element type, and number of nodes per element. When stiffness matrices and 
load terms are assembled, boundary conditions may also be treated. The details of bound­
ary conditions and loads are discussed in subsequent sections.

Equilibrium Equations. We regard each structure node as a small connector to which 
elements are attached, and we argue that assembly of elements and load terms pro­
duces a set of equations stating that each node is in equilibrium. Loads applied to a 
node come from element deformation, from initial stress in elements, from external 
loads distributed over elements, and from loads applied directly to nodes. In Eq. 2.2-2, 
—{r} represents loads applied to an element at its nodes to maintain its deformed 
state. Equal and opposite loads {r} are applied by an element to the structure nodes to 
which it is connected. That is, loads applied to structure nodes include:

Loads on structure nodes from element deformation: {r} = — [k]{d} (2.5-1)

Additional loads applied to structure nodes by an element (from sources other than ele­
ment deformation) include loads due to temperature and the action of gravity. For exam­
ple, heating a truss member creates an outward push against nodes, and element weight 
pushes down on nodes. Structural supports apply loads directly to nodes. We adopt the fol­
lowing symbolism for such additional loads applied to structure nodes:

Loads applied by an element when its d.o.f. are zero: {rj
(2.5-2)

External loads applied directly to structure nodes: {P}

These loads may have components in each coordinate direction and, in general, include 
moments as well as forces.

The matrix equation that places structure nodes in equilibrium is

^els ^els

+ { P} = {0} (2.5-3)
1=1 i=l

where Aels is the number of elements in the structure. To repeat, we regard each structure 
node as a small connector that must be in static equilibrium under the action of all loads 
applied to it Substitution from Eq. 2.5-1 yields “

[K] = ^[k](-

[K]{D) = {R} where (2.5-4)
#els

{R} = {P} + £{rJ.

1=1

Summations imply the expansion of element matrices to “structure size,” as in Eqs. 2.2-7, 
so that {d}f of each element i becomes identical to {D}, the vector of d.o.f. for the entire 
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structure. Loads {R} are applied to (not by) structure nodes and include all loads other 
than loads -[K]{D} applied to nodes by elastic deformation of structural members. The 
foregoing development shows that [K]{D| = {R) is a set of equilibrium equations.

Similar argument may be applied to a nonstructural problem. For example, in steady­
state heat conduction analysis, equilibrium of a node means that the net heat flow into (or 
out of) a structure node is zero. With the convention that heat flow into a structure node is 
positive, Eq. 2.2-5 is the thermal analog of Eq. 2.5-1. For example, a vector {re} may 
account for heating due to electric current flow, and a vector {P} may account for convec­
tion heat transfer at nodes on the surface of a solid body.

Assembly and Structure Node Numbers. The following example shows that locations 
to which terms of element matrices [k]z- are assigned in a structure matrix [K] depend on 
structure node numbering. For this purpose the number of nodes per element does not mat­
ter, and we need not know how any [k]f is derived. We consider three-node triangular ele­
ments. For illustration only, we allow matrices to be unsymmetric, and we give names to 
individual coefficients in each [k]z to show more clearly what becomes of them upon 
assembly. We show that formal expansion of [k]; to “structure size” is not required.

In Fig. 2.5-1, let there be one d.o.f. per node. For the respective elements, in the element 
numbering system,

For triangular element 1: For triangular element 2:

MiNh

where the a’s and b's are symbolic names for coefficients in element matrices [k^ and 
[k]2. The loads applied to elements by structure nodes are -{r), where -{r} = [k]{d}. 
To identify the same loads when structure node numbers are substituted for element node 
numbers, we add superscript 5. Thus, for element 1,

Element node numbering:

—j — a-^d "I- ^2^2 “I- ^3^3

“?*2  = ^4^1 "t" ti^d^ “I- and

Y2 = Oyd-^ "i”

Structure node numbering:

-r] = + a3D2

-r4 = a4£>! + a5£>4 + a6D2 (2.5-6)

Y2 ~ a^D + ^8^4 4

Elements and their node numbers Structure and its node numbers

Figure 2.5-1. A hypothetical four-node structure built of two triangular three-node 
elements. Each node has one d.o.f.
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To the latter group of equations we can add the equation r3 = 0, because structure node 3 
is not attached to element 1. For the same reason, D3 produces no load at any node of ele­
ment 1. After these additions, and rearrangement to place the Z)’s in numerical order, we 
have for element 1

v
5 ‘v"

 v
 

1111 ► =

1 
1

4?
 © 

J*

0?
 O V

O
 W 

0 0
 0 

0 
a 0 

a a o2 

d3 
^4

(2.5-7)

in which the 4 by 4 matrix is [k]b Element 2 can be treated similarly.
The net load associated with each node can be written in terms of fl’s, b’s, and D’s. For 

example, the net load applied by structure node 4 to the two elastically deformed elements is

—7*4  = (a4D} + 0 + (0 + b3D2 + ^2^3 ^1^4) (2.5-8)

By writing the net nodal loads in structure node number order and gathering coefficients 
of each Dt, we conclude that, because [k]! and [k]2 have the same size and operate on the 
same vector {D}, we can write [K]{DJ = (X[k]){D}, where

fl 1 a3 0 fl^

1000
 

0
 1_____

[K] = Ml + [k]2 =
fl^ flg 0 flg

+
0 Z?g by

(2.5-9)
0 0 0 0

rX
TSO

#4 ^6 0 ^5 0 w
 

bJ >—
*■

We see that coefficients originally below the diagonal of an element matrix [k] may be 
assigned to locations above the diagonal of [K]. Whether or not this happens, it is the 
structure numbers of element nodes that determine where element coefficients are placed 
in structure matrix [KJ. This fact may be demonstrated by cyclically permuting element 
node numbers; for example, by permuting node numbers in element 1 of Fig. 2.5-1 so that 
the lower left node becomes element node 2. Then the first of Eqs. 2.5-6 becomes 
-r2 = axd2 + a2d3 + a3dx, but if structure node numbers are unchanged, Eq. 2.5-7 is 
again obtained.

y.v

x,u
Figure 2.5-2. A plane three-bar truss loaded by force P.
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What if there are n d.o.f. per node rather than a single d.o.f. per node? Then, in 
Eq. 2.5-7, each -r^ and each £>z becomes a column array of n terms, and each becomes 
an n by n submatrix. As an example, consider the three-bar plane truss of Fig. 2.5-2, for 
which n = 2. Imagine that supports are temporarily removed. With displacements con­
fined to the xy plane, Eq. 2.4-6 provides the stiffness matrix of each element, with k the 
axial stiffness of element i. Element node numbers may be chosen in either order. 
For example, if the order is 1-3 for element 2, then angle /? lies in the second quadrant, 
so sin /3 = 0.8 and cos ft = -0.6. If the order is 3-1, then angle lies in the fourth 
quadrant, so sin /3 = -0.8 and cos /3 = 0.6. Either way, the same [k] is obtained for ele­
ment 2. After assembly of elements, structure equations [K]{D} = {R} are

k3 + 0.36* 2 -0.48* 2 -*3 0 -0.36*2 0.48*2 “1 0

-0.48* 2 0.64*2 0 0 0.48*2 -0.64*2 V1 -p

0 *3 0 0 0
► — < P2

0 0 0 0 -*1 l>2 ?2
-0.36* 2 0.48*2 0 0 0.36*2 -0.48*2 M3 P3

0.48Jt2 -0.64*2 0 -*! -0.48*2 *j + 0.64*2 v3 0

(2.5-10)

in which load P is negative because it is directed opposite to the direction of d.o.f. v1. Load 
terms p2, q2, and are horizontal and vertical forces applied to nodes 2 and 3 by supports. 
(Analogous assembly of beam elements is illustrated by Eq. 2.9-7.) Boundary conditions 
shown in Fig. 2.5-2 dictate that u2 = v2 = u3 = 0. Treatment of boundary conditions is 
discussed in Section 2.7.

The foregoing procedure, in which element coefficients are added to locations in [K] 
and {R} dictated by structure node numbering, is called the direct stiffness method. An 
alternative procedure, called congruent transformation, is more formal but less suited to 

. computer implementation. It is used in the latter equations of Section 4.8.
Discussion of assembly leads directly to implementation procedures in computer soft­

ware, for details of which see the third edition of this book; also [2.13-2.15], In software, 
the assembly process is likely to be augmented to allow connection of elements with dif­
ferent numbers of d.o.f. per node and to allow certain boundary conditions To be imposed 
as part of the assembly process.

Thus far we have included no more d.o.f. than necessary in our arguments. Subse­
quently, we must be aware that software typically allows three translations and three rota­
tions per node. Some of these d.o.f. may be irrelevant in a given problem, and those may 
have to be suppressed to provide adequate support to a structure so that a solution can be 
obtained.

2.6 PROPERTIES OF STIFFNESS MATRICES

Element and structure stiffness matrices already seen—in Eqs. 2.2-1, 2.2-6, 2.3-5, and 2.5­
10, for example—have properties such as symmetry, positive diagonal terms, and zeros
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off-diagonal. We now discuss these and other properties, and when they can be expected 
for stiffness matrices in general. Characteristic matrices for nonstructural problems have 
analogous properties. .

Nonnegative K-. Imagine that all d.o.f. in {D} are zero but a single d.o.f. Z)f. Then the 
product [K]{D} yields as the externally applied load that corresponds to It
is physically unreasonable that a single load in a given direction would produce a displace­
ment component in the opposite direction. Therefore, diagonal coefficients Ku cannot be 
negative; that is, Kit > 0. If Kti = 0, we infer either that no element is attached to d.o.f. i 
or that there is a mechanism that involves d.o.f. i (see below).

Symmetry. The stiffness matrix of any element or structure is symmetric if loads are lin­
early related to displacements. This property can be proven by applying the Betti-Maxwell 
reciprocal theorem, which states that if two sets of loads act on a linearly elastic structure, 
work done by the first set of loads in acting through displacements produced by the second 
set of loads is equal to work done by the second set in acting through displacements pro­
duced by the first set. That is, if loads {R} x and {R}2 produce the respective displace­
ments {D} i and {D }2, then

{R}[{D}2 = {R}£{D}j (2.6-1)

Substitution for {R}t and {R}2 yields

([K]{D)i)r{D}2 = ([K]{D}2)r{D}i or {D}1r[K]r{D}2 = {D}2[K]r{DJi

(2.6-2)

Both sides of the latter equation are scalars, so either side can be transposed without 
changing anything. Transposing the right-hand side and then gathering terms, we obtain

{D}[[K]t{D}2 = {D}[[K]{D}2 or {D}[([K]t-[K]){D}2 = 0 (2.6-3)

Because neither {D} x nor {D}2 is null, the expression in parentheses must vanish. There­
fore [K]r = [K], which means that [K] is symmetric.

Sparsity. A global stiffness coefficient is zero unless at least one element is attached to 
both d.o.f. i and d.o.f. j. For example, in Eq. 2.2-6, X"13 = 0, because d.o.f. in Fig. 2.2-3 
is attached to element 1 only. (Occasionally is zero even when both d.o.f. are present in 
the element, perhaps because of element orientation. An example appears in Eq. 2.5-10, 
where there is a zero in column 4 of row 1. The horizontal member is attached to both 
and v2, yet AT14 = 0, which indicates that displacement v2 does not cause a horizontal 
force to appear at node 1.)

A matrix is called “sparse” if it contains many zeros. The stiffness matrices of example 
structures considered thus far are not sparse, but only because the structures contain few 
elements. A practical FE structure may contain hundreds or thousands of elements, and 
more than 99% of coefficients in its stiffness matrix may be zero. To avoid storing and 
processing vast numbers of zeros in [K], general-purpose software uses special storage 
formats and algorithms adapted to these formats.
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Singularity: No Support Until boundary conditions are imposed, a structure is free to 
“float” in space; that is, the structure is unsupported and can undergo rigid-body motion. 
Rigid-body motion includes translation and rotation. When we consider rotation of a 
structure (or any of its parts), it is important to recognize that, in commonplace linear 
analysis, deformations and rotations are assumed to be small, and [K] is constructed 
using the original undeformed geometry. Figure 2.6-1 shows rigid-body rotation of a bar 
about its left end. Approximations u2 ~-L02/2 and v2~L0 are valid only for small 0, 
and come from substitution of series for sin 0 and cos 0 and truncation of each resulting 
expression to a single term. For small 0, u2 is negligible in comparison with v2, and 
0 ~ v2/L. For this reason, if v2 is the only nonzero d.o.f. and v2 « L, this displacement 
state may be regarded as rigid-body rotation about node 1. Note that if 0 = tt/2, actual 
displacements in {d} are u2 = -L and v2 - L, but then [k]{d} # {0} because [k] is not 
valid for so large a rotation.

If {D} represents a small rigid-body displacement, then [K]{D} = {0}; no loads 
are required. Imagine that the supports of the plane truss in Fig. 2.5-2 are temporarily 
removed so that all nodal displacements in the xy plane are allowed. Four examples of 
plane rigid-body displacement for this structure are then

{D}j = Lc 0 c 0 c Of {D}2 = L0 c 0 c 0 cf

{D}3 = \_c c c c c c]T {D}4 = |_40 30 40 0 0 0_f

where c is a small displacement and 0 is a small angle of rotation. Respectively, these four 
displacement vectors represent translation along the x axis, translation along the y axis, 
translation along the direction x = y, and small rotation about node 3.

For any structure, infinitely many rigid-body displacement vectors can be written, but 
for plane motion only three are linearly independent. For motion in 3D space, six are lin­
early independent. In Eqs. 2.6-4 the first three nodal displacement vectors are linearly 
dependent, because {D}1 + {D}2 = {D}3. A linearly independent set could be composed 
of {D }4 and any two of the first three vectors.

For the plane truss of Fig. 2.5-2, with supports removed, the equation [K]{D}3 = {0} 
with c = 1 in {D}3 says that terms in a row of [K] sum to zero. For the beam element 
whose [k] is stated in Eq. 2.3-5, row sums provided by the multiplication 
[k]L1 1 1 1J are not zero, because {D} = Ll 1 1 1J is not rigid-body motion; it is 
a nodal displacement vector that both translates the element laterally and bends it into an 
“S” shape. '

The stiffness matrix of an unsupported structure is singular, so structural equations have 
no unique solution vector {DJ. If asked to solve for {D} when [K] is singular, software 
may complain of an attempt to divide by zero or issue some other error message, and stop

u2 = -£(1 - cos 0) ~ 
r2 = Lsin 6 ~L0

hence 0 = — Figure 2.6-1. Rigid-body rotation
through angle 0. The stated 
displacement approximations are 
valid for small 0.
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without providing a solution. Other software may automatically insert a “fix” and continue 
processing without explanation of the trouble.

Singularity: Inadequate Support; Mechanisms. An inadequately supported structure 
has a singular [K]. The truss of Fig. 2.5-2, for example, would be inadequately supported 
if the restraint shown at node 3 were removed, because the truss could then rotate as a rigid 
body about node 2.

The quadratic form that represents strain energy U in a linearly elastic structure is 
U = {D}r[K]{D}/2. In general, there exists a {D} for which U = 0 if the structure has 
no support, has only partial support, or contains a mechanism. A mechanism, also called 
an instability, is a displacement mode that is not rigid-body motion but for which U = 0.

An example of a structure that contains a mechanism is depicted in Fig. 2.6-2a, where 
axial load is applied to two bars connected end to end. Physically, this structure is stable 
when supported and loaded as shown. However, a lateral load applied at node 2 would not 
be resisted. Resistance would appear if lateral displacement became large, but this effect is 
not taken into account by linear theory, which is based on original (undeformed) geometry. 
It does not matter that no lateral load is actually applied at node 2: [K] is singular, and no 
unique solution for {D} can be obtained.

It is a simple matter to solve the cantilever beam problem of Fig. 2.6-2b by using beam 
elements. However, an analyst accustomed to two-dimensional problems may restrain 
only d.o.f. u, v, and 0 at node 1. These restraints are inadequate, because the structure is 
still free to have the rigid-body motions of translation normal to the xy plane and rotation 
about the x and y axes. An analyst must remember that general-purpose software allows 
six displacement d.o.f. per node, so six rigid-body motions must be suppressed to achieve 
adequate support of a structure.

Software may help by automatically suppressing nodal d.o.f. w, 0X, and 0y if input data 
states that the problem is plane. If the problem is a plane truss, whose bars are assumed to 
be connected by frictionless pins at nodes, what about nodal d.o.f. 0Z? Resistance to 0Z 
d.o.f. is absent from element stiffness matrices (Eq. 2.4-6), so the structure stiffness matrix 
would be singular, because it contains zero rows and columns in positions that correspond 
to the 0Z d.o.f. Rather than assuming that software will automatically suppress the 0Z d.o.f. 
for a truss in the xy plane, a cautious analyst will determine what the software actually 
does. If documentation is unclear, a simple test problem should resolve the matter.

Note that suppression of d.o.f. 0Z at nodes of a plane truss neither prevents the truss 
from having rigid-body rotation in the xy plane nor prevents elements from rotating with 
respect to one another. Here one can regard a node as a frictionless pin that connects-ele­
ments but can rotate freely in the joint (until 0Z is suppressed). For a plane frame, whose 
members are rigidly connected together at nodes, elements resist 0Z and share a single 0Z 
d.o.f. at nodes where they are connected, so suppression of 0Z at all nodes would prevent 
all joints from rotating, which is probably not intended.

। y,v Bar elements . ytV Beam elements

F-- •-- r------- :---1-Tp Tp
(a) (b)

Figure 2.6-2. Two-element structures built of (a) bar elements and (b) beam elements.
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2.7 BOUNDARY CONDITIONS

Formal Explanation. Let a structure be fully assembled. By partitioning, accompanied 
by such rearrangement of matrix coefficients as may be necessary, we can write structural 
equations [K]{D} = {R} for an unsupported structure as

*11 K12 |D 1 = |RC
*21 *22  .

(2.7-1)

where subscript c denotes known quantities, and subscript x denotes unknown quantities. 
Thus, where loads {Rc} are prescribed, the corresponding d.o.f. {D*}  are unknown, and 
where d.o.f. {DJ are prescribed, the corresponding loads {RJ are unknown. Typically 
{Rx} represents support reactions, and the corresponding d.o.f. {Dc} are zero, because 
they represent motions prevented by supports. However, prescribed nonzero d.o.f. are also 
acceptable. In expanded form, Eq. 2.7-1 is

[Kn]{Dx} +[K12]{DJ = {Rc} (2.7-2a)

[K21]{DJ +[*22]{D c} = {RJ (2.7-2b)

Submatrix [KX1] is nonsingular if prescribed d.o.f. {Dc} are sufficient in number and 
arrangement to prevent rigid-body motion. Then unknown d.o.f. {Dx} can de determined 
from Eq. 2.7-2a:

{DJ = [KnUttRJ -[K12]{DJ) (2.7-3)

Finally, loads (RJ can be determined from Eq. 2.7-2b by substitution of d.o.f. {Dx}, 
which are now known. Loads {RJ are computed from elastic deformations and do not 
include external loads transmitted directly to supports. For example, to account for bar 
weights W2, and W3 in the truss of Fig. 2.5-2, half the weight of a bar is assigned to its 
two end nodes and is included in the contents of {Rc}. However, the term in {Rx} that rep­
resents vertical support reaction at node 2 does not include W{/2 and W3/2 applied at 
node 2.

An Alternative Procedure. Again imagine that structure equations [K] {D} = {R} have 
been assembled, but no boundary conditions have yet been imposed. In software, the re­
arrangement operations needed to obtain the partitioned format of Eq. 2.7-1 are awkward 
and time-consuming. Instead we wish to impose boundary conditions without destroying 
the symmetry of [K], changing its size, or rearranging its terms. The method we now 
describe is applicable to any type of problem—structural, thermal, and so on.

An arbitrary 3 by 3 example system suffices to explain the method. Let the global equa­
tions be

*11

*21

k31
(2-7-4)
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in which K# = K& because [K] is symmetric. For any d.o.f. i we can prescribe either £>■ or 
R- (but not both). Assume, for example, that and R3 are known and the condition 
D2 = A2 is to be imposed, where A2 is a prescribed quantity (rather than an unknown). 
The corresponding load term R2 is therefore unknown. As a first step we take known prod­
ucts Ki2&2 to the right-hand side. Thus

*11 0 *13 A ^1 “*12^2

^21 0 *23 Z>2 *2 — *22^2 ► (2.7-5)
*31 0 *33 R3 - ^32^2

Now, however, the matrix lacks symmetry, and the term R2 - ^22^2 contains a mixture of 
known and unknown quantities. We remedy these troubles by replacing the second equa­
tion with the trivial equation D2 = A2. Thus, Eq. 2.7-5 becomes

'*11  0 KX3 Di

<11

0 1 0 ► = <1 A2 -
_^31 0 d3 r3 - k32&2

(2.7-6)

(An alternative is to zero out the second row and column, but leave K22 in place and 
replace R2 by K22k2.) Equation 2.7-6 can be modified again in similar fashion if Dx or D3 
is also prescribed. The procedure of Eq. 2.7-6 is particularly simple when d.o.f. Af are to 
be suppressed; that is, when Az = 0.

As an example application, let boundary conditions u2 = v2 = u3 = 0 depicted in 
Fig. 2.5-2 be imposed on Eq. 2.5-10. The method of Eq. 2.7-6 leads to the result

k3 + 0.36* 2 -0.48*2 0 0 0 0.48* 2 ' Ml 0

-0.48 fc2 0.64*2 0 0 0 -0.64*2 V1 -p

0 0 1 0 0 0 < U2 0
0 0 0 1 0 0 V2 0
0 0 0 0 1 0 Mg 0

0.48*2 -0.64*2 0 0 0 *! + 0.64*2 /3 0

(2.7-7)

This set of equations may be solved to obtain the desired values of vx, and v3 (and, of 
course, the expected results u2 = v2 = u3 = 0).

The method of Eq. 2.7-6 is somewhat wasteful of storage space if many d.o.f. must be 
set to zero. Programming procedures that omit suppressed d.o.f. from the assembly process 
are described in the third edition of this book and in [2.13-2.15]. For a plane frame prob­
lem, d.o.f. 0xi, and 3yi can be suppressed by omitting them during assembly, so that the 
assembled matrix [K] operates only on the in-plane d.o.f. ui9 vh and 9zi. For a plane truss 
problem, 0zi can also be suppressed, so that wr- and are the only d.o.f. retained. Finally, 
some of the remaining d.o.f. must be prescribed in order to prevent rigid-body motion of
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the structure. In Fig. 2.5-2, these remaining boundary conditions are u2 = v2 = m3 = 0, 
and if these d.o.f. are suppressed by discarding them during the assembly process, the final 
set of equations is 1

*3 + 0.36* 2 -0.48*2 0.48*2 Wj 0
-0.48*2 0.64*2 -0.64*2 v\ >. = < -p

0.48*2 -0.64*2 *j + 0.64*2 v3. 0

(2.7-8)

Unknown d.o.f. iq, and v3 can now be calculated. Equations 2.7-7 and 2.7-8, of course, 
provide the same results. Support reactions p2, and p3 can be obtained from Eq. 2.5-10 
by premultiplying solution vector {D} by rows 3,4, and 5 of [KJ. Information in these rows 
is discarded when boundary conditions are imposed as shown in Eq. 2.7-7 and Eq. 2.7-8. 
However, software should have provision for saving or reconstructing information in 
affected rows of [K] so that support reactions can be calculated (but see remarks that follow 
Eq. 2.7-3).

Boundary conditions can also be treated by Lagrange multipliers and by the penalty 
method. They are discussed in Sections 13.2 and 13.3.

2.8 EXPLOITING SPARSITY.
SOLVING EQUATIONS

Structure nodes can be numbered in arbitrary sequence. A different sequence produces a 
different topology of the structure matrix; that is, coefficients are assigned to different loca­
tions in the array. We seek a topology that favors compact storage and rapid solution of the 
structural equations [2.15]. We can choose any of several solution algorithms, influenced 
by matrix topology, the number of equations, and whether they are ill-conditioned or not. A 
software user may be obliged to choose among available options or take an active role if 
difficulties develop. Discussion in the present section is supplemented in Appendix B.

Numbering and Sparsity. Consider the structure in Fig. 2.8-1, which consists of two- 
node elements that may represent beam elements, electrical resistors, pipes in a distribu­
tion system, and so on. The physical problem does not matter for our discussion. However, 
for explanation we imagine that there is a single d.o.f. per node. For the node numberings 
of Figs. 2.8-la and 2.8-lb respectively, we obtain the structure matrices '

(2.8-1)
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4
Figure 2.84. Different 
node numberings for an 
assembly of two-node 
elements.

in which nonzero coefficients are represented by capital letters and zero coefficients are 
represented by blanks. The skyline encloses the uppermost nonzero coefficients in each 
column. Although the same coefficients appear in each matrix, topologies differ.

Because of symmetry, only the upper triangle of the matrix need be stored to retain all 
information in the matrix. Also, in solving equations we need process only entries below 
the skyline, down to and including the diagonal. Therefore, we can store all needed coeffi­
cients in a one-dimensional array, taking columns in order, and including information 
from the skyline down to the diagonal. Zeros between the skyline and the diagonal are 
retained because a direct (noniterative) equation solver creates fills; that is, it converts 
most zeros under the skyline to nonzero coefficients. Unlike zeros, which can be skipped 
during numerical processing, fills must be processed, and storage space must be reserved 
for them. For the numbering of Fig. 2.8-la, we store the one-dimensional array

\_ACEBDFGHJIOLKONMOQPRS] (2.8-2)

The number of terms stored in this format is sometimes called the profile of the matrix. In 
equation solving, this storage format is associated with the name active column storage. 
Software must be told which terms in the one-dimensional array are diagonal terms of the n 
by n structure matrix. This information is supplied by an auxiliary array of n numbers that 
lists the height of each column. For Fig. 2.8-la, this array is Ll 1 1 4 2 3 3 3 3j. 
The sum of these numbers, 21, is the matrix profile. The second matrix in Eq. 2.8-1 has a 
profile of 39, which reflects the poor numbering arrangement of Fig. 2.84b.

General-purpose software usually includes a renumbering option that examines the 
node numbering provided by input data, renumbers nodes for efficient storage and equa­
tion solving, and then converts back to the input numbering for presentation of results. 
References include [2.16].

Solution of Equations. Formally, the solution of structure equations [K]{D] = {R}‘is 
written as {D} = [K]-1{R}. The latter equation should be regarded as saying “solve for 
{D}” rather than requiring that [K] be inverted. The inverse is not needed in order to solve 
for {DJ. Also, [K]“1 is full even when [K] is sparse, so inversion is time-consuming and 
too demanding of storage space.

In structural mechanics, {D} represents nodal displacements, so we require that the 
structure be kinematically determinate; that is, the structure can have no rigid-body modes 
or mechanisms. Because unknowns are displacements rather than forces, static indetermi­
nacy does not make a problem more complicated. Indeed, if a high degree of static indeter­
minacy arises because of many supports, the problem becomes simpler because there are 
fewer nontrivial equations.

Equation solvers can be classified as either direct or iterative. In a direct solution such 
as Gauss elimination, the number of operations required depends on matrix topology and
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the number of equations and can be calculated in advance. In an iterative solution, the 
number of operations required is uncertain. Iterative cycling continues until a convergence 
test is satisfied. '

A direct solver is efficient when the matrix profile is small, as it is for the cantilever 
beam in Fig. 2.8-2a. Then nonzero entries in the structure matrix are tightly clustered 
along its diagonal, so elimination produces few fills (none, in this particular example). In 
contrast, the structure of Fig. 2.8-2b creates a matrix that is sparse but has large profile, so 
storage demands and processing effort become large if the number of nodes is large. A 
matrix of large profile also has a large semibandwidth, which we denote by b. For each 
row z, semibandwidth is equal to the number of columns from the diagonal to the right­
most nonzero term. In the first matrix of Eqs. 2.8-1, bt for the respective rows is 4, 3, 2, 3, 
3, 3, 3, 2, 1. A root-mean-square average of the bt may be taken as a representative b for 
the entire matrix: b = 2.79 in this example. If matrix order n is large and b is much 
smaller than n, the computational effort required for a direct solution is approximately 
proportional to nb2.

When using a direct solver, we need not assemble the entire structure matrix before 
starting to solve equations. Steps of assembly can alternate with steps of solution. When 
enough elements have been assembled to complete the initial portion of the structure 
matrix, solution begins, then temporarily ceases when more of the matrix must be built by 
assembly. Names associated with this approach are frontal method or wavefront method, 
because d.o.f. currently active can be visualized as a “wave” or “front” that passes over the 
structure as the assembly-solution alternation progresses. The order in which equations are 
processed depends on element numbering, not node numbering. Efficiency is increased by 
element numbering that decreases front size. A frontal solution requires less storage than 
building the entire structure matrix before starting the solution, but it is more complicated 
to program.

Iterative solvers converge more slowly as the condition number of the structure matrix 
increases [2.13,2.15,2.17]. For the present discussion, the condition number can be 
thought of as the square of the ratio of the highest to the lowest vibration frequencies (see 
also Section 9.3). The beam of Fig. 2.8-2a produces a large condition number: in the mode 
of,highest frequency, every element assumes an “S” shape; in the mode of lowest fre­
quency, the entire beam flaps in a “diving board” mode. On the other hand, the structure of 
Fig. 2.8-2b has a comparatively low condition number. Condition number is influenced by 
the types of elements used; it is increased by larger aspect ratio (that is, elongation) of the 
structure and by larger aspect ratio of individual elements. Practical iterative solvers 
employ “preconditioners” that provide more rapid convergence.

Iterative solvers have the advantage that they are not obliged to convert zeros under the 
skyline to nonzero terms. Thus, there is no need to reserve storage space for fills or to pro­

fa)

Figure 2,8-2. (a) A 
cantilever built of many 
beam elements, (b) A 
cube built of many 
cubical elements.
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cess them. Indeed, [K] need not even be assembled. Information needed for iteration con­
sists of nodal forces associated with deformations. These forces can be computed element 
by element as needed, often by procedures that require less computation than generating 
Lk] and the product [k]{d} for each element. Iterative solvers are particularly well suited 
to vector and parallel computation, which achieve greatest efficiency when special data 
storage schemes are used. An iterative solver can be considerably faster than a direct 
solver if there are a great many d.o.f., equations are well conditioned, and [K] would have 
a large profile even if nodes were optimally numbered.

If solutions for many different load vectors {R} on the same structure are needed, a 
direct solver has the advantage that after [K] has been processed by the solver, each addi­
tional load vector is processed with very little additional effort. An iterative solver may 
require a complete new solution for each additional load vector, although some progress 
toward removing this drawback has been made [2.18].

Gauss Elimination. A direct equation solver uses Gauss elimination, Cholesky decom­
position, or another of many methods that are closely related. In Gauss elimination, equa­
tions [K]{D} = {R} are solved for {D} by reducing [K] to upper triangular form, then 
solving for unknowns in reverse order by back substitution. With reference to the example 
of Fig. 2.8-3, steps of the process are as follows.

The first row of [K] in Fig. 2.8-3a is multiplied by the factor K2x/Kn = -6/18 and sub­
tracted from row 2, and multiplied by the factor K^/K^ = -6/18 and subtracted from row 
3. Similarly we subtract (^2i/^u)^i fr°m ^2 (Ar31/ATn)A1 from R3. Thus the first 
unknown Dx is eliminated from subsequent equations, as if we had done the formal algebra 
of solving the first equation for Dx and substituting it into subsequent equations, resulting in 
Fig. 2.8-3b. Row 4 is not changed by elimination of Dx, software would exploit this circum­
stance by skipping calculations because A?41 = 0. Next, D2 is eliminated by similar treatment 
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Solve for unknowns by back substitution:

Z>4 = 45/3=15

D3 = (44 + 7.2D4)/9.6 = (44 + 108)/9.6 = 15.83

Z>2= (20 + 2D3 + 6D4)/10 = (20 + 31.67 + 90)/10 = 14.17

Dy = (60 + 6£>2 + 6D3)/18 = (60 + 85 + 95)/18 = 13.33

(e)

60
20
44
45

Figure 2.8-3. Example of 
solving simultaneous 
linear algebraic equations 
by Gauss elimination.
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of equations 3 and 4 in Fig. 2.8-3b, for which the multiplying factors are K32/K22 = “2/10 
and K42/K22 = -6/10, resulting in Fig. 2.8-3c. Finally, D3 is eliminated from equation 4 in 
Fig. 2.8-3c using the multiplying factor K43/K33 = -7.2/9.6, resulting in1 Fig. 2.8-3d. [K] is 
now triangularized, and unknowns are determined in reverse order by back substitution as 
shown in Fig. 2.8-3e.

Coefficient is a ‘Till” because it becomes nonzero, but the zero above the skyline, 
remains zero. Skyline topology is not changed by forward reduction, and the portion 

of the matrix below the eliminated equations remains symmetric. Therefore, a multiplying 
factor such as ^21/^11 could as well be written Kn/Kn. In other words, information 
stored and processed can reside entirely in the upper triangle of [K], from the skyline 
down to and including the diagonal. Note also that information needed to process terms on 
the right-hand side is retained in the triangularized matrix, which means that additional 
right-hand sides can be processed very quickly.

The foregoing illustration uses “pivots on the diagonal,” which means that the ith equa­
tion is used to eliminate the ith unknown. This procedure is convenient in programming, 
but it requires that stiffness coefficient Kti be nonzero when used to eliminate the zth 
unknown. Such will be the case if the structure is adequately supported and contains no 
mechanism and if displacements are used as nodal d.o.f. With some alternative FE formu­
lations and some methods of imposing constraints, some diagonal coefficients are zero 
when equation solving begins (Sections 5.6 and 13.2).

2.9 MECHANICAL LOADS. STRESSES

Loads applied directly to structure nodes are added directly to the structure load vector 
(loads {P} in Eq. 2.5-4). In the present section we consider element loads {re} produced 
by externally applied forces and/or moments that act within elements, at locations other 
than structure nodes. We also consider how stresses in bar and beam elements may be cal­
culated. Similar discussion of loads and stresses caused by temperature change appears in 
the following section.

Introductory Remarks. In Fig. 2.5-2, imagine that load P is omitted and that the struc­
ture is instead loaded by the weight of its own members. Let respective members have 
weights W2, and W3. Then it is physically reasonable to say that nodal loads consist of 
downward forces (W2 + W3)/2 at node 1, (W^ + W3)/2 at node 2, and (Wj + W2)/2 at 
node 3. Thus we have “lumped” gravity loads at node points. Even if members are pin- 
connected at nodes, the structure is not strictly a truss, because members do not carry 
purely axial load; all nonvertical members also carry gravity loads that cause them to bend 
and develop flexural stress. If members are rigidly connected together at nodes, then the 
structure is a frame, and the foregoing lumped or “reduced” loading ignores moments that 
members also apply to structure nodes. These moments are part of the “consistent” load­
ing discussed in what follows. Reduced loading is likely to be a good approximation for a 
structure that contains many members; in that case, flexural stress is apt to be negligible in 
truss members, and nodal moment loads contributed by weights of frame members are apt 
to be negligible. If desired, flexural stress in a truss member can be computed by regarding 
it as a simply supported beam loaded by its own weight. Flexural stress is superposed on 
axial stress due to nodal displacements.
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<(Lost” Loads. WithP = 0 and reduced loading as described in the foregoing paragraph, 
the load vector on the right-hand side of Eq. 2.7-8 becomes

1 1 T0 -|(W2 + W3) -A(W1 + W2)

Thus, the downward load + W3)/2 at node 2 is “lost” from the equation system and
does not affect computed displacements and member forces. This load is “lost” because 
the support reacts against it directly. To determine the vertical reaction at node 2 after 
nodal d.o.f. have been calculated, we can add + W3)/2 to the value of q2 determined 
from Eq. 2.5-10. Temperature change also contributes to support reactions if supports act 
to inhibit displacements associated with temperature change.

Consistent Nodal Loads. For uniform bar and beam elements, element loads can be 
treated by methods of elementary mechanics of materials, to obtain a “consistent” set of 
loads that act on structure nodes. This set of loads is the same as the set produced by for­
mal procedures of FEA described in Section 3.3, where the terminology “consistent” is 
explained. For some structures, including those built of uniform bar or uniform beam ele­
ments, consistent nodal loading leads to computed nodal displacements that agree exactly 
with displacements at these locations in the mathematical model [2.5]. This behavior con­
tinues to prevail in uniform beams even when transverse shear deformation terms are 
included in element [k]’s and in the vector of consistent nodal loads [2.5]. In what follows, 
we omit transverse shear deformation in beams.

Loads on Bar Elements. Let a uniformly distributed axial load q act on a uniform bar 
fixed at both ends (Fig. 2.9-la). This is a simple, statically indeterminate problem in 
mechanics of materials, whose solution shows that reactions on the bar are qL/2 at each 
end. Regarding the bar as a single element whose end nodes are fixed, we obtain nodal 
loads qL/2 at each end. Similarly, if a concentrated axial load P acts at, for example, 
x = L/3 on the element (Fig. 2.9-lb), nodal loads are 2P/3 on the left node and P/3 on 
the right node, both acting in the same direction as P. Loads qL/2, 2P/3, and P/3 in 
Fig. 2.9-la and 2.9-lb are “consistent” element loads {re} applied to nodes by the ele­
ment. They are directed opposite to end reactions on the statically indeterminate bar.

Stresses in Bar Elements. In a bar element, axial stress due to nodal displacements is 
calculated by determining elongation e, axial strain s = e/L, and axial stress cr = Es. 
Specifically, for a bar element of arbitrary orientation in xyz coordinates,

£ r “I
cr = - (u2- ujl + (v2 - V\)m + (w2 - w{)n (2.9-1)

Xj I J

where Z, m, and n are direction cosines of the bar axis, as used in Section 2.4. Numerical 
values of all nodal d.o.f. in the structure appear in {D} after global equations have been 
solved. Values of d.o.f. associated with the element at hand are extracted from {D}.

When mechanical loads produce nonzero element loads {re}, we may (optionally) add 
the “fixed-ended” element stresses now described. Let the bar in Fig. 2.9-la be regarded as 
a one-element structure. Then, according to Eq. 2.9-1, axial stress is zero because both 
nodes are fixed. However, if we add the stress ax shown, which is the analytically obtained
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(c)

Figure 2.9-1. Nodal loads and stress fields that result from axial loads applied to bar elements 
between nodes.

stress distribution in the bar with both ends fixed, we obtain the correct result. Stated more 
generally, stresses are more accurately calculated by superposing stresses calculated by 
FEA (stresses due to nodal displacements) and separately calculated stresses associated 
with mechanical loading of the element while all of its d.o.f. are fixed. For thermal load­
ing, element stresses must be included; see Section 2.10.

When elements are assembled, loads contributed by adjacent elements combine at 
shared nodes, as shown in Fig. 2.9-lc for a uniformly distributed load. No load is shown at 
the leftmost node, because that node is fixed. If a load were applied there, it would become 
a “lost” load, discarded in the process of imposing boundary conditions. Stress ax shown 
by dashed lines is produced by nodal displacements. Superposition of fixed d.o.f. element 
stresses yields the solid line, which is exact.

Remark. The foregoing superposition procedure of stress calculation can also be applied 
to beam elements. For elements other than bars and beams it is not easy to separately cal­
culate element stresses due to mechanical load when all element d.o.f. are fixed. Accord­
ingly, this element stress field is likely to be included only for beam elements. Its 
contribution to total stress tends toward zero as element size is reduced. Inclusion of these 
element stresses usually enhances accuracy in a coarse mesh, but omission does not pre­
vent convergence toward correct stresses as the mesh is refined.
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Loads on Beam Elements. A uniformly distributed load on a uniform beam, with both 
ends fixed produces support reactions that can be calculated by elementary beam theory. 
If reversed in direction, these reactions comprise the nodal loads shown in Fig: 2.9-2a, 
which are

-qL/2

-qL/12
-qL/2 
qL2/\2

(2.9-2)

in which negative signs indicate loads directed opposite to the positive senses of their 
respective d.o.f. When elements are assembled, moment loads at interior nodes tend to 
cancel (Fig. 2.9-2b).

Load vectors {rj can easily be written for other loadings on a fixed-fixed beam, such 
as a concentrated force or moment at arbitrary x, or a linearly varying distributed load. 
General-purpose software typically is capable of computing load vectors for such loadings 
on beams. It may also be capable of using the corresponding fixed-end element moment 
fields in stress calculation, in the manner previously described for element stress fields of 
bar elements. Thus, for uniformly distributed loading, the element moment field M shown 
in Fig. 2.9-2a would be added to the bending moment produced by nodal displacements.

Stresses in Beam Elements. We consider stress calculation in the local coordinate sys­
tem of Fig. 2.3-2. Thus, the first step is calculation of local d.o.f. by the transformation 
[T]{d], where [T] is given by Eq. 2.4-9. Numerical values of d.o.f. {d}, for the element at 
hand and referred to the global coordinate system, can be extracted from {D} after global 
equations have been solved.

L

y.v Application of part (a) to a cantilever beam:

Consistent nodal loads
|g(g + byz

Reduced nodal loads

a

q(a + b)!2

b

(a) (b)

Figure 2.9-2. Nodal loads and bending moment field that result from lateral loads applied to beam 
elements between nodes.
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Nodal displacements produce a cubic lateral displacement field v = f(x) in a 2D ele­
ment, as shown in Fig. 2.3-1. The bending moment due to nodal displacements is calcu­
lated from the curvature of this field. As shown in elementary beam theory, the bending 
moment field Mz = Mz(x) and transverse shear force field Vy are

v dM d$ v
Mz = EI—-^ and Vy = —z- = EI?-^ (2.9-3)

dx2 y dx dx3

Figure 2.3-1 provides lateral displacement v - v(x) for unit values of the respective nodal 
d.o.f. By differentiation we obtain curvature d2v/dx^ and hence bending moment

= Afz(x) in terms of nodal d.o.f.

= EIZ
6 12xA
P+ L3 )

4 6x\
L E2J

6_
I2

2 6xA
L+ii) °z2 (2.9-4)"1 + 0Z1

Then dMz/dx is the expression for Vy in terms of nodal d.o.f.
The 3D beam element described by Eq. 2.3-8 and Fig. 2.3-2 can also display axial force A, 

torque T about its axis, bending moment My about the y axis, and transverse shear force Vv where

N = AE-^—i T = GK T - Mv = EIV^ Vz = EI—y (2.9-5)
L L y ydx2 y dx

Lateral displacement w = w(x) is a cubic field governed by nodal d.o.f. 0?1, w2, and 
0y2. Bending moment My = My(x) is provided by an equation like Eq. 2.9-4, with signs of 
nodal rotations reversed. Normal and shear stresses associated with the forces and 
moments of Eqs. 2.9-3 and 2.9-5 are

N Mzy Mz Tct
Tt=~k

-=c^ 
z ZA

(2-9-6)

The locations of these maximum values of the three shear stresses depend on the shape of 
the cross section. If the cross section is a solid circle of radius R, then A = ttR2, 
Iy = Iz = irR*/4,K  = irR*/2,c T = R, and cy = cz = 4/3. Maximum magnitudes of 
flexural stress appear at y = ± R due to Mz and at z = ±R due to My. The maximum 
magnitude of reappears on the outer surface. Maximum magnitudes of and tz appear on 
the neutral surface of bending. If the cross section is a solid square with sides of length a 
parallel to the y and z axes, then A = a2, Iy = Iz = a4/12, K = 0.1406a4, 
cT = 0.675a, and cy = cz = 1.500. The maximum magnitude of reappears on the outer 
surface at the four locations closest to the centroid of the square cross section. Data such 
as this, appropriate to each element cross section present in the FE model, must be pro­
vided to software if it is to calculate stresses in beam elements correctly. Software may 
report <rx at four points on a cross section. Often these points are flange tips of an I section. 
Some software may (misleadingly) use polar moment J of the cross section rather than K 
in Eq. 2.9-6, and adjust cT accordingly.
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Consistent vs. Reduced Loads. A nodal load vector that omits moment terms may be 
called “reduced” or “lumped.” Thus, the reduced load form of {re} in Eq. 2.9-2 is 
|_-#L/2 0 -qL/2 0 J r, which leads to the reduced nodal loading shown in Fig. 2.9-2b. 
For this two-element structure, after displacement boundary conditions have been 
imposed, equations [K]{D} = {R} for reduced nodal loading are

12/a + 12/d3 —6/a2 + 6/62 -12/b3 6/b2 v2
2 2-6/a + 6/b 4/a + 4/b -6/b2 2/b 0z2

-12/b3 2
-6/b 12/b3 -6/b2 v3

6/b2 2/b -6/b2 4/b 0z3

-q(a + b)/2 

0 
-qb/2 

0

(2.9-7)

As L shrinks in Eq. 2.9-2, moment terms tend toward zero more rapidly than force terms. 
Omission of moment terms does not prevent convergence toward correct results as a mesh 
is refined. Indeed, accuracy in a given mesh is sometimes greater if moment terms are omit­
ted. In Fig. 2.9-3, a circular arch is modeled by a coarse mesh of straight elements. Because 
elements are of unequal length in the mesh shown, nodal moments remain at the two upper­
most nodes after elements are assembled. These moments are slightly detrimental. 
Moments at the two lowermost nodes are clearly detrimental, because the actual structure 
can have no bending moment at a pinned support. And, in bending moment calculation, the 
element bending moment fields of Fig. 2.9-3c should not be included. There is no bending 
moment in the actual arch, and there will not be any in the FE model if reduced loading is 
used and element moment fields are omitted from moment calculation.

In general, for any type of element, we define reduced loading as nodal loads computed 
as if the element had no rotational d.o.f. Thus, for example, transverse load P at x = L/3 
on a beam element produces reduced nodal loads 2P/3 at node 1 and P/3 at node 2, as if 
ends of the beam were simply supported rather than fixed. This result is not the same as 
would be obtained by omitting nodal moments after they are calculated, because nodal 
forces are. changed by restraint of end rotation when the load is off-center.

Elements for beams, plates, and shells all have rotational d.o.f., which are ignored in the 
calculation of reduced nodal loads. Whether reduced loading leads to better or worse results 
than consistent loading depends on the nature of the problem, what results are sought, and

Structure

(a)

Element bending moments

Figure 2.9-3. (a) Uniformly distributed load on a circular two-hinged arch, (b) Loading on a coarse- 
mesh FE model. Element lengths are unequal, (c) Element bending moment fields, calculated as in 
Fig. 2.9-2a.
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what calculation options are chosen. For example, in the problem of Fig. 2.9-2b, suppose 
we omit the moment field of Fig. 2.9-2a from final moment calculation. Then consistent 
loading leads to exact nodal displacements but approximate bending moments at nodes, 
whereas reduced loading leads to approximate nodal displacements but exact bending 
moments at nodes. Either loading system produces convergence toward correct results as 
the mesh is refined.

2.10 THERMAL LOADS. STRESSES

Thermal Stress Problems. Stresses in an elastic FE model produced by a temperature 
field are calculated as follows. The procedure is not restricted to bar and beam elements. It 
is used for all finite elements that are based on displacement fields and use nodal displace­
ments as d.o.f. The following steps are carried out automatically by software.

1. In each element, compute “initial” stresses, which are stresses produced by the tem­
perature field when all displacements are prohibited. Also compute loads applied to 
nodes by initial stresses. (See Sections 3.1 and 3.3 for a general treatment of initial 
stresses {(r0}.)

2. Assemble the elements and loads calculated in Step 1. The result is a structure whose 
nodes as yet have no displacements but are loaded by initial stresses produced by 
temperature changes.

3. Solve for nodal d.o.f. produced by loads of Step 2, and compute element strains 
and stresses they produce. Superpose on these stresses the initial stresses calculated 
in Step 1.

If mechanical loads arc also applied, they may be superposed on thermal loads in Step 2. 
An example will follow.

Remarks. A temperature field can be defined relative to an arbitrary reference tempera­
ture. Absolute temperatures are not needed for thermal stress analysis (but are needed to 
calculate temperatures when heat is transferred by radiation). If the reference temperature 
chosen is 0 °C, then temperatures are simply stated in degrees Celsius. The computation 
procedure provides changes in stress associated with the temperature field. Residual 
stresses that may exist at the reference temperature play no role in computation and must 
be superposed on computed thermal stresses.

A temperature gradient does not necessarily produce stress. Consider a body that is 
homogeneous, isotropic, and linearly elastic, whose supports do nothing to inhibit defor­
mations caused by temperature change. Then, if the temperature field is linear in rectangu­
lar Cartesian coordinates and the coefficient of thermal expansion is independent of 
temperature, there are no thermal stresses. For example, if a uniform and simply supported 
straight beam is caused to have a linear temperature variation from upper surface to lower 
surface, the beam deforms to a circular arc but remains free of stress.

Due to temperature change T, initial stress in a bar element is cr0 = -Ee^ where initial 
strain is aT. However, if coefficient of thermal expansion a is temperature-dependent, 
must be computed as the integral of a dT from the initial temperature to the final temperature.
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And, if T is not constant along the length of the bar, it is best to use average temperature in the 
final stress calculation of step 3 [2.19].

Example. A uniform bar of length 2L fixed at both ends is modeled by two elements, as 
shown in Fig. 2.10-1. Lateral deflection d.o.f. are set to zero; thus we avoid the possibility 
of a hinge at node 2. Initially the bar is isothermal at temperature T = 0. Then the bar is 
loaded by axial force P and by linear temperature variation from T2 to T3 in the right ele­
ment only. Initial stress exists only in the right element. From node 2 to node 3, based on 
the average temperature (T2 + T3)/2, initial stress cr0 is

T2 + Tn
(Tq = -Ea—-— (right element only) (2.10-1)

where a is the coefficient of thermal expansion. The heated element applies forces of mag­
nitude F to nodes 2 and 3, where

T2 + Tn
F = | Acr0| = AEa--- 5 (2.10-2)

Before fixed-end conditions are imposed, and with support reactions H} and H3 included, 
equations [K]{DJ = {R} are

< P-AEa(T2 + T3)/2 > 
H3 + AEa(J2 + T3)/2

(2.10-3)

Boundary conditions = 0 and u3 = 0 can be imposed according to the scheme of 
Eq. 2.7-6. Thus Eq. 2.10-3 becomes

from which

pt a.L(T2 + T3)
“1 = 0 «2 = -------------7-^- “3 = 0 (2.10-5)

ZAZS 4

Reactions and H3, if desired, can now be obtained by returning to the first and third of 
Eqs. 2.10-3 with the known values of wb u2, and u3. These results are

p AEa(T2+T3) p AEa(T2 + T3)
H, = - - +-------- --------- and H3 - - - ------------ ---------1 2 4 3 2 4 (2.10-6)
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p f f h3■>•<— ——>
2 3

(a) (b)

Figure 2.10-1. (a) Bar fixed at both ends, loaded by force P and a temperature field, (b) Nodal 
loads and final axial stress distribution.

Final stresses in the two elements are

Mo-Wi p Ea(T\ + l\)
= = ---------

w3-w2 p Ea(T2 + T3)
a2-i~ E L +oro- 2A 4

(2.10-7)

For uniform temperature (T2 + T3)/ 2 in the right element, the correctness of these results 
can easily be verified by methods of elementary mechanics of materials.

What if the linearly varying temperature shown in Fig. 2.10-1 is used, rather than the. average 
temperature (T2 + T3)/2? Then, with displacements suppressed throughout the structure, the 
right element has initial stresses cr0 = -£aT2atnode2andcr0 = -EaT3 at node 3 instead of 
the cr0 given by Eq. 2.10-1. Force F remains as stated by Eq. 2.10-2 because it depends on the 
integral of initial stresses over element length (see Eq. 3.3-8). Therefore Eqs. 2.10-2 through 
2.10-6 are unchanged, tr1_2 remains as stated in Eqs. 2.10-7, but a2_3 becomes

At node 2:
. _ “3~M2 „ T _ P Ea(3T2-T3)
°-2-3 - E L EaT2 ~ 2A 4

(2.10-8)
At node 3: _ „»3-m2 j, T _ P e<*&T 3-T2)

a2-3 ~ E L EaTi 2A " 4

Clearly these results are incorrect, because in this problem axial stress must be constant 
throughout each element. In this example at least, it is better to use average element temper­
ature in final stress calculation. Further discussion of thermal stress problems appears in 
Section 3.12.

2.11 STRUCTURAL SYMMETRY

If symmetry is recognized and exploited, the size of the FE model is reduced. Thus less 
computation is required and, usually of more importance, there is less input data to be pre­
pared and checked by the analyst. Reflective and skew symmetry are discussed in the 
present section. Axial and repetitive symmetry are discussed in subsequent chapters. Ref­
erences include [2.20-2.22].
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Figure 2.11-1. (a) Plane structure having reflective symmetry about x = 0 and y = 0 planes, 
(b) Beam under symmetric loading, (c) Beam under antisymmetric loading.

A structure has reflective or mirror symmetry if there is symmetry of geometry, support 
conditions, and elastic properties with respect to a plane. Reflective symmetry of structure 
and loads is shown in Fig. 2.11-1 a: if reflected by the plane x = 0, the left half yields the 
right half, and vice versa. There is also reflective symmetry about the y = 0 plane. One 
can say that reflection brings the structure and its loads into “self coincidence.” Analysis 
of either half provides a complete solution, because symmetric loading on a symmetric 
structure produces symmetric results.

If Px = Py in Fig. 2.11-la, planes x = 0, y = 0, x = y, andx = -y are all planes of 
reflective symmetry, and we need analyze only one-eighth of the structure, using, for 
example, the segment in the first octant between lines y = 0 and x = y, with boundary 
conditions on the two lines such as to allow only radial motion from the origin 
x = y = 0. Load on this octant is Px/2, because the original load Px is bisected by the 
symmetry plane y = 0. (In a related example, if a stiffening beam under a floor slab is 
longitudinally bisected by a plane of symmetry, only half its stiffness is retained in the por­
tion analyzed.)

The symmetric beam problem of Fig. 2.11-lb can be solved by analysis of either half, 
with rotation 0z prevented at x = 0. The beam problem in Fig. 2.11-lc is antisymmetric 
because of the loading. Reflection about the plane x = 0, followed by reversal of all 
loads, results in self-coincidence. Analysis of either half as a simply supported beam pro­
vides a complete solution. These examples are simple, but it is not hard to see that, if the 
structure were large and complicated, it would be a waste of effort and storage space to 
ignore symmetry and prepare a model of the entire structure.

The following rules help in setting correct displacement boundary conditions for reflec­
tive symmetry. The conditions stated apply only to boundary nodes of the FE model that 
lie in a plane of reflective symmetry of the entire structure. If the problem is symmetric,

SI. Translational motion has no component normal to a plane of symmetry.
S2. Rotation vectors have no components in a plane of symmetry.

If the problem is antisymmetric, that is, symmetric except that loads must be reversed to 
achieve self-coincidence,

Al. Translational motion has no component in a plane of antisymmetry.
A2. Rotation vectors have no components normal to a plane of antisymmetry.
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Figure 2.11-2. Degrees of freedom 
permitted (that is, not restrained) at a node 
in a plane of symmetry or antisymmetry. A 
double-headed arrow represents a rotational 
d.o.f.

Figure 2.11-2 depicts these rules in terms of d.o.f. permitted rather than d.o.f. restrained. 
Software may be able to insert appropriate boundary conditions automatically at nodes in 
a symmetry plane after input data defines the plane in question and states whether symme­
try or antisymmetry prevails.

Figure 2.11-3a depicts an example problem in which symmetry concepts can be 
applied even though symmetry is not obvious at the outset [2.21]. By representing the 
original loading as the sum of symmetric and antisymmetric parts, we obtain the cases in 
Figs. 2.1 l-3b and 2.11-3c. Superposition of solutions of the latter two cases provides the 
solution of the original problem. Thus, bending moments in Fig. 2.11-3a are M1 = Af4, 
Af2 = M5 + M7, and = Af4. We have traded one analysis of the entire structure for 
two analyses of half the structure, with different loading and support conditions.

Skew or inversion symmetry is illustrated in Fig. 2.11-4. In Fig. 2.11-4a, a half-revolution 
about the z axis (normal to the figure) results in self-coincidence. The same result would be 
produced by two successive reflections, about the x = Oandy = 0 planes. In Fig. 2.1 l-4b,

Figure 2.11-3. Modeling a plane frame problem as the sum of symmetric and antisymmetric 
cases. (Reproduced from C. Meyer, Finite Element Idealization, American Society of Civil 
Engineers, New York, 1987, by permission of the publisher.)
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Skew symmetric

(a)

Skew antisymmetric

(b)

Figure 2.11-4. Skew symmetry of a plane frame, with loads that are (a) skew symmetric, and 
(b) skew antisymmetric.

a half-revolution followed by reversal of loads results in self-coincidence. In each case only 
half the structure need be analyzed. Boundary conditions for skew symmetry are discussed 
in detail in [2.22],

If symmetries are suspected but their nature is unclear, one may elect to do a coarse- 
mesh analysis of the structure in order to see whether computed results confirm or refute 
existence of the suspected symmetries.

Caution. Symmetry should be invoked sparingly and carefully in problems of vibration and 
buckling. For example, a uniform simply supported beam has symmetry about its center but 
has antisymmetric vibration modes as well as symmetric vibration modes. If half the beam 
were analyzed, the support conditions of Fig. 2.11-lb would pennit only symmetric modes, 
whereas the support conditions of Fig. 2.11-lc would permit only antisymmetric modes. Sim­
ilarly, unsymmetric modes are prominent in analyses for vibration and buckling of a shell of 
revolution. Caution is also needed in static problems that involve nonlinearity, because sym­
metries that are present when loading begins may subsequently disappear.

2.12 REVIEW. REMARKS
REGARDING MODELING

Let us solve the truss problem of Fig. 2.5-2 by hand calculation. After all boundary condi­
tions have been imposed, the structural equations are Eqs. 2.7-8. Triangularizing these 
equations by Gauss elimination, for the special case k = AE/L the same for each mem­
ber, we obtain

1.3600 -0.4800 0.4800 1 «1 0
k 0 0.4706 -0.4706 1 Vl

> — ■< -p
0 0 1.0000 -p

(2.12-1)

Hence, by back substitution, we obtain the nodal displacements
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w, = -0.7500? yi = -3.125? v3 = (2.12-2)
1 k 1 k k

These displacements agree with displacements obtained by classical analysis, using, for 
example, Castigliano’s second theorem. Discretization error is zero in this problem, so 
FEA results should agree with results of classical analysis to one part in a million or better, 
the discrepancy being due to truncation or rounding error during formation of [K] and 
solution of equations. Recall that all these results presume that stiffness k = AE/L is 
large enough that displacements are much smaller than overall dimensions of the truss, so 
that linear small-deflection theory is applicable.

The foregoing example problem can easily be solved by standard analytical methods, but 
for a truss or frame of even modest complexity (especially if it is statically indeterminate), 
hand calculation becomes very tedious, with ample opportunity to make sign and manipula­
tion errors. For this reason, FEA software may be the preferred analysis tool for all but the 
simplest trusses and frames. Hand calculation is used to obtain approximate results as a 
check on FEA results.

By using the mesh generation capabilities of general-purpose software, a user can easily 
fill a region with elements. A novice user may activate this capability when its use is 
unwarranted or even wrong. If each member of our example truss were meshed with two 
or more bar elements connected end to end, FEA would yield either no result or a nonsen­
sical result due to numerical difficulties such as a “small pivot” or “divide by zero” error. 
This kind of failure would arise because each junction between generated elements acts as 
a hinge, thus creating a mechanism. No additional information is to be gained from multi­
ple collinear truss elements: each truss member experiences uniform strain, which is 
exactly modeled by a single bar element.

Similarly, a general-purpose FE software package contains an extensive element library 
that permits a user to choose among dozens of element types. A novice user may choose 
complicated elements, even if they contain features inappropriate for the problem at hand. 
Thus it may be tempting to use beam elements to model a truss, especially because each 
truss member can then be meshed using many beam elements connected end to end with­
out creating a mechanism. If joints of the truss are indeed frictionless pins that connect 
truss members, then beam elements are inappropriate, because they prevent relative rota­
tion between truss members at nodes, thus converting the truss to a frame. Bar elements, 
though simple, are the appropriate choice for truss analysis.

Figure 2.12-1 depicts a uniform beam that is continuous over simple supports at A, C, E, 
and G. Spans AB, BC, CD, DE, and EF can each be modeled by a single beam element. In 
these spans, use of more than one element per span is acceptable but not helpful, because 
the cubic lateral displacement field of a single beam element provides an exact representa­
tion of a mathematical model. Such is not the case in spans FG and GH, where, unless the 
element moment field depicted in Fig. 2.9-2a is included in the stress calculation phase, 
exact results for bending moment and flexural stress are only approached by using more 
and more elements in spans FG and GH,

ABC DE F G H

Figure 2.12-1. A uniform straight beam continuous over several simple supports.
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(a)

Uniform beam elements:Tapered beam elements:

(b) (c)

Figure 2.12-2. (a) A tapered plane beam of uniform thickness. (b,c) FE models that use 
tapered and uniform elements respectively. Element depths are suggested by dotted lines.

Consider next the tapered beam shown in Fig. 2.12-2. Only for some special cases (such 
as = h2 and 5 = = Z^) is it possible to exploit symmetry. There is unlikely to be a
convenient analytical solution. More importantly, in obtaining results for comparison with 
FEA results, there may be no unique or obvious choice among analytical approximations. 
Also, many different types of elements (not only beam elements) might be used to con­
struct the FE model. Beam elements are appropriate only if the structure is slender. This 
example is representative of professional practice in that engineering judgment must be 
used to construct the FE model and to check FEA results.

To obtain approximate results for comparison with results of FEA, we might replace the 
actual taper by a uniform depth /zave based on some average of the continuously varying 
depth. Handbook results are available for a uniform beam with fixed ends and a single off- 
center load [1.16]. Alternatively, we might assume (incorrectly) that the portion of the 
structure to the right of load P prevents rotation at load P, and use handbook results for a 
simple tapered beam with one end fixed and rotation prevented at the other end [1.16]. In 
FEA analysis, if the element library contains a tapered beam element, we might use the 
model of Fig. 2.12-2b. Otherwise, we may use a number of uniform elements to model 
each simple taper (Fig. 2.12-2c).

The following example problem illustrates further aspects of modeling using beam elements.

2.13 AN APPLICATION

We consider an example problem, with emphasis on FE modeling and checking results 
rather than on FE theory. The physical structure is a flat oval bar loaded in its own plane 
(Fig. 2.13-1). Deflections and stresses of greatest magnitude are sought. The solution 
strategy suggested in Section 1.5 is used in the following analysis.

Preliminary Analysis. The structure is roughly circular. Therefore a crude model is a cir­
cular ring, having the same perimeter as the oval and loaded by concentrated forces as
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Rectangular cross section, h x t

a = b = c = d = 30 mm 
R = 40 mm 
h = 9.0 mm 
t = 5.0 mm

200 GPa 
v = 0.28 
p = 1.0 N/mm2 
F = 300 N

(a) (b)

Figure 2.13-1. (a) Plane structure under mechanical loading, (b) Data used in the numerical example.

shown in Fig. 2.13-2. Data are such that the substitute ring has radius r = 78.2 mm, and 
pressure load produces forces F = pt(b + c) = 300 N. Handbook formulas [1.16] state 
deflections due to flexure and bending moments in a circular ring loaded by two diametri­
cally opposing forces. By superposing two such cases, one with inward forces F and the 
other with outward forces F but 90 degrees away, we obtain

7- 3 Fr8 = 0.143^- = 0.338mm and M = 0.5Fr = 11,730 N • mm (2.13-1) 
El

as magnitudes of radial deflection and bending moments at loaded points on the substitute 
ring. At these locations, direct circumferential stress and bending stress have magnitudes

a = 4^ = 3.33 MPa and ah = M^h^- = 174 MPa (2.13-2) 
a ht b I

These results are estimates of uncertain accuracy. If they differ greatly from FEA results 
subsequently computed, we must question the computed results, the physical understand­
ing on which the estimates are based, or both.

We should also -anticipate how the structure will deform. This matter is discussed in 
-connection with the critique of FEA results.

Finite Element Analysis. Because of symmetry about horizontal and vertical centerlines, 
only one quadrant need be analyzed (Fig. 2.13-3). Supports shown are consistent with hor­
izontal displacement allowed at end A, vertical displacement allowed at end D, and neither 
A nor D allowed to rotate about the z axis (normal to the xy plane).

Figure 2.13-2. Simple mathematical model for 
approximate analysis, with r = R +(a+ b + c + d)/ir.
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Figure 2.13-3. (a) Quadrant modeled, (b) Coarse-mesh FE model with consistent nodal loads, 
(c) Boundary conditions.

Our mathematical model is the plane oval shape shown in Fig. 2.13-1, with the assump­
tion that behavior is described by flexure theory. Accordingly, beam elements are used for 
FEA. A coarse-mesh FE model is shown in Fig. 2.13-3b. Portion BD is modeled by two ele­
ments, BC and CD, so that nodal loads described in Fig. 2.9-2a can be computed, and 
applied as shown in Fig. 2.13-3b. No moment load is needed at D, because it would be 
reacted by the support instead of acting to deform the structure. Rigid-body motions w, 0x, 
and 0y of the model must be restrained, even though there are no loads that would make 
these d.o.f. nonzero at any node. Support conditions indicated in Fig. 2.13-3c allow only 
translation u at A and only translation v at D, with the result that all displacements of the FE 
model are confined to the xy plane. The same result would be obtained if we were to omit 
restraint of w, 0x, and 0y at either A or D. The remaining fixity at the other end would provide 
adequate restraint, because loads have no tendency to produce ^-direction displacements.

Critique of Results. Before examining the computed output, we sketch an intuitive 
approximation of the displaced shape, as shown dashed in Fig. 2.13-4a. Software will plot 
the computed displaced shape, scaled up so as to be easily visible, and animated so that the 
model is seen to move back and forth between its original configuration and its displaced 
configuration. We should see reasonable agreement between the anticipated and computed 
shapes. In particular, point A should move only to the right, point D should move only 
upward, and neither point should rotate. (In checking the displaced shape we must allow 
for the inability of most software to plot anything but a straight line between two nodes; 
actual cubic curves are not displayed.) Thus, we visually check that intended boundary 
conditions have indeed been imposed. Upon examining a list of computed values of nodal 
d.o.f., we should see that w, 0x, and 0y are zero at all nodes. We also compare displace­
ments uA and vD with the approximate displacements, Eq. 2.13-1.

Figure 2.13-4. (a) Original centerline (solid) and deformed centerline (dashed) of the quadrant 
modeled, (b) Free-body diagram, showing loads applied to the quadrant modeled, (c) Refined 
FE model with consistent nodal loads.
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If the foregoing examination discloses no obvious error in displacements, we proceed to 
examine stresses. We should find that the direct axial component crfl = N/A is tensile at A 
and compressive at D, while the bending component ab = Me/1 is tensile on the inside at 
A and tensile on the outside at D. A summary of computed results for the coarse-mesh FE 
model of Fig. 2.13-3b is as follows:

uA = 0.135 mm (<ra)A = 0 (ab)A = ±166 MPa
(2.13-3)

vD = 0.316 mm (<rfl)D =-3.33 MPa (<rb)D = ±117 MPa

Software may report aa and ab individually, report their algebraic sum at beam surfaces, or 
both. The value of aa at A at first looks wrong; why is it zero? Elementary statics, applied 
to Fig. 2.13-4b, shows that member AB carries transverse shear force but zero axial force 
because of its 45° orientation. Therefore (cra)A = 0 is correct for this particular FE model.

An improved mesh for the same problem is shown in Fig. 2.13-4c. Now arc AB is mod­
eled by two chords rather than one, which is the most significant improvement. Portion BC 
is not refined, because doing so would make no difference. This portion is straight and no 
loads are applied between B and C, so it has cubic lateral deflection and a single beam ele­
ment can represent it exactly. Computed results from the improved mesh are

uA = 0.121 mm (cr ) = 1.80 MPa (<r&) = ±163 MPa
A A A (2.13-4)

VD = 0.349 mm (tra)p = -3.33 MPa (ab)D = ±116 MPa

These results are in reasonable agreement with Eqs. 2.13-1 and 2.13-2, and in good agreement 
with Eqs. 2.13-3 except for cra at A, which is a small stress for which the discrepancy has been 
satisfactorily explained. We conclude that computed results from the refined mesh are reliable, 
although one more mesh refinement and reanalysis might provide additional confidence.

It would be instructive to repeat the analysis using reduced nodal loads (m = 0 in 
Fig. 2.13-3b). Other concerns about modeling may be raised, as follows. Truly concentrated 
loads are not possible; therefore, the horizontal forces F in Fig. 2.13-1 are idealizations 
whose actual distribution should perhaps be represented more precisely. The ratio h/R is 
probably small enough that transverse shear deformation is negligible, but it does no harm 
to use elements that include it. We have assumed from the outset that the material is linearly 
elastic. Stresses are not large and the elastic modulus suggests that the material is steel, so 
the assumption of linearity appears reasonable. Our linear analysis also assumes that defor­
mations are small enough that equilibrium equations [K]{D} = {R}, which are based on 
original geometry, remain sufficiently accurate after deformations have been produced by 
load. This assumption is seen to be true for this problem, because uA and vD are much 
smaller than overall dimensions of the structure. A problem that is nonlinear, because the 
material yields or because deformations are large, is much harder to solve, because informa­
tion needed in the solution—namely, material properties at all locations, the deformed 
geometry, or both—is not known in advance.

ANALYTICAL PROBLEMS

2.2-1 (a) Consider a two-node bar element, as in Fig. 2.2-1, but let cross-sectional area A 
vary linearly with x from Ao at x = 0 to cA0 at x = L, where c is a constant. Write
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the element stiffness matrix, first as in Eq. 2.2-1 using the average A, then using the 
exact relation between axial load and change in length of the member. Evaluate 
both matrices numerically for the case c = 2. 1
(b) A bar of length LT has linearly varying cross-sectional area A, from Ao at the 
left end to 3A0 at the right end. The bar is stretched by axial forces P at each end. 
The bar is modeled by the “average A” elements of part (a). Calculate the elonga­
tion of the bar, using one, two, three, then four elements of equal length. What is 
the percentage error in each case?

2.2-2 (a,b) In each of the two plane structures shown, rigid blocks are connected by lin­
ear springs. Imagine that only horizontal displacements are allowed. In each case, 
write the structure equilibrium equations [K] {D} = {R} in terms of spring stiff­
nesses kb displacement d.o.f. uz«, and applied loads Ft.

2.2-3 The plane structure shown consists of a rigid, weightless bar and linear springs of 
stiffnesses kx and fc2. Only small vertical displacements are permitted. Stiffness 
matrix [K] of this structure is 2 by 2 but can have various forms, depending on the 
choice of d.o.f. Determine [K] for each of the following choices of lateral transla­
tion d.o.f. (a) vx at x = 0 and v2 at x = L, as shown, (b) at x = 0 and vA at 
x - L/2. (c) v2 at x = L and vB at x = 2L.

Problem 2.2-3

2.2-4 Consider a cable element of length L under constant tension T, as shown. Assume 
that lateral deflection v is linear in x and that v « L. What is the 2 by 2 stiffness 
matrix that operates on d.o.f. and r2? (The matrix will contain T. Lateral forces 
Fj and F2 will be collinear with the d.o.f.)
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__________
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Problem 2.2-4

2.2-5 In Fig. 2.2-4, let k-^ = k2 = k and = t2 = t
(a) Let 7\ = 0 °C and T3 = 200 °C. Solve for T2 and the unknown rates of heat 
flow in terms of k and t.
(b) Let I\ - 400 °C and let f3 have the prescribed value f. What are the 
unknowns? Solve for them in terms of k, t, and f.

2.3-1 For the structure described in Problem 2.2-3, determine [K] for each of the follow­
ing choices of d.o.f. (a) Lateral displacement at x =0 and small rotation 0 
about x = 0. (b) Lateral displacement vB at x = 2L and small rotation 0 about 
x = 2L.

2.3-2 (a,b) The plane structures shown consist of rigid weightless bars connected by lin­
ear springs, each of stiffness k. Degrees of freedom are horizontal translations 
and small rotations for i = 1,2, as shown. Vertical motion and out-of-plane dis­
placements are noLallowed. In each case determine the 4 by 4 structure stiffness 
matrix in terms of k and b.

(a) (b)

Problem 2.3-2

2.3-3 The plane structures shown consist of rigid weightless members and springs. In 
each case determine the stiffness matrix that operates on the two d.o.f. shown.
(a) Spring kA resists translation; spring kB resists relative rotation between bars AB 
and BC, Each bar has length 5L and slides without friction on the horizontal surface, 
(b) Rotation 0 is small. Assume that the roller can apply upward or downward 
force to the trapezoidal block.

2.3-4 To elevate the end of a cantilever beam without rotating it, as shown, force and 
moment are required. From the information shown, fill in as many numerical val­
ues as you can in an element stiffness matrix that operates on nodal d.o.f. 
{d} = 0zl v2 0z2J , where v1 and v2 are measured in millimeters. Do not 
use beam deflection formulas or Eq. 2.3-5. Instead rely on the given data, physical 
argument, statics, and the symmetry of [k]. Ignore transverse shear deformation.
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2.3-5 Using Eqs. 2.3-1 to 2.3-4 as a guide, apply elementary beam theory to derive the 
following columns of [k] in Eq. 2.3-5. (a) Column 2. (b) Column 3. (c) Column 4.

2.3-6 (a,b) The slender plane beams shown have both axial and bending stiffness. With­
out calculation, determine the algebraic sign of each coefficient in the element 
stiffness matrix [k] associated with the d.o.f. shown (or enter zero if the coefficient 
is null). Assume that displacements and rotations are small, and that nodal forces 
and moments have the same positive senses as their corresponding nodal d.o.f.

Problem 2.3-6
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2.3-7 (a) Let a uniform beam element have simply supported ends. Apply end loads such 
that bending moment is constant along the beam. Use Eq. 2.3-6 to show that there 
is no transverse shear deformation in this case. 1
(b) Let a uniform cantilever beam be supported at the loaded end so that this end 
cannot rotate, as shown. For the cross section shown, and with E = 2G, use 
Eq- 2.3-6 to calculate the lateral deflection at node 2 in terms of P and E. Consider 
L = 8 mm, L = 16 mm, and L = 32 mm. In each case, what fraction of the 
deflection is due to transverse shear deformation?
(c) For the beam of part (b), verify that lateral deflection according to Eq. 2.3-6 agrees 
with mechanics of materials theory for the two limiting cases L —> 0 and L ©©.

y

Problem 2.3-7(b)

2.3- 8 Two identical cantilever beams lie in the xy plane and are welded together where 
they meet at right angles, as shown. Set up a 2 by 2 matrix that operates on lateral 
deflection and rotation d.o.f. at B. Note that rotations about x and y axes are equal 
in magnitude at B. Solve for the lateral deflection at the loaded point. Neglect 
transverse shear deformation but include torsional stiffness. If the two beams have 
I sections, what can be said about the calculated deflection as compared with the 
actual deflection, and why?

Problem 2.3-8

2.4- 1 For a bar element arbitrarily oriented in the xy plane, Fig. 2.4-lb, determine [k] by 
activating each d.o.f. in turn, rather than by using the transformation of Eq. 2.4-5.

2.4- 2 (a) Derive a 4 by 4 stiffness matrix for a uniform bar element, using the d.o.f. shown, 
(b) Obtain the same result by coordinate transformation of the 2 by 2 matrix in Eq. 2.2-1.

Problem 2.4-2
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2.4- 3 (a) For a two-node bar element arbitrarily oriented in space, determine, the 6 by 6 
matrix [k] by activating each d.o.f. in turn, rather than by using the transformation 
of Eq. 2.4-5. 1
(b) Verify the result of part (a) by carrying out the coordinate transformation.

2.4- 4 Obtain the stiffness matrices requested in the following problems by applying 
coordinate transformation to the stiffness matrix determined in Problem 2.2-3(a): 
(a) Problem 2.2-3(b) (b) Problem 2.2-3(c)
(c) Problem 2.34(a) (d) Problem 2.3-1 (b)

2.5- 1 In Fig. 2.5-1, permute element node labels so that element nodes are numbered as 
shown in the sketch for the present problem. Maintain structure node numbers as shown 
in Fig. 2.5-1. Show that [K] of Eq. 2.5-9 is again obtained.

2.5- 2 The structure shown consists of a two-node element A, a three-node element B, and 
a four-node element C. There is one d.o.f. per node. Place letters A, B, and C in 
appropriate positions in arrays [K] and {R} to indicate the locations to which con­
tributions from element matrices are assigned.

2.5- 3 Two collinear cantilever beams are connected by a frictionless hinge, as shown. 
Flexural stiffness EIZ is the same for both beams. Load P and deformations are 
confined to the xy plane. Write the stiffness matrix that operates on the “active” 
d.o.f. Ignore transverse shear deformation.

A

Problem 2.5-3 Problem 2.5-4

2.5- 4 For the frame shown, write equilibrium equations [K]{D} = {R} using d.o.f. 
{D} = 0zl 0z2J . Both members are slender and have the same Z, A,
and L. Express matrix coefficients in terms of L, a = AE/L, and b - EI/L\

2.5- 5 For the plane frame of Fig. 2.3-3(a), assume that members are slender and have the 
same EIV and that axial deformations are negligible in comparison with bending 
deformations. Let loads and deformations be confined to the plane of the frame.



68 One-Dimensional Elements and Computational Procedures

2.5-6

Write the structure stiffness matrix that operates on “active” cLo.f. 
{D} = |_uB 0zB 0zC] •
Imagine that a beam element has positive directions for nodal loads and nodal 
d.o.f. as shown in the sketch. How does this arrangement alter [k] of Eq. 2.3-5? 
What is awkward about this arrangement?

Problem 2.5-6 Problem 2,5-7

2.5-7

2.6-1

2.6-2

2.6-3

2.6-4

Displacements of the two-member truss shown are confined to the plane of the fig­
ure. Both members have the same A, E, and L. Obtain the 2 by 2 stiffness matrix 
that operates on horizontal and vertical displacements of the top node. Solve for 
these displacements, and for axial stress in members, when downward load P is 
applied.
Let each of the following beam elements lie along the x axis. Write the most gen­
eral nodal displacement vector that describes a small rigid-body motion of the ele­
ment. (a) 2D element (see Eq. 2.3-6). (b) 3D element (see Eq. 2.3-8).
For the 2D beam element cited in Problem 2.6-1(a), write the nodal displacement 
vector {d} that describes a rigid-body rotation of 180° about node 1. For this vec­
tor, [k]{d} is not zero. Why?
Remove supports from the truss of Fig. 2.5-2. Use L = 5a as the length of bar 2, 
where a is a constant having units of length. Write rigid-body displacement vectors 
for the following small motions (a), (b), and (c) in the plane of the truss. Show that 
each vector produces zero forces {R}.
(a) Translation in the direction of bar 2
(b) Rotation about node 3
(c) Rotation about the point x = 3a, y = 4a
(d) Are the foregoing three displacement vectors linearly independent?
(e) Let the nodal displacement vector be {D} = |_-7 -3 -4 0 0 -4jr. Is the 
product [K]{D} equal to zero? Does this {D} represent rigid-body motion?
For the quarter-circle curved beam element shown, use the d.o.f. indicated and 
confine displacements to the xy plane.
(a) Do individual rows (or columns) of [k] sum to zero? Why or why not? (Do not 
construct [k] to answer.)
(b) Write the most general nodal displacement vector that expresses rigid-body 
motion.
(c) Write {d} (all six terms) such that [k]{d} = {0}. There are infinitely many 
possibilities; write three {d)’s that are linearly independent.
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Problem 2.6-5

2.6- 5 (a,b) Repeat the instructions of Problem 2.6-4(a,b) with reference to the uniform 
two-element beam structure shown.
(c) Sketch the deformation mode that corresponds to a {D} that makes each nodal 
load 7? ■ in {R} equal to the sum of the in row z. Show the by sketching prop­
erly oriented arrows on the structure.

2.6-6 Write the most general nodal displacement vector {d} that expresses rigid-body 
motion in the xy plane for the following truss elements:
(a) The bar element of Fig. 2.4-lb with /3 = 0
(b) The bar element of Fig. 2.4-lb with (3 >0
(c) The bar element of Problem 2.4-2

2.6-7 (a) There must be nR restraints to prevent rigid-body motion, where nR = 3 for 2D 
(plane) motion and nR = 6 for motion in 3D space. However, the d.o.f. to be 
restrained cannot be chosen arbitrarily. Explain why. Also, provide 2D and 3D 
examples for which nR restraints are inadequate.
(b) The choice of restraints adequate to prevent rigid-body motion is not unique. 
For the two-element cantilever beam of Fig. 2.6-2b, starting with no supports, 
write six sets of boundary conditions, each adequate to prevent rigid-body motion 
in 3D space and yet also adequate to model a plane problem. Avoid unnecessary 
restraint.

2.6- 8 For a given {D}, why does the form {D}r[K]{D}/2 represent strain energy in a 
structure? Suggestion: Consider work done by applied loads.

2.7- 1 In each of the following beam problems, confine displacements to the xy plane, use 
a single element, and ignore transverse shear deformation. Write [K]{DJ = {R} 
with {D} = [v2 0z2 J T  Impose d.o.f. at node 2 by using the method of Eq. 2.7-6. 
Solve by matrix operations; then check results by elementary beam theory.

*

(a) A cantilever beam is fixed at its left end. A lateral displacement v2 s imposed 
at its right end. What is the associated force, and what is

*

(b) A simply supported beam is forced to rotate 6zl units at its left end. What is 
the associated moment, and what is 0z2?

2.7-2 (a) Let AE/L be the same for each bar of the plane truss in Fig. 2.5-2. Remove 
load P. Using the method of Eq. 2.7-6, impose the following displacements at node 
1: ux = c (where c is a small number), and = 0. Determine and the x and y 
components of load applied at node 1.
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(b) Use the results of part (a) in Eq. 2.5-10 to determine support reactions at nodes 
2 and 3.
(c) Show that the forces of parts (a) and (b) place the truss in static equilibrium.

2.8-1 Renumber nodes in Fig. 2.8-la as follows: 7 becomes 6, 9 becomes 7, and 6 
becomes 9. Numbers of other nodes are not changed. What now are the maximum 
semibandwidth and the profile of [KJ? How many “fills” will Gauss elimination 
produce?

2.8-2 (a,b) Reverse the node numbering in Fig. 2.8-la, so that 9 becomes 1, 8 becomes 2, 
and so on. Do likewise for Fig. 2.8-lb. In each case, answer the questions posed in 
Problem 2.8-1.

2.8-3 (a) Assume that the structure shown has one d.o.f. per node, and that each straight 
line between nodes is a two-node element. Try to assign a node numbering that 
minimizes the largest semibandwidth &max. For this numbering, what are £>max, pro­
file p, and the number of “fills” created by Gauss elimination?
(b) Repeat part (a), but now try to assign an alternative numbering that maximizes 
^max*

Problem 2.8-3 Problem 2.8-4

2.8- 4 (a,b) Repeat Problem 2.8-3 with reference to the structure shown.
2.8- 5 The stiffness matrix of Fig. 2.8-3a can be provided by an actual structure. Devise 

such a structure, using linear springs and rigid blocks, in the manner of structures 
considered in Problem 2.2-2.

2.8-6 Apply Gauss elimination to the stiffness equations that represent the inadequately 
supported plane structures shown. In what equation does trouble appear, in the 
form of a zero diagonal term? Could the step number be predicted in advance?

y,v

(a) (b)

Problem 2.8-6
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(a) Each of the three bar elements has the same A and E. Each node acts as a hinge 
connection. There are four active d.o.f.
(b) Use Eq. 2.3-5 to represent the unsupported beam.

2.8- 7 The sketch shows an axially loaded structure and its structural equations after 
boundary conditions have been imposed.
(a) Use Gauss elimination to solve for u2, u3. and m4.
(b) After the first elimination, what physical interpretation can be given to F22?
And what interpretation to K33 after the second elimination?
(c) Structural equations can be written in the following form:

w2 = (24+6«3)/12 u3 = (24+6u2+6u4)/12 w4 = u3

In Gauss-Seidel iteration, one solves the equations serially, using the most recently 
calculated values of the u(- in each equation. Thus, in the first iteration, starting with 
u2 = u3 = w4 = 0, one obtains u2 = 2 from the first equation, then u3 = 3 
from the second equation, then w4 = 3 from the fourth equation. Carry out 
another three cycles of this process. (Note: There are ways to greatly increase the 
convergence rate.)

24 
24 
0

Problem 2.8-7

2.8-8 (a) For the structure of Problem 2.2-2(a), let all springs have the same stiffness k. 
Let all loads be zero but F2. Use Gauss elimination to determine the displacement 
d.o.f. in terms of k and F2.
(b) For the same structure, change the loading so that all loads are zero but Fr 
Determine the displacement d.o.f. in terms of k and FP However, rather than start­
ing over, use the triangularized matrix of part (a) to reduce the load vector, then 
back-substitute.

2.8- 9 (a,b) Repeat the instructions of Problem 2.8-8, but with reference to the structure 
of Problem 2.2-2(b).

2.8- 10 (a) In Fig. 2.5-2, let k = AE/L be the same for each member of the truss. Use 
Gauss elimination to determine vx, and v3 in terms of stiffness k and load P.
(b) Use Eq. 2.5-10 and the results of part (a) to determine the support reactions. 
Verify that these reactions and load P place the truss in static equilibrium.

2.9- 1 The uniform bar shown carries uniformly distributed axial load q over its right 
half. Determine the axial stress distribution in the bar, both with and without ele­
ment stress fields that exist when all nodal d.o.f. are zero, (a) Use one element of 
length 2E. (b) Use two elements, each of length L.

Problem 2.9-1
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2.9- 2 (a,b) Repeat Problem 2.9-1, but remove the support at the right end of the bar.
2.9- 3 Solve the problem of Fig. 2.9-2(a) using two elements of equal length in span L. 

Plot bending moment M in the beam using (a) M as produced by nodal d.o.f. only, 
and (b) M as produced by nodal d.o.f. in combination with element M fields that 
exist when all nodal d.o.f. are zero.

2.9- 4 Distributed lateral force q and the slender cantilever beam are both uniform (see 
sketch). Determine the tip deflection and root bending moment using consistent 
nodal loads produced by q. Omit element M fields that exist when all nodal d.o.f. 
are zero. Then repeat the calculation, this time using reduced nodal loads, (a) Use a 
single element, (b) Use two elements of equal length.

Problem 2.9-4 Problem 2.9-5

2.9-5 The uniform slender cantilever beam shown carries a concentrated lateral force R 
Model the beam by a single element.
(a) Calculate nodal d.o.f. v2 using consistent nodal loads (shown in the sketch). 
Express the answer in terms of P, L, E, I9 and a.
(b) Again calculate v2, now using reduced nodal loading (only force Pa/L at x = E). 
(c) For part (a) and for part (b), calculate the ratio of the calculated v2 to the exact 
v2 according to elementary beam theory. Plot these ratios versus a/L for 0 < a < L. 
(d) Use the nodal d.o.f. of part (a) to calculate bending moment M = EIv3XX at the 
left end, without including the bending moment that exists when all nodal d.o.f. are 
zero. Repeat for part (b). In each case compute the ratio of calculated end moment 
to exact end moment, and plot these ratios versus a/L fQrQ<a<L.

2.10- 1 Repeat the example problem of Section 2.10, but alter support conditions by letting 
* the bar be fixed at its left end and free at its right end.

2.10- 2 The bar shown is confined between rigid walls. Cross-sectional area A varies linearly 
from Ao to 1.6A0. The bar is uniformly heated an amount AT from its stress-free tem­
perature. Calculate stresses in a model that contains three uniform elements^ each of 
length L^/3 and having the respective cross-sectional areas 1.1AO, 1.3A0, and 1.5A0. 
On axes x (abscissa) and aL AT (ordinate), plot exact results and FE results.

Ao 1 .6Aq
1=1

—J

Problem 2.10-2

2.10- 3 Remove load P in Fig. 2.5-2. Heat bar 2 only, an amount T degrees. Use the three- 
step method described in Section 2.10 to determine nodal displacements and ele­
ment stresses. Let bar 2 have length 5a, where a is a constant.
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2.10- 4 (a,b) Each beam shown is slender and has a solid rectangular cross section of 
dimensions 2c by t. Each is loaded by a temperature field that is constant along the 
beam but varies from +T on the top surface to - T on the lower surface: In each 
case use a single element and the three-step method described in Section 2.10 to 
determine stress crx on the top surface as a function of x, E, a, T\ and dimensions.

Problem 2.10-4

2.11- 1 For the slender beam shown, decompose the problem into the sum of symmetric and 
antisymmetric cases, then use beam theory to determine the deflection of load P in 
terms of P, L, E, and L Check the result by a handbook formula of beam theory.

Problem 2.11-1

2.11- 2 The ring shown is loaded in its plane by moments Mo at opposite ends of a diame­
ter. For a complete solution, only the first quadrant need be modeled and analyzed. 
What boundary conditions and loads are appropriate?

Problem 2.11-2 Problem 2.11-3

2.11- 3 The half-ring shown lies in the xy plane and is symmetric about the yz plane. Loads 
P and F are applied at points equidistant from the yz plane and act parallel to it. 
Symmetry conditions are to be exploited by analysis of only the half of the ring 
that lies in the first quadrant. Fixed support is provided at the xz plane.
(a) At the yz plane, what displacement boundary conditions must be imposed on the 
quadrant analyzed? At this location, which of the nodal loads are known to be zero? 
(b) Reverse the directions of loads P and F in the first quadrant only, and answer 
the questions posed in part (a).

2.11- 4 The model shown is a square grillage of uniformly spaced beam elements that lie 
in the xy plane and are welded together at nodes. Assume that all elements are 
identical and that nodal d.o.f. are lateral (z direction) displacements w(. and rota­
tions 0xi and 0yi. Supports impose = 0 at all nodes i on the square boundary of 
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the grillage. Internal nodes are not restrained. In each part of this problem, lateral 
(z direction) forces of magnitude P act on internal nodes as described below. State 
what portion of the grillage constitutes the smallest acceptable model, and what its 
boundary conditions must be, if:
(a) Each node carries a load P, all acting in the same direction.
(b) Loads P act upward for y >0, act downward for y < 0, and are omitted on 
y = o.
(c) Loads P alternate in direction by quadrant. That is, they act upward in the first 
and third quadrants, downward in the second and fourth quadrants, and are omitted 
on x and y axes.
(d) Loads P alternate in direction by octant.

y 

I

X

Problem 2.11-5

2.11-5 The sketch represents a uniform rectangular plate with lateral load P applied at one 
comer. Imagine that the FE mesh (not shown) is uniform and is supported by a uni­
form elastic foundation. The d.o.f. at each node are lateral displacement and 
rotations 0xi and 0yi. Describe how the entire plate under the given loading can be 
analyzed for lateral deflection vv = w(x,y) by analyzing a single quadrant four 
times, each time using different loading and/or support conditions, or then super­
posing results.

COMPUTATIONAL PROBLEMS

In the following problems, compute peak values of displacement and stress or bending 
moment. Exploit symmetry where possible. When mesh refinement is used, estimate the 
maximum percentage error of results provided by the finest FE mesh. Where dimensions 
or loads are not assigned, choose values that seem reasonable or convenient. Where mate­
rial properties are needed but not stated, use properties of steel. Apply the analysis meth­
odology suggested in Section 1.5.
C2.1 (a) Does the software you use include transverse shear deformation in beam ele­

ments? Rather than consulting program documentation, find out by devising and 
running simple cantilever beam test cases.
(b) Similarly, consider uniformly distributed load on a beam. Analyze it using con­
sistent nodal loads, then reduced nodal loads (Section 2.9). Then analyze again, 
this time obtaining loads automatically by using the gravity load option in FE soft­
ware. Which nodal load formulation appears to be coded in the software?
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C2.2 Use FEA software to determine displacements due to load P in Problem 2.5-7. 
Compare computed results with results determined by hand calculation in Problem 
2.5-7. In computation, include cases for which angle </> is very small. -

C2.3 A stepladder contains a linkage mechanism that permits the ladder to be folded, as 
shown. As a simple idealization, a stepladder can be analyzed as a plane structure, 
(a) Do an analysis for a load P acting downward on top of the ladder. Use the sim­
plest workable FE model. Both bar and beam elements may be needed.
(b) Do an analysis for load P on a step of the ladder. Modify the FE model of 
part (a) only to the extent necessary.
(c) Repeat the foregoing stepladder analyses, but improve the model by making it a 
three-dimensional structure. Obtain dimensions by measuring an actual stepladder.

Problem C23 Problem C2.4

C2.4 Members of the plane structure shown may be bars connected by pins to create a 
truss, or beams rigidly connected at joints to create a frame. For the frame model, 
nodal rotations at the wall may be either permitted or prohibited. Investigate how 
displacements and stresses differ between the truss model and the frame model. 
Assume that all members have a square cross section, b units on a side. Suggested 
cases include b = 5 mm, b = 15 mm, and b = 30 mm; also H = 120 mm and 
L - 160 mm. Unit load P = 1.0 N is convenient.

C2.5 Members of the plane structure shown may be bars connected by pins to create a 
truss or beams rigidly connected at joints to create a frame. Investigate how dis­
placements and stresses differ between the truss model and the frame model. 
Assume that all members have a square cross section. Dimensions shown are in 
meters. Loading may be by uniformly distributed load q or by the weight of the 
structure itself. Obtain nodal loads by the reduced approach described in 
Section 2.9. (It is also instructive to omit diagonals from the frame model, so that 
upper and lower chords are connected only by vertical members.)

6 @ 1.6 = 9.6

Problem C2.5
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C2.6 Analyze the circular ring shown in Fig. 2.13-2, but with loads F directed normal to 
the plane of the ring and alternating in direction from one load to the next. Let 
r = 80 mm, and let the cross section be circular and of diameter 6.0 mm.

C2.7 Consider the tapered beam shown in Fig. 2.12-2a. Let the beam have unit thickness 
normal to the figure, and let depth h vary linearly in the axial direction. Confine 
displacements to the plane of the figure. Suggested cases include the following,
(a) Li = L2 = s = 200 mm, hx = h2 = 40 mm, hc = 20 mm
(b) Ly - L2 = 5 = 200 mm, hx = h2 = 20 mm, hc - 40 mm
(c) Lx = 200 mm, = 0, s = 80 mm, hx = 40 mm, h2 = hc = 20 mm

C2.8 (a,b,c) Repeat Problem C2.7, now letting an end of the beam be simply supported.
C2.9 Consider the problem of a plane beam on a continuous “Winkler” elastic founda­

tion [2.6]. The foundation can be represented by discrete springs that connect 
nodes of an FE beam model to a rigid support (see sketch). This is not the best FE 
representation of the problem, but it is instructive to discover how displacements 
and bending moments in the FE beam model converge toward exact results as the 
mesh is refined. Analytical solutions for straight beams with various arrangements 
of loading and support are available [1.16], A circular ring built of straight ele­
ments can also be investigated, under loads normal to the plane of the ring.

Problem C2.9

C2.10 Idealize a bicycle wheel as a planar structure having 36 radial spokes. Properties 
are as follows [2.23]. Spokes: diameter = 2.1 mm, E = 210 GPa, 
length = 309.4 mm from the center of the wheel to the centroidal axis of the rim 

- cross section. Rim: A = 138.4 mm2, E = 70 GPa, v = 0.33, centroidal I of 
A = 1469 mm4,1/c = 176 mm3 (for stress calculation). Assume that initial ten­
sion in the spokes is sufficient to maintain tension in every spoke when load is 
applied. Consider the following loadings:
(a) A vertical force of 490 N applied by the road. _
(b) A force of 100 N applied tangentially by caliper brakes at the top of the wheel.

C2.ll The structure shown has unit thickness normal to the figure. Depth h of the cross 
section varies linearly in the circumferential direction. Confine displacements to 
the plane of the figure. Some possible choices of geometry are as follows.
(a) - 45°, <f>2 = 90°, R = 500 mm, hx = h2 = 30 mm
(b) </>! = 20°, (£2 = 40°, R = 500 mm, hx = h2 = 30 mm
(c) = 20°, (^2 = 90°, R - 500 mm, hx = h2 = 30 mm
(d) = 20°, (f>2 = 90°, R = 500 mm, hx - 30 mm, h2 = 10 mm

C2.12 Problem C2.11 can be repeated with either end or both ends simply supported. Uni­
form or nonuniform temperature change can be applied. Additional loadings may 
include prescribed zero or nonzero values of translational and/or rotational d.o.f. at 
one end.
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Problem C2.ll

C2.13 Uniform pipes, each fixed at one end, lie in a horizontal xy plane and intersect at 
right angles, where they are welded together (see sketch). A steel rod BD of cross­
sectional area 100 mm2 connects B to fixed support Z). The pipes have the hollow 
circular cross section shown. All members.are steel. Determine the largest deflec­
tions and largest stresses in each member.
(a) Omit pipe AB, so that only pipe BC is present, supported by hanger BD.
(b) Include both pipes and hanger BD in the analysis.

C2.14 Apply loading directed normal to the plane of the structure analyzed in 
Problem C2.4. Load(s) may be applied to joints or to members between joints. Let 
members have a circular cross section.

C2.15 Use the structure geometry described in Problem C2.11, but orient load P so that it 
acts normal to the plane of the figure. Let h represent the diameter of a solid 
circular cross section. Alternative loadings and support conditions suggested in 
Problem C2.12 may also be addressed. End loading may include torque or 
prescribed angle of twist.



CHAPTER

BASIC ELEMENTS

Most elements in common use are displacement-based. This chapter discusses interpola­
tion and simple elements based on displacement fields, and shows how their stiffness 
matrices are formulated. Additional formulation procedures, and similar elements of more 
general shape, are discussed in subsequent chapters.

An understanding of element displacement fields, and especially of shortcomings an 
element may have because of its displacement field, is needed in order to prepare a good 
FE model and to properly check computed results.

3.1 PRELIMINARIES

Few elements can be formulated using the direct method, as applied to bars and beams in 
Chapter 2. In general, formulation of elements for structural mechanics relies on long- 
established tools of stress analysis, including stress-strain relations, strain-displacement 
relations, and energy considerations [3.1]. In this chapter we state formulas in rectangular 
Cartesian coordinates. Analogous formulas in polar and cylindrical coordinates are stated 
where needed. Formulations for problems other than structural mechanics appear in subse­
quent chapters.

Stress-Strain Relations. Let {ct} be the array of stresses and {e} the array of strains. 
Subscripts zero indicate initial values. Constitutive matrix [E] contains elastic constants. 
For linearly elastic conditions, stress-strain relations can be stated in the matrix forms

{<r} = [E]{e} + {cf0} or {a} = [E]({e] - {s0})
where {ct0} = -[E]{e0} (3.1-1)

This relation is valid in one, two, or three dimensions. For a uniaxial stress state, with no 
initial stress, it is simply a = Ee, where E is the elastic modulus. In two dimensions, with 
x and y as the in-plane coordinates, Eq. 3.1-1 is

Stresses = <Constitutive matrix X Strains + Initial stresses

En ^12 ^13 Bx ^xO

' ay ‘ = E21 ^22 ^23 * £y " +

Txy. E3i E32 E33 Xxy.

(3.1-2)

78
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Constitutive matrix [E] is symmetric; E- = E^. [E] can represent isotropic or anisotropic 
material properties. For isotropy and plane stress conditions (az = ryz = = 0), [E]
and its inverse are :

1 v 0 1/E -v/E 0
[El = V 1 0 [E]"1 = -v/E 1/E 0 (3.1-3)

1-/
0 0 (1-p)/2 0 0 1/G

where v is Poisson’s ratio and G = 0.5E/ (1 + p) is the shear modulus. (For plane strain 
conditions, namely sz - yyz = y^ = 0, see Eq. 3.4-11). Inverting Eq. 3.1-1, we obtain

General form: For isotropy and plane stress conditions:
SX = v<ry/E+ £x0

{e} = [EJ-^ct} + {«0} = ~v<yx/E+ay/E+ By0 (3.1-4)

~ Tzy/d + T^yO

Initial strains {e0} may have various causes, including temperature change and swelling 
due to moisture or radiation. If convenient, in order to account for initial effects from the 
simultaneous action of two or more sources, {e0} and {ctq} can both appear in the stress­
strain relation. If the material is isotropic and initial strains are produced by temperature 
change T, then = ctT and y^ = 0, where a is the coefficient of thermal
expansion, here assumed to be independent of temperature. Temperature T is measured 
relative to a reference temperature, perhaps room temperature, at which the body may be 
regarded as free of stress.

In three dimensions, [E] is a symmetric 6 by 6 array that relates stresses {ct} = 
K ay az Txy Tyz TwJTand strains {e} = L ex ey £z Zcy 7yz
For the case of isotropy and initial strains caused by temperature change T, nonzero entries 
in [E] and {e0} are

Eh = E22 = E33 = (1 - v)c £x0 = aT

E44 = E55 -- £66 - G sy0 = aT (3.1-5a)

E12 = E21 - El3 = E3l = E23 - E32 = pc gzq - aT

, E Jwhere c - —----- ——t— and
(l + v)(l-2v)

F
G = <3J-5b) 2(1 + p)

Analogous coefficients for an orthotropic material are stated in Eqs. 10.5-1.
Temperature may vary from one part of a body to another, and it may happen that mate­

rial properties are temperature-dependent. Then [E] must contain terms appropriate to the 
temperature at the location where [E] is used. And, if a is a function of temperature, aT 
must be replaced by aaveT, so that aaveT is equal to the integral of a dT over the tempera­
ture range imposed. If material properties are srrcss-dependent, the problem is nonlinear 
(see Chapter 17).
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Strain-Displacement Relations. A displacement field describes how a body deforms as 
well as how it displaces. Strain-displacement relations extract the strain field contained in 
a displacement field and play a prominent role in formulating commonly used elements.

To obtain formulas, we use engineering definitions of strain. Normal strain is change in 
length divided by original length; shear strain is the amount of change in a right angle. 
Deformations shown in Fig. 3.1-1 provide formulas shown for strains sx, and y in the 
xy plane. In general, x-direction displacement u and y-direction displacement v are func­
tions of the coordinates; u = u(x.y) and v - v(x,y). Therefore, we must use partial 
derivatives. Doing so, and letting Ax and Ay approach zero, we obtain the two-dimensional 
strain-displacement relations

du
dx

_ dv _ du dv
ey ~ 7*y  ~ +fa (3.1-6)

Subsequently it will be convenient to use a comma to denote partial differentiation with 
respect to the subscript that follows. In this notation, Eqs. 3.1-6 are

£x ~ U’x Ey v*y "Yxy ^">y ^x (3-1-7)

In three dimensions, displacements in coordinate directions x, y, and z are u = u(x,y,z), 
v = v(x,y,z), and w = w(x,y,z), and Eqs. 3.1-7 are supplemented by the relations

sz = w,z yyz = v,z + w,y y^ = w,x + u,z (3.1-8)

In matrix operator format, for 2D and 3D cases respectively, the strain-displacement 
relations are

9 
dx

0 0

u
V

Ey

Bz

"Yxy

Vyz

d 
dy

."Yzx.

2
dz

d 
dy

d 
dz

d 
dx
2
dz

d_ 
dy 
d_ 
dx

(3.1-9)

0

0 0

0

0

u

V

w

0

0

Symbolically, for both of Eqs. 3.1-9 and for strain-displacement relations in general, we 
write

{e} = [d]{u} (3.1-10)
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(a)

= Au+At> 
Ay Ax

- Aw

Aw
Ay

T

/ &v

(b) (c)

Figure 3.1-1. An infinitesimal rectangle, subjected to (a) x-direction normal strain, (b) y-direction 
normal strain, and (c) shear strain.

Compatibility. When a body is deformed without breaking, no cracks appear in stretch­
ing, no kinks appear in bending, and material particles do not interpenetrate. Stated 
more elegantly, the compatibility condition requires that displacements be continuous 
and single-valued functions of position.

In a plane problem, the compatibility equation is sxyy + syxx = [3.1,3.2]. This
equation states the relation among strains that must exist if the compatibility condition is 
to be satisfied. There are additional equations for a three-dimensional problem. Arbitrarily 
assumed expressions for ex, sy, and yxy may not satisfy the compatibility equation, but 
arbitrarily assumed displacement fields are certain to satisfy it, provided they are single­
valued and continuous, as may be verified by substituting Eqs. 3.1-6 into the compatibility 
equation. One reason for the widespread use of displacement-based finite elements, which 
use assumed polynomials as displacement fields, is the ease with which compatibility can 
be satisfied.

Equilibrium Equations. Figure 3.1-2a shows stresses that act on a differential element in 
a two-dimensional problem. In rectangular Cartesian coordinates, we now develop equa­
tions stating that the differential element is in equilibrium under forces applied to it. 
Forces come from stresses on the sides and from body forces.

Body forces, Fx and Fy in x and y directions respectively, are defined as forces per unit 
volume, positive when acting in positive coordinate directions. Body forces can be pro­
duced by gravity, acceleration, a magnetic field, and so on. On each differential element of 
volume (dV = tdx dy, where t = thickness), Fx and Fy produce differential forces Fx dV 
and Fy dV In general, body forces and stresses are functions of the coordinates. Thus, for 
example, ax x is the rate of change and ax x dx is the amount of change in ax over distance 
dx. For uniform thickness f, static equilibrium of forces in the x direction requires that

-<rxtdy - Txytdx + (ax + axx dx)tdy + (r + dy)tdx + Fxtdxdy = 0 (3.1-11)

There is a corresponding y-direction equation of equilibrium. After simplification, the dif­
ferential equations of equilibrium for a plane (2D) problem are as follows. For reference, 
analogous equations for a solid (3D) problem are also stated here.
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x direction: 

y direction: 

z direction:

2D:

ax,x + + ^x — 0
Txy,x + + ^y ~ ®

(not used)

3D:
&x,x ^xyty ^zx,z + ^x ~

?xy,x + &y,y + ^yz,z ~ ® (3.1-12)
^zx,x + Tyz,y &z,z ^z ~ ®

Although derived for static conditions, Eqs. 3.1-12 can also be used if acceleration is 
present, provided that Fx, F, and Fz include d’Alembert or “effective” body forces per 
unit volume. For example, if there is x-direction acceleration ax, then Fx must include the 
inertial force term -pax, where p is the mass density. Whether in two dimensions or 
three, equilibrium equations can be symbolized as

[a]T{ff} + {F} = {0} (3.1-13)

where [3] is given in Eqs. 3.1-9 and, in 2D and 3D rectangular Cartesian coordinates 
respectively, {F} is [_FX FyJror[Fx Fy Fzf.

Boundary Conditions. Boundary conditions include prescriptions of displacements or 
stresses on sides or surfaces of a body. For example, in the plane problem of Fig. 3.1-2b, 
the rigid support implies that u = v = 0 along the left side. Stress boundary conditions 
prevail along the remaining sides: = 0 and ay = - p along the top side, crx = 0 
and 7^ = 0 along the right side, and crn = 0 and rns - 0 along the bottom side.

In general, distributed load can act tangent to a boundary as well as normal to it. On any 
boundary, including one not perpendicular to a coordinate axis, normal and tangential 
loads can be expressed as surface tractions, which are forces per unit of surface area, 
directed parallel to the coordinate axes. In rectangular Cartesian coordinates xyz, surface 
tractions {<D} are

= lax + mTxy + nTzx

where $ = It + ma +nr y xy y yz

<b = It. Y + mrV7 + na_ < yz z

(3.1-14)

in which Z, m, and n are direction cosines of a vector normal to the surface. When Eqs. 3.1-14 
are satisfied, each differential element of the surface is in equilibrium under the action of sur­
face tractions and internal stresses (evaluated at the surface). Such is also the case on a por­
tion of the boundary where displacements rather than tractions are prescribed, but tractions 
applied by a support are not known a priori and are usually not calculated in the course of a 
solution.

Exact and Approximate Solutions. An exact solution must satisfy compatibility, equi­
librium, and boundary conditions. For example, if we begin with a compatible displace­
ment field, we can obtain strains from Eq. 3.1-10 and then stresses from Eq. 3.1-1. If these 
stresses satisfy Eq. 3.1-13 at every point throughout the volume of a body, and all bound­
ary conditions are satisfied, then we have obtained the exact solution of the mathematical 
model (which is subject to basic assumptions such as linearity of the stress-strain relation 
and smallness of displacements). This is easy to say but difficult to do. Exact solutions are 
known only for simple combinations of geometry, loading, and support conditions.
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(a) (b)

Figure 3.1-2. (a) Stresses and body forces that act on a plane differential element of 
uniform thickness, (b) Tapered cantilever beam with pressure p on its top surface.

Finite elements based on displacement fields do not satisfy equilibrium conditions at 
every material point. Instead, displacement-based elements satisfy Eqs. 3.1-13 and 3.1-14 
in an integral or average sense. The matter is more fully explained in Chapters 4 and 5, 
where generally applicable methods of formulating approximate solutions are discussed.

Other Problems. The foregoing formulas of structural mechanics have counterparts in 
other areas. Details appear as needed in subsequent chapters. Here we briefly compare 
basic equations of structural mechanics and heat conduction. First we note that heat con­
duction is a scalar problem because the field quantity, temperature T, has no direction 
associated with it. In contrast, the displacement field of structural mechanics is a vector 
field having components in coordinate directions. The following list is for static (steady­
state) conditions:

Quantity Structural mechanics Heat conduction

Independent variables Coordinates x, y, z Coordinates x, y, z

Dependent variable(s) Displacements u, v, w Temperature T

Field gradient Strains ex, y^, etc. {VT} = [_T,X T,y T,J

Constitutive matrix Elastic constants [E] Thermal conductivities [kJ
Induced field Stresses {<r} = [E]{e} Heat fluxes {f} = - [k]{ VT} '

Surface load Tractions {$} on boundary Normal flux/rt at a boundary

Internal load Body forces Fx, Fy, Fz Internal heat generation Q

Equilibrium equation [d]r{ff} + {F} = {0} fx*  + fyy + fz,z ~ Q - 0

3.2 INTERPOLATION AND
SHAPE FUNCTIONS

To interpolate is to devise a continuous function that satisfies prescribed conditions at a 
finite number of points. In FEA, the points are nodes of an element, and the prescribed 
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conditions are nodal values of a field quantity (and perhaps its derivatives as well). Nodal 
values are rarely exact, and even when they are, interpolation generally provides approxi­
mate values at other locations. In FEA, the interpolating function is almost always a poly­
nomial, which automatically provides a single-valued and continuous field.

In terms of generalized d.o.f. ab an interpolating polynomial with dependent variable 
and independent variable x can be written in the form

n
or </> = LXJ {a} (3.2-la)

1=0

in which

LXJ = [1 x x2 x"J and {a} = |_a0 ar a2 an^T (3.2-lb)

where n = 1 for linear interpolation, n = 2 for quadratic interpolation, and so on. The 
can be expressed in terms of nodal values of </>, which appear at known values of x. The 
relation between nodal values {<t>e} and the az is symbolized as

{<M = [A]{a} (3.2-2)

where each row of [A] is LxJ evaluated at the appropriate nodal location (examples fol­
low). From Eqs. 3.2-1 and 3.2-2 we obtain

</• - LnJ{<kj where Ln J = LxJ[A]-1 = [A n2 -J (3.2-3)

An individual Ni in matrix LnJ is called a shape function. The name basis function is 
sometimes used instead. Each states the interpolated - </>(x) when the correspond­
ing is unity and all other are zero. In FEA, assembly of elements causes element 
nodal values {<|>e} to appear in {D}, the global vector of d.o.f. Thus, in FEA, {4>J for each 
element is determined by solving global equations [K] {D} = {R}.

Degree of Continuity. Field quantity <£> is interpolated in piecewise fashion over an FE 
mesh. That is, each “interpolation piece” is defined only within its element. So. while 0 
can be guaranteed to vary smoothly within each element, the transition between elements 
may not be smooth. The symbol Cm is used to describe the continuity of a piecewise field. 
A field is Cm continuous if its derivatives up to and including degree m are interelement- 
continuous. Thus, in one dimension, </> = <£(x) is C° continuous if <£ is continuous but 4>,x 
is not, and = 0(x) is C1 continuous if both 0 and are continuous but is not. 
These two cases are illustrated in Fig. 3.2-1, where x = a represents an interelement 
boundary. In general, it is necessary that derivatives of (f> of order m be included as nodal 
d.o.f. if field (b is to be Cm continuous.

The Cm terminology is also applied to element types. In Chapter 2 we encountered the bar 
element and the beam element, which are types of “C° element” and “C1 element” respec­
tively. Usually, C° elements are used to model plane and solid bodies. C1 elements are used 
to model beams, plates, and shells, thus providing interelement continuity of slope.
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Figure 3.2-1. Function <f)x is C° continuous. Function </>2 is C1 continuous.

C° Interpolation. We begin with linear interpolation between points (x^i) and 
for which LxJ = Ll xj in Eq. 3.2-1. Evaluating LxJ at points 1 and 2, we obtain

<A1

^2
where [A] =

1 x1

1 *2
(3.2-4)

Inverting [A] and using Eq. 3.2-3, we obtain

. 1 x9 -Xt[A]-1 = —2 1
x2-*i  -1 1

and (3.2-5)

The two linear shape functions ATj and 7V2 are shown in Fig. 3.2-2a. This example displays 
the simplest interpolation used in FEA. In formulating properties of a two-node element of 
length L, we will use Xj = 0, x2 = L, and nodal d.o.f. and 02.

N = fe ~ X)(X3 ~ x) 
1 (x2 ~ xl)(x3 - *1)

N = (*1 ~ ~ X)
2 (Xi - x?)(x3 - x2)

N = Qi - x)(x2 - X) 
3 (xi - x3)(x2 - X3)

(a) (b)

Figure 3.2-2. (a) Linear interpolation and shape functions, (b) Quadratic interpolation 
and shape functions.
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Quadratic interpolation fits a parabola to the points (xj,^), (x2,02)’ (x3>$3)- These
points need not be equidistant. Now Lx J = Ll x x2J, and Eq. 3.2-2 becomes

1—

1 *1 X2

where [A] = 1 x2 x2

1 X3 X2X3

(3.2-6)

Equation 3.2-3 yields LnJ, whose individual shape functions are shown in Fig. 3.2-2b.
Results shown in Fig. 3.2-2 can be regarded as particular instances of Lagrange's inter­

polationformula, which provides the following shape functions for a curve fitted to ordi­
nates at n points.

(x2 — x)(x3 — x) • • • (x — x)
M ,

1 (x2-x1)(x3-x1)“*(x rt-x1)
_ (X1-x)(x3-x)»-<xw-x)

2 " (x1-x2)(x3-x2)---(xn-x2)’

(3.2-7a)

or more generally

<Xj - x) (x2 - x) • • • [x^ - x] • • • (xn - x) 
(*i  - xk) (x2 - xk) • • • [xk - xj • • • (x„ - xk)

(3.2-7b)

in which the bracketed terms are omitted to obtain the fcth shape function. For linear inter­
polation, TV’s and x’s having subscripts greater than 2 do not appear; for quadratic interpo­
lation, Vs and x’s having subscripts greater than 3 do not appear; and so on. The foregoing 
shape functions have the following characteristics:

• All shape functions TVZ, along with function </> itself, are polynomials of the same degree.
• For any shape function Ni9 = 1 when x = xf and TV- = 0 when x = Xj for any 

integer j  i. That is, Ni is unity at its own node but is zero at other nodes.*
• C° shape functions sum to unity; that is, = 1. This conclusion is implied by 

Eq. 3.2-3, because we must obtain </> = 1 when {<|>e} is a column of l’s.

Lagrange’s interpolation formula uses only ordinates in fitting a curve. Slope informa­
tion is not used, so Lagrange interpolation may display slopes at nodes other than those 
desired (see Fig. 3.2-3a). Use of both ordinate and slope information in curve fitting, 
sometimes called Hermitian interpolation, is described as follows.

C1 Interpolation. Consider a cubic curve 0 = <£(x), whose shape is determined by four 
data items. We take these items to be ordinates and small slopes (d</>/dx)z at either end of 
a line of length L, as shown in Fig. 3.2-3b. Now LxJ = Ll x x2 x3J , and upon evaluat­
ing f and at x = 0 and at x = L, Eq. 3.2-2 becomes
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(a) (b)

Figure 3.2-3. (a) The solid line is a C° cubic interpolation fitted to ordinates of four 
points on the dashed line, (b) A cubic interpolation curve based on ordinate and 
slope information at end points.

10 0 0

where (3.2-8)

The four shape functions produced by Eq. 3.2-3 turn out to be the four lateral dis­
placement nodes of a beam shown in Fig. 2.3-1. These shape functions are repeated in 
Fig. 3.2-4, where their behavior at end points is listed. In Section 3.3 we illustrate how 
these shape functions can be used to generate the stiffness matrix of a beam element.

2D and 3D Interpolation. Interpolations described thus far use a single independent 
variable. In two- or three-dimensional problems, two or three independent variables are 
needed. These interpolations are extensions of one-dimensional interpolations and are 
described where they are used. When there are two or three dependent variables, such as 
displacement components in 2D or 3D problems, usually all components are interpolated 
using the same shape functions, as we will see shortly.

x = 0 x = L At x = 0 At x = L

Ni Ni,x M 

10 0 0

0 10 0
Figure 3.2-4. Shape 

o o I o functions of a cubic 
curve fitted to 
ordinates and 

0 0 0 1 , „ ,
slopes at x = Oand 
x = L.
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3.3 FORMULAS FOR ELEMENT MATRICES

In this section we use the principle of virtual work to obtain formulas for the element stiff­
ness matrix and for load vectors associated with initial strains, body forces, and surface 
tractions. These results apply to commonly used elements, which are based on interpola­
tion of displacements from nodal d.o.f. The same results can be obtained by alternative 
methods discussed in Chapters 4 and 5 that yield further insight into the nature of FEA and 
permit its extension to problems other than structural mechanics. The virtual work 
approach provides essential formulas without requiring much mathematics.

A virtual displacement is an imaginary and very small change in the configuration of a 
system. For analysis purposes we imagine that a virtual displacement takes place relative 
to the equilibrium configuration (when all loads have been fully applied), and that the dis­
placement is admissible. An admissible displacement does not violate compatibility or 
displacement boundary conditions. Neither loads nor stresses are altered by a virtual dis­
placement. The principle of virtual work, also known as the principle of virtual displace­
ments, can be stated in the form [3.2]

j dV = j {8u}r{F} dV + J {5u)r{«} dS (3.3-1)

Here {8e} is the vector of strains produced by Eqs. 3.1-9 and virtual displacement {8u}, 
where {8u] = |_8u 8v 8vvJr The symbol 8 has the same meaning as d for differential, 
but by convention 8 is used when displacements are virtual. In words, Eq. 3.3-1 says that 
for any quasistatic and admissible virtual displacement {8u} from an equilibrium configu­
ration, the increment of strain energy stored is equal to the increment of work done by 
body forces {F} in volume V and surface tractions {<!>} on surface 5.

Equation 3.3-1 can also be obtained by multiplying the left-hand sides of the equilib­
rium equations, Eq. 3.1-13, by {8u}r, integrating over the volume, and using integration 
by parts to change the form. This approach, described in the latter part of Section 4.7, 
makes plausible the statement that displacement-based finite elements satisfy differential 
equations of equilibrium in an average or integral sense.

Let displacements {u} be interpolated over an element in the same way as </> in Eq. 3.2-3, 
that is

{u} = [N]{d] where {u} = Lw v (3.3-2)

and {d} lists the nodal displacement d.o.f. of an element. Examples appear in subsequent 
sections. Strains are determined from displacements according to Eq. 3.1-10; that is 
{e} = [3]{u}. Hence

{e} = [B]{d] where [B] = [3][N] (3.3-3)

Matrix [B] is called the strain-displacement matrix. From Eqs. 3.3-2 and 3.3-3 we obtain

{8u}r = {8d}r[N]r and {8e]r = {8d}r[B]r (3.3-4)

From Eq. 3.1-1 (the stress-strain relation, now including both initial strain and initial stress 
for the sake of generality), and Eqs. 3.3-1, 3.3-3, and 3.3-4, we obtain
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{3d}r [B]t[E][B] dV {d} - [BftEHso) dV + [B]r{ff0} dV

r >[N]r{F} dV- I [N]r{0} dS = 0
J 7

(3.3-5)

Vectors {8d} and {d} do not appear within integrals because they are not functions of the 
coordinates. Equation 3.3-5 must be true for any admissible virtual displacement {8d} 
from the equilibrium configuration. Therefore Eq. 3.3-5 yields

[k]{d} = {rj

where the element stiffness matrix is

[k] = [B]r[E][B] dV

(3.3-6)

(3.3-7)

and the vector of loads applied to structure nodes by elements, due to all sources but ele­
ment deformation, is

W = [N]r{F} dV + [N]r{O} dS + [B]r[E]{e0} dV - [B]r{<r0} dV (3.3-8)

This equation defines “consistent” nodal loads, which means that {rj is determined by 
use of the same shape functions as are used to determine the element stiffness matrix. 
Examples of consistent loads {re} for bar and beam elements appear in Section 2.9.

Assembly of elements to form an FE structure can be indicated by adding a summation 
sign before the entire left-hand side of Eq. 3.3-5. Thus we are led to the assembly process 
described in Section 2.5. That is, element matrices are conceptually expanded to “structure 
size” and their terms rearranged as necessary, followed by addition of overlapping terms. 
In this step we can also add concentrated loads {P} applied directly to nodes. The result is 
structure equations [K]{D} = {R}, as stated by Eq. 2.5-4.

In a particular problem, any integral on the right-hand side of Eq. 3.3-8 may vanish. 
Even when present, an integral may vanish for most elements. For example, {ct0J may be 
nonzero only for elements in a portion of the structure, and {<!>} is nonzero only for ele­
ment surfaces that lie on the boundary of the structure and are loaded by surface traction.

Bar Element A simple example confirms that Eqs. 3.3-7 and 3.3-8 provide the same 
results as obtained in Chapter 2. For the bar element in Fig. 3.3-la, we set jq = 0 and 
x2 = L in Fig. 3.2-2a. Axial displacement is linearly interpolated from nodal d.o.f. ux and 
m2. Thus the shape function and strain-displacement matrices are

LnJ = y LbJ = 7-LnJ = 71
L L ax L L

With E and A both constant, Eq. 3.3-7 yields the element stiffness matrix

(3.3-9)
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[k] = plB-PE LbJAcJx = J J

Jo L L"1 I
(3.3-10)

which agrees with [k] in Eq. 2.2-1. In Eq. 3.3-8, {O} dS becomes force P and LnJ is eval­
uated at x = L/3. If there is also initial stress cr0 due to a uniform temperature change T, 
Eq. 3.3-8 yields

{rj
LN£/3JrP - [LLBjr(-£ctnA dx =

Jo

2P/3
P/3

>+ EAaTl
-1

1
(3.3-11)

which agrees with the results in Figs. 2.9-la and 2.10-lb.
An initial lack of fit, as for a bar initially AL units too long, is accommodated by taking 

the initial stress as a0 = -Esq = -£(AL/L). This initial stress can be superposed on 
initial stress due to a temperature change.

Beam Element As another simple example, we can confirm the results obtained in 
Chapter 2 for a uniform beam element without transverse shear deformation.

In formulating a beam element, we deal with bending moment M and curvature k rather 
than stress and strain. In the first integral of Eq. 3.3-1, the integrand becomes (8k)t M dx. 
For a uniform beam element, Fig. 3.3-lb,

M = ELk k = v — |N_|{d} k - LBj{d} (3.3-12) 
dx2

where v = v(x) is lateral displacement. Nodal d.o.f. are {d} = ^zl v2 ^zJ7-
Using shape functions listed in Fig. 3.2-4, we obtain

LbJ = 4lnJ = 

dx

6 12x
2 + 3

LT L3
4 6x 6 12x
L+ L2 L2 L3

6x
L2

(3.3-13)2
L

With E and Iz both constant, the element stiffness matrix is

12 6L -12 6L
fL Z77|k| = [ LB EftVj Bjdx = 6L 4L2 -6L 2L2

(3.3-14)
Jo L3 -12 -6L 12 -6L

6L 2L2 -6L 4L2

which agrees with [k] in Eq. 2.3-5.
To obtain nodal loads produced by the uniform downward load q in Fig. 3.3-lb, we use 

the second integral in Eq. 3.3-8, with {<&} = -q and dS = dx. Results turn out to be the 
same as shown in Eq. 2.9-2 and Fig. 2.9-2a. To similarly treat thermal load, we use the 
third integral in Eq. 3.3-8, with {ct0} replaced by m0 and dV replaced by dx. If for example



3.4 Linear Triangle (CST) 91

(a) (b)

Figure 3.3-1. (a) Uniform bar element with concentrated load P at the one-third point, (b) Uniform 
beam element with uniformly distributed downward load of intensity q.

the beam cross section has two axes of symmetry and depth 2c, and temperature varies lin­
early from - T at the upper surface to + T at the lower surface, then

mQ=-EIzK0 Ko = ^- {U = —LO -1 0 l]r (3.3-15)

This load vector consists of equal and opposite moments applied to nodes at element ends.

3.4 LINEAR TRIANGLE (CST)

A linear triangle is a plane triangle whose field quantity varies linearly with Cartesian 
coordinates x and y. In stress analysis, a linear displacement field produces a constant 
strain field, so the element may be called a constant-strain triangle (CST).

For convenience of explanation only, we place node 1 at x = y = 0 and side 1-2 along 
a local x axis (Fig. 3.4-1). This choice [3.3] causes no loss of generality in a scalar field 
element, but would require a final coordinate transformation to obtain a generally applica­
ble element for stress analysis. A formulation that accommodates an element arbitrarily 
oriented in global coordinates appears in Chapter 7.

Scalar Field Element. In terms of generalized d.o.f. field quantity </> is interpolated 
over the element by the polynomial

</» = [1 x yjW (3.4-1)

«3J

Evaluating this expression at the nodes in Fig. 3.4-1, and noting that x^ = y^ = y2 - 0,
we obtain

(3.4-2)
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(a) (b)

Figure 3.4-1. Linear triangles, (a) Scalar field element, (b) CST element for 2D stress analysis.

Matrix [A] is already triangularized, allowing solution for a/s in terms of </>f’s by forward 
substitution, analogous to the back substitution of Gauss elimination (Section 2.8). Thus 
we obtain

_ , _ 02-01
«1 - <P1 a2 - ---- - ------

X2

(%3 —x3 *̂2  *̂3
=-------------------------------- + —

x2y3 x2y3 y3
(3.4-3)

Hence, for the element in Fig. 3.4-la, the interpolated field </> = lNj{d} is

1 0 0
W -1 1 n

</> = Li x yJ[A] 02 ► where [A]"1 = x2 *2
u

LNJ .03. *3~*2 —Xj

x2y3 x2y3 ^3

(3.4-4)
Gradients of the field are

d, .03

d/dx 
d/dy

LNJ (3-4-5)

Specifically, for the element in Fig. 3.4-la,

0 1 0
0 0 1

[B] = [A]"1 =

x2y3 x2y3 y3

(3.4-6)

For heat conduction analysis in the xy plane, cf> represents temperature, and the conductiv­
ity matrix of the element is
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[k] = I [B]T[K][B]fJA (3.4-7)

where [k] is a matrix of material conductivities, t is the element'thickness, and A is the 
area of the triangle. If [k] and t are independent of x and y, then [k] is the simple 3 by 3 
matrix [B]r[ic][B] t A.

Stress Analysis Element (CST). The interpolation of Eq. 3.4-1 is applied to both dis­
placement components, u and v. Six generalized d.o.f. are now required.

(3.4-8)

Because displacement functions are linear in x and y, all lines in the element, including 
its sides, remain straight as the element deforms. From Eqs. 3.1-6, element strains are 
constants:

£x “ a2 sy “ a6 7xy - a3+ a5 (3.4-9)

Accordingly, this element may be called a CST, for “constant-strain triangle.” Its strain­
displacement matrix [B] can be obtained from information already obtained for the scalar 
field element, Eqs. 3.4-1 to 3.4-6. For the choice of axes in Fig. 3.4-lb,

[B]

-1 0 0 0 0
■«1

ft
Ex

' Ey ► —

x2

0 •t3~x2

x2

0 ~x3 0

V1

«2

.Txy.
x3 - x2 
x2y3

X2J3

-1 —x3

*2?3

x2y3

J_ 
x2

1
^3

>3

0

V1

«3

-V3.

(3.4-10)

The strain-displacement matrix for an arbitrary choice of axes appears in Section 7.2. If 
element thickness t and constitutive matrix [E] are constant, Eq. 3.3-7 yields the 6 by 6 ele­
ment stiffness matrix as [k] = [B]r[E][B]/A. In the following section, the performance of 
the CST is compared with that of another triangular element.

Element Defects. The linear triangle was the first element devised for plane stress analy­
sis [1.7]. It does not work very well. In bending, a mesh of these elements is undesirably 
stiff. Correct results are approached as a mesh is refined, but convergence is slow. In plane 
strain conditions, a mesh can “lock” so that it cannot deform at all.

Consider the beam in Fig. 3.4-2a, which is loaded in pure bending. Each CST in the 
model displays constant ax, rather than the linear variation of ax with y that an exact solu­
tion requires. Therefore ax along the x axis is not zero as expected from beam theory.
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(a) (b)

Figure 3.4-2. (a) Stress ax along the x axis in a beam modeled by CSTs and loaded 
in pure bending, (b) Deformation of the lower-left CST in the model.

Rather, ax displays the square-wave pattern shown. This CST model predicts y-direction 
deflections and ax stresses that are only about one-quarter the correct values. The inability 
of the CST to represent linearly varying stress and strain is partly to blame for this poor 
result. But the CST also displays a spurious shear stress. Consider the lower left element 
in the model, shown in Fig. 3.4-2b, which has nonzero d.o.f. u2 and v2, as it should. 
Applying Eq. 3.4-10 to this element, with x2 = a and x3 = 0, we obtain ex = u2/a, 
Sy = 0, and y^ = v2/a. The element displays transverse shear strain, which should not 
be present. Spurious shear strain absorbs energy, so that if a given deformation is pre­
scribed, the load needed to produce it is larger than the correct value. This is a reason for 
the excessive stiffness in bending of the CST.

Locking of the mesh can occur when CSTs are used to model a rubberlike material in 
the plane strain condition. Plane strain exists when strain normal to the analysis plane is 
constrained to be zero. When ez = 0, matrix [E] of Eq. 3.1-3 must be replaced by

With ez = 0, consider the volumetric strain AV/V = ex + ey. When v approaches 0.5, as 
it does for a rubberlike material, the pressure required to produce volumetric strain 
approaches infinity. As a result, a stiffness matrix has nearly infinite resistance to nodal 
displacements that produce volumetric strain. In Fig. 3.4-3 for example, any in-plane dis­
placement of node 5 would create volumetric strain in element 1-4-5 and/or element 1-5-2. 
Therefore, as v approaches 0.5, node 5 becomes almost immovable. The argument then 
extends to nodes 6, 8, and so on, with the final conclusion that the entire mesh is practi­
cally rigid or “locked.” The corresponding scalar field element, Eqs. 3.4-1 to 3.4-7, does 
not display a mode analogous to volumetric strain, and does not lock.
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Figure 3.4-3. A mesh of CSTs that may lock 
under plane strain conditions.

As commonly used in FEA, the term “locking” refers to excessive stiffness in one or 
more deformation modes. With elements whose shape can be nonrectangular, large aspect 
ratio may interact unfavorably with nonrectangularity to exacerbate locking behavior. 
Usually, locking does not imply complete rigidity. Thus, locking may not preclude conver­
gence with mesh refinement, but may preclude reasonable accuracy in coarse to intermedi­
ate mesh densities. Procedures for dealing with locking include supplementing the 
element displacement field with additional modes and use of reduced numerical integra­
tion rules to evaluate Eq. 3.3-7. None of these procedures is applicable to the constant 
strain triangle.

3.5 QUADRATIC TRIANGLE (LST)

A quadratic triangle is shown in Fig. 3.5-la. It has side nodes in addition to vertex nodes. 
For stress analysis, nodal d.o.f. are ut and at each node, i = 1,2,...,6, for a total of 12 
d.o.f. per element. In terms of generalized d.o.f. ai9 the element displacement field is the 
complete quadratic

Figure 3.5-1. (a) Quadratic triangle (LST) and its 12 nodal d.o.f. (b,c) Displacement modes 
associated with vertex and side d.o.f. (For visualization only, displacement is imagined to take 
place normal to the plane of the element.)

(3.5-1)

(c)
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128 constant-strain triangles

32 linear-strain triangles

160 d.o.f., vA = 0.998, = 0.986

160 d.o.f., vA = 0.859, = 0.854

Figure 3.5-2. Tip deflection vA and flexural stress ax at point B in an isotropic cantilever beam of 
uniform thickness [3.4].

From Eqs. 3.1-6 and 3.5-1, element strains are

ex = a2 + 2^4x + a5y

sy = a9 + anx + 2a12y (3.5-2)

Yxy = (a3 + + (a5 + 2aio)*  + (2^6 + ail)?

If required by the problem being modeled, element strains can vary linearly within the ele­
ment. Hence the element may be called an LST, for “linear-strain triangle.” Because dis­
placement functions are quadratic in x and y, all lines in the element, including its sides, 
can deform into quadratic curves (Fig. 3.5-lb,c). One can show that the element models 
pure bending exactly by applying the argument associated with Eqs. 3.7-3 and 3.7-4.

In Fig. 3.5-2, CST and LST elements are used to solve a cantilever beam problem. 
Transverse tip load is parabolically distributed over depth h on the right end. Each numer­
ical result in Fig. 3.5-2 is the ratio of computed result to exact result as predicted by theory 
of elasticity [3.1]. Despite having many more d.o.f., even the finer CST mesh is less accu­
rate than the LST mesh. In modeling this particular problem, the only shortcoming of the 
LST is that y^ is represented as linear rather than quadratic in y.

Discussion of the LST element continues in Chapter 7, where element formulation is 
completed and also extended to allow sides to have initial curvature (that is, before loads 
are applied).

3.6 BILINEAR RECTANGLE (Q4)

The bilinear rectangle is a four-node plane element having eight d.o.f. (Fig. 3.6-1). The 
name “Q4” identifies the element as a quadrilateral having four nodes. In terms of general­
ized d.o.f. ab its displacement field and associated strain field are
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u = +a2x + a3y + a4xy

v = a5 + a6x + a7y + a8xy

Ex = a2 +

ey - a-j + age

Ixy = (a3 + a6) + a4x + a«y

(3-6-1)

Shape functions can be determined by the same argument as used in Eqs. 3.2-1 to 3.2-3, but 
it is more instructive to apply Lagrange’s interpolation formula, Eq. 3.2-7, as follows. Con­
sider x-direction displacement u. First, we interpolate linearly along top and bottom sides 
to obtain side displacements u12 and w43. Thus, in Eq. 3.2-7, x{ = -a and x2 - a, so that

a-x a + x a-x a + x
“>2 = ~ “■+“2 “« = +“3 (3-6'2)

Next, we interpolate linearly in the y direction between m12 and m43.

&-y b + y
“ = “12 + “43 (3.6-3)

Substitution of Eqs. 3.6-2 into Eq. 3.6-3 yields u = ^NjU,, in which is a shape function 
of the rectangular four-node element. This development results in that can be produced 
as products of linear shape functions obtainable from Eq. 3.2-7. Indeed such Lagrange 
product formulas can be used as shape functions for Lagrange elements. Quadratic and 
higher-order Lagrange elements have side and internal nodes if two-dimensional, and edge, 
surface, and internal nodes if three-dimensional. For the rectangular four-node element, 
shape functions Nt are

r = (fl-x)(&-y) N _ (a + x)(b-y) 
1 4ab 2 4ab

r = (u + x)(6 + y) N _ (a-x)(b + y)
3 4ab 4 4ab

(3.6-4)

Figure 3.6-1. Bilinear quadrilateral (Q4) and 
its eight nodal d.o.f.
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The element is called “bilinear” because its shape functions are products of one-dimensional 
linear polynomials. The contain only one quadratic term, namely xy Shape functions dis­
play the three properties noted following Eqs. 3.2-7. The complete element displacement field, 
{u} = [N]{d},is

u
V

Ny 0 N2 0 N3 0 N4 0

0 0 N2 0 Nj 0 N4

V1

* (3.6-5)

Element strains in terms of nodal d.o.f. are {e} = [B] {d}. From Eqs. 3.1-9,3.6-4, and 3.6-5,

[B] =
1

4ab

-(b-y) 
0

-(a-x)

0 (b-y) 0
-(a-x) 0 -(a + x) 
~(b~y) -(a + x) (b-y)

(b + y) 
0

(a + x)

0 -(6 + y) 0
(a + x) 0 (a-x)
(b + y) (a-x) -(b + y)

(3.6-6)

The element stiffness matrix is

fb fa
[k] = [B]r[E][B] tdxdy
8x8 J J 8 x 3 3x33x8

(3.6-7)

where t is the element thickness. The integrand contains x and y to first and second powers 
and is easily evaluated.

The foregoing Q4 element is restricted to rectangular shape, which is a severe limita­
tion. An isoparametric formulation of the element, discussed in Section 6.2, removes the 
shape restriction. An element of general quadrilateral shape has behavior similar to that of 
the rectangular element.

Element Defects. Like the CST, the Q4 element cannot exhibit pure bending. When bent, 
it displays shear strain as well as the expected bending strain. This parasitic shear absorbs 
strain energy, so that if a given bending deformation is prescribed, the bending moment 
needed to produce it is larger than the correct value. In other words, the Q4 element exhib­
its shear locking behavior. The argument is quantified as follows.

As shown in Section 4.4, strain energy U in a linearly elastic body of volume V, without 
initial stress or strain, can be evaluated from the expression

= iJ{e}r[E]{e}dV where, for the 2D case, {e} = |/?x ey Yxyf (3.6-8)

and, for isotropy and plane stress conditions, [E] is given by Eq. 3.1-3. For a plane element 
of thickness t, the volume increment is dV - t dx dy. In pure bending, as shown in 
Fig. 3.6-2a, a block of material has strains
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(a) (b)

Figure 3.6-2. (a) Deformation mode of a rectangular block of material in pure 
bending, (b) Deformation mode of the Q4 element under bending load.

dby

2a ey V2a (3.6-9)Ixy = 0

When a Q4 element is bent, as shown in Fig. 3.6-2b, its top and bottom sides remain 
straight, and each node has only horizontal displacement of magnitude 0elZ>/2. Hence, 
from the strain-displacement relation {e} = [B]{d}, element strains are

0ely 0e]x
ey = ° = (36-10)

We see that sx in the element is exact and that e is approximate (but exact if v = 0). Of 
greatest concern is the nonzero shear strain which should be zero in bending. Bending 
deformation of a Q4 element automatically generates this spurious shear strain, which is 
therefore identified as parasitic shear. Equations 3.6-8 and 3.6-9 yield strain energy Ub in 
the actual block of material, and Eqs. 3.6-8 and 3.6-10 yield strain energy C/el in the ele­
ment. Work done by a moment load is equal to strain energy stored, so that Mb eb/2 = ub 
andMe]0el/2 = L7el. If 0el = 0b, then Mel > Mb and C7el > Ub. Or, if Mb = then the 
ratio of rotations produced is

The (a/b)2 term is present only because of parasitic shear. The ratio 0e/0& approaches 
zero as aspect ratio a/b increases without limit. This condition is called shear locking. 
Bending is not prohibited by shear locking, but bending tends to be excluded from element 
behavior because it is penalized by high strain energy in the unwanted shear mode.

Figure 3.6-3 depicts an FE model that tests element bending capability. Stress ax in 
each element is independent of x, as might be anticipated by inspection of Eqs. 3.6-1 or 
Eq. 3.6-6. Except at element centers, shear stress on the x axis is dominated by the par­
asitic shear effect, which is more pronounced in elements that have greater bending defor­
mation. If elements are square and Poisson’s ratio is 0.3, transverse tip deflection and ax at 
point A (where x = a) are each about two-thirds their correct values. (For a/b = 1 and
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Figure 3.6-3. Cantilever beam modeled 
by Q4 elements, showing qualitative 
variation of axial stress ax on the lower 
surface and shear stress on the x axis.

0 < v < 0.5, Eq. 3.6-11 yields 0.600 < OQi/0b < 0.686, with OQ\/0b = 0.674 for 
v = 0.300.) An additional example problem appears in Fig. 3.7-2.

Remedies for the parasitic shear effect in four-node quadrilaterals are discussed in 
Section 3.10.

3.7 QUADRATIC RECTANGLE (Q8, Q9)

A quadratic rectangle is obtained by adding side nodes to the linear rectangle, much as 
side nodes are added to the CST to obtain the LST triangular element. Here we describe 
the displacement field and the strain field. Shape functions and procedures of element for­
mulation are discussed in Section 6.4, where the element is allowed to be an arbitrarily 
shaped quadrilateral and to have curved sides.

In terms of generalized d.o.f. ab the displacement field of the element in Fig. 3.7-1 is

2 2 2 2u = + a2x + a3y + a^x + a5xy + a6y + a2x y + a^xy -
2 222 ^-7

v = + £z10x + a^y + a12x + a^xy + a14y + a15x y + a16xy

We use the name “Q8” for this eight-node quadrilateral. The name “serendipity” is also 
used; the reader is invited to read the dictionary definition. By letting x or y be constant, 
we see from Eqs. 3.7-1 that lines in the element, including element sides, can become qua­
dratic curves in the deformed element. From Eqs. 3.1-6 and 3.7-1, element strains are

sx ~ a2+ 'Ixi^x + asy + + a8y2
sy - an + + + a15x2 + 2a16xy (3.7-2)

Try = (a3 + aio) + (a5 + + (2a6 + «13)T + + 2(«8 + al5)xy + a16y2



3.7 Quadratic Rectangle (Q8, Q9) 101

As an option, a ninth node can be placed at x = y = 0, to produce an element we call Q9. 
This node is internal to the element; it is not connected to any other element. With a ninth 
node, u and v of Eq. 3.7-1 are augmented by modes u - a^xPy2 and v = a^x^y2, and 
strain expressions are augmented by terms that contain a17 and alg. Element Q9 is a 
“Lagrange” element, whose shape functions can be obtained as Lagrange product formu­
las, as noted for element Q4 following Eq. 3.6-3. Element Q9 is biquadratic, as its shape 
functions are products of one-dimensional quadratic functions. In the stiffness matrix for­
mula, Eq. 3.3-7, the size of [E] is 3 by 3, while [B] is 3 by 16 for the Q8 element and 3 by 
18 for the Q9 element. Thus the respective stiffness matrices are 16 by 16 and 18 by 18.

A quadratic rectangle does not display the parasitic shear effect that plagues the bilin­
ear element when it is bent. To show that this is so, let a cantilever beam such as that in 
Fig. 3.6-3 be built of Q8 elements and carry counterclockwise tip moment rather than 
transverse tip force. The exact displacement field and strains are [3.1]

Ex = ~cy 
u - -Cxy

c 311(1 sy = vCy
v = -{x + vy )

7xy = 0

(3.7-3)

where C is a constant. In Eqs. 3.7-1, the at can assume values such that Eqs. 3.7-3 are pro­
duced. Specifically, let all at be zero except for

Figure 3.7-1.
(a) A quadratic 
quadrilateral.
(b,c) Displacement 
modes associated with 
vertex and side d.o.f.
(For visualization 
only, displacement is 
imagined to take place 
normal to the plane of 
the element.)

(3.7-4)
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g CST 40 d.o.f. 0.25 g Q4 40 d.o.f. 0.67

(\NN\N^\N^> [ 1 I I III I mi

Q9 24 d.o.f. 0.95 g One two-node beam element

~ • i • I——-- --------
■ 2 d.o.f. 1.00 (exact)

Figure 3.7-2. Tip-loaded cantilever beams of aspect ratio 10 and Poisson’s ratio v = 0.30.
Transverse tip displacement is reported as the ratio of computed value to exact value.

Hence Eqs. 3.7-2 yield ex - -Cy, ey - vCy, and y^ = 0, which are the correct strains. 
The a12 term allows the a5 term to exist without creating nonzero y^ in the element. 
Accordingly, one expects Q8 and Q9 elements to perform well in applications where 
bending is important.

Numerical examples appear in Fig. 3.7-2. The cantilever beam is of uniform thickness 
and ten times as long as it is deep. Transverse tip displacement is reported as the ratio of 
computed value to exact value. As might be expected, the Q9 element performs better than 
the Q8 element. These two elements are further discussed in Chapter 6, where nonrectan- 
gular shapes are allowed and stiffness matrices are generated by using numerical integra­
tion. In the terminology of Chapter 6, data in Fig. 3.7-2 is obtained from “fully integrated” 
elements. The standard two-node beam element in Fig. 3.7-2 provides an exact result 
despite having only two nonzero d.o.f. This model serves as a reminder that standard beam 
elements are most appropriate for this particular problem. Other parts of Fig. 3.7-2 show 
how some other elements perform, but these FE models are not recommended for a canti­
lever beam.

3.8 RECTANGULAR SOLID ELEMENTS

Rectangular solid elements, sometimes called “brick” elements, are direct extensions of 
rectangular plane elements. Two brick elements are shown in Fig. 3.8-1. In the first, the 
eight-node solid, x-direction displacement u is described by the polynomial displacement 
field

u = ar + a2x + a3y + a4z + a5xy + a^yz + a7zx + a^xyz (3.8-1)

Similar expressions are used for displacements v and w, for a total of 24 d.o.f. in the ele­
ment. In terms of shape functions, the element displacement field {u} = [N] {d} is
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“1

u 2Vj 0 0 N2 0 0 N3 0 0
< v > = 0^0 0 N2 0 0 N3 0

w] 0 0 Nr 0 0 N2 0 0 N3

w8

where individual shape functions Nj have the form

(g±x)(fe±y)(c±z) 
8abc

vi
W1

“2
(3.8-2)

(3.8-3)

Algebraic signs are all negative for N2, all positive for Ns, and so on (to choose signs, recall 
that = 1 when x, y, and z assume the coordinates of node z.) The element may be called 
“trilinear” because each of its shape functions contains the product of three linear func­
tions. On any element surface, such as the surface z = c, Eqs. 3.8-1 and 3.8-3 yield forms 
used for the four-node rectangular element, Eqs. 3.6-1 and 3.6-4. The strain-displacement 
matrix is [B] = [d][N], where [3] is given by the latter rectangular array in Eq. 3.1-9. The 
element stiffness matrix is

rc ra[k] = I [B]r[E] [B] dxdydz
24x24 J _CJ _bJ _a24x6 6x66x24

(3.8-4)

The 20-node solid, shown in Fig. 3.8-lb, has comer nodes and midside nodes. Its x-direc- 
tion displacement u is described by the polynomial displacement field

2 2 2 2 'u = ax + a2x + a3y + a4z + a5x + a6y +a7z +a%xy + a9yz + a10zx + anx y + anxy‘
2 2-2 2 2 2 2+ al3y z + ai4yz + a15z x + a16zx + axixyz + a18x yz + a19xy z + a20*yz

(3.8-5)

(a) (b)

Figure 3.8-1. Rectangular solid elements, (a) Eight-node trilinear element, which has 24 d.o.f.
(b) Twenty-node solid element, which has 60 d.o.f.
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In order to provide interelement compatibility, the three cubic terms x3,- y3, and z3 do not 
appear. Instead the three quartic terms x2yz, xy2z, and xyz2 are used. Similar expressions 
are used for displacements v and w, for a total of 60 d.o.f. in the element. The element 
stiffness matrix formula resembles Eq. 3.8-4, except that [B] is a 6 by 60 matrix and [k] is 
a 60 by 60 matrix.

Behavior of the foregoing solid elements resembles that of their plane counterparts, 
elements Q4 and Q8. Solid elements can display bending modes such as seen in Fig. 3.6-2 but 
with z-direction variation, and can display a twisting mode about each coordinate axis. As 
described in the present chapter, these solid elements are restricted to rectangular (brick-like) 
shape. A formulation that permits nonrectangular shapes is discussed in Section 6.5.

3.9 CHOICE OF INTERPOLATION
FUNCTIONS

In this section we review elements discussed in the present chapter, with attention to 
choices made and reasons for them.

The choice of interpolation field may appear to be somewhat arbitrary. For a three-node 
triangle, instead of the linear displacement field of Eqs. 3.4-8, why not use a quadratic 
such as u = a^x2 + a2xy + a^y2 and similarly for vl The linear field is chosen because an 
element must be able to display rigid body motion and constant strain states if mesh 
refinement is to produce convergence toward correct results. Thus the lowest-order terms 
of a polynomial field must not be omitted. For a three-node triangle, which has the dis­
placement field of Eqs. 3.4-8, constant strain states are given in Eqs. 3.4-9, and rigid body 
motions are ar (x-direction translation), a4 (y-direction translation), and a5 - a3 (rigid 
body rotation, defined as (v,x - u,y)/2 in the theory of elasticity [3.1]). The necessary con­
stant strain and rigid body motion capabilities are not provided by the polynomial 
a^x2 + a2xy + a^y2> Interpolation fields for all displacement-based elements discussed 
will be seen to contain constant and linear terms. For elements that must bend, such as 
elements for beams, plates, and shells, convergence requirements demand that constant 
curvature also be possible. For example, see LxJ used for a beam element, just preceding 
Eq. 3.2-8. (Convergence is discussed further in Sections 4.9, 6.13, and 9.6.)

Another attribute of satisfactory polynomial displacement fields is balance; that is, the field 
should favor neither x nor y. Plane elements use the polynomial terms shown in Fig. 3.9-1. 
Thus, in element Q4 for example, among the three possible quadratic terms x2, y2, and xy, bal­
ance requires that we choose the latter. Were we to use either x2 or y2 rather than xy, the mag­
nitude of curvature produced in a square element loaded by couple-forces on opposite sides 
would depend on whether the couple-forces are applied to x-parallel sides or to y-parallel 
sides. Similar considerations influence the choice of higher-order terms in plane elements Q8

Terms CST LST Q4 Q8(Q9)

Constant 1111
Linear x y x y x y x y
Quadratic--------- x2 xy y2 xy x2 xy y2
Cubic ----------------------------------------x2y xy2 Figure 3.9-1. Terms used in interpolation
Quartic (x2y2) functions for various plane elements.
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Figure 3.9-2. Adjacent elements.

and Q9 and in solid elements. In general, choices made in element formulation should provide 
elements with geometric isotropy or frame invariance, so that behavior of an FE structure is 
independent of how local xy coordinates of its elements are oriented with respect to a global 
coordinate system. An FE model that is sensitive to coordinate system orientation is said to 
display artificial bias or induced anisotropy [3.3].

One might propose that terms be combined, for example, by replacing xy by x2 + y2 in 
the Q4 element. This choice provides balance but makes elements incompatible. The argu­
ment is as follows. With the usual displacement field, Eq. 3.6-1, consider an element side 
such as side x = a of element 1 of Fig. 3.9-2. On that side, displacement u is linear in y 
and is completely determined by nodal d.o.f. w2 and w3 (see Eq. 3.6-4). In a neighboring 
Q4 element to the right, element 2 in Fig. 3.9-2, u is linear in y along the left side and is 
completely determined by the same two nodal d.o.f., m2 and u3. Thus both elements pro­
vide the same displacement u = w(y) along the shared side, so there is no gap or overlap 
between adjacent Q4 elements. But if xy were replaced by x2 + y2 in the displacement 
field, u on side x = a in element 1 would be quadratic in y and could not be completely 
determined by d.o.f. w2 and w3 alone, which implies that u on this side would also depend 
on d.o.f. at nodes 1 and 4. Thus if all d.o.f. of nodes 2, 3, 5, and 6 in Fig. 3.9-2 are zero, but 
d.o.f. are nonzero at nodes 1 and 4, displacements could not be the same in elements 1 and 
2 along sides that connect nodes 2 and 3. A similar argument can be used with the Q8 ele­
ment, to show that x3 and y3 should not replace j?y and xy2 in the displacement expression.

Other objections can be raised to replacing xy by x2 + y2 in the Q4 element. Normal 
strains would then be sx = a2 + 2a4x and sy = a7 + Zagy. Comparing these strains with 
those in Eq. 3.6-1, we see that the ability to represent bending deformation has been lost. 
Also, if we attempt to determine shape functions by using the procedure of Eqs. 3.2-1 to 
3.2-3, we discover that matrix [A] is singular and therefore not invertible.

In two dimensions, a polynomial is of degree n if it contains a term of the form x/ym, 
where I and m are nonnegative integers and I + m = n. The polynomial is complete if it 
contains all combinations of I and m for which I + m < n. For example, a complete qua­
dratic, n = 2, has the form u = a1 + a2x + a3y + a4x? + a5xy + a$y2. A complete poly­
nomial of degree n in two dimensions contains (n + 1 )(n + 2)/2 terms (see Fig. 3.9-3). In 
three dimensions, similar remarks apply, so that a complete quadratic contains 10 terms, 
which include a constant term, the linear terms x, y, and z, and the quadratic terms x2, y2, 
z2, xy, yz, and zx. A complete polynomial of degree n in three dimensions contains 
(n + l)(n + 2)(n + 3)/6 terms (see Fig. 3.9-4).

Pascal triangle: Degree and number of terms:

1 0 (constant) 1 term
x y 1 (linear) 3 terms

a2 xy y2 2 (quadratic) 6 terms Figure 3.9-3. Pascal triangle,
x3 x^y xy2 y3 3 (cubic) 10 terms showing the number of terms in

x4 x3y x2y2 xy3 y4 4 (quartic) 15 terms complete polynomials in two
x5 x4y x3y2 x2y3 xy4 y5 5 (quintic) 21 terms independent variables x and y.
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Figure 3.9-4. Pyramid showing 
the number of terms in complete 
polynomials in three 
independent variables x, y, and z-

An element whose displacement expression is a complete polynomial automatically has 
a balanced field. The CST element uses a complete linear polynomial; the LST element 
uses a complete quadratic polynomial. Equation 3.8-1, for the eight-node solid element, is 
an incomplete cubic. It is complete only through linear terms because it contains only 
three of the quadratic terms and only one cubic term. Nevertheless it is balanced because it 
favors no coordinate direction over another.

The number of independent displacement modes an element can display is equal to the 
number of its d.o.f. In the CST, all six of its d.o.f. are needed to endow the essential modes 
of rigid-body motion and constant strain. The eight-node solid element has 24 d.o.f., of 
which six are needed for rigid-body motion (three translations and three rotations) and 
another six for constant strain states. This leaves 12 independent deformation modes asso­
ciated with bending, twisting, and other non-constant strain states.

3.10 IMPROVED TRIANGLES
AND QUADRILATERALS

Ways to improve the performance of three-node triangles and four-node quadrilaterals 
include addition of drilling d.o.f. Four-node quadrilaterals can also be improved by addi­
tion of incompatible modes and by “underintegration” of the element stiffness matrix. 
Depending on element type, these procedures reduce or even eliminate parasitic shear 
strain. The procedures are applied to stress analysis elements but not to scalar field ele­
ments because a gradient term analogous to shear strain does not appear in scalar field 
problems.

Drilling d.o.f. A drilling d.o.f. in a plane element is a rotational d.o.f. whose vector is 
normal to the analysis plane. An appeal of drilling d.o.f. is that they can enable elements 
having only corner nodes to provide acceptable performance while using fewer d.o.f. than 
elements having both comer and side nodes. For example, a triangular element having 
drilling d.o.f. and only vertex nodes performs much better than the six-d.o.f. CST, 
although not as well as the 12-d.o.f. LST Another part of their appeal occurs in shell anal­
ysis. A shell element can easily be formed as the combination of a plane element and an 
element for plate bending. Unless drilling d.o.f. are present in the plane element, this com­
bination leaves rotational d.o.f. normal to the element unused and their possible benefit to 
in-plane (membrane) performance unexploited. A shell element that uses all six d.o.f. at 
each node is perhaps best suited to analysis of folded plates, where many elements are 
coplanar. In modeling a continuously curved shell, drilling d.o.f. may interact unfavorably 
with bending deformation [3.3].
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In their simplest implementation, drilling d.o.f. in a plane element remove two d.o.f. at 
the middle of each side while adding one rotational d.o.f. at each comer. Thus, plane ele­
ments LST and Q8 can be converted to elements that have comer nodes only, with three 
d.o.f. per node. In a large plane mesh of LSTs, the conversion reduces the total number of 
d.o.f. by a factor of 5/8. For Q8 elements the reduction factor is 1/2. The 20-node solid ele­
ment of Fig. 3.8-lb can be converted by removing translational d.o.f. at the 12 midedge 
nodes and adding three rotational d.o.f. at each comer node. Thus the number of d.o.f. in a 
large 3D mesh is reduced by a factor of 1/2.

Consider a typical side of a plane element, Fig. 3.10-la, in which 8 is the component of 
side-normal displacement due to drilling d.o.f. and a)j at nodes i and j. We regard 8 as 
quadratic in side-tangent coordinate s. Thus, 8 and its midside value 8m are

5 = (3-10-D

If the side remains straight. If then 8m can be regarded as the mid­
span deflection of a simply supported beam of length L, loaded by end moments such that 
end rotations are of equal magnitude but opposite sign. The form of Eq. 3.10-1 can be 
modified by substituting the x and y components of 8m and L, specifically 8m cos = um, 
8m sin /B = vm,L cos ft = yj- , and L sin (3 = xz- - Xj. Side-tangent displacement at 
midside is taken as the average of side-tangent displacements at the comer nodes at the 
two ends of the side. Thus, after adding the contribution to displacement from nodes i and 
y, we obtain the midside displacement components

(3.10-2)

The complete relation between d.o.f. in elements LST and TR in Fig. 3.10-1 can be written

u2 u6 v6? = L“1 v\ «2 v2 w2 “3 v3 <*3?

(3.10-3)

Figure 3.10-1. (a) Side displacement associated with drilling d.o.f. and (b) A 
linear strain triangle (LST). (c) Triangular element with drilling d.o.f. (TR).
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Transformation matrix [T] contains six l’s to state that = ur- and vt -- for i - 1,2,3, 
and contains information from Eq. 3.10-2 to relate the six translational d.o.f. at midside nodes 
to translational and drilling d.o.f. at vertex nodes. Because Eq. 3.10-3 has the same form as 
Eq. 2.4-1, we could obtain the 9 by 9 stiffness matrix [k] of element TR in Fig. 3.10-1 by 
applying the transformation of Eq. 2.4-5, specifically [k] = [T]r[k'][T], where in the present 
case [k'] is the 12 by 12 stiffness matrix of element LST. Computationally, it is more efficient 
to use Eq. 3.3-7 with [B] = [B'JfT], where, in the present example, strain-displacement 
matrices are denoted as [B] for element TR and [B7] for element LST.

Clearly the same kind of transformation can be applied to element Q8 to obtain a 12- 
d.o.f. plane element with two translational and one drilling d.o.f. at each of its four cor­
ners. If the cantilever beam of Fig. 3.7-2 is modeled by 10 square elements of this type, 
with all d.o.f. at the support set to zero so that the model contains 60 d.o.f., transverse tip 
displacement is about 90% of the correct value.

In the preceding development, drilling d.o.f. have been given the symbol tu rather than 
0 because they are not true rotations, which are defined as (vix - uJy)/2 in the theory of 
elasticity. The matter is discussed in [3.5].

In the foregoing formulation of drilling d.o.f., the consistent load vector of Eq. 3.3-8 
includes nodal moments as well as nodal forces. Thus, a uniformly distributed load q 
directed normal to an element side of length L produces nodal forces qL/2 and nodal 
moments ^L2/12, as shown in Fig. 2.9-2a.

A “zero-energy mode” is possible in elements with drilling d.o.f. Equation 3.10-2 shows 
that if translational d.o.f. are zero at comer nodes and cu- = then um = vm = 0. The 
result is that a mesh of elements formulated in this way displays no strain energy if all drilling 
d.o.f. in the mesh are equal. Therefore the structure stiffness matrix is singular. Singularity 
can be avoided by setting one drilling d.o.f. in the mesh to zero. An alternative for four-node 
quadrilateral elements is to invoke a penalty constraint (Section 13.3) by associating strain 
energy with the function a>x- + co3 - tu4 [3.3]. This function, being zero for rigid body 
motion and constant strain modes, does not corrupt the element or structure stiffness matrix.

Because of the zero-energy mode, element TR of Fig. 3.10-lc has only 8 d.o.f. available to 
model deformation, despite having a total of 9 nodal d.o.f. The analogous four-node quadrilateral 
has 11 d.o.f. available, out of a total of 12 d.o.f. at nodes. Therefore both of these elements use 
incomplete quadratic fields, because a complete 2D quadratic, Eq. 3.5-1, has 12 d.o.f.

Since the original formulation [3.5], described by Eqs. 3.10-1 to 3.10-3, elements with drilling 
d.o.f. have been considerably improved. Of many papers, we cite [3.6-3.10]. Numerical results 
reported in Fig. 3.10-2 come from [3.9], whose element is better than the foregoing element TR.

Figure 3.10-2. A swept panel with uniformly distributed load along the right side 
and Poisson’s ratio v = 0.333. Numerical results report the computed y-direction 
deflection at C (exact = 1.000). The element with drilling d.o.f. is that of [3.9].

aNo drilling d.o.f.; 6 d.o.f./el. 
bDrilling d.o.f.; 9 d.o.f./el.

Mesh CSTa Ref. 3.9b
N=2 0.502 0.852
N=4 0.765 0.954
V=8 0.921 0.989
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Incompatible Modes (Q6 Element). The shear-locking defect of element Q4 is explained 
in connection with Fig. 3.6-2. This defect is associated with an element displacement field 
that contains no terms quadratic in x and y, and can be remedied simply by adding the 
desired modes [3.11]. Thus the displacement field of element Q6 becomes

4
w = Niui + (1 - + Q - y2^a2 = "a

where (3.10-4)
4

V = ^jNiVi + (1 “ £2)a3 + ’J =

i=l

The four Nt are shape functions of the Q4 element, Eqs. 3.6-4, and the four are generalized 
d.o.f. The ai are not associated with any node nor are they connected to d.o.f. of any other 
element. In this way they resemble d.o.f. at the internal node of element Q9 (Section 3.7). 
The at are appended to the array of element nodal d.o.f. {d}. Physically, displacement modes 
associated with the at are displacements relative to the displacement field dictated by the 
summations in Eqs. 3.10-4. The element described by Eqs. 3.10-4 is given the name Q6 to 
indicate that it is a quadrilateral and has six shape functions. Details of element formulation 
appear in Section 6.6, where a general quadrilateral shape is permitted, and the swept panel 
of Fig. 3.10-2 is used in a numerical example.

Element Q6 is called “incompatible” because of behavior illustrated in Fig. 3.10-3b. With 
the loading shown, a gap appears between elements. If forces were reversed, elements would 
overlap. (With the same loading, Q4 elements remain compatible but their behavior is overly 
stiff.) For pure bending of the upper element in Fig. 3.10-3b, comer nodes have no vertical 
displacement and ar = a2 = 0 in Eqs. 3.10-4. With c a constant, nonzero d.o.f. of this 
deformation field are

iq = c u2 = -c m3
a bc Ua = ~c a? = —c Ua = p— c (3.10-5)

(a) (b) (c)

Figure 3.10-3. (a) Displacement modes u - (1 - 7?2)a2 andv ~ (1 - £2)a3 in the
Q6 element, (b) Incompatibility between adjacent Q6 elements, (c) No 
incompatibility between adjacent Q4 elements.
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In general, strains in the rectangular Q6 element are

2x x-' 2y
** - U’X - 2a^ui - ~2a\ Ey - v'y - 2^Vi ~

i=l i=l
(3.10-6)

y-i fdNj dNj 'I 2y
^ = u’y + v- = Z\  ̂+ ^vi\--2a2

1=1

2x
----2 3
a

From Eqs. 3.10-5 and 3.10-6 we obtain the correct strain field for the pure bending mode 
of the upper element in Fig. 3.10-3b:

Bx = aL Ey =~Vab 7xy = ° (3.10-7)

In this bending mode, a3 makes it possible for y^ to vanish, and a4 makes it possible for 
the relation £y = ~vex to exist. Respectively, d.o.f. a2 and ai play similar roles in bending 
fields rotated 90° to those shown in Fig. 3.10-3b. Note, however, that pure bending is rep­
resented exactly only if element sides are oriented with respect to the moment field as 
shown in Fig. 3.6-2.

No gaps or overlaps appear in a physical continuum. Why then do incompatible elements 
provide a satisfactory model? It is because repeated mesh refinement causes elements to 
approach a state of constant strain. Initially straight lines, such as sides of undeformed 
elements, remain straight when deformation is such as to produce a state of constant strain. 
Thus an FE model composed of Q6 elements allows exact results to be approached as the 
mesh is refined. Convergence may be “from above” because a coarse mesh of Q6 elements 
may be overly flexible. In contrast, Q4 elements converge “from below” because they are 
always too stiff (or at best exact, in a field of constant strain).

If the beam problem of Fig. 3.6-3 is solved again, now using Q6 elements, results are as 
shown in Fig. 3.10-4. Transverse tip deflection is only about 1% too small. Axial stress ax 
is exact along the vertical (y-parallel) centerline of each element. Transverse shear stress is 
the average value everywhere, specifically = 2F/A = F/bt, without the spurious 
x-direction variation seen in Fig. 3.6-3. In an actual beam varies quadratically withy, but 
its representation in the Q6 element contains no quadratic terms. Neither Q4 nor Q6 ele­
ments display the correct linear variation of ax with x, as can be anticipated by examining 
element displacement fields. Further discussion of the Q6 element appears in Section 6.6.

Underintegration. In computing stiffness matrix [k] of a quadrilateral element, the inte­
gral in Eq. 3.3-7 can be evaluated numerically rather than analytically (Section 6.3). The 
simplest and cheapest form of numerical integration is one-point quadrature, which pro­
duces an element that resists only constant strain states. Thus the element has zero-energy 
modes that correspond to bending modes of deformation. These models must be sup­
pressed if the element is to be usable, so a stabilization scheme is invoked. Discussion 
appears in Section 6.8, where pertinent references are cited.
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2a->j Q6 (incompatible) elements

Finite

. > Exact and Finite element

FrI-------- ----------------------------------------- ,
Ave. (F/bt throughout)

Figure 3.10-4. A cantilever beam modeled by 
Q6 elements, showing qualitative variation of 
axial stress crx on the lower surface and average 
shear stress on the x axis (compare with 
Fig. 3.6-3).

3.11 NODAL LOADS

Equation 3.3-8 states how body forces and surface tractions are converted to consistent 
nodal loads. In the present section we consider mechanical loads and show that consis­
tent nodal loads are also work-equivalent, and provide results for selected loadings on 
elements discussed in the present chapter. Thermal loads can be represented by either { ct0 } 
or (e0} in Eq. 3.3-8; see Section 2.10 for one-dimensional examples and Section 6.10 for 
further discussion.

Consistent (Work-Equivalent) Loads. We can show that work W done by nodal loads 
{re} in moving through nodal displacements {d} is equal to work done by distributed 
loads {F} and {$} in moving through the displacement field defined by {d} and element 
shape functions. Work done by nodal loads is W = {d }r{ re}. We substitute for {rj from 
Eq. 3.3-8, and in integrals note that {d)r[N]r = {u}r. Thus

W = {d}r{rj = J {u}r{F}dV + J{u}r{$} dS (3.11-1)

Integrals sum the work of load increments {F} dV and {<D} dS in moving through dis­
placements {u} produced by nodal d.o.f. Equation 3.11-1 shows that loads {re}, as consis­
tently defined by Eq. 3.3-8, are work-equivalent to distributed loads.

Consistent nodal loads Eire also statically equivalent to the original distributed load­
ing, which means that both load systems have the same resultant force and the same 
moment about an arbitrarily located point. That this is so can be seen by considering 
work-equivalence of the load systems during a rigid-body translation and a small rota­
tion about an arbitrarily located point.

Side and internal displacements of element Q6, discussed in Section 3.10, are influ­
enced by generalized d.o.f. a1 to a4, so one might expect that these d.o.f. would influence 
nodal loads associated with body force and surface traction and should be included in load 
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vector {rj. In practice, incompatible modes of the Q6 element are ignored in nodal load 
calculation, so that nodal loads for Q4 and Q6 elements are identical. With this simplifica­
tion, Q6 elements pass the “patch test,” discussed in Section 6.13, which is regarded as an 
essential test of element reliability.

Examples. Equation 3.3-8 can be used to account for concentrated loads as well as 
distributed loads. A force F applied at a point on surface S is regarded as the limiting case of 
intense pressure over infinitesimal area, so that {<D} dS approaches F Thus, for surface 
traction,

Distributed traction {<£>}:
{rj = J [N]r{<»} dS

Concentrated force F:

{rj = [N*] rF (3.11-2)

where [N«] is obtained by evaluating [N] at coordinates of the point to which force F is 
applied. A similar argument can be used if force F acts within an element, now regarding 
F as a limiting case of the body force term {F} dV

As example applications of Eqs. 3.11-2, consider the loadings shown in Fig. 3.11-1. 
Load q = q(x) is force per unit length, so that pressure on the side is q/t, where t is ele­
ment thickness. For plane elements, only side displacements enter into Eqs. 3.11-2, so the 
same nodal loads are obtained whether elements in Fig. 3.11-la are Q4, Q6, or CST ele­
ments (recall that incompatible modes, if present, are not loaded). Shape functions on the 
loaded side can be obtained by evaluating Eqs. 3.6-4 at y = b. Here we reorder individual 
shape functions merely for the convenience of reading nodal loads left to right along the 
loaded side. Thus, for the upper side in Fig. 3.11-la,

(a) (b)

Figure 3.11-1. Distributed loads q on sides of Q4 and Q8 elements, and their nodal force 
equivalents.
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and dS = tdx. To account for the concentrated force at x = a /2 in Fig. 3.11 -1 a we eval­
uate [N*]  in Eq. 3.11-2 at x = a/2. Hence, nodal loads associated with the linear side in
Fig. 3.11-la are

a 2
3 1

1
2

F
4

1
3

^4

^3
[N]r[N] dx 44

.43.
+ [Nfl/2]rF 44

43.
(3.11-4)

These loads have the same magnitude as reactions on a simply supported beam of length 
2a, loaded as side 4-3 is loaded.

Side load q = q(x) in Fig. 3.11-lb is treated similarly. Shape functions on this side can 
be obtained from Lagrange’s formula, Eqs. 3.2-7, using x1 = -a, x2 = 0, and x3 = a. 
Arranging individual Nt to suit the node order 4-7-3, we have

44 

47 

.43.

[N] = 2(«2-x2) x(x + a)J <«XQ = |[N]i

2a - r
(3-11-5)

Hence, nodal loads associated with a quadratic variation on a quadratic side are

^4

^7
fa 44

= 1 [N]r[N]dJ?7> =
* — n-a

a
15 2

-1

4
(3.11-6)

|?3

If loading is uniform, then and Eq. 3.11-6 says that of the total force on
the side, one-sixth is allocated to each end node and two-thirds to the midside node.

The foregoing results do not require that side traction act normal to the side. For exam­
ple, if uniform side-tangent traction q acts on collinear sides of equal length and having 
midside nodes, nodal loads shown in Fig. 3.11-2 are obtained.

Body force is treated by the first integral in Eq. 3.3-8. Consider the weight W of an ele­
ment. Contents of body force array {F} are obtained by dividing W by element volume 
and, if IV does not act parallel to a coordinate axis, resolving W into axis-parallel compo­
nents. Example results appear in Fig. 3.11-3. The fraction of total weight assigned to each 
node is independent of element orientation, but nodal loads shown are correct only if ele­
ments are of uniform material and thickness, quadrilaterals are rectangular, and side nodes

(a) (b)

Figure 3,11-2. Allocation of uniformly distributed side-tangent load to 
uniformly spaced nodes.
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(a) (b) (c) (d)

Figure 3.11-3. Consistent nodal loads associated with element weight W in the negative y direction, 
for triangular and rectangular quadrilateral elements of uniform thickness.

are at midside. In Figs. 3.11-3c and 3.11-3d we see some surprises. Vertex nodes of the 
LST element are not loaded. Comer nodes of the Q8 element carry upward loads, but the 
sum of all eight nodal loads is W, acting downward, as must be the case. A uniform trac­
tion on a surface of a solid element creates nodal loads like those in Fig. 3.11-3. For exam­
ple, if uniform pressure p acts on a rectangular surface of the solid element in Fig. 3.8-lb, 
so as to produce total force F on the surface, then F/3 is allocated to each of the four mid­
side nodes and F/12 in the opposite direction to each comer node.

Remarks. A given nodal load may represent any of several distributed loadings. Figure 
3.11-4 shows two of the many load distributions that have P as their consistent and stati­
cally equivalent nodal load. This being so, all these loadings produce identical deforma­
tions in the FE model. In a physical continuum the different loadings would produce 
different results, but only close to the loaded area, in accord with Saint-Venant’s principle. 
This example reminds us that fine detail cannot be modeled by a coarse mesh.

A nodal moment can be applied to a beam element, whose nodes have rotational d.o.f. 
Excluding elements with drilling d.o.f., elements discussed in this chapter have only trans­
lational d.o.f., and so cannot resist a nodal moment load. A moment load can be applied to 
these elements only as couple-forces. For example, in Fig. 3.11-4, a clockwise couple PL 
would result if a leftward force P were added at node A, Although moment can be applied 
to a node that has drilling d.o.f., accurate results in the neighborhood of the loaded node 
are not to be expected.

(a) (b) (c)

Figure 3.11-4. (a) Force P normal to a side formed by elements having comer 
nodes only. (b,c) Two load distributions that are statically equivalent to force P.
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Most FE software is capable of calculating nodal loads of proper magnitude and direc­
tion. The user need only describe the direction, spatial variation, and intensity of distrib­
uted surface traction and body force, and the spatial variation and intensity of initial 
stresses or initial strains. Software does not require that loaded sides be collinear or of the 
same length.

3.12 STRESS CALCULATION

Structural d.o.f. {D} are calculated by solving structural equations [K]{D} = {R}. Vec­
tor {D} contains nodal d.o.f. {d} of every element. Nodeless or internal d.o.f. of elements 
such as Q6 and Q9 may appear in {D} or may be eliminated before assembly and later 
recovered by separate element-by-element calculations (see Section 6.7). Stresses in each 
element can be calculated according to Eq. 3.1-1, with {e} = [B]{d}. Thus for isotropy, 
plane stress conditions, and initial strains due to temperature change T with temperature­
independent coefficient of thermal expansion a, element stresses in the analysis plane are

I *y

v
1
0 (1-p)/2

0
0 (3.12-1)y

E
1 21 - V

1
v

0

Matrix [B] is a function of the coordinates and must be evaluated at the location in the ele­
ment where stresses are desired. Step 3 on page 52 uses Eq. 3.12-1.

Typically, temperature is a function of the coordinates. An example problem in Section 2.10 
suggests that if the element temperature field T is of higher degree than the element strain 
field, then the degree of T in Eq. 3.12-1 should be reduced to that of the element strain field in 
order to improve the accuracy of computed stresses. However, the following counterexample 
can be given. Imagine that v = 0 and F = 0 in Fig. 3.6-3, and impose the temperature field 
T = (b2 - 3y2)T0, where To is a constant. Nodal forces and displacements are zero, and use 
of this temperature variation in Eq. 3.12-1 provides the correct crx but an incorrect <ry If we 
simplify the temperature field so that, like the strain field, it contains no quadratic terms, then 
the best-fit temperature field is T = 0, which leaves the body free of stress. Clearly, neither 
way of treating temperature is best in all cases. Both ways provide convergence toward exact 
results with repeated mesh refinement. References include [2.19,3.12,3.13]. Further discus­
sion of thermal stress appears in Section 6.10.

Strain fields (and hence stress fields) are likely to display greater error than the dis­
placement field. This behavior is apparent in the problem of Fig. 3.10-4, where nodal 
d.o.f. are almost exact but crx varies in stairstep fashion. The reason for this behavior is that 
strain-displacement matrix [B] is obtained by differentiation of the displacement field, and 
differentiation discloses differences. As an example, imagine that a simply supported 
beam element displays a quadratic lateral displacement, while the exact lateral displace­
ment is a half sine wave. If plotted, the two v = v(x) functions appear almost identical. 
Not so the bending moment, calculated as Mz = EIJ^v/d^Y it is constant throughout 
the beam element, while the exact bending moment field is a half sine wave.
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Figure 3.12-1. Stress appears in element 2 but not in 
element 1. The differential element (shaded) spans the 
interelement boundary.

Computed stresses are usually most accurate at locations within an element rather than 
on its boundaries. This is unfortunate because stresses of greatest interest usually appear at 
boundaries. Therefore, stresses may be calculated at certain points within an element, then 
extrapolated to element boundaries (Section 6.10), or treated by smoothing schemes that 
span a “patch” of elements (Section 9.9).

Elements discussed in the present chapter are C° elements, which means that gradients 
of element fields are in general not continuous across boundaries between elements. 
Therefore, computed stresses are in general not interelement-continuous. This behavior is 
immediately apparent in the pair of CST elements shown in Fig. 3.12-1. Because w4 is the 
only nonzero nodal displacement, the left element is free of stress while stress ax2 prevails 
throughout the right element. Discontinuous stress fields also appear in Figs. 3.6-3 and 
3.10-4.

In general, adjacent elements display different states of stress at a node they share. As it 
is not known which of these stress states is most accurate, the average stress at a node is 
more to be trusted than stress at the node in any element attached to that node. Typically, 
software computes average stresses at nodes, and uses them to plot stress bands (or stress 
contours). These bands are interelement-continuous, and have a more pleasing appearance 
than discontinuous element-by-element stress bands. However, because pronounced stress 
discontinuity provides a visual warning that the mesh is too coarse to provide reliable 
results, element-by-element stress bands are more useful to the analyst. Example stress 
bands appear in Fig. 1.5-2. The reader may wish to review the discussion in that section of 
Chapter 1. Stresses produced by smoothing operations are discussed in Section 9.9.

There are other circumstances in which stresses should not be averaged at nodes. Parts 
joined by shrink fit, such as a disk on a shaft, have different circumferential stresses on 
either side of the interface between parts. An average circumferential stress would not be 
the correct circumferential stress in either part. A discontinuity of thickness or modulus 
also causes a discontinuity in stress. As examples, in Fig. 3.12-2a, ax is discontinuous at 
x = 0 because x-direction force must be continuous but thicknesses differ. At x = 0 in 
Fig. 3.12-2b, ay (normal to the xz plane) is discontinuous because both parts must have 
the same strain sy but Exey E2sy. In Fig. 3.12-2c, different local coordinate systems 
have been established in adjacent elements, and an average such as (<r% + crn)/2 has no 
physical meaning. If elements of different type are somehow connected, such as a beam 
element and a plane element, an average stress at a node shared by the two is not likely to 
be meaningful.

Some stress quantities are invariant; that is, they have the same numerical value regard­
less of the coordinate system in which they are computed. One such quantity is the von 
Mises or “effective” stress tre, which is used to predict the onset of yielding when material 
behaves in a ductile fashion. In terms of general stress components and principal stresses 
respectively, cre is
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z

Thickness 
discontinuity

(b) (c)(a)

Figure 3.12-2. Some situations in which stresses should not be averaged at a node. (a,b) 
Plane elements seen in cross section, with Cartesian coordinates xyz. (c) Plane elements 
seen in plan view, with interelement boundary AB.

(3.12-2b)

in which aj, a2, and cr3 are the principal stresses at the point in question, where (conven­
tionally) label cr1 is assigned to the algebraically largest and a3 to the algebraically small­
est. Principal stresses can be determined from the six stresses in {cr} by standard methods 
[2.6]. Equation 3.12-2 reduces to cre = if is uniaxial, that is, if a2 = cr3 = 0. Note 
that ae may exceed the magnitude of for example, when = - cr3. Also, <re is always 
positive and does not identify the algebraic signs of stresses that contribute to it. Another 
stress invariant is the stress intensity Sb where

Sj *— 0*1  “ tr3 (3.12-3)

Thus, by definition, Sj is twice the maximum shear stress. Like cre, it serves as a yield cri­
terion. Note that S7 is not the stress intensity factor used in fracture mechanics. No direc­
tion is associated with cre. The orientation of planes that carry the maximum shear stress 
S7/2 can be determined, but usually this information is not of interest.

The von Mises stress ae is often computed, and its element-by element contours plot­
ted, because it is a scalar measure of the intensity of the entire state of stress. Contours of 
some other stress, such as ax, might be similarly informative in one part of the model but 
less so in another part because a stress other than crx is dominant there. Symmetry in the 
FE model should provide symmetry in contours of ae or S';.

If a body is in a state of uniform stress, its FE model should display complete unifor­
mity of the stress field, so that computed results display no stress contours. This will not 
happen if the model contains a patch of elements with improper connections, some of 
which are shown for plane elements in Fig. 3.12-3. Along CD for example, elements LST 
and Q4 should apply to one another nodal loads consistent with uniform traction, but from 
the discussion in Section 3.11 we realize that because nodal loads on sides of elements 
that meet along CD must be proportioned differently, the desired nodal loads cannot exist. 
A disturbed and incorrect stress pattern will result. If poor connections are localized in a 
model, the region of inaccurate stresses will also be localized, in accord with Saint­
Venant’s principle. One can also note that displacements are incompatible along CD and
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Figure 3.12-3, Examples of how not 
to connect plane elements.

also along EF, being quadratic in elements LST and Q8 but linear in element Q4 and a dif­
ferent quadratic displacement in element Q6. Along GH, all three sides can displace to 
become parabolic segments, but because the segments are offset, sides cannot be compati­
ble. At node A there is no connection at all because element CST has no side node. Some 
of these faulty connections can be made to work properly by imposing constraints, which 
are discussed in Chapter 13.

Software may report stresses with reference to global coordinates or with reference to 
local coordinates such as used for the beam element in Fig. 2.3-2. In a beam, flexural 
stress is referred to local coordinates because it is a normal stress in the beam’s axial direc­
tion. Elements for plates and shells may be arbitrarily oriented in global coordinates, but 
their membrane and bending components of stress are computed in local coordinates tan­
gent to the element surface. A software user must consult documentation to understand 
how local axes are oriented in the global system.

Elements discussed thus far, and indeed most elements in common use, are based on 
displacement fields. There are other formulation methods, some based on simultaneous use of 
separate fields for displacement and stress. Although such elements may have displacement 
d.o.f., element stresses are not calculated by the same formulas as used for displacement-based 
elements. A casual software user may be unaware of the basis of element formulation. In any 
case the analyst should study documentation and run simple test cases in order to appreciate 
how an element behaves before using it in applications.

3.13 NATURE OF A FINITE
ELEMENT SOLUTION

In an exact solution, every differential element of material is in equilibrium, compatibility 
prevails everywhere, and all boundary conditions on stress and displacement are met. A 
solution by FEA, being approximate, does not satisfy these requirements in every way. In 
what follows we note the extent to which the requirements are met in static FEA when ele­
ments are based on displacement fields.

• Compatibility prevails at nodes. At connection points (nodes), elements have identi­
cal displacement components. A partial connection implies a relaxation of this state­
ment. For example, let two adjacent elements have three translational and three 
rotational d.o.f. per node. If only the translational d.o.f. are connected where elements 
meet at a node, the node acts like a ball-and-socket joint.

• Compatibility may or may not be satisfied across interelement boundaries. Compati­
bility prevails when displacements along an element side are entirely determined by 
d.o.f. of nodes on that side, and adjacent elements share these nodes and all their d.o.f. 
Such is not the case for element Q6, and it is not the case for some elements often used 
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for plates and shells. It is also not the case when element types are mixed and elements 
are poorly connected, as in Fig. 3.12-3. For properly connected elements that are valid 
in the patch-test sense (including element Q6), incompatibilities tend toward zero as 
the mesh is repeatedly refined.

• Compatibility is satisfied within elements. Internal compatibility requires only that 
the element displacement field be continuous and single-valued. These conditions are 
automatically satisfied by polynomial displacement fields.

• Equilibrium of nodal forces and moments is satisfied. Solution vector {D} satisfies 
structural equations {R} - [K]{D} = {0}, which state that each node is in static 
equilibrium under the action of applied loads {R} and elastically-generated internal 
loads - [K]{D}.

• Equilibrium is usually not satisfied at or across interelement boundaries. Computed 
stresses usually do not satisfy Eqs. 3.1-14. For example, in an FE model of the struc­
ture in Fig. 3.1 -2b, computed results will not display an = 0 and Tns = 0 along the 
lower side. A lack of equilibrium across interelement boundaries is displayed by the 
differential element in Fig. 3.12-1, on which all stresses are zero except for ax2 > 0 
on its right side. A similar situation appears in Fig. 3.10-4. These disagreements with 
boundary and interelement equilibrium tend toward zero as the mesh is repeatedly 
refined.

• Equilibrium is usually not satisfied within elements. Computed stresses usually do not 
satisfy the differential equations of equilibrium, Eqs. 3.1-13, except in an average or 
integral sense over the element volume, as noted before Eq. 3.3-2. An exception is the 
CST element, for which Eqs. 3.1-13 are always satisfied. But equilibrium across 
interelement boundaries is poorly modeled by CST elements, and Fig. 3.7-2 shows 
that CST elements may perform poorly. Clearly, good element behavior requires more 
than satisfaction of Eqs. 3.1-13. However, with any acceptable element, Eqs. 3.1-13 
become more nearly satisfied as a mesh is repeatedly refined.

3.14 EXAMPLE: A SIMPLE STRESS
CONCENTRATION PROBLEM

We illustrate the behavior of LST elements by applying them to a plane problem for which 
results are already known. Imagine that a circular hole exists in an isotropic infinite plate 
that is subjected to uniform uniaxial far-field stress Unless we wish to use special 
“infinite” elements, discussed in Section 8.8, we must develop a model with a finite 
domain. Because horizontal and vertical axes through the center of the hole are axes of 
symmetry, only one quadrant of the problem need be modeled (Fig. 3.14-la). Saint­
Venant’s principle suggests that stress disturbance due to the hole extends no more than a 
few diameters from the hole. Thus it is perhaps reasonable to use a 107? by 107? domain to 
represent one quadrant. Then, for this geometry, the tabulated stress concentration factor is 
2.722 [1.16]; hence cr-ymax = 2.722(0-00/0.9) = 3.025 (Too. According to the theory of 
elasticity [3.1], for a circular hole in an infinite plate under plane stress conditions, the 
maximum normal stress is ay = 3crm where the hole intersects the x-axis in Fig. 3.14-la, 
and the minimum normal stress is ax = - where the hole intersects the y-axis.

Our mathematical model consists of a central circular hole of radius 7? in a 207? by 207? 
square plate under plane stress conditions, which implies that the hole diameter in the
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(a)

Figure 3.14-1. (a) FE domain, 
mesh, and boundary conditions 
for modeling a hole in an 
infinite plate, (b) Unaveraged 
contours of ay from a portion 
of the mesh in part (a).

physical structure should be greater than the plate thickness so that stress components with 
z subscripts are indeed negligible. On the quadrant shown in Fig. 3.14-la we apply stress 
boundary conditions of zero traction on the arc that defines the hole and on the side 
x = 101?, and y-direction traction on the side y = 101?. Thus we assume that these 
conditions on the finite mathematical model are very nearly consistent with stresses along 
these lines in the infinite domain. Displacement boundary conditions are u = 0 on x = 0 
and v = 0 on y = 0, as indicated by rollers. These displacement conditions are exact, and 
no additional approximation is implied by exploiting symmetry and analyzing a quadrant.

For FE analysis of this mathematical model, LST elements under plane stress condi­
tions are used. Stress gradients are expected to be much larger near the hole than farther 
away, so elements are graded in size as shown in Fig. 3.14-la. The mesh was generated by 
software. Eight uniform divisions were prescribed on the circular arc that defines the hole,
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and three uniform divisions on the outer boundaries. The software generated a mesh of 
122 LST elements with 279 nodes (558 d.o.f.), not accounting for any reduction due to 
imposition of boundary conditions. The material is isotropic, with E = 200 GPa and 
v = 0.3. '

FEA provides stresses throughout the model. Unaveraged contours of ay in the vicinity of 
the hole are shown in Fig. 3.14-lb. The list of stresses tabulated by the software shows that the 
largest ay is 3.1280-00 and the smallest ax is -1.091o-oo. Each of these stresses appears in 
the anticipated location. Although these values are close to expectations, Fig. 3.14-lb 
shows obvious inter-element discontinuities in unaveraged ay contours around the hole. Far 
from the hole (not shown in Fig. 3.14-lb), the <ry distribution appears uniform, which suggests 
that both the location of the far-field boundary and the coarseness of the far-field mesh are 
acceptable. To improve results we might refine elements near the hole, but no refinement 
appears necessary near the outer boundary.

The software used provides a numerical measure of how well averaged and unaveraged 
stress fields agree. This measure, described in Section 9.10 and symbolized by 17, becomes 
zero if the two fields are identical. FE discretization is often considered acceptable if 
7) < 0.05. For the LST mesh of Fig. 3.14-la, we obtain 17 = 0.012.

In theory, stresses are independent of E and p. FEA stresses are indeed independent of 
E, but changing p from 0.3 to zero changes <r?max from 3.128(7-00 to 3.122(700 in the mesh 
used here. Mesh refinement should reduce the disagreement.

3.15 AN APPLICATION WITH
HIGH STRESS GRADIENT

The preceding example may suggest that any plane problem can be satisfactorily solved by 
elements discussed in this chapter if the mesh is sufficiently dense in regions where strain 
gradients are high. Figure 3.15-1 depicts an apparently simple problem that will disabuse 
us of this notion. The problem is a reminder that we must think carefully about each prob­
lem despite the power of FEA.

Figure 3.15-1 depicts a bimetal body, consisting of two different but isotropic metals 
bonded together in an unstressed state at room temperature. Material moduli, Poisson 
ratios, and thermal expansion coefficients differ, with Es > Ea, vs < va, and < aa, 
where subscripts 5 and a denote steel and aluminum, respectively. We seek stresses lhat 
result from unconstrained and uniform heating to 100 °C above the stress-free temperature. 
Our choice for the mathematical model is a body of uniform thickness 20 mm normal to the 
xy plane, with plane stress conditions in the xy plane (despite the appreciable thickness).

1

20 mm Es = 200GPa vs = 0.29 as = 12 (10-6)/°C

t Ea = 70 GPa va = 0.33 aa = 24 (10~6)/°C

40 mm 

__

y

<-------- 90 mm - -------- — — 90 mm--------- >

Figure 3.15-1. Geometry and 
material properties of a bimetal 
problem.
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Q Symmetric Q. Symmetric

Figure 3.15-2. Preliminary 
analysis of the bimetal problem, 
using superposition. The y axis is 
an axis of symmetry.

Preliminary Analysis. Because as < aa, we expect the structure to bend in the xy plane, 
placing the upper surface of the top layer in compression and the lower surface of the bot­
tom layer in tension. For preliminary analysis we assume that stresses do not vary along 
the length, and apply elementary mechanics of materials, summarized as follows. If axial 
expansion is prevented, initial axial stresses - 240 MPa and -168 MPa appear in the steel 
and aluminum layers respectively, with associated axial compressive forces of restraint 
Fs = 96,000 N and Fa = 134,400 N in the respective layers (Fig. 13.5-2). Next we 
remove axial restraint by applying these forces in the opposite sense, and use the trans­
formed section method for stress analysis. Transforming (say) the steel portion, we obtain 
an aluminum T-section beam, whose upper part has dimension 20(200/70) = 57.14 mm 
normal to the xy plane and whose centroidal axis is 37.647 mm from the base. Loads are 
centroidal force P = Fa +Fb = 230,400 N in axial tension and moment 
M = 1,186,000 N • mm that bends the beam concave up. With I = 568,300 mm4, the 
resulting axial stress on the top of the T-section is P/A - Me/1 - 71.9 MPa. Transform­
ing back to the original steel and superposing the initial stress, we obtain 
71.9(200/70) - 240 = -34 MPa as the estimate of the final axial stress on top of the 
actual bimetal beam in its central portion, away from end effects. Similar analysis pro­
vides the estimate 29 MPa on the bottom of the bimetal beam.

Finite Element Analysis. Figure 3.15-3a depicts the initial FE model as well as the 
resulting deflection profile under thermal load. Roller supports along the y axis provide 
symmetry about the vertical centerline of the structure. The single roller support at the 
lower right comer permits unconstrained expansion of the structure while preventing rigid 
body translation in the y direction. A coarse mesh of Q8 elements is used. The maximum 
computed deflection is approximately 0.25 mm in the x direction, as shown (not to scale).

Critique of Results. The displaced shape, Fig. 3.15-3a, is reasonable: the body expands 
in both x and y directions and becomes concave up, as expected. But it appears that the 
upper left comer, on the y axis, has zero vertical displacement. Has a mistake been made 
in boundary conditions, so that vertical displacement is prevented at this node? A simple 
calculation shows that the zero-displacement result is only fortuitous. Returning to the T- 
section beam of preliminary analysis, we calculate that moment M = 1,186,000 N • mm 
creates downward displacement MI?7%EI = 0.121 mm at the middle of a simply sup­
ported beam of length L = 180 mm, while thermal expansion creates upward displace­
ment (40aa + 20a5)100 = 0.120 mm. Thus the two motions very nearly cancel.

Figure 3.15-3b shows unaveraged contours of ax. On the y axis, tabulated values of ax 
produced by the FE software indicate that ax = 29.4 MPa at y = 0 and crx = - 34.0 MPa 
at y = 60 mm, in almost exact agreement with stresses obtained in preliminary analysis. As
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Figure 3.15-3. (a) FE domain, mesh, boundary conditions, and displacement profile in the bimetal 
body after a uniform temperature increase of 100 °C. (b) Unaveraged contours of ax from the mesh 
in part (a).
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expected, there is a discontinuous transition between tensile and compressive ax as we move 
through the material interface from top to bottom. Particularly in this case, plotting averaged 
values of ax would eliminate important information. Because the right boundary is a free 
surface, we expect ax to approach zero there, and ax contours indicate that ax does indeed 
approach zero everywhere on the right boundary except for a small region around the mate­
rial interface.

Based on these results, it would appear that the FE model is good. However, near where 
the material interface meets the right-hand boundary, we see large discontinuities in ax 
contours. Contour plots of ay and (not shown) display enormous strain gradients 
through individual elements adjacent to the material interface at the right boundary. Fur­
thermore, we find that repeated mesh refinement fails to alleviate the problem. What is 
wrong? It happens that this simple-looking problem has a stress singularity at the bound­
ary on the material interface [3.14,3.15]. For most combinations of material properties, the 
singular stress field is proportional to l/rp, where r is radial distance measured from an 
origin at the right boundary on the material interface and p is a coefficient that depends on 
the relative material properties. Because interpolation functions of the elements used are 
incapable of modeling this behavior, repeated mesh refinement never achieves infinite 
stress at r = 0.

Note that modeling choices may significantly affect results away from the singularity. 
Imagine, for example, that the roller support in Fig. 3.15-3a is replaced by a pin, so that 
u = v - 0 at the lower right comer. In this case, the tendency toward outward expansion 
would be prevented by horizontal force applied by the support, significantly altering defor­
mation and stress in the central portion of the structure, and producing a stress singularity 
at the pin, for which again mesh refinement would not result in convergence of stresses. Of 
course, a pin support is inconsistent with our intention to analyze unrestrained thermal 
loading of the bimetal bar.

Because the actual body is rather thick normal to the xy plane, our plane-stress mathe­
matical model differs from reality, but provides no information about the magnitude of the 
difference. A 3D analysis would display nonzero stresses ryz, and t^, and values of crx, 
ay, and somewhat different than those computed in plane analysis. In a 3D model, a 
stress singularity analogous to that observed at a point in the plane model would be 
expected along the rectangular boundary line where the material interface meets the outer 
surfaces.

We conclude by reminding ourselves that considerable frustration can be avoided by 
ensuring that we understand the nature of the problem before we begin numerical analysis.

ANALYTICAL PROBLEMS

3.1-1 (a) By writing equations analogous to Eq. 3.1-11, derive differential equations of
equilibrium for the three-dimensional case.
(b) Use a free-body diagram to derive the two-dimensional form of stress bound­
ary conditions, Eqs. 3.1-14.

3.1- 2 Imagine that stresses in the xy plane are reported to be ax = -6a pc2, cry = Ha^x1, 
and = l^y2, where is a constant.
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(a) Consider the square region 0 <x < b, 0 <y < b. Write expressions for trac­
tions 0^ and <X>y on each side of this square, in terms of x, y, b, and aP
(b) If body forces are zero, is this state of stress in fact possible? Explain.

3.1- 3 Determine if the following stress field is a valid solution of a plane elasticity 
problem: ax = Sa^y, ay = a^3, and = -Sapcy2, where ar is a constant. 
The body is isotropic and linearly elastic, and body forces are zero.

3.1- 4 (a) Consider volume V of a differential element and its change AV under stress.
Show that A V/V = 8X + sy + ez if strains are small.
(b) Let hydrostatic pressure p be applied. Obtain an expression for (AV/V)/p.
(c) Hence, show that a rubberlike material is almost incompressible.

3.1- 5 Let displacements in an isotropic body in a state of plane stress be as stated by 
Eqs. 3.5-1. What relation among constants at is needed if differential equations of 
equilibrium are to be satisfied?

3.2- 1 In Fig. 3.2-2b, letxj = 0,x2 = 2, andx3 = 3. Then use this data in the following, 
(a) Verify numerically that shape functions sum to unity.
(b) What should the sum of x derivatives of the shape functions be? Verify the 
property numerically.

3.2- 2 Shape functions of C° elements satisfy the relation Nt = 0, but such is not 
the case for shape functions of a C1 element such as a plane beam. Why?

3.2- 3 In Fig. 3.2-3a, let numbered points have respective x- of 1, 3, 5, and 8, and respec­
tive of 2, 2, 2, and 5.
(a) Use Lagrange’s formula to obtain an interpolating polynomial.
(b) What values of 0 does the formula predict at x = 0, at x = 2, at x = 4, and 
atx = 7?

3.2- 4 Invert matrix [A] of Eq. 3.2-8. Hence verify the shape functions shown in Fig. 3.2-4. 
Suggestion: Regard Eqs. 3.2-8 as four equations to be solved for the four Arrange 
results in matrix format, identify a 4 by 4 matrix as [A]’1, then use Eq. 3.2-3 to 
obtain LnJ.

3.2- 5 Imagine that a curve <f> = cf)(x) is to be fitted to three data values: and 0,xl at 
x = 0 and 02 at x - L (analogous to Fig. 3.2-3b but with </>,x2 unspecified). 
Determine the shape functions. Also sketch them and check their behavior at 
x = 0 and at x = L (in the manner of Fig. 3.2-4).

3.2- 6 Imagine that, at points A, B, and C in the sketch, both ordinate and slope data are 
known. Slope data are indicated by short lines through data points. Without calcu­
lation, sketch
(a) a Lagrange interpolation curve through all three points.
(b) a piecewise interpolation of C° continuity.
(c) a piecewise interpolation of C1 continuity.

0
c

A B

X

Problem 3.2-6
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3.3- 1 (a) The shape function matrix for a bar element of length L can be written as
LN J = Ll *J[A] where [A] 1 is given by Eq. 3.2-4 with x1 = 0 and 
x2 = L. Hence LB J = LO 1 J[A]-1 , and the element stiffness matrix is

[k] = [A] 4* c[A] 1

Use this form to generate [k] of a uniform bar element, Eq. 3.3-10.
(b) Using a similar form for a uniform beam element, verify [k] of Eq. 3.3-14.

3.3- 2 (a) Imagine that, at each end node, a uniform bar element is to have not only axial dis­
placement d.o.f., but axial strain d.o.f. as well, so that {d} = L^i £xi u2 
Derive the resulting 4 by 4 element stiffness matrix.
(b) How can this element be used to model a bar that carries concentrated axial 
loads, or has abrupt changes in elastic modulus or in cross-sectional area?

3.3- 3 A uniform bar element of length L has a node at each end and a node at the mid­
dle, as shown. Determine the element stiffness matrix that operates on nodal d.o.f. 
Wp u2> and uy

Problem 3.3-3

3.4- 1 The cantilever beam shown is tip-loaded by moment M. Use beam theory to com­
pute displacement components of points D, E, and F Then regard these results as 
nodal displacements, and use them to compute stresses {<r} = [E][B] {d} in ele­
ments defined as follows. Assume that v = 0. What becomes of the ratio t /crx 
as L/c becomes large?
(a) A CST element whose nodes are A, £>, and F.
(b) A CST element whose nodes are A, D, and C.

3.4-2 Repeat Problem 3.4-1, but replace moment M by transverse tip force P in the y 
direction. Neglect transverse shear deformation in computing displacements of 
lettered nodes.

3.4-3 (a) Two nodes of an isosceles CST element are fixed, as shown. Let p = 0, and
determine the 2 by 2 stiffness matrix associated with d.o.f. at the unrestrained 
node.
(b) A plane square region of uniform thickness is divided into eight congruent 
CST elements, as shown. Load P in the y direction is applied to the node at 
x = y = 0. If v = 0, what is the displacement of load P?
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3.4- 4 The x-direction displacement field of the CST shown is

y 1 (1 x y\ 1 fi x

and similarly for y-direction displacement v. For constant thickness and v = 0, 
determine the 2 by 2 submatrix of [k] that operates on d.o.f. at node 1.

3.5- 1 (a) For the LST element shown, determine shape function N3 in terms of y and b
(see Fig. 3.5-1 for a hint).
(b) Shape function N4 for this element is N4 = 1 - (y/b) - (x/d)2 + (y/2b)2. 
Show that N4 is unity at node 4 and zero at all other element nodes.
(c) Let m3, v3, w4, and v4 be the only nonzero d.o.f. In terms of these d.o.f., x, y, a, 
and b, what is the element strain field?

3.6- 1 Let a plane element be isotropic, and body forces Fx and Fy be constant. In terms 
of Fx, Fy, E, and p, what must the values of a4 and a8 in Eqs. 3.6-1 be if the dif­
ferential equations of equilibrium are to be satisfied?

3.6- 2 For the Q4 element of Fig. 3.6-1, let the linear displacement field 
u = + a2x + a3y, v = a4 + a5x + a$y be prescribed. Nodal d.o.f. {d} are con­
sistent with this field; that is, = ar - a2a - a3b, and so on.
(a) Show that with these nodal d.o.f., Eq. 3.6-5 yields the prescribed u and v 
fields.
(b) Similarly, show that [B] {d} yields the constant strain state ex = a2, sy = a6, 
311(1 Vxy = a3 + a5-
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3.6-3

3.6-4

(a) In Problem 3.4-1, consider a Q4 element whose nodes coincide with lettered 
points A, D, F, and C. Compute element stresses using the procedure described in 
Problem 3.4-1. For convenience, use the coordinate system of Fig. 3.6-1.
(b) Repeat part (a), but replace moment M by transverse tip force in the y direc­
tion. Neglect transverse shear deformation in computing displacements of let­
tered nodes.
Element j is a Q4 element that is to be attached to structure nodes 19, 20, 30, and 
31, as shown. Assume that the structure stiffness matrix is to be stored as a full 
matrix, without use of a sparse-matrix storage format. D.o.f. are u and v at each 
node. What is the numerical contribution of element j to the single coefficient of 
[K] at the intersection of 
(a) row 48 and column 39? 
(b) row 37 and column 37? 
(c) row 59 and column 61?

Problem 3.6-4

3.6- 5 Let axes x and y originate at node 1 of a Q4 element, as shown. Write shape func­
tions appropriate to this choice of axes.

Problem 3.6-5

3.6- 6 Reconsider Problem 3.4-3(b). Now divide the square structure into four square 
Q4 elements of equal area and solve for the displacement of the middle node in 
response to the load applied there.

3.6- 7 A cantilever beam is loaded by transverse tip force. Consider the two different

Problem 3.6-7
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(a) Which mesh can be expected to provide the more accurate result, and why?
(b) Without undertaking actual FE analysis, estimate the percentage error expected 
from each mesh. For simplicity, let v = 0.

3.7- 1 The element shown has three linear sides and one quadratic side. Determine the 
five shape functions 7VZ. Suggestion: Apply the method used to obtain Eqs. 3.6-4.

Problem 3.7-1 Problem 3.7-2

3.7- 2 (a) Determine shape functions for the Q9 element shown.
(b) Show how varies over the element by making a sketch like that in Fig. 3.7-lb. 
Make similar sketches for shape functions 7V8 and A9.

3.8-1 A cantilever beam is loaded by lateral force at midspan, as shown in part (a) of 
the sketch. Parts (b), (c), and (d) show three different FE models, each containing 
12 eight-node solid elements. Rank the three models from best to worst according 
to their expected accuracy in predicting the transverse tip displacement. Also 
sketch a mesh that contains the same type and number of elements as the meshes 
shown, but is superior to all of them for this particular problem.

Problem 3.8-1

3.9-1 For a standard beam element, given by Eqs. 3.3-13 and 3.3-14, verify that [B]{d} 
and [k]{d} are both zero when {d} represents the rigid body motion of 
(a) lateral translation.
(b) rotation about the left end.
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3.9-2 For a beam element with a node at each end, as in Fig. 3.3-lb, consider the lateral 
displacement field

v = L-x x(L-x\n x — —)e=>+L^ x^L~x\
2{~r)°a

3.9-3

(a) Show that this field includes the required rigid body motion capability.
(b) If nodal d.o.f. consistent with a state of constant curvature are imposed, is the 
correct v9xx in fact obtained?
(c) Determine [k] based on the given field. What defects does this [k] have?
Bar elements shown are uniform and have nodes 1 and 2. Let the axial displace­
ment field have forms defined as follows. In each case, express u in terms of 
nodal d.o.f. and w2. Then determine the strain-displacement matrix and the ele­
ment stiffness matrix in terms of A, E, and L. What defects do you see in these 
results, and what is their source?
(a) u = a1 + a2x2.
(b) u = a^x +

1

—>- x,u
2 1 2

(a) (b)

Problem 3.9-3

3.9-4 (a) For the two-element bar model shown, compute axial displacement at x = 2L 
and axial stress at x - 0. Use the element stiffness matrix obtained in Problem 
3.9-3a. Evaluate axial stress in an element by ax = E |_Bj {d}. Are the results 
correct?
(b) Repeat part (a), now using the element stiffness matrix obtained in Problem 
3.9-3b.

>---- x,u

Problem 3.9-4

3.9-5

3.10-1

3.10-2

The eight-node solid element of Fig. 3.8-la has six rigid body modes, six con­
stant strain modes, and 12 nonuniform strain modes, for a total of 24 independent 
modes. Using sketches, describe four independent nonuniform strain modes that 
involve only %-direction nodal displacements.
In terms of the coordinates of vertex nodes of the triangle in Fig. 3.10-1, establish 
the contents of matrix [T] in Eq. 3.10-3.
Let a plane element have three or more sides, side lengths Lf, midside normal dis­
placements 8mi, and all translational d.o.f. at comers set to zero (see Fig. 3.10-1).
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Show that use of a drilling d.o.f. at each comer implies the constraint equation 
^(8m/Lz) = 0, where the summation includes all sides.

3.11- 1 Show that nodal forces calculated according to Eq. 3.11-6 are statically equiva­
lent to the following loadings on a side of a rectangular plane body of unit 
thickness.
(a) q4 ~ - 0, and^3 = -a (corresponding to a flexural stress distribution
with node 7 on the neutral axis).
(b) q^ = 0, qy = tr/2, and q$ = a (corresponding to a flexural stress distribu­
tion with node 4 on the neutral axis).
(c) q4 = q$ = 0 and qq = r (corresponding to a transverse shear stress distri­
bution in a beam of rectangular cross section).

3.11- 2 If load q is constant, the integrand in Eq. 3.11-6 becomes [N]r q dx. Using the 
integral, verify that the total force F on a straight side with a midside node is allo­
cated as F/6, 2F/3, and F/6 to the respective nodes.

3.11- 3 Use the virtual work argument to determine nodal moment ^L2/12 associated with 
uniformly distributed transverse load q on a beam element (as shown in Eq. 2.9-2 
and Fig. 2.9-2a). That is, calculate work done as q moves through the displace­
ment created by virtual nodal rotation 80zl and beam shape function N2, and 
equate it to work done by the nodal moment in acting through rotation 89zl.

3.11- 4 For the following loads on a beam element, determine the consistent nodal load 
vector. Also show that this load vector is statically equivalent to the given load, 
(a) Uniformly distributed transverse load q acts on the left half of the ele­
ment only.
(b) Concentrated moment Mc is applied at midspan.

3.11- 5 In Fig. 3.11-la, let force F act at x = a/2 as shown, but let the side have three 
nodes, as in Fig. 3.11-lb. What are the three resulting nodal loads on this side? 
Show that these loads are statically equivalent to F.

3.11- 6 In Fig. 3.11-4c, show by use of Eq. 3.11-2 that distance L/Jl and load intensity 
(1+72 )P/L constitute a loading that is statically equivalent to force P at point

3.11- 7 A 10-unit force acts at point Q in the Q4 element shown. Determine the load vec­
tor {re}.

Problem 3.11-8
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3.11- 8 A uniform bar element has a node at each end and a node at the middle, as shown. 
Each node has an axial displacement d.o.f. A temperature change that varies lin­
early from 0 to T3 is imposed. Determine the load vector {re}.

3.11- 9 Show that initial stresses {cr0} on a 0° element lead to nodal loads {re} that are 
self-equilibrating. That is, show that nodal forces in {re} provide a zero resultant.

3.11- 10 Let temperature change T in the Q4 element of Fig. 3.6-1 have the form 
T = Tox, where To is a constant. Material properties and thickness are constant 
over the element. Determine the load vector {re}.

3.11- 11 A bar of length Lp carries linearly varying axial load, as shown, where c is a con­
stant. Consider FE models that have one, two, and finally three elements (of equal 
length in each case), using axial displacements as nodal d.o.f.
(a) Determine the consistent nodal load vector {re} for each of the three models, 
(b) For each of the three models, solve for axial deflection at x = Lp Also deter­
mine axial stress at x - 0 from the calculation ax = E[jBj{d}-

A q = c(Lt-x)

Problem 3.11-11

COMPUTATIONAL PROBLEMS

In the following problems compute significant values of displacement and/or stress, as 
appropriate. Exploit symmetry where possible. When mesh refinement is used, estimate 
the maximum percentage error of results provided by the finest FE mesh. Where dimen­
sions or loads are not assigned, choose values that seem reasonable or convenient. Where 
material properties are needed but not stated, use properties of steel. Apply the analysis 
methodology suggested in Section 1.5.
C3.1 (a) The rectangular plane structure shown can be modeled by CST or LST triangu­

lar elements. Uniformly distributed pressurep is applied to the right edge as shown. 
Imagine that region AB is a soft but linearly elastic medium. Represent this 
medium by discrete linear springs that extend from the rigid support to structure 
nodes. Choose spring stiffnesses such that each element displays uniform uniaxial 
stress ax = -p.
(b) Alter part (a) by removing load p and by replacing medium AB by the supports 
shown. Apply the temperature change T = Tox, where To is a constant. Then 
repeat the calculations, now using T = Toy. Are results reasonable? If results dif­
fer for the two thermal loadings, explain why.



Computational Problems 133

(a) (b)

Problem C3.1

C3.2 A handbook such as [1.16] provides analytically and empirically determined stress 
concentration factors that can be used to improve FE modeling skills. Analyze the 
following cases, all of which appear in Table 37 of [1.16]. Use a dense mesh of ele­
ments where stress concentration is expected and a coarse mesh far from the area 
of concentration.
(a) Two U-notches in a member of rectangular section.
(b) Square shoulder with fillet in a member of rectangular section.
(c) Elliptical hole in an infinite plate.
(d) Infinite row of circular holes in an infinite plate.

C3.3 In Section 3.14, although agreement between the FE model and theory is accept­
able, there is still an error (about 3%) between the peak stress expected and that 
computed by FEA. Modify the FE model to improve agreement. What is the effect 
of extending the domain further toward infinity? What is the effect of generating a 
more dense or less distorted mesh in the vicinity of the hole?

C3.4 A rectangular body 3.0 m in length and 1.0 m high is modeled as a cantilever beam. Let 
E = 200 GPa, v - 0.3, and thickness = 1.0 mm. Load the beam by a transverse tip 
force of 104 N uniformly distributed over the 1.0 m dimension. Generate an FE model 
of this beam using a small number of regularly shaped elements. Compare the 
distributions of <ry and generated by LST, Q4, Q6, and Q8 elements. How and why 
are these distributions consistent with properties of these elements as discussed in 
Sections 3.5,3.6,3.7, and 3.10?

C3.5 A centrally loaded beam is supported at both ends, as shown. Compute stress-crx at 
x = 0 on top and bottom surfaces. Compare these results with stress from the flex­
ure formula, ax = Mc/L
(a) Choose numerical values such as P = 1, L = 12, and various values of H in 
the range 4 < H < 36 [1.16]. Build the FE model of plane elements.
(b) Model the structure by a minimal number of beam elements (see Eq. 2.3-6). 
Compare results with results obtained in part (a).
(c) Repeat part (a) but make the right-hand support like the left, so as to impose the 
restraints u - v - Oat both lower comers.

C3.6 (a) In reality, a “fixed support” cannot be achieved. Assume that the cantilever 
beam shown is attached to a very large plane body that has the same thickness and 
elastic properties as the beam. By what amount is the tip rotation 0z = ML/EI 
increased by deformation of the support [1.16,3.16]?
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Problem C3.5

(b) Model the beam-to-plane connection of part (a) in the manner shown by Fig. 
8.5-2b. Investigate the adequacy of this model.

C3.7 The structures shown consist of bars of square cross section (indicated by double 
lines) securely connected to flat panels of the same material. Centerlines of bars 
and midsurfaces of panels lie in the same plane. Let FE models consist of plane 
elements of thickness t and bar elements of cross-sectional area A. In part (a) of the 
sketch, + H2 ~ 3L, L ~ 500?, and A ~ (Hy + H2)t are suggested. Is it reason­
able to neglect bending stiffness of the bars? Find out by repeating the analysis 
with bending stiffness included.

p
(a) (b)

Problem C3.7

C3.'8 The cantilevered block of material shown is loaded by a uniformly distributed z- 
direction load q along line AA. Construct an FE model of 3D elements. As support 
conditions in the plane y = 0, apply q in the negative z direction along the line 
z = h/2, setu = r> = w = 0atx = y = z = 0, w = 0atx = &on the x 
axis, and v - 0 at all nodes in the y - 0 plane. Included »/z as one of the cases 
analyzed. Be sure to examine results near x = 0 or x = b.

C3.9 Consider the application of torque to the rectangular block sketched for Problem 
C3.8. Let the block be twisted about a y-parallel axis. As support conditions in the 
plane y = 0, set v = 0 at the midpoint of each edge, and set u = w = 0 at all 
nodes in the y = 0 plane. Devise a simple (if approximate) way to apply the twist­
ing load to end y = L.

C3.10 Any of the preceding computational problems can be modified by making the 
material orthotropic. As a possible choice for plane problems, with n and s princi­
pal axes of the material, let En = 8ES and G = 2ES, with zero Poisson ratios. 
Thus [E] becomes a diagonal matrix. Axes n and 5 may be oriented arbitrarily with 
respect to global axes.
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Problem C3.8



CHAPTER

FORMULATION "TECHNIQUES:
VARIATIONAL METHODS

Integral expressions called functionals are presented in this chapter. We seek values of 
d.o.f. that make these functionals either stationary or minimum. Functionals provide a 
powerful technique for generating finite element approximations. In structural mechanics, 
the most commonly used functional is that of potential energy. Other functionals, includ­
ing one for heat conduction and other phenomena described by differential equations of 
the same form, are also presented.

4.1 INTRODUCTION

In preceding chapters, element stiffness matrices [k] are formulated either by direct physi­
cal argument or by using the principle of virtual work. Direct argument is limited to simple 
problems and simple elements. Virtual work is powerful and has physical appeal, but does 
not provide a framework for producing more general FE approximations. In this chapter 
we present a general and systematic procedure for producing FE approximations using the 
Rayleigh-Ritz method. The procedure requires only that a functional be available. In our 
terminology, afunctional is an integral expression that implicitly contains the governing 
differential equations for a particular problem. Early sections of this chapter focus on 
structural mechanics. Later sections treat other physical problems.

The Rayleigh-Ritz method has a classical form and an FE form. In the classical form, 
an approximating field is defined over the entire domain of a problem. In the FE form, 
the approximating field is defined in piecewise fashion over subdomains, where each 
subdomain is a finite element. In both cases the approximating field is defined in terms of 
independent d.o.f. such that the configuration of the system always satisfies compatibility 
and does not violate essential boundary conditions (such as support conditions in struc­
tural mechanics).1 In the classical form, d.o.f. may not have a straightforward physical 
interpretation, in which case we call them generalized d.o.f. In the FE form, d.o.f. are 
nodal values of the approximating field, and perhaps also nodal values of one or more 
spatial derivatives of the field, such as nodal rotations of a plate element.

Governing differential equations plus boundary conditions are said to state a problem in 
strong form. An integral expression such as a functional that implicitly contains the differ­
ential equations is called the weak form. The strong form states conditions that must be 
met at every material point, whereas the weak form states conditions that must be met only 
in an average or integral sense. Although the terminology of weak form and strong form 
may suggest inferiority of the weak form, both are valid statements of a problem. Indeed,

incompatible elements, introduced in Section 3.10 and further discussed in Section 6.6, pro­
vide limited relaxation of the continuity requirement.

136
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in Section 4.7 we show that the weak form implies the strong form when'infinitely many 
d.o.f. are present, as is the case prior to the discretization that accompanies FEA. The 
weak form provides a convenient starting point for producing finite element approxima­
tions. -

A functional, such as that for potential energy IIp, contains integrals that span the entire 
domain of a problem. After expressing the field quantity in terms of assumed modes and 
their associated d.o.f. and carrying out integrations, the IIp expression becomes an alge­
braic function of a finite number of d.o.f. For an initially discrete structure such as a truss, 
the np expression need not be written in integral form. We will consider these initially dis­
crete forms first, then address the more general integral forms later in this chapter.

Physical insight was responsible for the early rapid development of the FE method and 
its appeal to stress analysts. A more mathematical approach augments physical under­
standing by placing FEA on a sound theoretical foundation, thus allowing statements to be 
made regarding bounds and convergence, and suggesting solution tactics that are not 
apparent from physical reasoning alone.

4.2 PRINCIPLE OF STATIONARY 
POTENTIAL ENERGY

In the present section we consider time-independent problems of structural mechanics. We 
define a system as the physical structure, its supports, and loads applied to it. The configu­
ration of a system is the set of positions of all particles of the structure. Let the system 
have a reference configuration CR and a displaced configuration CD. A system is called 
conservative if work done by internal forces and work done by external loads are each 
independent of the path taken between CR and CD. In an elastic structure, work done by 
internal forces is equal in magnitude to the change in strain energy.

The linear spring of Fig. 4.2-1 is a simple example. Let CR and refer to unstretched 
and stretched configurations, respectively. If the spring dissipates no energy, then the work 
of internal forces (that is, strain energy in the spring) depends only on stretch D, not on 
whether the passage from CR to CD is via path A or path B. Similarly, if external load P has 
constant magnitude and constant direction, it does work equal to PD regardless of the path 
taken from CR to CD. We conclude that because internal forces and external forces are both 
conservative, so is the system. If CR = CD—that is, if the original configuration is 
restored after displacement—then PD = 0 and zero net work is done by all forces, 
regardless of the path taken.

Boundary conditions are of two types: essential (or principal) and nonessential (often 
called natural). In FEA, essential boundary conditions are prescribed values of nodal 
d.o.f., and nonessential boundary conditions are prescribed values of higher derivatives 
of the field quantity than are usually used as nodal d.o.f. (more detail and rigor appears

k

Figure 4.2-1. A linear spring of stiffness k loaded by a constant 
horizontal force P. Dashed lines A and B are possible 
displacement paths of the loaded point.
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(a) (b)

Figure 4.2-2. (a) A cantilever beam, (b) An inadmissible configuration (upper dashed line) and 
two admissible configurations (lower dashed lines).

in Section 4.7). For example, if we use standard Euler-Bernoulli beam elements (trans­
verse shear deformation neglected), nodal d.o.f. are lateral deflection v and its first 
derivative, v,x. When these elements are used to analyze the beam of Fig. 4.2-2a, essen­
tial boundary conditions (which may also be called geometric, kinematic, or displace­
ment boundary conditions in this problem) are v = 0 and v,x = 0 at x = 0. 
Nonessential boundary conditions are vixx = 0 and vJXXX = 0 at x = L, because bending 
moment M - EIv^ and transverse shear force V = E/v>xxx are both zero at x = L. 
Because v,xx and v,xxx are not used as nodal d.o.f., an FE solution that uses standard beam 
elements usually does not satisfy nonessential boundary conditions exactly.

An admissible configuration is any configuration that satisfies internal compatibility 
(described in Section 3.1) and essential boundary conditions. Examples of admissible and 
inadmissible configurations appear in Fig. 4.2-2b. The uppermost curve, which is inadmis­
sible, has four faults: it violates the two essential boundary conditions v = 0 and v.x - 0 
at x = 0, and it violates internal compatibility because of the discontinuity at A and the 
cusp (or kink) at B. The lower two curves are both admissible, but only the lowest one 
seems physically reasonable. An admissible configuration need not satisfy nonessential 
boundary conditions. Thus, at x = L, neither of the two lower curves need satisfy 
&*xx  — 0 Of Vixxx — 0.

A conservative mechanical system has potential energy that can be expressed in terms 
of its initial and final configurations, without reference to whatever deformation history or 
path takes the system from initial to final configuration [4.1]. Potential energy, which is 
also known as total potential energy, includes (a) strain energy of elastic distortion, and (b) 
potential possessed by applied loads, by virtue of their having the capacity to do work if 
displaced through a distance. The principle of stationary potential energy states that

Among all admissible configurations of a conservative system, those that satisfy the 
equations of equilibrium make the potential energy stationary with respect to small 
admissible variations of displacement.

This principle is applicable whether or not the load-versus-deformation relation is lin­
ear. If the stationary condition is a relative minimum, the equilibrium state is stable. 
Loads and internal stresses are assumed to remain unchanged during the small variation 
of displacement.

Example: Linear Spring with Axial Load. A very simple system is shown in Fig. 4.2-3. 
Its potential energy IIp has two parts:

np = tz + fi (4.2-1) 
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where U is the strain energy of the system, and fl is the potential of applied loads. In the 
example of Fig. 4.2-3

U = ^kD2 and ft = -PD " (4.2-2)

The load is regarded as always acting at its full value P. In moving through displacement D 
it does work in the amount PD, thereby losing potential of equal amount; hence the nega­
tive sign in the expression fl = -PD. The potential energy

IIp = lw2-PZ> (4.2-3)

can be regarded as the total internal and external work done in changing the configuration 
from the reference state D = 0 to the displaced state D 0. Note that if P were directed 
toward the left, while D remains positive toward the right, then fl would become +PD. In 
essence this is the same as increasing the potential energy of a weight by raising it.

If only displacements along the x axis are allowed, then the single d.o.f. D defines all 
admissible configurations. The equilibrium configuration D^ is found from the stationary 
value of IIp:

= (fcZ)eq ” P)dD = 0 hence = P/k (4.2-4)

The equation (fc£>eq - P)dD - 0 is an instance of the virtual work principle: zero net work 
is done by all forces, internal and external, during a small admissible displacement dD 
from the equilibrium configuration. This is graphically apparent in Fig. 4.2-4, where we 
also see that IIp is a relative minimum, which means that the equilibrium state is stable.

The reference datum for fl can be arbitrarily changed by a constant without changing 
the equilibrium configuration. For example, if we say that fl is zero at the equilibrium 
configuration, then fl = P(Z)eq - £>). The added constant PZ)eq disappears in the process 
of writing dIIp = 0, and the same value of £>eq is again obtained.

Conservation of Energy. We could bypass the stationary potential energy principle and 
imagine that D is produced by a gradually increasing load whose final value is P. Thus, 
equating work done by the load to strain energy stored in the linear spring, we have

1 1 9 P^PD^lkD^ from which Deq = J (4.2-5)

D

I----»
k*----- L+D—

fc p
VM'A---- --------- x
— L--------*

(a) (b)

Figure 4.2-3. (a) Unstretched (reference) configuration of a linear spring of stiffness k. 
(b) Configuration after the spring is stretched an amount D due to application of force P.
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Figure 4.2-4. Graphical 
representation of energy relations for 
the problem of Fig. 4.2-3.

This energy balance argument is valid but rarely helpful. It yields but one equation, even if 
there are a great many d.o.f. that must be determined.

Factors of one-half are present in Eq. 4.2-5 only because force is directly proportional 
to extension in a linear spring. In Eq. 4.2-2, we write fl = -PDrather than fl = -\PD 
because load P is regarded as always acting at full intensity in the stationary potential 
energy principle. Potential fl is independent of properties of the spring.

4.3 PROBLEMS HAVING MANY D.O.F.

A finite element discretization typically uses hundreds or thousands of d.o.f. They may be 
the x and y displacements of nodes (as in a plane stress problem), or lateral displacement v 
and its first derivative v,x at nodes (as in a beam problem), and so on. Let n be the number 
of d.o.f. that must be determined, and let them be collected in the structure displacement 
vector {D} = D2 • • • Dn J .In what follows we assume that support conditions are 
already imposed, so that arbitrary values of the Dr always give admissible configurations.

Potential flp is a function of the D-. Symbolically, IIp = IIp(£>1, •••, Z>„). Applying
the principle of stationary potential energy, we obtain

arr an an
dHp = 0 where dHp = ^dDx + ^77 dD2 + ••• + ^dDn (4.3-1) 

IzAX J C/ ix 2 ~

The stationary principle states that equilibrium prevails when dWp = 0 for any small admis­
sible variation of the configuration. We can imagine that only dDx is nonzero, or that only 
dD2 and dD3 are nonzero, and so on. For any and all such choices, dTlp must vanish. This is 
possible only if all coefficients of the dDt vanish separately. Thus, for i = 1, 2, 3,..., n,

am
= 0dD,- or, in alternative notation, dD {0} (4.3-2)

These are n equations to be solved for the n values of d.o.f. Dt that define the static equilib­
rium configuration.
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Figure 4.3-1. A three-d.o.f. 
system consisting of three 
linear springs and three axial 
loads Pp P2, and P3. Springs 

p3 are unstretched when
Dy = D2 = D3 = 0.

Example: Springs in Series. The structure shown in Fig. 4.3-1 has potential energy

IIp = | k2(D2 - Dy)2 + 1 k3(D3 - D2)2 - PyDy - P2D2 - P3D3 (4.3-3) 

2These remarks on symmetry also apply to a special class of nonlinear materials, called hy­
perelastic, for which a strain energy density function can be defined.

where d.o.f. Dj are axial displacements relative to a point fixed in space, such as the left 
support. Equations 4.3-2 and 4.3-3 yield, for i = 1,2,3,

kyDy - k2(D2 - Dy) - Py = 0 

k2(D2- Dy) - k3(D3- D2) - P2 = 0 

k3(D3~D2)-P3 = 0

(4.3-4)

In the matrix form [K]{D} = {R}, Eqs. 4.3-4 are

ky + k2

-fc2 
0

(4.3-5)

The correctness of stiffness matrix [K] in Eq. 4.3-5 can be checked by the procedure of 
activating one d.o.f. at a time, as described in Sections 2.2 and 2.3.

Remarks. From the foregoing example we draw the following conclusions, which are 
true in general:

1. A system that has linear load versus displacement characteristics has a symmetric 
stiffness matrix;  that is, Ky = K^. This happens because each symmetrically 
located pair of off-diagonal coefficients comes from a single term in flp whoseTorm 
is a constant times D-D- Thus K-.- = 3 IIn/8D73Df = 8 lln/3D73D. = Kii9 where 
Ky multiplies Dj in the zth row of equations [K] {D} = {R} and Kjt multiplies Dt in 
the j th row.

2

2 2

2. If Di is a nodal displacement (or rotation), the equation = 0 is a nodal
equilibrium equation stating that forces (or moments) applied to the node sum to 
zero in the direction of Dt. Included in the sum are (a) loads from external sources 
and (b) loads from internal sources, due to deformation of structural components 
(and perhaps also due to thermal load, body force, etc.).

3. Static indeterminacy does not alter the procedure or make a problem more difficult. 
For example, in Fig. 4.3-1 we could connect a fourth spring between the left support
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2
and node 3. Then IIp would be augmented by fc4D3/2, and the last stiffness coeffi­
cient in Eq. 4.3-5 would be changed from k3 to k3 + fc4, but no additional d.o.f. would 
be needed.

4. The potential energy of a linearly elastic structure can be written in the form

np = U+£l where U = l{D}r[K]{D} and fl = -{D}r{R} (4.3-6)

If U = 0, then either {D) is null, {D} expresses a mechanism, or {D} expresses 
a rigid-body motion. If the structure is stable and is supported so that mecha­
nisms and rigid-body motion are not possible (as in Eqs. 4.3-3 and 4.3-5), then 
1 {D} r[K] {D} > 0 for any nonzero {D}, and [K] is said to be positive definite.

4.4 POTENTIAL ENERGY
OF AN ELASTIC BODY

The potential energy of an elastic body consists of strain energy contained in elastic distor­
tions and potential energy of applied loads. The total potential energy expression, which 
we call np, can be used to formulate element stiffness matrices and element load vectors. 
Simple FE formulations based on IIp appear later in this chapter and additional formula­
tions appear in subsequent chapters.

In this section we present formulas, argue their validity, show that special cases yield 
correct results, and consider examples. Derivations and detailed arguments appear else­
where [4.1-4.3].

The energy that must be supplied to deform a unit volume of material is

uo =
(4-4-1)

= px ^x + py dez + jTxy d?xy + JTyz d7yz + jTzx d7Zx

Uq is called strain energy per unit volume or strain energy density. If the material is elastic, 
L70 is energy stored in the material and recovered as work when the loading is removed. In 
this case C70 may be called elastic strain energy density.

A linearly elastic material, without initial stress or strain, has the stress-strain relation 
{a} = [E]{e], in which [E] is symmetric. Material behavior may be isotropic, in which 
case the contents of [E] are given by Eq. 3.1-3 or Eq. 3.1-5, or anisotropic, in which case 
[E] is more complicated. Combination of the expression {a} = [E]{e} with Eq. 4.4-1 
and integration yields the strain energy density

Uo = \ {a}r{e} = 1 {e}r[E]{e} (4.4-2)

For a linearly elastic material with initial stresses {cr0} and initial strains {e0}, the stress­
strain relation is
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{a} = [E]({e} - {e0}) + {a0} X ’ (4.4-3)

Combination of Eqs. 4.4-1 and 4.4-3 and integration yields a more general expression for 
strain energy density:

uo = i {e}r[E](e) - {8}r[E]{8o} + {e}r{ff0} (4-4-4)

In writing Eqs. 4.4-2 and 4.4-4, a constant of integration that is not a function of strains 
has been omitted. It is superfluous because it disappears during the differentiation process 
that makes IIp stationary. That these integrations are correct may be shown by applying 
differentiation rules stated in Appendix A.

Now consider a body of linearly elastic material. If there are no initial stresses or initial 
strains, then the total strain energy contained in the body, U, is obtained from Eq. 4.4-2 as 
follows:

1 [
2 J

U = jl70dV = 1 f {ff}r{8}JV = {8}r[E]{e}dV (4.4-5)

When initial stresses or initial strains are present somewhere in the body, Eq. 4.4-4 is inte­
grated to give

U = J(/OdV = JQ {8}T[E]{8} - {8}r[E]{8o} + {8}r{CT0} ) dV (4.4-6)

Now consider a body of linearly elastic material that carries conservative loads. Using 
notation adopted in Section 3.3, the expression for its potential energy is

11 = jQ<«}r[E]{8}-{8}r[E]{80} + {8}r{a0})dV-J{u}r{F}dV

' (4-4-7)
-f{u}7’{0>}d5-{D}r{P}

The integrand of the first integral is C70, the strain energy per unit volume. Integrals that 
contain body forces {F} and surface tractions {<&} represent work done (hence potential 
lost) by {F} and {<]>} as the body deforms. In the last integral, {u} is evaluated on the sur­
face S to which {<D} is applied. With w, v, and w being displacements in the x, y, and z 
directions respectively, potential energy changes associated with {F} and {<!>}, per unit 
volume and per unit area respectively, are

-{u}r{F} = -Fxu ~Fyv -Fzw and -{u}r{$} = -&xu -<&yv (4.4-8)

In writing Eq. 4.4-8, it is assumed that positive senses of {F} and {<&} correspond to posi­
tive displacement directions (which are taken to be in positive coordinate directions). For 
example, Fx, and u are all considered positive when acting in the +x direction.
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The final term in Eq. 4.4-7, -{D}r{P} = -OpPi -D2P2--------DrPw accounts for
work done, hence potential lost, by prescribed concentrated forces and/or moments (of 
known magnitude) applied to the body. As usual, forces and moments share the same pos­
itive sense as their corresponding displacements and rotations. In writing this term, we 
assume that at the location of every load or moment there is a degree of freedom Dh so 
that work done is simply D/Y (Treatment of concentrated loads and/or moments that are 
not located at nodes is addressed in Section 3.11). We exclude from this list unknown 
loads applied by d.o.f. that are prescribed, such as d.o.f. set to zero as support conditions. 
In FEA, prescribed nonzero d.o.f. create strains that are accounted for by the first term in 
the first integral of Eq. 4.4-7.

In a typical problem, many of the load terms {e0}, {cr0}, {F}, {$}, and {P} are zero. 
For example, if initial stress is due to localized heating, {<r0} is zero throughout most of 
the body. If gravity or acceleration loads are considered unimportant, {F} = {0}. Surface 
tractions {$} usually act on only a portion of surface S and may be absent altogether. 
Indeed, all these load terms might be zero if nonzero values of one or more d.o.f. are pre­
scribed instead.

Equation 4.4-7 is not restricted to rectangular coordinates. It requires only that x, y, and 
z refer to three mutually perpendicular directions at each material point.

Particular Cases. In its most general form, Eq. 4.4-7 includes all six strains in {e} and 
material property matrix [E] is 6 by 6. Its coefficients are stated in Eq. 3.1-5 for the case of 
isotropy. If the problem is one of plane stress or plane strain, then {e} = sx Yxy\T 
is used for analysis and [E] is a 3 by 3 matrix. For an isotropic material, terms in [E] are 
given by Eq. 3.1-3 for plane stress and by Eq. 3.4-11 for plane strain.

The simplest special case is that of uniaxial stress. For this particular case, and perhaps 
for others as well, it may be easier to derive the strain energy expression afresh, as follows, 
rather than extract it from Eq. 4.4-7. Equation 4.4-3 becomes crx = Esx — + cr^ and
t/0 becomes | axcx - ± Ee£ - + exa^. After integration and inclusion of
load terms, we obtain in place of Eq. 4.4-7

rL(i 2 1 rL t
np = jEsx - exEexO + Exax0 Arfx- w^Adr-{D} {P} (4.4-9)

where E = elastic modulus, dV = A dx, A = cross-sectional area, and L = length. In 
the second integral, the integrand could be regarded as uFx dV or as uq dx, where 
q = Fx A: axial body force Fx and axial line load q have the same effect when the body is 
mathematically one-dimensional.

In Euler-Bernoulli beam theory, Fig. 4.4-lb, transverse shear deformation is neglected 
and normal stress ax is regarded as the only nonzero stress. Therefore the expression for 
strain energy in an Euler-Bernoulli beam can be derived from Eq. 4.4-9. Let b represent 
the width of the beam cross section. Because zx = u,x and u - -yv,x, the first term in 
Eq. 4.4-9 yields

J^Eex dv = J j ^E(-yv’xx)2b dydx = J ^EIzv,2xx dx (4.4-10)
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Figure 4.4-1. (a) A beam loaded by lateral forces moments and distributed lateral load q 
(force per unit length), (b) A slice cut from the beam, shown after it has undergone lateral deflection 
v and small rotation v,x. Transverse shear deformation is ignored.

where, if the cross section is rectangular, L = feP/12 is the moment of inertia of cross­
sectional area A about the centroidal z axis. If terms analogous to sx0 and crx0 are omitted 
(the reader may add these terms as an exercise), the expression for potential energy of a 
straight Euler-Bernoulli beam is

II, = ^EIzv^xdx-\ ^dr-{v}T{F}-{e}r{M} 
Jo z Jq

(4.4-11)

where {v]T = ”'J and {0}r = |_^i 0Z2 “'J are lateral deflections and rota­
tions (0Z = at locations where lateral forces {F} and moments {M} are applied. The 
second integral in Eq. 4.4-11 accounts for work done by lateral force increments q dx dur­
ing lateral displacement v. Axial stress in the beam is ax = Esx = Eu,x = -Eyv,xx.

Plates in bending are analogous to beams in that strain energy is conveniently expressed 
in terms of curvatures rather than strains. Specifically, in a thin plate having lateral deflec­
tion w = w(x,y), strain energy can be expressed in terms of w,**,  w,yy, and w9xy instead of 
sx, sy, and y^. "

Example: Bar under Axial Load. Let the uniform bar of Fig. 4.4-2 carry an end load P 
and be uniformly heated T degrees. Let D designate the end displacement produced by P 
and T. With = 0, = -EaT, and ex = D/L, Eq. 4.4-9 becomes

—^—-DEAaT-DP (4.4-12)

End displacement D is found from the equation dMp/dD = 0:

D = -~=- + aTL (4.4-13)
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D
y

Finally, axial stress ax is, with ex = D/L,

Figure 4.4-2. Uniform bar under axial load P.

ax ~ ^x + °x0 (4.4-14)

which is the result expected.

4.5 THE RAYLEIGH-RITZ METHOD

Deformation of a structure composed of discrete members, such as a truss or a frame, can 
be represented exactly by a finite number of d.o.f. These d.o.f. are displacements of the 
joints. A continuum, such as an elastic solid, has an infinite number of d.o.f., namely the 
displacements of every particle of material. Behavior of a continuum is described by par­
tial differential equations. For all but the simplest problems there is little hope of discover­
ing a stress field or a displacement field that solves the differential equations and satisfies 
boundary conditions. The need to solve differential equations can be avoided by applying 
the Rayleigh-Ritz method to a functional, such as Hp, that describes the mathematical 
model. The result is a substitute model that has a finite number of d.o.f. and is described 
by algebraic equations rather than by differential equations. A Rayleigh-Ritz solution is 
rarely exact but becomes more accurate as more d.o.f. are used.

The Rayleigh-Ritz method has a classical form and an FE form. It was originated in the 
1870s for studies of vibration problems by Lord Rayleigh. He used an approximating field 
that contained a single d.o.f. In 1909, Ritz generalized the method by building an approxi­
mating field from several functions, each satisfying essential (kinematic) boundary condi­
tions, and each associated with a separate d.o.f. Ritz applied the method to equilibrium 
problems and to eigenvalue problems. In general, the Rayleigh-Ritz method is a procedure 
for determining parameters in an approximating field so as to achieve an extremum of a 
function F of the field. Examples of F include Hp and the Rayleigh quotient of structural 
dynamics. The procedure for an equilibrium (time-independent) problem is described here.

Consider an elastic solid. Displacements and stresses produced by applied loads are 
required. In general, a point has displacement components w, r, and w. A Rayleigh-Ritz solu­
tion begins with approximating fields for these components. Each field is a series, whose 
typical term is a function of the coordinates, = /-(x,y,z), times an amplitude at whose value 
is yet to be determined. The may be called generalized coordinates or generalized d.o.f. 
We write

l m n
U =^aifi V w =Y, aifi (4.5-1)

1=1 i=l+l i=m+l
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Each function/- = /(x,y,z) must be admissible; that is, each must satisfy compatibility con­
ditions and essential boundary conditions. It is not required that any/- satisfy nonessential 
boundary conditions, but doing so yields a more accurate approximation for a given number 
of d.o.f. Usually, but not necessarily, the / are polynomials, which automatically satisfy 
compatibility conditions. The analyst must estimate how many terms are needed in each 
series in order to achieve the accuracy required. Thus the series in Eq. 4.5-1 are truncated 
rather than infinite, having, respectively, and n - m terms, for a total of n terms.

D.o.f. of the problem are the n amplitudes at. They are determined as follows. Substitute 
Eqs. 4.5-1 into the strain-displacement relations (Eqs. 3.1-9) to determine strains {e}, then 
use Eq. 4.4-7 to evaluate Hp. Thus IIp becomes a function of d.o.f. just as IIp is a func­
tion of d.o.f. Di in Eq. 4.3-1. According to the principle of stationary potential energy, the 
equilibrium configuration is defined by the n algebraic equations

an
■^ = 0 for i = 1, 2, ..., n (4.5-2)

After Eqs. 4.5-2 are solved for numerical values of the ab the displacement fields of 
Eqs. 4.5-1 are completely defined. Differentiation of displacement fields yields strains, 
and subsequently using these strains in the stress-strain relations provides stresses.

The foregoing procedure has two principal steps. First, establish a trial family of admis­
sible solutions. Second, apply a criterion to select the best form of the family. Here the cri­
terion is that Hp be stationary. Alternative criteria are available, such as methods of 
weighted residuals (Chapter 5).

Equations 4.5-1 create a substitute problem because the infinitely many d.o.f. of the orig­
inal mathematical model are replaced by the finite number of d.o.f. in the Rayleigh-Ritz 
model. A Rayleigh-Ritz solution is usually approximate because there is no combination of 
the assumed functions/ that is capable of exactly representing displacements of the original 
mathematical model. The solution process selects amplitudes so as to combine functions 
/ to best advantage. When Hp is the functional, this means determining the combination of 
d.o.f. at so that IIp is as small as possible, which implies that the underlying differential 
equations of equilibrium and stress boundary conditions are approximated with increasing 
accuracy as more and more terms az/ are added to the series.

Figure 4.5-1. (a) Uniform bar under linearly varying distributed axial load of intensity q = ex, 
where c is a constant, (b) Exact and approximate axial displacements, (c) Exact and approximate 
axial stresses.
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Equations 4.5-2 are found to be stiffness equations. They can be written in the usual 
form[K]{D} = {R}, where {D} = a2 an J r. Not all Dt have units of displace­
ment and not all Rt have units of force, but each product R^ has units of work or energy.

Example: Bar under Axial Load. Consider the uniform bar of Fig. 4.5-la. Axial load q 
is linearly distributed along the length of the bar according to q = ex, where c is a con­
stant that has units of force divided by the square of length. Axial displacement u and axial 
stress ax in this mathematical model are to be computed by the Rayleigh-Ritz method.

Axial strain is sx = u,x. Thus Eq. 4.4-9 becomes

II = I -Eu^Adx- I u ex dx
Jq 2 Jq

(4.5-3)

Equation 4.5-1 becomes, with/J = xl in this case,

n
U =^aifi

1=1

= arx + a2x2 + a3x3 + ••• + anxn (4.5-4)

Note that there is no initial term a0: the displacement mode w = a0 is inadmissible 
because it violates the essential boundary condition, namely u = 0 at x = 0.

The simplest approximation results from using only the first term of the series, 
u = a^x. From Eqs. 4.5-2 and 4.5-3,

aelt 2
11 = —t—a, -P 2 1 ~al (4.5-5a)

dn
= 0 yields

r2 c
= 3AE (4.5-5b)

72C Li rp 
hence u = and

3AE
cLT 

= Eu'*  = 3A (4.5-5c)

Before commenting on these results we consider a two-term solution, using the field 
u = atf + a2x?. After substituting into Eq. 4.5-3 and writing = 0 and
311^/8^2 = 0, we obtain

aelt
4L^/3

3 r
CLf 4
■12l3Lr or ai

a2.

cL? lE'p 
Y2AE\ _3 (4.5-6a)

1

cL cLhence u = r (7LTx - 3x2) and ax = Eu,x - —j (7L^ - 6x) (4.5-6b)
1 Z/i L 1
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Figures 4.5-lb and 4.5-1c show the exact and approximate results. As expected, two- 
term results (Eqs. 4.5-6) are better than one-term results (Eqs. 4.5-5). With the body 
force term F = ex/A, the differential equation of equilibrium (Eq. 3.1-12) becomes

axtX + — = 0 or AEu,xx + cx = 0 (4.5-7)

where the latter equation results from the substitution ax = Eu,x. Neither Eq. 4.5-7, nor 
the natural boundary condition ax = 0 at x = Lr, is satisfied by the foregoing two 
approximate solutions.

Notice that approximate displacements are more accurate than approximate stresses. 
This is to be expected, because stresses are calculated from derivatives of the approximat­
ing field. (To see that differentiation exacerbates discrepancies, consider the functions 
J\ = 4x(l - x) and/2 = sin In the range 0 <x < 1, functions/j and/2 look much 
alike, but successive derivatives ofand f2 have less and less resemblance.)

The mathematically exact solution of the problem of Fig. 4.5-la is obtained by solving 
Eq. 4.5-7 with boundary conditions u = Oatx = 0 and ax = Oatx = L. Thus

C 2 3

« = 6Xe(3LtX~x) (4-5-8)

Use of the series u = a^x + a2x2 + a^x3 in the Rayleigh-Ritz method produces

cL'p q

1 2AE 2 3 6AE (4.5-9)

which is the exact solution. Use of still more terms leads again to the exact solution: one 
obtains the same a19 a2, and a3 as in Eq. 4.5-9 and a4 = a5 = a6 = = an = 0. In
general, the Rayleigh-Ritz method yields the exact solution if the approximating field is 
capable of representing the exact field by appropriate choice of d.o.f. In practice this 
circumstance is rare.

4.6 COMMENTS REGARDING THE
RAYLEIGH-RITZ METHOD

Approximating fields must be admissible and should be easy to use. Only polynomials, 
and occasionally sine and cosine functions, are simple enough to be practicable. Beyond 
this there are no easy answers to important questions: What form of assumption for the 
field is best? How many terms should be used? How accurate are computed results? These 
difficulties and uncertainties appear in both the classical Rayleigh-Ritz method and its FE 
form, and are increased for multidimensional problems.

In seeking the exact solution of a mathematical model, imagine that several numerical 
solutions are obtained, each time with another term added to the assumed field (as in 
Eqs. 4.5-5 and 4.5-6, for example). Thus we generate a sequence of trial solutions. We 
expect the sequence to converge: to the exact Hp, to exact displacements, and to exact 
stresses. A necessary condition for convergence is that the trial field be complete.
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Completeness is achieved if the exact displacements, and their derivatives that appear in 
IIp, can be matched arbitrarily closely if enough terms appear in the trial field. In this 
sense, the word “completeness” has a different, more liberal meaning than when used to 
describe the completeness of a polynomial.

Completeness demands that the lowest-order admissible terms be included. For exam­
ple, consider the tip-loaded bar of Fig. 4.4-2. If we omit the term ape from Eq. 4.5-4, we 
omit the very term that contains the exact answer, namely u = (P/AE)x. Thus complete­
ness is destroyed, and the sequence of approximate solutions does not produce the exact 
answer even if the number of terms approaches infinity. This is easy to see: if Eq. 4.5-4 
begins with a2x2', then ax = Eu,x = 0 at x = 0, which is incorrect. The term a^x pro­
vides the essential constant-strain capability. (In a finite element context, this requirement 
means that each element must be capable of representing a state of constant strain.) Com­
pleteness also requires that no series terms be omitted. Referring again to Eq. 4.5-4, a two- 
term approximation should be ape + ap?, not ape + ap?, and not ape + a4x4, and so on.

Note that polynomial terms in an element field are not chosen with the sole purpose of 
including all terms of a given degree. While it is mandatory to include certain lower degree 
terms, as described by Requirement 1 in Section 4.9, the choice of which higher degree terms 
to include is based on considerations of interelement compatibility and frame invariance, as 
discussed in Section 3.9. For example, each field of the nine-node plane element noted follow­
ing Eq. 3.7-2 contains two of the four cubic terms and one of the five quadratic terms, and 
therefore the polynomial is complete only through quadratic terms.

In comparison with the mathematical model, a compatible Rayleigh-Ritz solution is 
either exact or too stiff. This happens because the numerically modeled structure is per­
mitted to displace only into shapes that can be described by superposing the finite number 
of functions retained in the assumed displacement field. Therefore, the correct shape is 
excluded, unless the problem is so simple that the assumed field happens to contain it. 
Effectively, for most practical problems, the assumed field imposes constraints that pre­
vent the structure from deforming the way it wants to. Constraints stiffen a structure. In 
effect, the solution method creates a substitute mathematical model that is stiffer than the 
original mathematical model. Thus, as d.o.f. are added, an FE solution approaches the 
mathematically exact solution “from below.”

In practical problems the Rayleigh-Ritz solution is approximate. Because stiffness is 
generally overpredicted, a Rayleigh-Ritz solution underpredicts displacements, in an aver­
age sense, when loads are prescribed and d.o.f. are either free or prescribed as zero. Spe­
cifically, if the structure is loaded by a single concentrated force (or moment), then 
displacement (or rotation) at the loaded point is certain to be underpredicted, or at best 
exact in a very simple problem, but never overpredicted. If the problem has multiple loads 
(and/or body forces and surface tractions) and d.o.f. are either free or are prescribed as 
zero, then the solution will underpredict displacements in some regions and may overpre­
dict displacements in others. However, displacements are underpredicted in the sense that 
total work done by loads in undergoing displacements predicted by a Rayleigh-Ritz solu­
tion is less than the exact work (or at best equal to it, but never greater). Therefore, com­
puted strain energy in the structure is a lower bound on the exact value.

Conversely, if the only loads are those implicitly associated with supports and pre­
scribed nonzero values of some d.o.f., we generally find that these loads are overpredicted 
in an average sense. For problems involving both prescribed loads and prescribed nonzero 
displacements, we can say only that overall stiffness is overestimated.



4.7 Strong Form and Weak Form 151

Stresses are calculated from displacements, so we expect that a too-stiff structure will 
underestimate stress magnitudes when loading consists of prescribed forces and/or 
moments. However, as seen in Fig. 4.5-lc, approximate stresses may be too low in one 
region but too high in another, even when stress is derived from an approximate displace­
ment field that is everywhere too low. Accordingly, a rule about stress magnitudes would 
be either so crude or so equivocal as to be of little value.

4.7 STRONG FORM AND WEAK FORM

The principle of stationary potential energy is one of many stationary principles of mathe­
matical physics. Central to each is a functional, of which IIp is one. In this section we first 
state, without derivation, rules that provide the governing differential equations contained 
in a particular functional. Then, for the example of an axially loaded bar, we use the calcu­
lus of variations to show that the functional contains the differential equations and nones­
sential boundary conditions.

Consider the functional IIp, given by Eq. 4.4-7. It depends on displacements {u} and 
strains {e}, which are derivatives of displacements {u}. The term “functional” indicates 
that np depends not on {u} and its derivatives at a particular point, but upon their inte­
grated effect over a region of interest. The stationary condition dHp = 0 may be applied 
directly to Eq. 4.4-7, without first expressing IIp in terms of a finite number of d.o.f. This 
is accomplished using the calculus of variations, details of which are beyond the scope of 
this book [4.1-4.3]. End results of using Eq. 4.4-7 and setting dHp to zero are found to be 
the differential equations of equilibrium (in general, Eqs. 3.1-12) and the nonessential 
boundary conditions (in general, stress boundary conditions, Eqs. 3.1-14). Thus, if the 
field {u} is admissible, the statement rfITp = 0 implies all additional components of a 
valid solution. In an approximation that uses a finite number of d.o.f., equilibrium condi­
tions and stress boundary conditions are satisfied only in an average or integral sense, not 
at every point.

In ofher physical problems there exist other functionals II. Instead of displacements 
{u}, the primary field may be temperature, pressure, or voltage, or another field variable. 
In each case the functional II can be tested for correctness by applying the calculus of 
variations to see if the condition JIT = 0 yields the appropriate governing differential 
equations and nonessential boundary conditions.

Boundary Conditions. There are two classes of boundary conditions: essential and 
nonessential. Despite implications of this nomenclature, both classes are equally important. 
The distinction relates to how boundary conditions are treated and approximated with 
variational methods. For a problem having one dependent field variable, the rule is as follows. 
Let 2m be the highest-order derivative of the dependent field variable in the governing 
differential equation. Derivatives of order m then appear in the functional. Essential boundary 
conditions involve derivatives of order zero through m - 1, the zeroth derivative being the 
dependent variable itself. Nonessential boundary conditions involve derivatives of order m 
and higher, up to and including 2m - 1. The following are examples.
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Problem Bar (Fig. 4.5-la) Beam bending 2D heat conduction

Differential equation AEu9xx + q - 0 EIv>X]az-q = 0 kV2T + Q-cpt = 0

2m, m - 1, 2m ~ 1 2, 0, 1 4,1,3 2,0,1

Essential B.C. On u only On v and v,x On T only

Nonessential B.C. On ax = Eu,x On A/ = EIv,^ On heat flux
and V = EIv,^ fB = k(T,xl + T,ym)

In these examples the dependent field variables are axial displacement u, lateral displace­
ment v, and temperature T. Nonessential boundary conditions apply to axial stress ax, 
bending moment M, transverse shear force V, and inward heat flux^. In the heat conduc­
tion example, k is thermal conductivity, T is the time derivative of T, and I and m are direc­
tion cosines of a normal to the boundary.

The foregoing remarks are little changed if there is more than one field. Imagine, for 
example, that there are dependent field variables u and v, with second derivatives u,xx, u,xy, 
u,yy, v,xx, v,xy, and v,yy in the governing differential equations and first derivatives w,x, w,?, 
v,x, and v,y in the functional. Then 2m = 2 and m = 1 for both u and u Essential boundary 
conditions are prescriptions of u and v at particular locations. Nonessential boundary condi­
tions involve first derivatives of u and v, either individually or in combination.

Functionals and Governing Differential Equations. Imagine that a functional II 
depends on two dependent field variables, u = w(x,y)and^ = «;(x,y), in which independent 
variables x and y are Cartesian coordinates:

F(x,y, u, v, u,x, u,y, v,x,v,y, v,yy)dxdy (4.7-1)

We assume that the integral is defined throughout its domain. In beam bending, for exam­
ple, we must exclude a field that displays discontinuities such as at A and B in Fig. 4.2-2b. 
Similarly, in eventual FE applications, interpolating polynomials must satisfy smoothness 
requirements. There are as many Euler equations as there are dependent field variables. 
An Euler equation is a governing differential equation of the physical problem. If F con­
tains no derivatives higher than second order, methods of calculus of variations extract 
from Eq. 4.7-1 the Euler equations ~

dF d dF d dF | d2 dF d2 dF d2 dF = 0
(4.7-2a)

du dxdu,x dydu,y dx2^u,xx + dxdydu,xy + 3y23M’yy

dF d dF d dF + 32 dF + d2 dF + d2 dF =
(4.7-2b)

dv dxdv,x dydv,y dx^^^^xx dxdydv,xy dy2dv’yy

Equations 4.7-1 and 4.7-2 both describe the same problem, Eq. 4.7-1 being called the 
“weak form” and Eqs. 4.7-2 the “strong form.”

As a specific example of Eq. 4.7-2, consider the axially loaded uniform bar described by
Fig. 4.5-la. Here there is one independent variable, x, one dependent variable, u, and no 
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second derivative. Equation 4.7-1 reduces to the 11^ stated in Eq. 4.5-3. There is but one 
Euler equation, Eq. 4.7-2a, which reduces to

dF d dF n . 1 2— = 0 in which F = - AEu,z~ u ex du dxdu,v 2 x

Derivatives in the Euler equation are

9F , d dF d ,. Ar,— = — ex and — — = — (AEu,A = AEu,YX
du dx du,r dx x xx

(4.7-3)

(4.7-4)

from which we obtain the differential equation of equilibrium, Eq. 4.5-7, as expected.
As another example, consider time-dependent heat conduction in an isotropic plane 

medium. A suitable functional is

kT2 + \kT 2-QT+ cpTT\ dx dy or
, x 2 7 J F dx dy (4.7-5)

in which T = temperature, k = thermal conductivity, Q = rate of internal heat genera­
tion per unit volume, p = mass density, c = specific heat, and T is the time derivative 
dT/dt. Unit thickness is assumed. (Equation 4.7-5 omits certain boundary terms of practi­
cal interest. See Section 12.2 for a more detailed treatment.) There is one dependent field 
variable, T, and one Euler equation, which is

dF d dF d dF
dT dxdT, dydT,a y

(4.7-6)

where F is the integrand of Eq. 4.7-5. If k is constant, Eqs. 4.7-5 and 4.7-6 yield

KT^ + T^ + Q-cpT = 0 (4.7-7)

as the differential equation that describes time-dependent temperature distribution in the 
region of interest.

Although there is always a differential equation associated with a functional, the reverse 
is not necessarily true. For example, a differential equation that contains an odd-numbered 
derivative does not have an associated functional of the form of Eq. 4.7-1. For problems of 
this type, weighted residual methods of Chapter 5 are effective. A functional always pro­
duces a Rayleigh-Ritz solution [K]{D} = {R} in which [K] is a symmetric matrix. 
Weighted residual methods may or may not produce a symmetric [K], depending on the 
particular method chosen. If an odd-numbered derivative is present in the differential 
equation, [K] is not symmetric.

The calculus of variations also produces natural boundary conditions. In the example 
that follows, we see how they arise. More thorough explanation appears in [4.1-4.3].

Variational Methods: A Brief Example. Figure 4.7-1 shows a uniform bar loaded by a 
distributed axial load q = q(x) and prescribed stress at x = L. We will use this problem, 
with the calculus of variations, to show that the functional for potential energy, IIp, contains 



154 Formulation Techniques: Variational Methods

the governing differential equation and the nonessential boundary condition. The argument 
will suggest the origin of terms seen in Eqs. 4.7-3 and 4.7-4. The development will also pro­
duce the virtual work equation, and will suggest a powerful alternative formulation, namely 
the weighted residual method, which is discussed in Chapter 5 .

In Eq. 4.4-9, let ex = w)JC, Fx = q/A, D = and P = AaL. Thus the potential 
energy functional for the uniform bar in Fig. 4.7-la is

AF i
LI = — h,2 dx- qu dx-(AaL)uL (4.7-8)

We presume that u = w(x) is an admissible displacement field for this problem. That is, u 
is continuous and satisfies the essential boundary condition u = 0 at x = 0. Let u be per­
turbed by an amount 8u, which we elect to write as 8u = erf, where e is a small number 
and rj = r](x) is an admissible function. Thus the perturbed field u + er] is also admissible 
and satisfies the same essential boundary condition as w. Using this perturbed field in 
Eq. 4.7-8, u,x becomes u,x + er],x, uL becomes uL + er]L (where r]L is 17 at x = L), and flp 
becomes IIp + 8IIp. The change in potential is (11^ + Slip - flp, from which

SIL
’ pL pL '
A# u,xr],xdx- I qr] dx- (AcrL)r]L

Jo Jo
2aeCl 2j

+ e 2 Jov’^dx (4.7-9)e

This variational expression can be formally compared to a Taylor series for/(x + h) from 
which the expansion-point (equilibrium) value/(x) is subtracted, and the result truncated 
at the quadratic term (which contains h2). In this analogy, fl^ corresponds to /(x), 
np + 8IIp to f(x + h), and er] to h. This process is called “linearization” of the functional 
or “variational differentiation.”

According to the potential energy principle, stable equilibrium occurs when II is a relative 
minimum. This implies that 8IIp > 0 for any admissible 17. In Eq. 4.7-9, the latter term is never 
negative due to the squared terms e2 and 17,2, and the former term changes sign when e changes 
sign. We conclude that if 8IIp is to be positive for all small values of e, the bracketed expression 
in Eq. 4.7-9 must vanish. Setting this expression to zero and integrating its first term by parts 
according to the standard formula I udv = - I vdu + w^withd^ = r],xdx, we obtain

(a) (b)

Figure 4.7-1. (a) Uniform elastic bar loaded by distributed axial load q and end 
stress (b) Forces that act on a differential element of the bar.
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fL l fL
o = -AE dx + [AEu,x 7)] - I qq dx - (A<rt)7/L

•'0 Jo
(4.7-10)

Because r} is an admissible function, t) = 0 at x = 0, so Eq. 4.7-10 becomes

0 = - f (AEu,xx + q)qdx + a[E(w,Jl - <rL^qL (4.7-11)

Jo

Because r; is admissible but otherwise arbitrary, an arbitrary value of t/l can be assigned 
while infinitely many functions 17 = t?(x) are yet possible in the range 0 < x < L. There­
fore, Eq. 4.7-11 can be satisfied only if the coefficients of 17 and vanish separately. Thus 
we obtain

AEu,xx + q = 0 for 0<x<L (4.7-12a)

Eu,x-aL = 0 at x = L (4.7-12b)

Equation 4.7-12a is the governing differential equation of equilibrium. It can be written in 
the alternative form Aaxx + q = 0, and can also be derived by considering the equilib­
rium of axial forces in Fig. 4.7-lb. Equation 4.7-12b is the nonessential (or natural) 
boundary condition, which states that zx = aL/E at x = L. The same approach is used in 
two- and three-dimensional problems, where the divergence theorem is used in place of 
integration by parts to obtain traction boundary conditions, Eq. 3.1-14.

The definitions of essential and natural boundary conditions can be sharpened. Essential 
boundary conditions are those enforced on the trial functions to make them admissible. 
Natural boundary conditions are enforced on the solution by making the functional station­
ary. Natural boundary conditions do not explicitly appear in a functional, but nonetheless 
are contained in it. For example, in the expression for IIp, Eq. 4.7-8, the natural boundary 
condition Eu,x = aL at x = L does not appear. Making IIp stationary and integrating by 
parts leads to Eq. 4.7-11, where the natural boundary condition, Eq. 4.7-12b, is revealed.

The vanishing of the bracketed expression in Eq. 4.7-9 can be regarded as an expression 
of the virtual work principle, which states that the total work of internal and external 
forces must vanish for any admissible infinitesimal displacement from an equilibrium con­
figuration. In Eq. 4.7-9, internal forces AEu,x dx = Aax dx do work (and store'strain 
energy) when strains 17,x occur, and external forces q dx and AaL do work (and lose poten­
tial energy) when positive displacements 17 and occur.

The vanishing of the bracketed expression in Eq. 4.7-9 can also be obtained by working 
backward, as follows. Imagine that we seek an approximate solution u = w(x). An exam­
ple is the admissible polynomial u = axx + a^x1 * + a3x3 + • • •, where the ai are generalized 
d.o.f. Because w does not satisfy Eq. 4.7-12a for all x, a residual, R = R(x) = 
AEuixx + q ^0, is left over. Nevertheless, we can select the so as to satisfy Eq. 4.7-12a 
in an average or integral sense by writing

I (AEu,xx + q)rj dx =0 (4.7-13)
^0
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where tj = tj(x) may now be called a “weight function.” Applying integration by parts to 
Eq. 4.7-13, using the formula presented immediately before Eq. 4.7-10 but now with 
dv = u ,xx dx, we obtain

-AE I u^,x dx + £aEu,xtjJ + q^dx =0 
Jn 0 J a

(4.7-14)

But r? = 0 at x = 0. In addition, at x = I we may replace Eu,x by aL, thus introducing 
the nonessential boundary condition. Equation 4.7-14 becomes

pL
-AjEI u,xr),xdx+ I qr] dx + =0

Jo •'o
(4.7-15)

which agrees with the vanishing of the bracketed expression in Eq. 4.7-9. Equation 4.7-15 
can be identified as an application of the method of weighted residuals, which is a way of 
formulating an approximate solution when one knows the differential equation but not the 
functional or the variational principle. If = 3 w/3a(-, then the method is known as the 
Galerkin method, for which Eq. 4.7-15 yields as many equations as there are a( to be deter­
mined. A more detailed discussion appears in Chapter 5.

The progression from Eq. 4.7-13 to Eq. 4.7-15 is an instance of starting with the strong 
form and obtaining a weak form from it. Equation 4.7-15 can be regarded as an instance of 
the virtual work principle, in which 17 is a virtual displacement from an equilibrium con­
figuration. A general expression of the virtual work principle can be obtained by multiply­
ing left-hand sides of equilibrium equations (Eqs. 3.1-12) by the respective virtual 
displacements Sw, 8v, and 8w, adding the results, integrating over the volume of the body, 
and using Green’s theorem to integrate by parts [2.2,4.4].

4.8 FINITE ELEMENT FORM OF THE
RAYLEIGH-RITZ METHOD

In this section we use the Rayleigh-Ritz method to develop FE methods for plane heat 
conduction and multidimensional elasticity. As in preceding sections of this chapter, we 
form a functional II, make II stationary with respect to the nodal d.o.f., then solve the 
resulting equations [K]{D] = {R} for d.o.f. {D}. In an actual computer program, equa­
tions [K]{D] = {R} would be developed directly, without using II at all.

Piecewise Interpolation. Solution by FEA involves dividing a domain into subdomains 
and defining a separate interpolation for each, as opposed to the classical Rayleigh-Ritz 
method of regarding the entire structure as a single domain and spanning it with a single 
trial function. An additional step in FEA, replacing generalized d.o.f. by nodal d.o.f., does 
not change the concept but makes FEA practical by facilitating computer implementation.

Consider the bar shown in Fig. 4.8-la, which is discretized into subdomains, each of 
length L. Linear interpolants in terms of generalized d.o.f. a{ for the two subdomains 
shown are given in Fig. 4.8-lb. With axial strain ex = u,x, the potential energy expression,
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Eq. 4.4-9 (with zero initial stress and strain) is broken into subdomain contributions and 
becomes, for Nels subdomains, or elements as we will now call them,

^Vels

nP = x f \Eu’-A dx - H f uF.Adx- (D>rfpii=l ^Li i=l JLi
(4.8-1)

As in Section 4.5, IIp is a function of generalized d.o.f. at. However, generalized d.o.f. have 
disadvantages. First, they have no straightforward physical meaning. For example, ar and 
a3 in Fig. 4.8-la each have units of length, and a2 and a4 are dimensionless. More seriously, 
use of d.o.f. ai makes it awkward to ensure interelement compatibility and to impose essen­
tial boundary conditions. For the bar shown in Fig. 4.8-la, continuity of displacement at the 
point xz- requires ar + a2xi = a3 + a4xi> an^ eac^ additional interelement connection brings 
a similar constraint. Also, most problems have essential boundary conditions, whose 
enforcement brings yet more equations of constraint. It is difficult to treat these constraints 
in software. In practical application, nodal d.o.f. replace generalized d.o.f.

For the bar shown in Fig. 4.8-lb, Fig. 3.2-2a is used to write linear interpolants for the 
two elements that share point xf. In contrast to Fig. 4.8-la, d.o.f. in Fig. 4.8-lb are dis­
placements of discrete points, namely the nodes. By using the same nodal displacement 
in each of the interpolants, enforcement of continuity of displacement between elements is 
automatic. Also, imposition of essential boundary conditions is straightforward. Equation 
4.8-1 is still used, except now flp is a function of nodal d.o.f. ut and is made stationary 
with respect to these d.o.f. by writing the equations 3= 0.

In the remainder of this section we use the Rayleigh-Ritz method to develop finite ele­
ment methods for heat conduction and structural mechanics.

FEA in Heat Conduction. A functional for plane heat conduction in an isotropic material 
of unit thickness is given in Eq. 4.7-5. With T = Tt, T?x = T,txT,x, and T,^ = 
Eq. 4.7-5 can be written as

n = ff^T,x + T^T,y)kdxdy-
dxdy (4.8-2)

I ' "
U = + Cl2x

(a)

(b)

Figure 4.8-1.
(a) Elastic bar 
discretized into 
subdomains, which 
can be called finite 
elements.
(b) Finite element 
discretization using 
linear interpolation 
between nodes.
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The transposition symbol is placed on the scalar fields T. T,x, and T9y to make it easier to 
differentiate subsequent matrix expressions when making n stationary. In this discussion 
we view Eq. 4.8-2 as being written for a single finite element.

Consider a plane element having n nodes. For example, if the element has comer nodes 
only, then n = 3 for a triangle and n = 4 for a rectangle. Let temperature T within the 
element be interpolated from n nodal temperatures {Tc},

T= LNJ{TJ
Ixn nxl

(4.8-3)

where each of the n shape functions in LN J is a function of x and y. Differentiations of 
Eq. 4.8-3 yield

= IN’JILI T,y = T = (4.8-4)

in which, for example,

LN’J = L^1,X *2, x - (4.8-5)

In differentiating Eq. 4.8-3 to arrive at Eqs. 4.8-4, shape functions LN J are functions of 
space only, and nodal temperatures {Tc} are functions of time only. Thus, temperature T 
and the time rate of change of temperature T are interpolated from nodal values {TJ and 
{Te} by means of the same shape functions.

Substitution of Eqs. 4.8-3 and 4.8-4 into Eq. 4.8-2 yields, for a single element,

n = |{TJr[k]{TJ +{TJr[c]{Te} - {Te}r{rG} (4.8-6)

in which we have defined terms as follows:

M - J+LN-yJrLN-,j)k dy
(4.8-7a)

[c] = LNjrLNjcpdxdy (4.8-7b)

{rG} = JjLNjre«fe4y (4.8-7c)

Finite element equations are obtained by making II stationary with respect to variations of 
nodal temperature. Using differentiation rules stated in Appendix A, we obtain

an
ST, = {0} yields [k](TJ+[c]{Te} = {rQ} (4.8-8)

To obtain global equations, we conceptually expand arrays in Eq. 4.8-8 to structure size 
for each element, then assemble elements, to obtain
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[K]{T} + [C]{T} = {Rfi} ' (4.8-9)

in which {T} contains all nodal temperatures of the structure. Alternatively, Eq. 4.8-9 is 
also obtained by assembling all element contributions to II first, followed by making II 
stationary with respect to the global vector of nodal temperatures {T}. This process is 
illustrated in the structural mechanics example that follows.

For the sake of having notation like that used in structural mechanics, we can write [k] 
of Eq. 4.8-7a in the form 

[k] = [B]Tk[B]tdx dy where [B] = (4.8-10)

and thickness t has been taken as unity in the preceding development.

FEA in Structural Mechanics. The functional for quasistatic, linearly elastic problems 
of structural mechanics is given by Eq. 4.4-7, which is written as follows for an assembly 
of Nels elements. Integrations span individual elements, and results are added.

nP = XjQ{e}rfEi{e}~{e}r[E]{eo}+{ef{ao})

i=l J

(4.8-11)
JVds

- 2j{u}T{F}dV- XWds~ <p} 

z=l i=l

Displacements {u} within element i are interpolated from element nodal d.o.f. {d}by

{u} = [N]{d}; (4.8-12)

where [N] is the shape function matrix. For elasticity problems in one, two and three 
dimensions, {u} is a scalar, a 2 by 1 vector, and a 3 by 1 vector, respectively, and {e} and 
{cr} are scalars, 3 by 1 vectors, and 6 by 1 vectors, respectively. The size and specific “form 
of [N] depends on the dimensionality of the problem, the shape of element, and the num­
ber of nodes per element. These details must eventually be addressed, but need not be 
specified yet.

Strains are obtained from displacements by differentiation according to Eqs. 3.1-10 and 
3.3-3, here repeated:

{e} = [3]{u} yields (e) = [B]{d} where [B] = [3]{N} (4.8-13)

Specific forms of [E] and [9] for elasticity are given in Section 3.1. Other problems of 
structural mechanics such as bending of beams and plates can also be represented by 
these equations provided appropriate definitions of {e} and (o) are used (for example, 
see Eq. 3.3-12). Substitution of Eqs. 4.8-12 and 4.8-13 into Eq. 4.8-11 provides
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■^els -^els

np = |^{d}?'[k]/{<i}i-^{<i}T{re}.-{D}T{P} (4.8-14)

Z=1 1=1

where [k]z- and {re}i are respectively the stiffness matrix and load vector of element i: 

[k]; = [Bf[E][B] dV (4.8-15a)

{reh = [BftEHeoJ dV- I [B]7^} dV + l[N]r{F} dV + [N]r{0>} dS (4.8-15b)

These results agree with Eqs. 3.3-7 and 3.3-8.
Equations 4.8-11 to 4.8-15 show that strain energy in an individual element due to its 

nodal displacements {d} is

U = l{d}r[k]{d} (4.8-16)

IIp given by Eq. 4.8-14 is to be made stationary with respect to global d.o.f. {D}, but 
the first two terms in Eq. 4.8-14 are functions of element d.o.f. {dwhich are a subset of 
the global d.o.f. These sets of d.o.f. are related by the transformation

(4.8-17)

Matrix [L]z has size by m where is the number of d.o.f. in element i and m is 
the total number of global d.o.f. [L],- contains only zeros and ones. For example, in 
Fig. 1.3-1, {D} = Lmi m2 m3 u4]T and f°r element 2, which has nodes 2 and 3, 
{d}2 = Lm2 m3_]T and coefficients of the 2 by 4 matrix [L]2 are zero except for 
L12 = L23 = 1. If the structure has many elements, each [L]; is very sparse. 
Substitution of Eq. 4.8-17 into Eq. 4.8-14 yields

Wds„ tfels

np = {D} - {D}r ^[L^rJ.-{D}r{P} ’ (4.8-18)

Making IIp stationary with respect to global d.o.f. {D} yields the structure equations

^d.

{D} = {P} + ^[L]f{re}.

1=1

(4.8-19)

T TProducts [L] • [k],-[L]f- have size m by m. and products [L](. {re}z have size m by 1, where 
m is the number of global d.o.f. By properly locating element coefficients in global-size

{d}f = [L]f{Dj
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arrays, Eq. 4.8-17 accomplishes the same function as expansion of element matrices to 
structure size. In computer implementation the matrix multiplications [L]. [k]z[L]z and 
[L]f {rc} ■ are not performed. Instead terms in each [k]f and each {re}z are added directly 
to appropriate locations in global matrix [K] and vector {R}. In other words, in practice 
assembly is accomplished by the direct stiffness method (Section 2.5) rather than by the 
computationally inefficient “congruent transformation” procedure using [L]z matrices. 
Finally, Eq. 4.8-18 can be written in the form

np = ^{D}r[K]{D}-{D}r{R} (4.8-20)

where {R} includes both {P} and contributions from element load vectors {rj.

Remarks. The foregoing derivations show that an FE formulation is available from only 
two basic ingredients—namely, a functional that describes the physical problem and a 
nodal interpolation based on shape function matrix [N] that describes the element. From 
these we obtain definitions of element matrices such as Eqs. 4.8-7 and 4.8-15. To obtain 
explicit forms for element matrices one must next attend to specifics by choosing the ele­
ment shape, number of d.o.f., distribution of d.o.f. over the element, and the shape func­
tion matrix [N]. These choices have great influence on efficiency of calculation and 
accuracy of results.

Division of a domain into finite elements produces spatial discretization but not tem­
poral discretization. For example, the expression for potential II for plane transient heat 
conduction, Eq. 4.8-2, implicitly contains a single governing partial differential equation 
where temperature T is a function of coordinates x and y and time t. Using Eq. 4.8-3, we 
arrive at Eq. 4.8-8, which is a system of simultaneous first-order ordinary differential 
equations where nodal temperatures {Te} are discrete in space, but are still continuous 
functions of time. Thus, we have taken a single partial differential equation, and using 
the FE method, have replaced it by a system of ordinary differential equations. Because 
nodal temperatures are still continuous functions of time, Eq. 4.8-8 may be called a 
semi-discretization. In Chapter 11 we describe methods that allow Eq. 4.8-8 to be solved 
in step-by-step fashion, using increments of time.

4.9 CONVERGENCE OF FINITE
ELEMENT SOLUTIONS

An acceptable FE formulation converges to the exact solution of the mathematical model 
as the mesh is indefinitely refined (neglecting errors due to finite precision computer arith­
metic). A satisfactory rate of convergence is also important, so that acceptable accuracy 
will not require extremely many d.o.f. Some elements converge more rapidly than others. 
In this section we first discuss convergence of a general multidimensional potential field 
problem, then specialize the discussion to structural mechanics.

Potential Field Problems. Let the field variable be 0 = </>(x,y,z), and let there be a 
functional II = II(<£) that yields the governing differential equation of the physical 
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problem from the stationary condition 311 = 0. Problems in this ^category include 
steady-state heat conduction, bending of thin flat plates, potential flow of fluids, electro­
statics, torsion of shafts with noncircular cross section, and others. Let m be the highest- 
order derivative of 0 that appears in II. The value of m can be determined by examination 
of either the governing differential equation or its associated functional II. If derivatives 
of order 2m appear in the differential equation, then derivatives of order m appear in II. 
(If an odd-order derivative appears in the differential equation, no variational principle 
exists, but an FE formulation can still be obtained by Galerkin or related methods; see 
Chapter 5.)

In the following discussion we assume that calculations are done in exact arithmetic and 
that geometry of the mathematical model comes to be represented exactly as the mesh is 
refined. Let polynomial expressions be used to interpolate </) within elements from nodal 
values of <£. If </> and its spatial derivatives are to approach mathematically exact values as 
an FE mesh is repeatedly refined, then:

1. Within each element the assumed field for 0 must contain a complete polynomial of 
degree m or higher.

2. Across boundaries between elements there must be continuity of </> and derivatives 
of </> through order m - 1.

3. Each element must be capable of exactly representing states of
(a) uniform </>, and
(b) uniform value of any derivative of 0 through order m.

As an example, if </> = and 17 contains first derivatives of 0, then m = 1, and the 
lowest degree polynomial field that is acceptable is the complete linear form </> = +
ape + a2y. Only (f> itself need be continuous across interelement boundaries. Each element 
must be capable of exactly representing a constant value of </>, a constant value of and 
a constant value of

An interpolation that satisfies Requirement 1 provides a 0 that is a single-valued func­
tion of position; therefore continuity of </> within an element is guaranteed. Requirements 2 
and 3 must be met in the limit of mesh refinement. Incompatible elements, such as plane 
element Q6 discussed in Sections 3.10 and 6.6, may violate Requirements 2 and 3 in a 
general mesh, when elements are of general shape. Yet if mesh refinement causes element 
shapes to become parallelograms, incompatibilities disappear and a mesh of Q6 elements 
will satisfy these requirements and converge properly. (The modified Q6 element, called 
QM6 in Section 6.6, meets requirement 3 when of general quadrilateral shape.) For 
incompatible elements, satisfaction of Requirement 1 does not guarantee satisfaction of 
Requirements 2 and 3. The ability of elements to meet all three requirements can be 
checked computationally by applying the patch test, as described in Section 6.13.

Elements that do not satisfy Requirements 1-3 may yet provide convergence, but not to 
correct results in all applications. Correct convergence is guaranteed if elements satisfy 
Requirements 1-3 as the mesh is refined (assuming that computer arithmetic and geomet­
ric representation introduce no errors). Requirements 1-3 say nothing about the rate of 
convergence or the accuracy provided by a coarse mesh. However, if the requirements are 
met at all stages of refinement, either as existing elements are subdivided or as polynomial 
terms are added to existing elements, then there will be monotonic convergence of struc­
tural strain energy, or of a comparable global quantity in a nonstructural problem [4.5].
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Subdivision of elements and addition of terms are ways of assuring that the previous inter­
polation field or trial space is a subset of the new. Further discussion of mesh refinement 
appears in Sections 9.6, 9.7, 9.8, and 9.11.

Structural Mechanics. The order of differentiation m can be determined from the strain 
energy term in IIp. For stretching of a bar, we see from Eq. 4.7-8 that m = 1. A two-node 
bar element is based on a linear interpolation field, and axial displacements of adjacent 
elements have the same value at nodes where elements are joined, so Requirements 1 and 
2 are clearly met. Order of differentiation m may have two values for a single problem. For 
example, a thin flat plate that must both stretch and bend has m = 1 for in-plane displace­
ments u and v, and m = 2 for lateral displacement w associated with bending. Therefore, 
Requirement 2 demands interelement continuity of u, v, w, w,x, and w,?, at least in the 
limit of mesh refinement.

In structural mechanics, Requirement 3a states that an element must be capable of rigid- 
body motion without developing strain, and Requirement 3b states that the element must 
be capable of representing a state of uniform strain. Requirement 3 can be physically 
explained as follows. An individual element undergoes rigid-body motion with super­
posed strain. Mesh refinement by subdivision causes each element to occupy a smaller 
portion of the structure. If there are no singularities and material properties vary smoothly, 
an element approaches a state of uniform strain. That is, if a strain gradient exists, the vari­
ation of strain over the element becomes less and less significant in comparison with the 
average (uniform) strain the element displays. Indeed, an element may lack the ability to 
display a strain gradient and yet provide correct convergence. This behavior can be seen in 
Fig. 1.3-1, where axial stress (or strain) in two-node bar elements produces a stairstep 
approximation that converges toward the correct stress distribution as more elements are 
used. Note that hypothetical bar elements based on the incomplete axial displacement field 
u = a0 + a2x2 would fail: axial strain is ex = 2a2x, the constant-strain capability is miss­
ing, and the element would always display sx = 0 at its left end, where x = 0. Such a 
defect is not correctable by mesh refinement.

In two or three dimensions, rigid-body motion consists of translation and rotation. For 
rigid-body translation, strain measures such as Eqs. 3.1-9 and 3.3-12 provide zero strains, 
even for large translations. For rigid-body rotation, strain measures used in this book pro­
vide zero strains only if the rotation is small. As an example, consider the constant-strain 
triangle, introduced in Section 3.4, subjected to the motion

u

v

cos 0-1

sin0

-sin0 
x k

COS0- 1
J y

(4.9-1)

Here, x and y are the original coordinates of any point in the element, and u and v are its 
displacement components. Use of Eq. 4.9-1 to compute the displacement of nodes 1, 2, 
and 3 in turn provides the displaced position shown in Fig. 4.9-1, where it is seen that 
and a4 are rigid-body translations in the x and y directions respectively, and 0 is a clock­
wise rigid-body rotation about the origin. With Eqs. 3.1-6, this displacement field yields 
strains ex = sy = cos 0 - 1 and yxy = 0. Because the displacement is a rigid-body 
motion, we expect all strain components to be zero, but such is the case only if 0 is small.
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Figure 4.9-1. Constant 
strain triangle element 
subjected to a rigid 
body motion 
consisting of 
translations and a4 
in the x and y 
directions, and rotation 
0 about node 1.

Strain measures that provide zero strains for large rigid-body rotations are desirable, but 
they are complicated and nonlinear. Their use is usually reserved for problems where 
rotations are expected to be large.

Convergence Rate. The rate of convergence of a particular type of element can be 
obtained by analysis, as in Section 9.6, or by a study of results provided by a sequence of 
successively refined meshes, as in Section 9.7. Simple geometric arguments also provide 
insight, as follows.

Consider piecewise linear interpolation, with an FE mesh of sufficient refinement that 
nodal d.o.f. can be considered exact and assume that the exact displacement function 
u = u(x) can be regarded as having quadratic variation over the span h of element 1-2 
shown in Fig. 4-9-2a. Quadratic curve ABC has the form u = a + bx + ex2, where a, b, 
and c are constants. The approximating dashed line has the form u = a + (b + ch)x. 
Error e of the linear FE approximation is greatest at midpoint £), where

_ “a + mc ch2 h2 „
eD ~ UD ~ UB ~ ----2------ UB ~ ~ “g“M (4.9-2)

in which u" is the curvature d2u/dj? - 2c. Error of the linear approximation in repre­
senting the gradient u - du/dx is greatest at A and C, where values of u' have equal 
magnitude and opposite sign. At A, where du/dx = b, gradient error is

, uc~ua . , h .
=—h------b=hc=2U (4-9-3)

Equations 4.9-2 and 4.9-3 show that the linear function and its first derivative have errors 
proportional to u" of the exact function, which depends on the first higher-order term not 
contained in the linear FE approximation. We also see that if element length h is halved, 
the error of u is quartered and the error of du/dx is halved. Using the symbol O for 
“order,” we say that error is Oih2) for the function itself and O(h) for its first derivative, 
and the convergence rate is 2 (quadratic) for the function itself and 1 (linear) for its first 
derivative.

In similar fashion one can approximate a cubic function u = u(x) by a quadratic curve 
whose values at nodes 1, 2, and 3 are exact (Fig. 4.9-2b). For solid and dashed curves, 
respectively,

u = a + bx + ex2 + dx? (4.9-4a)
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(a) (b)

Figure 4.9-2. Functions u - u(x) shown by solid curves, and their approximation by FE 
interpolation (dashed lines).

b + fc +
< 2 ) I 2 ) (4.9-4b)u = a +

Errors = w-uatD, where x = 7i/4, and gradient error e' = w' -u' at A, are respectively

3dh3 h3 , d/i2 A2
=-------- =---------w and e\ —--------=-------u (4.9-5)D 64 128 A 2 12 k }

where ti" - 6d is (ftu/dxr*  of the cubic curve. Here, as in Fig. 4.9-2a, we see that errors 
are related to the first higher-order term not contained in the FE approximation.

A generalization of these results is as follows. Let p be the degree of the highest order 
complete polynomial contained in the FE interpolation field and let h be a linear measure 
of element size. Then the error is O(hp+1) for the field quantity and is O(hp+1~r) for the 
rth derivative of the field quantity, and the convergence rate is p + 1 for the field quantity 
and p + 1 - r for the rth derivative of the field quantity.

4.10 ADDITIONAL FORMULATIONS.
HYBRID ELEMENTS

Formulation Methods. Elements discussed thus far are called “displacement elements,” 
meaning that they are based on assumed displacement fields. Displacement elements are 
the most widely used element type in structural mechanics. Their matrices, such as stiff­
ness matrices, can be obtained from the potential energy expression, Eq. 4.4-7. Several 
other functionals are available. Each can produce finite elements, some of which perform 
very well and are incorporated in general-purpose software. A software user may be 
unaware of the functional basis for elements used.

Classic functionals in structural mechanics are those of strain energy and complemen­
tary strain energy. The strain energy functional is based on a strain field that satisfies com­
patibility conditions a priori and yields equilibrium equations when strains are varied. The 
complementary strain energy functional is based on a stress field that satisfies equilibrium 
conditions a priori and yields compatibility equations when stresses are varied. More 
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recently, many additional functionals have been devised, some of which use Lagrange 
multipliers to impose the constraints of equilibrium and compatibility, in an integral sense 
rather than at every point. Such a formulation does not favor equilibrium over compatibil­
ity or vice versa, and permits simultaneous use of an assumed stress field and an assumed 
displacement field in FE solutions. The associated element is called a mixed element 
[2.20]. A mixed element may have only displacement d.o.f., but typically it has d.o.f. of 
different types. Examples include elements for fluid flow that have both velocity and pres­
sure d.o.f. and plate bending elements that have both lateral displacement and bending 
moment d.o.f. A mixed formulation for a two-node bar element is derived by the Galerkin 
method in Section 5.6.

A hybrid element is a mixed element for which fields within an element and on its 
boundaries are independently assumed. Thus one might use assumed stresses within an 
element and assumed displacements on its boundary (as in the original hybrid element 
[4.6]) or use independent displacement fields within the element and on its boundary. 
Element formulation can be based on a mixed functional or, for the simplest type of 
hybrid element, on a complementary strain energy functional [4.6], In structural 
mechanics the usual result is an element stiffness matrix. Thus a hybrid element 
included in general-purpose software is likely to have only the usual displacement d.o.f. 
A sampling of the many publications about hybrid elements is [2.20,4.6-4.10], In fol­
lowing subsections we discuss the simplest type of hybrid element in more detail.

A Trefftz element is formulated by using a field within the element that satisfies 
governing differential equations of the problem a priori. In structural mechanics this field is 
a displacement field. For example, in plate bending the lateral displacement field w satisfies 
the differential equation V 4w = q/D, where q is lateral load. Optionally, the internal field 
can include terms that account for a geometric irregularity such as a hole, or for the 
singularity associated with a crack or a concentrated load. Interelement continuity and 
boundary conditions are satisfied approximately, either in an integral sense or pointwise. 
Element matrices can be derived from a functional, which has a hybrid form that uses 
assumed boundary displacements between nodes. The resulting hybrid-Trefftz elements 
can be connected to conventional finite elements. Trefftz elements may be relatively 
insensitive to geometric distortion. They have also been called “large” elements because 
typically few are needed. Each element spans a substantial portion of the region analyzed, 
may have a complicated shape if necessary, and has many nodes on its boundary. As 
compared with models built of conventional elements, a Trefftz element model requires 
fewer nodes for comparable accuracy, thus reducing data preparation effort and 
computation time. A Trefftz element solution can be regarded as a kind of boundary 
element method (BEM) solution, Section 8.8, but does not require the “fundamental 
solution” used in BEM, has less mathematical complexity, produces symmetric coefficient 
matrices, and requires no integration to evaluate results inside the domain. Drawbacks, 
shared with BEM, include having matrices that are not sparse, and having to base the 
formulation on governing differential equations. Of some 200 papers about the Trefftz 
method in engineering, including applications to time-dependent, nonlinear, and 
nonstructural problems, we cite [4.11-4.14].

Hybrid Element Formulation. Here we elect to describe the original form of 
assumed-stress hybrid elements [4.6]. Accordingly we use a complementary energy 
principle and an internal stress field that satisfies differential equations of equilibrium 
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a priori. (The equilibrium requirement can be relaxed by using alternative functionals 
that allow equilibrium within an element to be satisfied in an average sense rather than 
at every point [4.8,4.9].)

For a linearly elastic material, complementary strain energy per unit volume is

u* o = 1 {crrtE]-1^} (4.10-1)

Within the element, the assumed stress field is

{<r} = [P]{0} (4.10-2)

where {0} contains parameters /3Z that are yet to be determined, and [P] is a function of 
the coordinates whose form is such that differential equations of equilibrium are satisfied 
(examples follow). We omit body force terms. Complementary strain energy in an element 
of volume K from Eqs. 4.10-1 and 4.10-2, is

U*  = Jt7*  dV = 1 {p}r[H]{0} where [H] = j[PffE]-1!?] dV (4.10-3)

Let {$} represent tractions on element boundary S, obtained by evaluating Eq. 4.10-2 on 
the boundary. Also let boundary displacements {ufc} be interpolated from element nodal 
d.o.f. {d}. These relations are symbolized as

{<D} = [R]{0} and {ufc} = [L]{d} (4.10-4)

Total complementary energy in the element is U*  minus work done by tractions {<&} in 
moving through displacements {}; that is

nc = u*  - j {0}r{ufc} ds or nc = 1 {P}r[H]{p} - {p}r[G]{d} (4.10-5)

where

[G] = J [Rf[L] dS (4.10-6)

To make nc stationary with respect to small changes in stress, we write

)nci—£ L = {0} (4.10-7)
dp

from which

[H]{pj = [G]{d} or {p} = [HrtGHd} (4.10-8)

At this point one can say that we have asked for the stress field within an element when 
boundary displacements {ufc} are defined by a chosen interpolation {ufc} = [L] {d} from 

811
- = 0 for i = 1, 2, ..., n or d/3;
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nodal displacement d.o.f. {d}, and answered by determining parameters' /?z that define a 
best-fit stress field contained in the approximation {<r} = [P]{0}. Substitution of {0} 
from Eq. 4.10-8 into Eq. 4.10-3 yields

U*  = l{d}T[k]{d} where [k] = [GftHf^G] (4.10-9)

Here we have identified [k] as a stiffness matrix because the form of t7*  matches the form 
of strain energy U in an element, Eq. 4.8-16. Note that because we deal here with a lin­
early elastic material, strain energy and complementary energy are equal, U - U*.  After 
assembling the global stiffness matrix [K] from element stiffness matrices [k] in the usual 
way, and solving the global system [K]{D} = {R} for {D}, nodal displacement d.o.f. 
{d} are known for each element. Element stresses are obtained from Eqs. 4.10-2 and 
4.10-8:

{ct} = [PHHrtGHd} (4.10-10)

A hybrid element becomes stiffer as the number of increases, and usually becomes 
more flexible as the element boundary is permitted more complicated displacement 
patterns. However, no bound can be set; we cannot say in general that a model built of 
hybrid elements will be either stiffer or more flexible than the mathematically exact 
solution.

TFour-Node Plane Hybrid Element. For the stress field {or} = I a7 tyv I =
I— 4 y *y  j

[P]{0} of a plane element, acceptable choices of [P] include

Five- /? element Seven- element

1 y 0 0 0 1 x y 0 0 0 0 (4.10-11)
[P] = 0 0 1x0 [P] = 0 0 0 1 x y 0

0 0 0 0 1 0 -y 0 0 0 —x 1

Both assumptions satisfy the differential equations of equilibrium, Eqs. 3.1-12, when body 
forces are zero. In general, the number of deformation modes an element resists is equal to 
the rank of [k], which does not exceed the number of /?r-. A four-node, three-/? plane ele­
ment has rank three and resists only constant stress states. It does not resist the two bend­
ing modes numbered 7 and 8 in Fig. 6.8-1. In what follows we consider the five-/? element.

In evaluating [H], Eq. 4.10-3, dV = t dx dy, where t = element thickness. Integration 
can be performed numerically as described in Section 6.3. Formulation of [G], Eq. 4.10-6, 
proceeds as follows. Surface tractions shown in Fig. 4.10-la are, from Eq. 3.1-14,

= lax + mTxy

= ^xy + mOy

I = ltj = cos atj = (yj-yy/U 
where, for side ij, (4.10-12)

m = m- - sina-- = (xi-xj)/Lij

Matrix [R] for the five-/? element is, from Eqs. 4.10-11 and 4.10-12,
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Z12 hiy 12 0 0 m12[R] = 0 0 m12 mi2*i2 z12 xit = x-jsina,-
where 1 } (4.10-13)

8x5 ^23 ^23^23 0 0 m23 Vij = Jr+s cosay

• •

in which 5 is a side-tangent coordinate as shown in Fig. 4.10-la. With and the ^-parallel 
and ^-parallel displacements along side ij, the second of Eqs. 4.10-4 becomes

“12

y12 vl
“23 U2

< v23 ► = [L]< V2 ►
“34 m3

t>34 v3
“41 “4

."41 L "4.

i-/- 0 5 0 0 0 0 0
^12

0 1-A 0 s 0 0 0 0
where [L] = L12 ^12 (4.10-14)

8x8
0 0 1-A 0 £ 0 0 0

L23 ^23

• • •

In the integral that provides [G], Eq. 4.10-6, dS becomes t ds, where t = element thickness. 
Limits of integration are 0 to Ll2 for side 12, 0 to Lo3 for side 23, and so on. Manipulations 
are straightforward but tedious and result in a matrix [G] whose terms are simple functions 
of the nodal coordinates. For the present five-/3 element, with uniform thickness t,

(4.10-15b)

0 Y2 0 Y3 0 Y4 0

Zi 0 Z2 0 z3 0 Z4 0[G] 
5x8

_ t
~ 6 0 *1 0 x2 0 x3 0 x4 (4.10-15a)

0 W1 0 1V2 0 0 W4

A1 Ti x2 Y2 X3 Y3 x4 Y4

Yj = 3(yk- y.) zj = y^yj+?*)  - y^i+y,)

Xj = 3 ~ Xk> Wj = Xi<Xi + “ xk(xj + xk>
where
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(a) (b)

Figure 4.10-1. (a) Four-node plane element, with boundary tractions and and 
notation for a typical side ij, (b) The special case of a rectangular element.

Subscripts i,j, k are cyclically permuted in the sequence 1,2,3,4 with i = j - 1 and k = 
j + 1. Thus, for example, Yx = 3(y2 ->4)- For rectangular geometry, Fig. 4.10-lb, the 
present element is identical to the Q6 element discussed in Sections 3.10 and 6.6 [4.15].

Shear-Flexible Beam Element. An advantage of the assumed-stress hybrid formulation 
is the ease with which it includes transverse shear deformation effects in beam, plate and 
shell elements. Here we formulate a uniform plane beam element, shown in Fig. 4.10-2 
[2.3]. For simplicity we omit axial deformation terms.

Complementary strain energy in a uniform beam element is

1
' 2£/zv0[/*

'L k tL
H dx + ^l V dx 2AGjQ

2J0 V 1/EIZ
ky/(AG)

M\dx 
V.

(4.10-16)

A/2My ^2
Values of M 
and V at nodes

Nodal displacements

*Z1

(a) (b)

Figure 4.10-2. Plane beam element, showing (a) values of bending moment M and 
transverse shear force V at nodes, and (b) nodal displacement d.o.f.

M
T

0
0
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Where E = elastic modulus, G = shear modulus, Iz = moment of inertia of cross-sectional 
area A about a centroidal z axis, and ky = shear factor that accounts for the y-direction variation 
of Tq, (for example, ky = 1.2 for a solid rectangular cross section). Within the element, the 
assumed field for bending moment M and transverse shear force V is -

Ml [ £1
[P]V F where [P] = 

V. 02.
(4.10-17)

This assumption satisfies the equilibrium equation dM/dx = V of beam theory. The 
square matrix in Eq. 4.10-16 plays the same role as [E]—1 in Eq. 4.10-3. Therefore

rL r -i
[H] = [P]r[E] ’[PJrfc

Jo

Define
UElZky 
AGL2

>hence [H]
12EZz 

(A+4»y)L2

L . ElZky
3 AGL

_1
2

1 
2
1 
L

(4.10-18)

Nodal values of M and V, with signs chosen to agree with directions of nodal d.o.f., are

-M.

-V2

. M2

P
P2

where

0 1
-1 0

0 -1
1 L

(4.10-19)

In the second of Eqs. 4.10-4, element d.o.f. are {d} = 0zi v2 0z2J rand [L] is aunit 
matrix because {u^} = {d}. Hence Eq. 4.10-6 yields [G] = [R]r and Eqs. 4.10-9 and 
4.10-18 yield the stiffness matrix of a Timoshenko beam element

- 1/L 1/2 -1/L 1/2
12£7 rvi _ ______ £_ 1/2 (4+<t>y)LA2 -1/2 (2-^y)L/12

LKJ — *
(1 + 0y)A2 -1/L -1/2 1/L -1/2

1/2 (2-<^)Z,/12 -1/2 (4 + ^)L/12

(4.10-20)

This result agrees with Eqs. 2.3-6 and 2.3-7. As the element becomes more and more slen­
der, <f>y approaches zero, and [k] reduces to the familiar stiffness matrix of a beam that has 
only bending deformation, without exhibiting shear locking or ill-conditioning of [k].

ANALYTICAL PROBLEMS

4.2-1 The system shown consists of a rigid half-cylinder that can roll without friction on a 
horizontal surface, a linear spring of stiffness k, and a force P of constant magnitude 
that can move around the cylinder but is always directed at point C on the cylinder.
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Show that work done by P when point C undergoes a horizontal displacement D is 
path-dependent, and hence the system is not conservative.

Problem 4.2-1

D

Problem 4.2-2

4.2-2 The block shown has weight W and rests on a rough horizontal surface having fric­
tion coefficient jll. A horizontal force T is applied to produce sliding displacement 
D. Show that the system is not conservative.

4.2-3 Load P applied to the tip of the column shown is called & follower load: it always 
has the same orientation 0 as the tip. By considering work done by P in undergoing 
small displacements v and 0 from initial position to final position, show that the 
system is not conservative. Neglect work associated with displacement of P in the 
x direction.

Initial
configuration

i

\\

Displaced ' \ 
configuration \ *

11

.i i .

Problem 4.2-3

4.2-4 Redefine £1 to be fl = P(Deq - D) as suggested near the end of Section 4.2. Revise 
Fig. 4.2-4 as required.

4.2-5 Reverse the direction of load P in Fig. 4.2-3. Solve for the equilibrium value of D 
by use of IIp. Revise Fig. 4.2-4 as required.

4.2-6 Imagine that the spring in Fig. 4.2-3 is not linear but exerts a force proportional to 
the square of its stretch. Write an expression for IIp, and from it determine the 
equilibrium value of D.

4.3-1 Redefine D2 and D3 in Fig. 4.3-1 so that D2 is an axial displacement relative to Z>i and 
Z>3 is an axial displacement relative to D2. Write an expression for IIp, analogous to 
Eq. 4.3-3. For the special case kx - k^ = k3 = k and Px = P2 = P3 = P, solve 
for the Dz and show that they give the same absolute axial displacements as Eq. 4.3-3.

4.3-2 Displacement d.o.f. dt at ends of a uniform bar element have the directions shown. 
Write an expression for IIp in terms of these d.o.f. From the stationary condition 
JIIp = 0, obtain the element stiffness matrix that operates on these four d.o.f.
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y

Problem 4.3-2

4.3- 3 Use the method of stationary potential energy to derive stiffness matrices for the 
structures described in (a) Problem 2.2-2, (b) Problem 2.2-3, (c) Problem 2.3-2, 
and (d) Problem 2.3-3.

4.3- 4 Verify that Eqs. 4.3-5 and 4.3-6 yield Eq. 4.3-3.
4.4- 1 Write Eq. 4.4-2 for an isotropic material in a condition of plane stress in the xy 

plane (for which [E] is 3 by 3). Specialize this expression for the case of uniaxial 
stress ax. Check your result against the corresponding term in Eq. 4.4-9.

4.4- 2 In the beam formulation described by Fig. 4.4-lb, let initial strain and initial stress 
be given by £0 = -yw0 and <t0 = -m$y/Iv respectively. Here k0 is initial curva­
ture and is initial moment, both considered positive when associated with a 
concave-up condition of the beam. Starting with Eq. 4.4-9, determine the contribu­
tions of Kq and m0 to Eq. 4.4-11.

4.4- 3 Repeat the example of Eqs. 4.4-12 to 4.4-14, but account for heating by use of 
rather than cr0.

4.5- 1 Verify that the first of Eqs. 4.5-6a is indeed given by the conditions dnp/da1 = 0 
and9np/9a2 = 0.

4.5- 2 Verify that the at of Eq. 4.5-9 result from the use of the three-term polynomial 
_ u = axx + c^x2, + a3x3 in a Rayleigh-Ritz solution.

4.5-3 Consider the two approximate solutions and the one exact solution in Section 4.5 
(Eqs. 4.5-5c, 4.5-6b, and 4.5-8). At what point or points on the bar is the differen­
tial equation of equilibrium satisfied by each solution?

4.5-4 Consider a uniform cantilever beam of length L, fixed at end x = 0 and carrying a 
transverse force F at x = L.
(a) Let the lateral displacement field be v = atx3f where a1 is a generalized d.o.f. 
Is this field admissible? Explain.
(b) Write a polynomial field for v that is better than that of part (a). Let the field 
contain three terms, each of the form a(x\ where i = 1,2,3 and j is an integer such 
that the term is admissible.
(c) Without calculation, can you predict the quality of the answers obtainable from 
the field of part (b) and the numerical value of any of the az?
(d) Use the field of part (a) to calculate the deflection of force F.

4.5-5 A uniformly loaded beam of uniform flexural stiffness El is simply supported at its 
ends x = 0 and x = L. In parts (a) and (b), determine the deflection and bending 
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moment predicted at x = L/2 by a Rayleigh-Ritz solution that has a single d.o.f. 
Compare exact and approximate results.
(a) Use the single-d.o.f. algebraic expression v - a^x(L - x).
(b) Use one term of a sine series. *
(c) Why should you anticipate that part (b) will provide a more accurate result than 
part (a)?

4.5-6 The uniform cantilever beam shown carries uniformly distributed load of intensity 
q, tip force PL, and tip moment ML. In parts (a) and (b), compute Rayleigh-Ritz 
approximations for displacement and rotation of the tip. Compare these results 
with formulas from beam theory, and explain why the Rayleigh-Ritz result is or is 
not exact.
(a) Use one term of a polynomial series.
(b) Use two terms of a polynomial series.
(c) In part (a), for which of the given loadings is the displacement field v(x) exact 
throughout the beam? Explain.

y

<1 Pt
______x

6--------------- L-------------------- *■

Problem 4.5-6

4.5-7 If loads PL and ML in Problem 4.5-6 were applied atx = L/2 rather than at the tip, 
how many polynomial terms would be needed to obtain the exact displacement at 
x = L? Explain.

4.5-8 A beam with uniform El and length L has a pin support at x = 0, a roller support 
at x = L/2, and is loaded by a transverse tip force P at x = L. Starting with a 
complete quadratic polynomial trial function, determine the tip displacement using 
the Rayleigh-Ritz method. What is the percentage error of this result, and of the 
associated bending moment at x = L/2?

4.5-9 The beam shown has uniform El. Starting with the trial function v = aQ + 
arx + a2x2 for lateral displacement, make the function admissible, then use the 
Rayleigh-Ritz method to determine v at x = L and the largest bending moment. 
What are the percentage errors of these results?

p

Problem 4.5-9 Problem 4.5-10

4.5-10 The uniform bar shown has modulus E, cross sectional area A, and coefficient of 
thermal expansion a. At a reference temperature of zero, the bar is stress-free and 
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exactly fits between the two rigid walls. The bar is then subjected tola temperature 
field T(x) that varies linearly from zero at x = 0 to To at x = L where To > 0. 
Starting with a complete quadratic polynomial trial function, use the Rayleigh-Ritz 
method to predict the axial displacement field w(x) and the-axial stress field.

4.5-11 Consider a straight column with uniform A and El that supports an axial load P 
(positive in tension) as shown. Potential energy for small deflections is

.. CLAE 2 , fL P 2 , {LEI 2 , ne

•'o J0

Using the Rayleigh-Ritz method, with separate trial functions for u and v, estimate 
the buckling load for the column. Use the simplest possible kinematically admissi­
ble polynomial trial functions for u and u Express the result in terms of constants 
such as A, El, L, etc. One of the resulting equations will allow one of the general­
ized d.o.f. to be zero. Rather than accept this solution (physically, it means the col­
umn remains straight and does not buckle), let the d.o.f. be nonzero; hence obtain 
an equation for the buckling load.

4.5-12 The simply supported beam shown has uniform El and supports a linearly varying 
distributed load of intensity at the left-hand end, and a moment ML at the right­
hand end. It also has an elastic spring support of stiffness k at midspan. Use the 
Rayleigh-Ritz method with the simplest possible trial function to determine an 
approximate deflection field r(x).

4.5-13 A uniform beam is simply supported and carries a force P at its center. Use the 
Rayleigh-Ritz method with the infinite series

v = sin^r^ with i = 1,3,5,...

to compute deflection and bending moment at the center. Compare exact and 
approximate results for 1, 2, 3, and 4 terms retained.
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4.5-14 Repeat Problem 4.5-13 with load P replaced by a uniformly distributed downward 
load of intensity q.

4.6-1 (a) Compute work done by applied load q = ex in going through the exact displacement 
u of Eq. 4.5-8. "
(b) Similarly, compute the work done by load q in each of the two approximate 
solutions (Eqs. 4.5-5 and 4.5-6). What conclusion can be drawn?

4.6- 2 (a) Compute strain energy associated with the exact solution given in Eq. 4.5-8. 
How is this energy related to work computed in Problem 4.6-la, and why?
(b) Similarly, compute strain energy associated with the two approximate solutions 
(Eqs. 4.5-5 and 4.5-6), and compare answers with work values computed in Prob­
lem 4.6-lb.

4.7- 1 Consider the functional II = j F dx in which F = (j>,xx + + c302 +
c4<t> + c5 and the five are constants. Determine the Euler equation using 
(a) Eq. 4.7-2a and (b) the calculus of variations as demonstrated for Eq. 4.7-8.

4.7- 2 A certain physical problem has the functional

fLn 2 AII = ^-500 dr
Jq J

Determine the Euler equation for this functional. Then solve the Euler equation 
with the essential boundary conditions <f> = 0 at x = 0 and = 20 at x = L to 
determine 0 as a function of x and L.

4.7- 3 Discard terms that contain {F} and {M} from Eq. 4.4-11, and use Eq. 4.7-2a to 
obtain the Euler equation of a uniform beam under lateral load q. What is the Euler 
equation if EIZ is not constant?

4.7- 4 Repeat Problem 4.7-3 using the calculus of variations (as demonstrated for 
Eq. 4.7-8).

4.7- 5 The potential energy of an isotropic plate of uniform thickness that carries lateral 
pressure q is

/ x2 2 "I 2qw(w,xx + w,yy) -2(1- v)[w,xxw,yy - w,xyJ - -J- dx dy

where w is the lateral deflection, D is a constant called flexural rigidity and v is 
Poisson’s ratio. Use Eq. 4.7-2a to show that the Euler equation is V4w = q/D, 
where V4 is the biharmonic operator.

4.7- 6 Consider the functional

n =
Af2 A ,
—+Af>xy,x + 4rJdx

for a uniform beam that carries distributed lateral load q. Bending moment M and 
lateral deflection v are independent fields. Derive the two Euler equations using 
Eqs. 4.7-2. Do the Euler equations have the form expected from beam theory?
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4.7- 7 The rigid bar shown rests on an elastic foundation. When displaced laterally an 
amount v, the foundation applies a force kv dx to a length dx of the bar, where £ is a 
constant. Determine the 2 by 2 stiffness matrix that operates on and ty Suggestion: 
Express strain energy U in terms of k, L, vi and Vj9 then-write U in the form 
{d}T[k]{d}/2, and identify [k].

Problem 4.7-7

4.8- 1 For each of the following problems, obtain finite element formulations in a form 
analogous to Eqs. 4.8-7 and 4.8-8. Details such as specific element shape functions 
are not required.
(a) Plane beam (use the integrals in Eq. 4.4-11).
(b) Plane beam (see Problem 4.7-6). Use two interpolating fields, one for M that 
depends on nodal moments {MJ and one for v that depends on nodal lateral 
deflections {ve}.
(c) Acoustic modes of gas or fluid in a cavity with rigid walls. The functional is

n = 2 2,2
P,X+P'y+P,Z

2 ' (O 2 
--P

c
dV

where p = p(x,y,z) is the amplitude of gas or fluid pressure that varies with time, 
co is the circular frequency, and c is the speed of sound. Let p = LN J {pj, where 
{pe} represents nodal pressures.
(d) Isotropic plate with lateral pressure (see Problem 4.7-5).

4.9- 1 Verify numerically that Eq. 4.9-1 yields the displacement shown in Fig. 4.9-1. Use 
Q “ 30°. Also, by comparing element edge lengths before and after displacement, 
verify that the displacement is a rigid-body motion.

4.9- 2 It is proposed that a beam element be based on a cubic polynomial but that d.o.f. 
are to be lateral displacements where i = 1,2,3,4. Nodes are to be at either end 
and at the third-points (that is, at x = 0, L/3, 2L/3, L). What convergence crite­
rion is violated by this element?

4.9- 3 In three dimensions, which of the cubic terms would you add to a complete qua­
dratic field (10 terms), if there is to be no directional bias and the total number of 
terms in the field is to be (a) 11, (b) 13, (c) 14, (d) 16, (e) 17, (f) 19?

4.9- 4 Consider a uniform straight bar of length L that is supported against rigid body 
motion, and is loaded by a smoothly varying distributed axial force q. The bar is to 
be modeled using two meshes. The first uses n linear-displacement bar elements, 
where n is an even number. The second mesh uses n/2 quadratic-displacement bar 
elements. The number and locations of nodes for each mesh are the same.
(a) Which mesh will likely provide the more accurate displacement and stress 
results? Explain.
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(b) If each mesh is refined by subdividing elements into two, by what factors will 
errors in displacements and stresses likely be reduced for each of the finer meshes?

4.10- 1 Letting thickness be constant and Poisson’s ratio be zero, evaluate matrix [H] for 
the rectangular element in Fig. 4.10-lb. '

4.10- 2 Use the hybrid formulation to obtain the 4 by 4 stiffness matrix of a slender beam 
element (analogous to Eq. 4.10-20). However, from the outset, include only the 
energy of bending.



CHAPTER

FORMULATION TECHNIQUES: 
GALERKIN AND OTHER WEIGHTED 

RESIDUAL METHODS

Approximate solutions, including FE solutions, can be constructed from governing differ­
ential equations. This chapter discusses the Galerkin method, which is commonly used for 
this purpose, and summarizes related methods. Examples include a “mixed” formulation 
and nonstructural problems.

5.1 GALERKIN METHOD

Introduction. Thus far we have formulated finite elements by direct physical argument 
(Chapter 2), by a virtual work argument (Chapter 3), and by variational arguments applied 
to functionals such as potential energy (Chapter 4). Virtual work and variational arguments 
are classical analysis tools, and remain adequate for FE formulation of most problems in 
structural mechanics. In other problem areas, functionals analogous to potential energy are 
less well known and may not have a clear physical meaning. Also, for some applications 
the functional needed for a variational approach cannot be written. A case in point is fluid 
mechanics, where, for some types of flow, all that is available are differential equations and 
boundary conditions. FE formulations for such problems can still be obtained, using 
weighted residual methods, of which the Galerkin method is the most widely used. Like a 
variational statement of a problem, a Galerkin statement incorporates differential equations 
in their weak form, as described in Chapter 4, so that they are satisfied over a domain in an 
integral or average sense rather than at every point. A relation between the Galerkin method 
and the principle of virtual work is noted at the end of Section 4.7.

In this section and the next we adopt the following notation: .

x independent variables, for example, coordinates of a material point 
u = u(x) dependent variables, for example, displacements of a material point 
u = u(x) an approximate solution; u = u if exact

f a function of x (which may be constant or zero)
D a differential operator

The mathematical statement of a physical problem is 

In domain V: Du -f = 0 (5.I-D

179
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As an example, for steady-state heat conduction in an isotropic materialwithout internal 
heat generation, D is the harmonic operator V2, u is temperature T, and/ = 0. The prob­
lem is stated in strong form by Eq. 5.1-1 and appropriate boundary conditions, which 
imply that the differential equation must be satisfied at eveiy internal point and boundary 
conditions at every boundary point. In general an approximating function u does not sat­
isfy Eq. 5.1-1 at every point. Thus a residual R = R(x) remains:

Residual in domain V: R = Du - f (5.1-2)

Let u be a linear combination of basis functions. Typically u is a polynomial of n terms 
whose zth term is multiplied by a generalized d.o.f. The n values of the are to be 
selected so that R is small (in some sense). According to a weighted residual method, val­
ues of the that are best (in some sense) satisfy the following expression of governing 
equations in their weak form.

J Wj/? dV = 0 for i = 1, 2,..., n (5.1-3)

where each Wt- = W/x) is a weight function. In the Galerkin weighted residual method, 
each Wt is the multiplier of the corresponding in u. Other weighted residual methods are 
discussed in Section 5.2.

One-Dimensional Example. Figure 5.1-1 depicts a uniform bar under axial load and 
shows the derivation of its governing differential equation. The exact solution for axial dis­
placement u - u(x) is easily obtained by integrating the differential equation. Thus

P C^T c 3

AE 2AE 6AE
(5.1-4)

We now pretend not to know this result and instead seek an approximate solution. From 
Fig. 5.1-1 and Eq. 5.1-3, a Galerkin statement of the problem is

du ex I . n—H \dx = 0 
dx2 AE

(5.1-5)

dx
<tx=EEj = E^

X J dx
AE^+q = 0

For the problem shown:
A+^-0 for 0<x<Lt

di? AE ‘
AEdu_ = P at x = l 

dx

(a) (b)

Figure 5.1-1. (a) Uniform elastic bar, loaded by axial tip force P and by linearly- 
varying axial force q = ex, where c is a constant. A = cross-sectional area, 
E = elastic modulus, (b) Derivation of governing equations.
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The next step is to alter the form by applying integration by parts. This step serves to intro­
duce natural boundary conditions. Also, the order of differentiation in integrals is reduced, 
so that the assumed form of u can be of lower order than required in Eq. 5.1-5. This fea­
ture becomes important in the FE form of the method, discussed in subsequent sections, 
where we prefer that FE models have interelement continuity requirements that involve 
only low-order derivatives. Accordingly we apply the formula for integration by parts in 
one dimension, specifically

d (uv) = u dv + v du from which (5.1-6)

With a = in Eq. 5.1-6, Eqs. 5.1-5 and 5.1-6 yield

dWtdu ex >
—;---- — + W; I
dx dx AE )

dx + [w~l = 0 
L dxJo (5.1-7)

For the approximate axial displacement, we elect to use a two-d.o.f. trial function u. This 
function, and weight functions extracted from it, are

VFj = x dWx/dx=\
ii = a^x + a^xr , hence (5.1-8)

A, W2 - x dW2/dx = 2x

- where the a(- are generalized d.o.f. Note that trial function u is admissible because Wj and W2 
both satisfy the essential boundary condition of zero axial displacement at x = 0. At x = Lq- 
we apply the natural boundary condition that axial strain du/dx is equal to P/AE. From 
Eqs. 5.1-7 and 5.1-8, with i = land then i = 2,

(-l)(a1 + 2a2x)+x^ 
21.

(-2x)(a1 + 2a2x) + x2^

dx + L
tae

, , r2 P dx + LT — 
1 AE

(5.1-9)

i From which

7
P 1cLt 

“ AE + 12AE

_ C^T
°2 ~ ~4AE

hence

2
„ P 1cLt cLt 2
w = ~mX + > *x  - -rm xAE \2AE 4AE

a = Eu,x
2

_ P 7cL} cLt 
A + 12A 2A X

(5.1-10)

= 0

= 0

A numerical comparison of these results with other approximate results appears subse­
quently, in Table 5.2-1. Equations 5.1-10 are seen to agree with results for the same prob­
lem obtained by the Rayleigh-Ritz method (Eqs. 4.5-6).
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Remarks. The foregoing Galerkin method, in which weight functions W(- are also used 
as multipliers of numerical coefficients ah is more specifically known as the Bubnov- 
Galerkin method. We follow the common practice of calling it simply the Galerkin 
method. There is a variant of the Galerkin method called-the Pctrov-Galcrkin method, 
in which some or all of the are chosen to differ from multipliers of the ah and which 
consequently provides results that differ from those obtained from a functional (if the 
necessary functional exists). The Petrov-Galerkin method is used in fluid mechanics.

If a functional can be constructed that yields the governing differential equations of the 
problem, as described in Chapter 4, then the Galerkin method and the Rayleigh-Ritz 
method yield identical results when both use the same approximating function u. It is easy 
to show that this is so for the foregoing example. The potential energy expression for the 
bar problem of Fig. 5.1-1 is

fLYl 2 A
II_ = I l-AEu,, — exu I dx-Puj (5.1-11)

With a two-parameter approximating function w, the Rayleigh-Ritz solution for these 
parameters is obtained from the equations d Tlp/ d aj = 0 and d IJp/ d a2 = 0. Thus

a du,x A j du A AI AEu,Y^ - — \dx - P — = 0
0 \ daY) \dax)Lr

*Lt( A E- du,x du A n
I AEw,r-=-^ - CX5— I ax - P tr— I = 0 

o \ da2 da2J \oa2JtT

(5.1-12)

With u = a^x + a2x\ these two equations are found to be the same as Eqs. 5.1-9.

5.2 METHODS OF WEIGHTED
RESIDUALS (MWR)

The Galerkin method is but one of many methods of weighted residuals (MWR), all of 
which are intended to select parameters in approximating trial functions so as to obtain 
the best approximation (in some sense). In order to explain MWR briefly, we expand our 
definition of “residual” to include the boundary residual, (With the Galerkin method a 
boundary residual need not be stated explicitly because integration by parts invokes natu­
ral boundary conditions, as seen in Eq. 5.1-7.) Presuming that the approximate solution u 
is a function of coordinates x and n generalized d.o.f. {a} = [aj a2 ••• anJr, whose 
numerical values are to be determined, we write

R = P({a},x) = Du -f (residual in domain V) (5.2-la)

Rs - P$({a},x) = Dsu-g (residual on boundary 5 of V) (5,2-lb)
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where Dg is a differential operator. We seek to minimize residuals according to some defi­
nition, while providing enough equations to solve for the n values of the Among MWR, 
the Galerkin method and the following methods are perhaps best known.

In the collocation method, also called point collocation, residuals are set to zero at n 
different locations

2?({a}^,) = 0 for i = 1,2, (5.2-2a)

R$({a},xf) = 0 for i = j,j + 1, n (5.2-2b)

where j< n, else conditions on boundary S do not appear. The distribution of collocation 
points may be almost uniform or may be more dense in regions of greatest interest.

In the subdomain method, also called subdomain collocation, integrals of the residual 
over n different portions of V and S are set to zero.

R({a},x) dVi = 0

J?s({a}^)dSf = 0

for

for

i = 1,2, ...J-1

i = JJ + 1, —>n

(5.2-3a)

(5.2-3b)

In the least squares method, also called continuous least squares, the a{- are chosen to 
minimize a function I.

^— = 0 for i = 1,2, ..., n 
oai

in which function I is formed by integrating squares of the residuals.

I = [R((a},x)]2dV+a [Rs({a),x)]2rf$

(5.2-4)

(5.2-5)

where a is an arbitrary multiplier that serves to achieve dimensional homogeneity and can 
also serve as a penalty number. Larger values of a increase the importance of Rs relative to R.

In least squares collocation, also called point least squares and overdetermined colloca­
tion, Eq. 5.2-4 is still used, but I is defined as the sum of squared residuals at m points, 
where m > n:

j-l n
I = £ [R({a}> x,)]2 + [2?$({a}, x,)]2

i=l i=j
(5.2-6)

Equation 5.2-6 yields n equations for the n coefficients at, even when m > n. If m = n, the 
method reduces to simple collocation.

Remarks. The commonality shared by Galerkin and other MWR is that they all can be 
loosely symbolized as

W-RrdT = 0 (5.2-7)
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where represents /? (and perhaps also /?$) and T represents V (and perhaps also S). The 
various MWR differ in how is defined [5.1-5.4]. In the Galerkin method,

= du/daj. In collocation or subdomain methods, the are unit delta or step functions 
that are nonzero at certain points or over certain subregions. In least squares methods, 
Wi = 3/?/3af.[5.5].

In words, Eq. 5.2-7 says that residual Z?r, weighted by factor has an average value of 
zero over region T. Obtaining a solution from Eq. 5.2-7 is analogous to obtaining a solution 
from the variational statement 311 = 0 in a problem for which a functional II is available.

All MWR yield a set of algebraic equations of the form [A]{a) = {c}, to be solved for 
the in the approximating function w. The set of equations is linear if D is a linear opera­
tor [2.14,5.1]. In the (Bubnov-) Galerkin method and all least squares methods, coefficient 
matrix [A] is symmetric. Collocation, subdomain, and Petrov-Galerkin methods may pro­
duce an unsymmetric [A]. Unless u contains the exact solution, a given u will in general 
produce different solutions for different choices of collocation points, subdomains, or a in 
Eqs. 5.2-5 and 5.2-6.

Least squares methods tend to produce an ill-conditioned [A], and despite the “tuning” 
allowed by coefficient a, the solution may be too strongly influenced by unimportant 
residuals. Because weights are Wf- = dR/da^ both R and contain derivatives of the 
field quantity of the same order. Therefore, in the continuous least squares method, inte­
gration by parts cannot reduce the order of differentiation in integrals. Thus if derivatives 
of order 2m appear in /?, an FE formulation would require that u display interelement con­
tinuity of derivatives of order 2m - 1. The required order of interelement continuity can be 
reduced by reformulating the problem as a set of first order differential equations.

Example Solutions. Again we consider the problem depicted in Fig. 5.1-1, and use the 
admissible trial function stated in Eq. 5.1-8. Thus

,2 1d U CX T . . , , n n CX—- + — = 0 Intenor residual: R = 2a? + ——
dx2 AE AE (5.2-8)

The essential boundary condition, u = 0 at x = 0, is satisfied by u and so does not 
appear inHere = 0 implies that s = P/AEatx = Lp ~~

For a collocation solution, we arbitrarily elect to evaluate R at x = Lp/3. Hence the 
equations R = 0 and Rs = 0 yield

For a subdomain solution, we elect to integrate R over the entire length, from x = 0 to 
x = Thus Eq. 5.2-3a and = 0 yield

P cLt 
°l AE + 2AE

cLjr
4AE (5.2-10)
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In a least squares solution, the two terms in Eq. 5.2-5 have the same dimensions if we use 
a = l/Lf. Thus

CLrr cx\2 ir
Jo v 2 AEJ LT\ * 2 T AE) (5.2-11)

in which the last term is already “integrated” over the area at x = Lq\ The equations 
dl/dai = Oand dl/da2 = 0 are found to yield the results stated in Eqs. 5.2-10.

For a solution by least squares collocation, we elect to evaluate R at x = L^/3 and at 
x = Lf. Residual Rs is stated in Eq. 5.2-8. For dimensional homogeneity, we choose 
a = l/LT. The three residuals can be written in the form

a\

a2

-cL^3AE'

-cLj/AE v 

P/AELT

(5.2-12)

If all three residuals were set to zero the system of equations would be overdetermined 
(more equations than unknowns). A least squares solution requires that we form 
1 = Rt + R2 + R$/LT and then apply Eq. 5.2-4 for i = 1 and i = 2. We introduce sym­
bols [Q], {a}, and {b} for the respective arrays on the right-hand side of Eq. 5.2-12, and 
obtain a least-squares solution for {a} = |_«] a2 J T in matrix format as follows.

I = {R}T{R} where {R} = [Q]{a} - {b} (5.2-13a)

I = {a}r[Q]r[Q]{a} - 2{a}r[Q]r{b} + {b}r{b} (5.2-13b)

a/ 
da = {0] yields [A] {a} = {c} where

[A] = [Q]r [Q] 

{c} = [Qf {b}
(5.2-13C)

In writing Eq. 5.2-13b we have used the relation {b}r[Q]{a} - {a)T[Q]T{b}. Transposi­
tion is valid because each of the two matrix triple products is a scalar. In the solution 
{a} = [Ap^c), coefficient matrix [A] is symmetric and of the same order as {a). 
Applying Eq. 5.2-13c to Eq. 5.2-12, we obtain

P 2cLr cLt
ai ~ AE+ 3AE “2 3AE

The Galerkin solution, from Eq. 5.1-10, is

_ P 7cLr _ cLt
Q1 ~ AE+12AE 0,2 IAE

(5.2-14)

(5.2-15)

Sample results from the foregoing solutions appear in Table 5.2-1, for the special case 
P = 0 and with unit values of A, E, c, and Lp Recall that a given u provides different 
results for different choices of collocation points or subdomains.
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TABLE 5.2-1. Results for the problem of Fig. 5.1-1, with u = atx'+ag^ANDFOR 
THE SPECIAL CASE P = 0,A = E = C = Lp = 1.

Quantity 
and location Exact Collocation Subdomain and 

least squares
Least squares 

collocation
Galerkin

watjr = Lq/2 0.2292 0.1250 0.1875 0.2500 0.2292

uatx = Lq 0.3333 0.1667 0.2500 0.3333 0.3333

w,xatx = 0 0.5000 0.3333 0.5000 0.6667 0.5833

at x = Lq/2 0.3750 0.1667 0.2500 0.3333 0.3333

w,^atx = Lq 0 0 0 0 0.0833

5.3 GALERKIN FINITE ELEMENT
METHOD IN ONE DIMENSION

In this section, one-dimensional examples are used to illustrate the FE form of the Galer­
kin method. The interpretation of terms that result from integration by parts, and the 
assembly of elements to form a structure, are explained in the first example.

Uniform Bar, Axial Load. For arbitrary distributed axial load q = q(x), the governing 
differential equation in terms of axial displacement u, derived in Fig. 5.1-1, is

AEutxx + q = 0 (5.3-1)

At arbitrary x, axial force in the bar is

F = AEu,x (5.3-2)

At a free end, the natural boundary condition is F = 0. At a fixed end, the essential 
boundary condition is u = 0.

Let the bar be divided into Aels elements of length L. Typical elements are shown in 
Fig. 5.3-1. Let each element have a linear axial displacement field. Thus, in a typical 
two-d.o.f. element with end nodes 1 and 2, the approximating function is1

LN] = 7 “
m = LNj{d} in which L L (5.3-3)

{d} = [«! «2Jr

where x = 0 at the left end of an element. Thus, in each element, x differs by a constant 
from the global x in Fig. 5.3-la. D.o.f. and w2 are coefficients of displacement modes in 
the approximating function and therefore play the same role as the a, in Sections 5.1 and 
5.2. Accordingly, weights W(- used in the Galerkin method are

[In preceding chapters, where the difference between exact and approximate solutions is 
not an essential concept of the solution method, this approximating field is written without 
an overbar, as u = LN]{d).
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(b)

Figure 5.3-1. (a) Uniform elastic bar under distributed axial load q = q(x). A = cross­
sectional area, E = elastic modulus, (b) Adjacent elements j - 1 and j. Node b is shared 
after assembly of elements.

(a)

Wi = = N; where Nt = and N2 = 7 (5.3-4)
daz- L L

The Galerkin residual equation, Eq. 5.1-3, becomes a sum over the Nels elements of the 
structure.

*e!S L

Ni(AEu,xx+q) dx = 0
1^Jq

(5.3-5)

where index i ranges over all element shape functions; i = 1,2 for the bar element. When 
elements have been assembled, activation of a single d.o.f. activates shape functions asso­
ciated with that d.o.f. in elements that share the d.o.f. Thus in the present bar example, lin­
ear ramps or “hat functions” are created by activation of a single d.o.f. (Fig. 5.3-2). We see 
that there are as many shape functions on the structural level as there are d.o.f., and there­
fore as many Galerkin residual equations as there are d.o.f. With AE constant, integration 
by parts of the first term in Eq. 5.3-5 yields

_ r _ -iL
NtAEu,xxdx = UV/fuJ - NixAEii,,cdx

0 L JU Jo
(5.3-6)

(If AE is not constant, the differential equation is d(AEu,x)/dx + q = 0. An equation of 
this form is treated subsequently; see Eq. 5.3-21). From Eq. 5.3-2, the natural boundary 
condition at element ends is F = AEu ,x. Substituting this and Eq. 5.3-6 into Eq. 5.3-5, we 
obtain

^e)s l
+ W dx + Y pV,.F]o = 0 (5.3-7)

7=1 J° 7=1

as the Galerkin residual equation. A benefit of integration by parts is that now only first- 
order derivatives appear, so spatial derivatives of the approximating function need not be 
interelement-continuous [5.6] (continuity requirements are discussed in Section 4.9).
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Figure 5.3-2. Shape functions active on the structural level after bar elements have been 
assembled. The number of these shape functions, and the number of d.o.f., is 2Vejs + 1.

Therefore C° elements may be used, as indeed we have already assumed by writing Eqs.
5.3-3. For a typical bar element we adopt the notation

LB J = LN"»J hence u,x = LBj{d} = L-l/i (5.3-8)

Thus Eq. 5.3-7 becomes, after rearrangement,

y [ lb/aoj dx {d},. = y f LNjr?dx +yriNjrFi <5.3-9)

[k]?

Except for the last summation, which is discussed in what follows, Eq. 5.3-9 is clearly the 
standard structure stiffness equation [K] {D} = {R}, that is

NeU Nels
{0} = £{r=). + {P}

?=1 J 7=1
(5.3-10)

where {Dl} replaces {d} because of the usual expansion of element matrices to “structure size.” 
We must explain how the last summation in Eq. 5.3-9 can be regarded as {P}, the vector 

of externally-applied concentrated axial loads [5.6]. At ends of a typical element, x = 0 
and*  = L respectively,

LNJO = LI OJ and LNjt = LO 1J (5.3-11)

For two adjacent elements j - 1 and j, Fig. 5.3-lb, the last summation in Eq. 5.3-9 pro­
duces the terms

node a-------
node b-------

1 
0

node c-----------------------------

(5.3-12)
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At a typical node b. assembly of elements produces the resultant axial force Fj_x - Fj. 
This resultant appears in parentheses in Eq. 5.3-12 and is identified as representing an 
externally-applied axial force P. Of course, P may be zero, in which case Fj_y = Fj. For 
the problem of Fig. 5.1-1, load vector {P} would be null except for force P associated with 
the rightmost node. (Expression 5.3-12 is not used in actual computation; it serves only to 
explain the transition from Eq. 5.3-9 to Eq. 5.3-10.)

Beam Dynamics. In this example we omit most of the summation signs that indicate 
assembly of elements, and also omit detailed explanation of nodal loads (as in 
Eq. 5.3-12). Thus we emphasize the formulation of element matrices by the Galer­
kin method.

Consider a uniform straight elastic beam of flexural stiffness El. length L, and mass 
per unit length. Transverse shear deformation will be neglected. The following well- 
known relations provide the governing differential equation. With v = v(x) the lateral 
displacement, the moment-curvature relation is M = EIvyxx. Also, M,x = V and V,x - q. 
where V is transverse shear force and q = q(x) is distributed lateral load per unit length. 
The effective inertia load is therefore q = ~P[V, where v - d^v/dt^ and t represents 
time. Putting all this together, we obtain

EIv.^ + pjJ) = 0 (5.3-13)

Natural boundary conditions arc

EIv.^-Mq = 0 and EIv.xxx-VB - 0 (5.3-14)

where MB and VB are prescribed values of bending moment and transverse shear force at 
ends of the beam. Essential boundary conditions consist of prescribed values of v and v.x. 
In an element, the approximating lateral displacement field v = r(x) and weight func­
tions Wj - W-(x) are

v = l_Nj{d} and (5.3-15)

where {d} = v2 0z2_|r and the are the usual cubic shape functions (for
which see Fig. 2.3-1 or Fig. 3.2-4). The Galerkin residual equation for a single element of 
length Lis _

P LNJT (EIv,xxxx + P£i>) dx = 0 (5.3-16)

With El constant, two integrations by parts of the fourth-derivative term in Eq. 5.3-16 
yield

T
LNJ V,xxxxdx =

0
£ Ln.^jXx +[lnjV^ - [n.j7^ (5.3-17)

Substitution of Eqs. 5.3-14 and 5.3-17 in Eq. 5.3-16 yields
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x r T1 4
N,xJrEZi^ + pjNjriy dx = -[LNjrV5-LN(jX]o (5.3-18)

Terms Vg and Mg become part of the load vector {R}. The argument is analogous to that 
used with Eqs. 5.3-11 and 5.3-12. From Eq. 5.3-15,

= LNj{d} and v,xx = |_Bj{d} where LB J = |_N,x;tJ (5.3-19)

Substituting Eq. 5.3-19 into Eq. 5.3-18 and assembling elements, we obtain

pL
y J LBJE/LBJ dx {d}, + £ J p£LNJTLNJ dx {d}y = {R} (5.3-20)

>1 >—- ---------- ,--------------- ' j=i ---------- ---------------- •

[k]; [m];

With element matrices expanded to “structure size,” Eq. 5.3-20 is recognized as the stan­
dard equation of motion [K]{DJ + [M]{D} = (R), where [K] and [M] are respectively 
the structure stiffness and mass matrices and {R} represents loads that may vary with time.

Heat Flow in a Bar. We consider axial heat flow in a tapered bar with insulated lateral 
surface, as shown in Fig. 5.3-3a. Axial heat flux/obeys the Fourier heat conduction equa­
tion, / = -kT,x, where k is the thermal conductivity of the material. The negative sign 
indicates that heat flow is opposite to the direction of temperature increase. Units, for/and 
k respectively, are W/m2 and W/m • °C. In a steady-state condition with no internal heat 
sources or sinks, the net rate of heat flow out of a differential element is zero. Thus, from 
Fig. 5.3-3b, d(Af)/dx = 0. Combination of this equation and the Fourier equation yields 
the governing differential equation

= 0 (5.3-21)

(a) (b)

Figure 5.3-3. (a) Axial heat flow in a tapered bar with insulated 
lateral surface. A typical element is shown shaded, (b) Heat 
flow through a diferential element.
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in which A, fc, and T may be functions of x. The approximating temperature ffeld in an ele­
ment is f - LNj^{Te}, where, for an element having two nodes and two d.o.f., nodal 
d.o.f. are temperatures {TJ = T’l ?2 J T and shape functions N( are stated in Eq. 5.3-4. 
We write the Galerkin residual equation, integrate by parts, and substitute the natural 
boundary condition / = -kT,x at element ends. Thus we obtain two Galerkin residual 
equations on the element level, one for each of two shape functions

LNjr^(A*T„)  dx =
*0 ax

or

0
0

With T,x = |^N,XJ{TC}, the element equation becomes

[N,xJTA*[N, xJ dx{Tc}

(5.3-22)

(5.3-23)

where fluxes f\ and/2 at element ends are considered positive when heat flows in the posi­
tive x direction. We adopt the convention that heat flow is positive when flowing into 
nodes of the structure. Thus the amount of heat flow, q = |A/| in magnitude, is positive 
when directed out of element ends. From Eq. 5.3-23 we obtain, for a single element in 
which A and k are constant,

Ak/L -Ak/L
-Ak/L Ak/L |T2J " ” [q2

which agrees with Eq. 2.2-5.

5.4 INTEGRATION BY PARTS

(5.3-24)

Galerkin formulations make frequent use of integration by parts. Some useful formulas are 
how reviewed.

Let i, j, and k be unit vectors in the coordinate directions. Also let F2, and F3 be 
independent functions of the coordinates, and

F = F^ + F2j + F3k and v = Zi + m\ + nk (5.4-1)

where function F is defined in a volume V, y is an outward normal on surface 5 of V, and Z, 
m, and n are direction cosines of r. The divergence theorem states that

V»F dV F*vdS (5.4-2)
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where V • F is the divergence of F, for example

Rectangular coordinates:
_ _ dF, dF2 9F3 

dx dy dz
(5.4-3a)

Cylindrical coordinates:
13 1 dF, dF,VF = -^('-F1) + -^ + ^ 
rdr 1 r ov oz

(5.4-3b)

In Eq. 5.4-2, F and its first partial derivatives must be continuous in V and on S, and inte­
gration must proceed over all boundaries, interior as well as exterior.

Let P and Q be functions of the coordinates. Then, for example, (PQ),X = P,XQ + PQtx- 
Therefore

PQ,X dV = - P,XQ dV + (PQ),X dV (5.4-4)

If we regard PQ as F\ in Eq. 5.4-3a and let F2 = F3 = 0, Eq. 5.4-2 allows us to replace 
the last integral in Eq. 5.4-4 by a surface integral. Tlius we obtain the following formula 
for integration by parts in rectangular coordinates.

PQ,X dV = - P,XQ dV+ PQl dS (5.4-5)

Analogous formulas for y and z derivatives are easily written.
The same procedure can be applied in cylindrical coordinates. For example,

IT& + F- ^-(r0)]t/VJ dr rdr
(5.4-6)

We let Fj = PQ and F2 = F3 = 0 in Eq. 5.4-3b, solve for the last term in Eq. 5.4-6, and 
apply Eq. 5.4-2. Thus

r 1 a
^-Q dV+ IPQldS (5.4-7)

In similar fashion,

= -[-^QJV+fpQmdS
Jr ou Jrou J

(5.4-8)

Formulas for integration by parts in two dimensions can be obtained directly from the 
preceding formulas by setting F3 = 0 in Eqs. 5.4-3 and presuming that integration with 
respect to z has already been done across a unit thickness.
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5.5 GALERKIN FINITE ELEMENT
METHOD IN TWO DIMENSIONS

Quasiharmonic Equation. A quasihamonic equation describes many scalar field prob­
lems such as heat conduction, fluid film lubrication, electric fields, and seepage flow in 
porous media. In this section we formulate element matrices by the Galerkin method with­
out considering details of physical problems.

Let a plane region have volume V, boundary 5 in the xy plane, and unit thickness in the 
z direction. For steady-state conditions, the governing equation and natural boundary con­
dition are respectively

In V. A (+ 9. + Q = o (5.5-1)

OnS: lkx<f>,x + mkyfy.y - fa = 0 (5.5-2)

where </> = <£(x,y) is the dependent variable and I and m are direction cosines of an out­
ward normal to 5. Known quantities kx, ky, and Q may be either constants or functions of x 
and y. In the natural boundary condition, fa is a prescribed boundary flux, which we con­
sider positive when directed into V. Essential boundary conditions, which prevail over only 
a portion of S, consist of prescribed values of <£. If kx = ky = k, a constant, Eq. 5.5-1 
becomes the Poisson equation, £V20 + (2 = 0. If also Q = 0, Eq. 5.5-1 becomes 
Laplace’s equation, V2</> = 0. A function </> that satisfies V 20 = 0 is called harmonic.

A discretized approximation is usually taken as C° continuous in the scalar field variable 
Thus there is one d.o.f. per node, and the approximating field in an n-d.o.f. element is

£ = l_N_|{<M = |_At N2 - (5.5-3)

where {<|>e} is the vector of element nodal d.o.f. On the element level there are n Galerkin 
residual equations.

0

(5.5-4)

0

Integration by parts, as in Eq. 5.4-5 for example, yields

J dxdy = - jjLN’d7 M.x + JlN.Tm.J dS (5.5-5a)

dxdy = -jjLN’yJrM>y + dS (5.5-5b)

where, in the last integral of each equation, LN J 7 is evaluated on S. Substitution of 
Eqs. 5.5-5 and 5.5-2 into Eq. 5.5-4 yields
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LN>yJT*A  + = -JlNj^dS (5.5-6)

Finally, substitution of = [N>x J {<$>e} and <j>>y = [N;*  J {cj^} into Eq. 5.5-6 yields

JJ(ln’xJrQN’xJ+LN’yJ\LN’,

JJlnJt2^ +JlnJ7b dS

Or, in our customary notation, [k]{4>e] = {reJ.

(5.5-7)

Plane Elasticity. The foregoing manipulations are little changed in application to prob­
lems of plane stress or plane strain. We summarize as follows. The governing differential 
equations are equilibrium equations, and natural boundary conditions involve surface trac­
tions. That is, from Eqs. 3.1-12 and 3.1-14,

ax x + Txy y + Fx = ® = l<rx + mTxy
’ ’ and

Txyx + (ryy + Fy = 0 ^y = lrxy + m(ry
(5.5-8)

where Fx and Fy are body forces per unit volume, and I and m are direction cosines of an 
outward normal to boundary S in the xy plane. Essential boundary conditions consist of 
prescribed values of displacement components u and v. In an element, the approximating 
displacement field can be written as

{u} = (5.5-9)

where {d} = Liq h2 "• “n vl v2 "■ t^J^and [_NJ = L^l ^2 "• MiJ forann- 
node element. With two differential equations and an n-node element, there are 2n Galer­
kin residual equations on the element level, namely

JJLN _f ( axx + tw + Fx) dx dy

ohyy + Fy)dxdy =

0
0

0

(5.5-10a)

(5.5-10b)

0
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in which crx, cry, and are stress fields produced by the approximating displacement 
field. There are four terms in Eqs. 5.5-10 to be integrated by parts. For example, the first 
such integration yields

JjW axx dxdy = -JJ|_N,xJr crxdxJy 4
(5.5-11)

Natural boundary conditions are introduced by this process. Next we express ax, oy and 
in terms of u and v by substitution of Eqs. 5.5-9, strain-displacement relations, and

stress-strain relations into the first of Eqs. 5.5-8. Thus

{e} = [3]{u} or {g} = [B]{d) 
{o} = [E]({e }-{€()}) +{<r0}

(5.5-12)

(5.5-13)

where [3] is the 3 by 2 differential operator defined in Eq. 3.1-9. The final result agrees 
with Eqs. 4.8-15.

5.6 A MIXED FORMULATION

In structural mechanics it is common to use a displacement-based FE approximation. 
To obtain it we can apply the Galerkin method to one or more governing differential 
equations expressed in terms of displacements. These equations are obtained by com­
bining subsidiary relations: the differential equations of equilibrium, stress-strain 
relations, and strain-displacement relations. A mixed formulation can be obtained by 
applying the Galerkin method directly to subsidiary relations, either combining them 
partially or not at all. In the resulting FE formulation, the list of nodal d.o.f. contains 
displacements and other field quantities that otherwise would enter only as natural 
boundary conditions. To illustrate a mixed formulation, in this section we construct 
the coefficient matrix for a uniform bar element that has axial displacement and axial 
stress as d.o.f. at each node.

Let us combine the stress-strain relation ax = Egx and the strain-displacement relation 
ex = du/dx. Then, for the bar in Fig. 5.6-la, the equilibrium and stress-displacement 
relations are _

dax a
Axial equilibrium: —— + 4=0 

dx A

CLU v xStress-displacement: - ----- — = 0dx E

(5.6-1)

(5.6-2)

Approximating fields for axial stress and axial displacement are independent. For a two- 
node element, we adopt the interpolations

LNJT 1 u = LNJT- «1

«2
where (5.6-3)LN J = L — x x

L
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<? =

(a) (b)

Figure 5.6-1. (a) Axially loaded bar, showing end forces associated with axial stress and axial 
load, (b) One-element model of a uniform bar.

In the present example, stress and displacement fields use the same interpolating polyno­
mial and the same nodal locations. In general, interpolants and node sets may differ for the 
fields used in formulation.

Galerkin residual equations on the element level are

(5.6-4)

In the first of these two equations, we change the form of the first term by applying inte­
gration by parts. Thus the equation becomes

>L r -it
|_N1JCJr axA dx = LNjrAcrz 

0 L Jo
(5.6-5)

Substituting crx from Eq. 5.6-3 into Eq. 5.6-5, we obtain 

T
LN.J1NJA dx 

o

-Ai°nl+IAi
A2°’x2j lf92 (5.6-6)

where and F?2 nodal forces that result from the distributed axial load q (Fig. 5.6-la). 
Substituting <rx and u from Eq. 5.6-3 into the second of Eqs. 5.6-4, we obtain

(5.6-7)

In terms of matrices defined in Eqs. 5.6-6 and 5.6-7, FE equations for a single element are
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(5.6-8)

0
\ *

tkajl <r2 0
> = - in which [kttO.] = [k^f[ku<r] [0] J -Alt7xi + F9l

u2.

* 2
f du tr11 = iFAdx where F = (5.6-11)J dx 2E A

When two elements are connected together, from one element cancels from 
the next element at nodes where no external force is applied.

As a simple example application, consider the one-element model of a uniform bar 
shown in Fig. 5.6-lb. Essential boundary conditions are prescribed values of a and u at 
nodes. In Fig. 5.6-lb, prescribed nodal d.o.f. are Oj = -P/A and w2 = 0- Loads and 

are zero. Equation 5.6-8 becomes

-AL/3E -AL/6E -A/2 A/2 -P/A 0
-AL/6E -AL/3E -A/2 A/2 ^2 0
-A/2 -A/2 0 0 Itj P
A/2 A/2 0 0 0 A(rx2

(5.6-9)

Unknowns a2 and are obtained from the second and third equations.

-AL/3E -A/2 < ff2 -PL/6E
-A/2 0 Uj P-P/2

hence a2
“1

-P/A
PL/AE

(5.6-10)

These results are exact. The first of Eqs. 5.6-9 is identically satisfied, and the last yields 
^2 =

Remarks. The foregoing formulation has the advantage of giving ax the same status as w, 
rather than obtaining ax as ax = Eu,x as in the more common displacement-based formu­
lation. Thus the ax field can be linear within an element rather than constant, as it is in the 
displacement formulation. Interelement continuity of crx is provided, which is desirable in a 
uniform member but is incorrect if there is a step change in cross-sectional area at a node. 
There are also twice as many d.o.f. per element as in the usual displacement formulation.

A mixed formulation can also be obtained from a functional. Indeed several functionals are 
available and various mixed formulations can be obtained from them [2.13,2.14,5.7]. It has 
been shown that displacement-based methods and mixed methods are related [5.8]. If both 
use the same kinematical description, then for each numerical integration scheme (that is, for 
each discrete-quadrature rule) used in the displacement-based method, there exists an internal 
force distribution in a mixed method such that both methods provide the same results.

For the axially-loaded bar of Fig. 5.6-1, the mixed formulation described above can be 
obtained from the functional
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Straightforward application of Eqs. 4.7-2 shows that F provides both*  the equilibrium 
equation and the stress-displacement equation:

dF d dF 
dcrx dxdaxx

yields

dF d dF 
du dxdu,x

yields

du0 
dx E

a d<?x a.
= 0A dx

(5.6-12a)

(5.6-12b)

These equations agree with Eqs. 5.6-1 and 5.6-2.

ANALYTICAL PROBLEMS

5.1- 1 Show that the approximate result stated in Eq. 5.1-10 is also produced by the u field 
of Eq. 5.1-8 and the potential eneigy expression stated in Eq. 5.1-11.

5.1- 2 Consider a uniform, simply supported beam of length L. For each of the following 
loadings, use the Galerkin method to determine generalized d.o.f. a in the approxi­
mating lateral deflection field v = ax(L - x). At midspan, determine the percent­
age errors of deflection v and bending moment M = EIvfXX.
(a) Sinusoidal distributed lateral load q = ^Osin(i7x/L) over 0 < x < L.
(b) Uniformly distributed lateral load q = qo over 0 < x < L.

5.2- 1 Verify that despite collocation at x = Ly/3, the u field of Eqs. 5.2-8 and the a, of 
Eqs. 5.2-9 do not yield u = u at x = Lj-/3. Does this indicate that something is 
wrong? Explain.

5.2- 2 Solve the problem depicted in Fig. 5.1-1, but change the distributed load to q = c, a 
constant. Again assume that u = a^x + Determine generalized d.o.f. aj and 
«2 by (a) collocation, (b) subdomain, (c) least squares, (d) least squares collocation, 
and (e) Galerkin methods. In collocation solutions, use the same points as chosen in 

. the example solutions of Section 5.2.
5.2- 3 Consider the differential equation uyxx + 4w = 12 in the range 0 < x < 1, with 

essential boundary conditions w = 3atx = Oandu = 1 atx = 1. There are no 
natural boundary conditions. The exact solution is u = 3 -2.1995 sin 2x. An 
admissible one-parameter approximating polynomial is u = 3 - 2x + a(x2 -x). 
Determine parameter a by (a) collocation, (b) subdomain, (c) least squares, (d) 
least squares collocation, and (e) Galerkin methods. Choose points at x = 0.5 in 
part (a) and at x = 1/3 and x = 2/3 in part (d). In each case calculate the per­
centage error of u. at x = 0.5 and at x = 0.7.

5.2- 4 Consider the differential equation u,x + 1u - 16x = 0 in the range 0 < x < 1, with 
the boundary condition u = 0 atx = 0. The exact solution is u = 4(e-2x - 1) + 8x. 
An admissible two-parameter approximating polynomial is u = a^x + a^. Deter­
mine <21 and «2 • Also determine percentage errors of u at x = 0.5 and at x = 0.7. 
(a) Use least squares collocation, with collocation points at x = 0.25, x = 0.50, and 
x = 0.75.
(b) Use the Galerkin method.
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5.2- 5 Solve the problem depicted in Fig. 5.1-1 in each of the following  ̂ways. Again use 
the approximating polynomial u = ajx + a^. Compare results with those stated 
in Table 5.2-1.
(a) Use collocation, with the sampling point at x = L^/2.
(b) Use subdomain and integrate over the span 0 < x < 1^/2.
(c) Use least squares collocation. Evaluate R at x = 0, x = Lj/2, and x =
(d) Omit residual R2 n Eq- 5.2-12.*
(e) Why, in this particular problem, is the solution provided by least squares colloca­
tion independent of a?

5.3- 1 The uniform elastic bar shown is loaded by axial force P at its left end. The bar is 
embedded in an elastic medium that applies end load F and distributed axial load q, 
both of which are directly proportional to axial displacement u of the bar. Use the 
Galerkin method to establish matrices of a one-element FE formulation based on a 
linear axial displacement field.

5.3- 2 A cable of negligible flexural stiffness carries axial tension and contacts an elastic 
foundation of modulus B (force per unit length per unit of lateral deflection w). The 
sketch shows the cable in its deflected position. Left and right ends of the cable are 
loaded by the respective lateral forces FL and F^. Cable tension can be considered 
constant over the span shown, and equal to horizontal forces T, because | w,x| « 1. 
(a) Show that the governing differential equation is TwiXX - Bw = 0.
(b) Use the Galerkin method to establish formulas for element matrices in terms of 
shape functions and constants. Clearly identify the stiffness matrix and the load vec­
tor (which is expressed in terms of FL and F^).

Elastic foundation

Problem 5.3-2

5.3- 3 The equation of motion of a string is Tw)XX - pLw = 0, where T - constant axial 
tension, w = small lateral displacement, x = axial coordinate, pL = mass per unit 
length, and w = d2w/dt2.
(a) Use the Galerkin method to establish matrices of a two-d.o.f. element.
(b) Consider a simply supported uniform string of length 2L. Model it by two ele­
ments, each of length L and of the type formulated in part (a). Solve for the funda­
mental frequency of vibration. (The exact answer is <a2 = 7i2T/4pLL2.)
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5.3-4 Let F = constant axial force, positive in tension, q = distributed lateral load, 
and B = elastic foundation modulus (force per unit length per unit of lateral 
deflection v). The differential equation of a uniform beam becomes E/t>,rrTT - 
q — Fvtxx + Bv = 0. Use the Galerkin method to formulate expressions for ele­
ment matrices associated with F and B in a form analogous to that in Eq. 5.3-20.

5.3-5 For the beam problem, Eqs. 5.3-13 to 5.3-20, demonstrate the treatment of interele­
ment bending moments and transverse shear forces, in the fashion of Eq. 5.3-12.

5.3-6 Let end cross sections of element 1-2 in Fig. 5.3-3 have the respective areas Aj and 
A^. If A between element ends is a linear function of x, what equation replaces 
Eq. 5.3-24? Assume that k is constant.

5.3-7 Starting with Eq. 5.3-23, demonstrate the assembly of element thermal “load” vec­
tors. Use Eq. 5.3-12 as a guide.

5.5-1 Show that Eq. 5.5-7 can also be obtained from Eq. 5.5-3 and the stationary condi­
tion of the functional

n =

5.5-2 The Helmholz equation, p9XX + p9yy + pJZZ + (<a/c)2p = 0, governs acoustic modes 
of vibration in a cavity with rigid walls. Here p = p(x,y,z) is the amplitude of sinu­
soidally varying pressure, at is the circular frequency, and c is the speed of sound in 
the medium. The boundary condition is pm = 0, where n is an axis normal to the 
wall. Let the assumed pressure amplitude field be p = LN J {pj. By using the 
Galerkin method, derive formulas for element matrices in terms of shape functions 
and constants.

5.5-3 In cylindrical coordinates and with kx = ky = k = constant, Eq. 5.5-1 becomes

1 + Q - n
79<drJ + rW + 9? + ,-°

For a solid of revolution, the natural boundary condition is k(l<l>,r + - fB = 0,
where I and n are direction cosines of a normal to the surface of the solid. Use the 
Galerkin method to formulate equations analogous to Eqs. 5.5-7.

5.5-4 The differential equation for wind-driven circulation in a shallow lake is

faxx + + A&’x + B^y + C = 0

where ip is the stream function and A, B, and C are functions of x and y. Coordi­
nates x and y are horizontal, tangent to the lake surface. With h = depth, depth­
wise average velocities are u = tfay/h and v = -t{/.x/h. The boundary condition 
is = 0, where n is a direction normal to the shoreline. Use the Galerkin 
method to derive formulas for element matrices in terms of shape functions and 
constants [5.9].

5.5-5 Complete the development outlined in Eqs. 5.5-8 to 5.5-13; that is, verify that Eqs. 4.8-15 
are indeed produced.
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5.5-6 An isotropic flat disk is used as a flywheel. The disk has unit thickness and spins 
about a central axis normal to its plane at constant angular velocity The differen­
tial equation of equilibrium is

Id, A ae 2 n-—(ra)----- + p<D r = 0
rdr rr

where ar = radial stress, ctq = circumferential stress, and p - mass density. An 
FE formulation can be based on annular elements of inner radius re- and outer radius 
r0. Nodal d.o.f. are radial displacements, one al r = and another at r = ro. Use 
the Galerkin method to derive formulas for element matrices in terms of shape func­
tions and constants.

5.5-7 Differential equations of equilibrium for an elastic axisymmetric solid under axi- 
symmetric load but without body forces are

ld(rcrr) ) drrz Vp 
r dr dz r and

ld(rrzr) , daz = °
r dr dz

For a displacement-based formulation, use arguments analogous to those of Eqs. 5.5-8 
to 5.5-13 to generate element matrices in terms of shape functions and constants.

5.6-1 Use the FE formulation of Eq. 5.6-8 to solve for nodal stresses and nodal displace­
ments in the uniform two-element bar shown. (Four unknowns remain after bound­
ary conditions are imposed.)

Problem 5*6-1

5.6-2 For the “mixed” beam formulation described in Problem 4.7-6, use the Galerkin 
method to obtain expressions for element matrices in terms of shape functions and 
constants. Governing equations are - M/EI = 0 and - q = 0. Consider 
a -four-d.o.f. beam element of length L, and assume that M and v fields use linear 
interpolation from nodal d.o.f. at element ends. Apply the formulation to a one- 
element cantilever beam that carries uniformly distributed lateral load q and trans­
verse tip force P.

5.6-3 Verify that the functional of Eq, 5.6-11 produces the same FE formulation as stated 
in Eqs. 5.6-6 and 5.6-7.



CHAPTER

ISOPARAMETRIC ELEMENTS

The isoparametric formulation permits quadrilateral and hexahedral elements to have non- 
rectangular shapes. It is a versatile formulation, providing plane, solid, plate, and shell ele­
ments. Isoparametric elements based on assumed displacement fields are discussed in the 
present chapter, with emphasis on plane elements and structural mechanics. Numerical 
integration, used in element formulation, is described and its possible pitfalls discussed. 
The patch test, considered the arbiter of validity for any type of element, is described.

6.1 INTRODUCTION

This chapter generalizes elements introduced in Chapter 3. Except for triangles, elements 
in Chapter 3 are restricted to rectangular shape. Rectangular elements are easy to formu­
late, but are usually impractical because it is difficult to mesh a complicated geometry 
using only rectangular elements, especially if the mesh must be graded from coarse to fine 
in order to capture detail in critical regions. Isoparametric elements, discussed in this 
chapter, can be nonrectangular and can even have curved sides. They use auxiliary coordi­
nates, or reference coordinates, which we call in two dimensions and in three 
dimensions. Reference coordinates map the physical element into a reference element that 
is a square or a cube. In element formulation, the price paid for generality of physical ele­
ment shape is having to deal with coordinate transformation. Also, because transformation 
produces algebraic forms that are awkward to integrate exactly, more costly numerical 
integration is used instead.

For elements described in this chapter, shape functions are used to interpolate both the 
displacement field (or some other field variable) and element geometry. That is, displace­
ment of a point within an element can be expressed in terms of nodal d.o.f. and shape 
functions [N], which are functions of reference coordinates. Similarly, the global position 
(coordinates) of a point within the element can be expressed in terms of global nodal 
positions and shape functions [N], which are also functions of reference coordinates. 
Symbolically,

• Nodal d.o.f. {d} define displacements Lu v wj of a point within the element; that 
is, Lu v = [N]{d}.

• Nodal coordinates {c} define coordinates Lx y zJ of a point within the element; 
that is, Lx y z^ = [N]{c}.

Shape function matrices [N] and [N] are functions of £, -q, and £ An element is called iso­
parametric, which means “same parameter,” if [N] and [N] are identical. If [N] is of lower 
degree than [N], the element is called subparametric. If [N] is of higher degree than [N], 
the element is called superparametric.

202
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The isoparametric formulation began with four-node plane elements, originated by Taig 
in 1958 [1.8]. Publication outside of company reports began with Irons in 1966 [6.1]. Irons 
developed elements having curved sides and is credited with the name “isoparametric.”

Example: Bar Element. A straight bar element does not show the practical value of the 
isoparametric formulation, but illustrates its manipulations in a simple context. The ele­
ment depicted in Fig. 6.1-la has an internal node that may or may not lie at its physical 
center. Reference coordinate £ is a natural or intrinsic coordinate. It is attached to the bar 
and remains axial regardless of how the bar may be oriented in global coordinates. Nodes 
1 and 3 always lie at f = -1 and £ = +1, regardless of the physical length L. Node 2 
always lies at £ = 0, the center of the mapped element.

There are three nodal coordinates xz and three axially directed nodal d.o.f. wz-. Thus the 
element is isoparametric rather than subparametric or superparametric. Three xt (or three 
Mf) define a quadratic interpolation. An arbitrary point on the bar has physical coordinate x 
and displacement u (or field quantity <f> in a nonstructural context). In terms of generalized 
d.o.f.

«1
X=L1 f

a3.

and

a4

U = LU a5 .

a6.

(6.1-1)

One way to obtain the shape function matrix is to follow the procedure associated with 
Eqs. 3.2-3 and 3.2-6, now using natural coordinate f rather than x. Thus

LNJ
(6.1-2)

Another way we may obtain shape functions is by a combination of intuition, inspec­
tion, and trial, as follows. We note that linear ramps seen in Fig. 3.2-2a are described by the 
forms 1(1 - £) and 1(1 + £). These forms have magnitude | at f = 0. We require that 
each shape function N, have unit value at node i and vanish at every other node. Accord­
ingly, if we have already guessed that = 1 - £2, we obtain TVj = 1 (1 - £) - 1 N2 and 
N$ = 1(1 + £)-\N2. By either this procedure or that of Eq. 6.1-2, we obtain

x = Ln J LX1 x2 x3_F and u = LnJ L«i u2 ujJr (6.1-3) 

where the shape function matrix is

LnJ = 1-f2 ^+f2) (6.1-4)
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Physical element 

x 1 2

<----------------x2-------------------
I 

K--------------------------*3 ---------
<--------------------  L

(a)

Mapped element

Shape functions

N1 = l(-£ + £2)

(b) (c)

Figure 6.1-1. A three-node (quadratic) bar element.

The same shape functions are provided by Lagrange interpolation functions, using £ rather 
than x (see Fig. 3.2-2b and Eqs. 3.2-7). For a given £, Eqs. 6.1-3 and 6.1-4 provide physi­
cal coordinate x and axial displacement u in terms of nodal values.

Axial strain in the element is

“1

«2 ►

«3

where £ =
dx dxdl;

(6.1-5)

The chain rule for d/dx must be invoked because LnJ is expressed in terms of £ rather than 
x. Because di-/dx is not immediately available, we must begin with its inverse, dx/d£, 
from the first of Eqs. 6.1-3. Let J denote this inverse. Thus

(6.1-6)

J may be called a Jacobian. It can be regarded as a scale factor that describes the physical 
length dx associated with a reference length d£. Axial strain in the element is 
ex = (du/dt-)/J = LbJL“i «2 “3-lr, where

LbJ = 11 LnJ = 1 1(-1 +2£) -2£ 1(1 + 2£)
Jag J[2 2

The element stiffness matrix, from Eq. 3.3-7 or Eq. 4.8-15a, is

(6.1-7)
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CL r1[k] = I LBjrELBjAdr = I LbJtAE LbJ J d£
Jo J-i

(6.1-8)

Only if node 2 is at the physical midpoint of the element does J reduce to the constant 
value/ = L/2. Then £ is simply the dimensionless axial coordinate £ = 2x/L. The spe­
cific form of J depends on the specific numerical values of X2, and xy In general, J is a 
function of £. Thus |_BJ contains £ in both numerator and denominator of every term, and 
Eq. 6.1-8 cannot conveniently be integrated in closed form. In practice, integration is usu­
ally performed by Gauss quadrature, which is a numerical integration procedure described 
in Section 6.3.

6.2 BILINEAR QUADRILATERAL (Q4)

The plane element discussed here is a generalization of the rectangular Q4 element dis­
cussed in Section 3.6 that removes the restriction to rectangular shape. The shear-locking 
defect noted in Section 3.6 also appears in the present element. An improved formulation, 
called Q6 in Section 3.10, is discussed in Section 6.6. In the present section the structural 
element is considered first. A scalar field element is extracted from it as a special case.

Figure 6.2-la shows the actual physical element. In physical space, reference coordi­
nates £and 7] need not be orthogonal and need not be parallel to Cartesian coordinates x 
and y. Element sides are bisected by axes £ and 17. Sides have coordinates £ = ± 1 and 
17 = ±1, regardless of the shape or physical size of the element and regardless of its ori­
entation in Cartesian coordinates. The point £ = 17 = 0 is nominally the element center, 
but in general it is not the centroid of the physical element. Mapped into £17 space, the ele­
ment is always a square two units on a side, as shown in Fig. 6.2-lb. Displacements u and 
v are directed parallel to x and y axes, not parallel to £ and 17 axes. In terms of generalized 
d.o.f., displacements have the form seen in Eqs. 3.6-1, with x and y replaced by £ and 17. 
Thus, for example, u = ay + <22^ + ^317 + where the are generalized d.o.f.

(a) (b)

Figure 6.2-1. (a) Four-node plane element in physical space, (b) The same element, 
mapped into £17 space.
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Because the element is isoparametric, the same shape functions are used to interpolate 
both coordinates and displacements of a point within the element from coordinates and 
displacements of nodes. Thus

= [N]{c} and

where index i in summations runs from 1 to 4, and

{c} = L*i  Ji x2 y2 x3 y3 x4 y4Jr
{dj = L«1 V1 u2 v2 «3 v3 “4 v4]7

N. 0 N? 0 N. 0 N4 0
[N] = „

0 Na 0 N2 0 N3 0 N4

Individual shape functions can be obtained from Eqs. 3.6-4 by setting a = 1, b = 1, 
x = and y = tj. Thus

JV2 = j(l+ £)(l-?7)

^3 = 1(1 + 3(1 + 77) n4 = 1(1 -3(1 + 7?)
(6.2-3)

As a check, one may note that each N; is unity when £ and 17 assume the coordinates of 
node i, but zero when £ and 77 assume the coordinates of any other node.

For a given physical element, the orientation of £77 axes with respect to xy axes is dic­
tated by the shape functions and node numbering. If node numbers in Fig. 6.2-1 were per­
muted so that the counterclockwise sequence became 4-1-2-3 starting from the lower left 
node, axis £ would appear where axis 77 now appears, and axis 77 would be directed in the 
present -£direction. Figure 6.2-lb would not be changed.

Transformation. Strain-displacement matrix [B] cannot be written as easily as the fore­
going equations because it involves gradients, and an operator such as d/dx is not simply a 
constant times 8/8£. In what follows we consider a function <f> = <£(£,77) and examine its 
derivatives with respect to x and y. Here </> may represent either u or v. Except for Eq. 6.2-6, 
the following transformation equations apply to a plane element having any number of 
nodes.

Derivatives with respect to x and y are not available directly. Instead we begin with 
derivatives with respect to £ and 77.

8$ _ 8</>8x 8</>8y
8£ 8x8£+8y8£

8</> = 8 </> 8x + 8</> 8y
877 8x 817 8y 877

or [J] >IM (6.2-4)
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where [J] is called the Jacobian matrix.

[J]=

^Ni,exi

(6.2-5)
x’f y,s

From Eqs. 6.2-1 and 6.2-2, for the special case of the four-node plane element,

ffl =7
1 -(!-'»?) (1-">7) (I + 17) -(1 + 1?)
4 -(l-£ -(1 + f) (l+£) (l~f)

X2

X3

Jl

?2

?3

y<

11 J12

21 •'22
(6.2-6)

The desired derivatives with respect to x and y are obtained from Eq. 6.2-4:

&y.

Tn r12 <£>>£ > 

^21 ^22.
where [r] = [Jr1 -

21

1 ^22
(6.2-7)

tr]

and J is the determinant of the Jacobian matrix,

J = det [J] = J11J22 “ *̂21^12 (6.2-8)

Often J is referred to simply as the Jacobian. It can be regarded as a scale factor that mul­
tiplies di; drj to produce the physical area increment dx dy. (As a commonplace example of 
J, recall the relation between Cartesian and polar coordinates, dx dy - r dr dQ. Here 
J - r.) In general, J is a function of £ and 17, but for rectangles and parallelograms it is the 
constant value J = A/4, where A is the area of the physical element.

[B] Matrix and Stiffness Matrix*  In the element strain-displacement relation {c} = 
[B] {d}, matrix [B] is equal to the product of the three rectangular matrices in the following 
three equations. Equation 6.2-9 states the plane strain-displacement relations (Eqs. 3.1-7). 
Equation 6.2-10 is an expanded form of Eq. 6.2-7. Equation 6.2-11 results from differenti­
ation of the second of Eqs. 6.2-1. The final result is a [B] matrix analogous to that seen in 
Eq. 3.6-6.

(6.2-9)



208 ISOPARAMETRIC ELEMENTS

v’t

«»x

U,y 

v>x

rn ^12 0 0

^21 r22 0 0 V
0 0 Th ^12

0 0 ^21 r22_ v^.

(6.2-10)

Nl,t 0 *2,£  0 N3,( 0 0

*1., 0 ^21„ o n3 „ 0 n4 v 0

0 Nl,f 0 N2,£ 0 N3,( 0 N4.f

0 0 N2'V 0 0 A4>1?

(6.2-11)

where N^g = -(1 - i?)/4, and so on. The stiffness matrix of an element of thickness t, 
from Eq. 3.3-7 or Eq. 4.8-15a, is

[k] = f f[B]r[E] = f f [BflE] [B] t J d£ d<q (6.2-12)
8x8 JJ 8x3 3x3 3x8 J-iJ-i8x3 3x3 3x8

If element thickness t is variable and defined by thicknesses r, at nodes i, thickness at an 
arbitrary location can be obtained by shape function interpolation, t =

Remarks. Starting from (say) the lower left node in Fig. 6.2-la, nodes may be numbered 
1-2-3-4,2-3-4-1,3-4-1-2, or 4-1-2-3. However, when using the IV, of Eqs. 6.2-3, the cyclic 
order must be maintained and must run counterclockwise if J is not to become negative 
over part or all of the element. Subject to these restrictions, a change in element node num­
bering affects only the locations of the ky in [kJ. The node numbering change does not 
affect numerical values of the ky or the positions in the global [K] to which they are 
assigned (provided that global node numbers are not changed).

In the first integral of Eq. 6.2-12 it is implied that [B] is a function of x and y. In the sec­
ond integral, [B] and J are in general functions of both f and rj. Equations 6.2-7 and 6.2-10 
show that the By contain functions of £ and 17 in their numerators and in their denomina­
tors. For this reason it is convenient to evaluate integrals numerically, as described in Sec­
tion 6.3, rather than analytically. _

Scalar Field Element. Let 0 be a field quantity, such as temperature if the problem is 
heat conduction. At a node i there is now a single d.o.f. </>,. The scalar element can be 
extracted from the structural element by giving u the new name </>, discarding v, and com­
pacting arrays. Thus, Eq. 6.2-7 and the compacted form of Eq. 6.2-11 yield

J’y

I'll ri2 N1 g N2£ N^g N4 g
^21 r22j ^1,1} ^2,tj N3,i) ^4,ij

[B]

<K

03

04

(6.2-13)
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The element characteristic matrix, which for heat conduction problems is a conductivity 
matrix, is stated by Eq. 3.4-7. For the present four-node plane element,

[k] = f[B]r[K][B] tdA = f1 f‘ [BJHK] [B] t Jd^dT)
4x4 J4x2 2x22x4 J_jJ_j4x2 2x22x4

(6.2-14)

where [k] contains material conductivities.

6.3 QUADRATURE: [k] OBTAINED BY 
NUMERICAL INTEGRATION

Quadrature is a name used for numerical integration. There are many quadrature rules. 
Each operates by evaluating (or sampling) the function at specific points, multiplying the 
resulting number by an appropriate weighting factor, and adding results. As applied to 
integration of a stiffness matrix, each different stiffness coefficient ky in [k] counts as a 
function that must be integrated over the element length, area, or volume. In the following 
discussion we call the function where </> = <£(£) in one dimension, $ = <£(£17) in 
plane problems, and = <£(&i7,£) in 3D problems. In this chapter we apply quadrature to 
quadrilaterals and hexahedra. Triangles and tetrahedra are considered in Chapter 7.

Here we discuss only Gauss quadrature, as it is the quadrature rule most often used in 
generating element matrices. This method locates sampling points and assigns weights so as 
to minimize integration error when the integrand is a general polynomial. Thus, for a given 
level of accuracy, Gauss quadrature uses fewer sampling points than other quadrature rules.

One Dimension. An integral having limits x = jqandx = x2 can be transformed to an 
integral having limits £= -1 and £ = 1 by making a substitution such as 
x = | (1 - + | (1 + £)x2, which is appropriate for a two-node element. Thus

r* 2 r1
I = I fdx becomes I = (6.3-1)

c J* 1 J-1

The integrand is changed in form, from/ = fix) to </> = <£(£), where (f> incorporates the 
Jacobian of the transformation, J = dx/d£y which becomes J = (x2 - Xj)/2 for a two- 
node element. The latter form of Eq. 6.3-1 makes it possible to write convenient quadra­
ture formulas. The isoparametric formulation incorporates the limit change.

For the simplest numerical integration, we sample (evaluate) $ at the midpoint of the 
interval and multiply by the length of the interval (Fig. 6.3-lb). Thus we approximate area 
under the curve by a rectangle of height and length 2, so that I This result is 
exact if = tp(^) happens to describe a straight line of any finite slope. Generalization of 
the procedure provides the quadrature formula

r1/=l </>df~W1<h + W2<h+-'-+Wn<f>n (6.3-2)

Examples using n = l,n = 2, and n = 3 appear in Fig. 6.3-1. Table 6.3-1 lists Gauss 
quadrature data through order 3, where the “degree of precision” is the degree of the



210 Isoparametric Elements

Figure 63-1. Integration of a function = </»(£) in one dimension by Gauss quadrature of 
orders 1, 2, and 3. Gauss points are numbered.

highest-order polynomial in £that is integrated exactly by Eq. 6.3-2 for a given n. Much 
more extensive tabulations are available [6.2], but Gauss rules of high order are not 
often applied to finite elements. Note that sampling points (“Gauss points”) are located 
symmetrically with respect to the center of the interval and that symmetrically paired 
points have the same weight VK These data are sometimes called Gauss-Legendre coeffi­
cients because sampling point locations are roots of Legendre polynomials.

Example. Consider the third-degree polynomial <f> = oq + where
the are constants. The exact integral from £ = -1 to £ = lis

r 2I = = 2ao + ^a2 (6.3-3)

The-one-point rule provides the approximation ~2oq. From the two-point rule, with 
£1 = £2 - P*  where p = 1A/3, we obtain

O O O 2
h = l.O(ao - a}p + a2P - a3p ) + l.O(ao + atp + + a3P ) = 2oq + -a2

(6.3-4)

TABLE 6.3-1 Sampling point locations and weight factors for Gauss quadrature 
OVER THE INTERVAL £ = -1TO£ ~ +1.

Order n Degree of 
precision

Sampling point locations Weight factors
Wi

1 1 0. 2.
2 3 +0.57735 02691 89626 = +1/73 1.

3 5 ±0.77459 66692 41483 = +Jo6 0.55555 55555 55555 = 5/9

0. 0.88888 88888 88888 = 8/9
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In this example we see an instance of a general rule: a polynomial of degree 2n - 1 is inte­
grated exactly by n-point Gauss quadrature. Use of more than n points will still produce the 
exact result.

Two and Three Dimensions. Multidimensional Gauss rules, called Gaussian product 
rules, are obtained by successive application of one-dimensional Gauss rules. In two 
dimensions, consider the function <f> = 0(&77). We elect to integrate first with respect to g 
and then with respect to 77. Thus

/= r di,=r
j-ij-i j-i

J i i J

di}

(6.3-5)

Figure 6.3-2 shows what two-dimensional polynomials in £ and 17 are integrated exactly 
by Eq. 6.3-5. The figure represents a polynomial in an integrand 0, not the polynomial in a 
displacement field. A complete polynomial has degree / + m. We see that, for example, all 
quartic terms except £4 and rf are integrated exactly by a 2 by 2 Gauss rule.

For a one-point rule, 0 = cfc is evaluated at f = 77 = 0, and I~ 4</>j in two dimen­
sions. For the four-point rule depicted in Fig. 6.3-3a, W^Wj = 1 at each Gauss point. 
Hence Eq. 6.3-5 yields

f « 01 + 02 + 03 + 04 (6.3-6)

where 0, is the numerical value of 0 at the fth Gauss point. For the nine-point rule 
depicted in Fig. 6.3-3b, Eq. 6.3-5 yields

~ gj (01 + 03 + 07 + ^9) + (02 + 04 + 06 + 0s) + 8i 05 (6.3-7)

In three dimensions, Gauss quadrature takes the form

i = f f r ww&dtd'Tidc- (6.3-8)

ijk

Order of integrand, f lvm Gauss rule that

Constant (I = m = 0) -------------------1
Linear (l + m = 1) 
Quadratic (/ + m = 2) 
Cubic (I + m = 3) 
Quartic (I + m = 4)

gives exact I:
Figure 6.3-2. Exactness of 
Gauss quadrature in two 
dimensions. Polynomial 
terms in the Pascal triangle 
down to the V-shaped lines 
are integrated exactly by 
Gauss rules of orders 1 and 
2, respectively.
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(a) (b)

Figure 63-3. Sampling point locations for integration of a function </> = 
using Gauss rules of orders 2 (four points) and 3 (nine points).

If 0 = 1 in Eq. 6.3-2, then I = 2, and we see that = 2 for a Gauss rule of any 
order. Similarly, products W^Wj in Eq. 6.3-5 sum to 4, and products in Eq. 6.3-8 
sum to 8. If (f> = J, the Jacobian of the transformation, then integration provides the 
length, area, or volume of the physical element (not the mapped element).

Stiffness Matrix Integration. We consider use of numerical integration to generate [k] 
of a plane element. Table 6.3-2 summarizes steps of the numerical integration process. 
The process is the same if the element has more than four nodes. Then arrays [B] and 
[k] become larger, but regardless of matrix order, each coefficient ky is treated like </> in 
Eq. 6.3-5. Jacobian matrix [J] is 2 by 2 for any plane element. Fortran coding may be 
found in [2.13-2.15] and in the second and third editions of this book.TABLE 6.3-2 Computational procedure for generating the stiffness matrix of a 

PLANE ISOPARAMETRIC ELEMENT BY NUMERICAL INTEGRATION.

(a) Numerical integration procedure

Clear the array that will contain [k]; call it array KE in what follows
- i- Loop on integration points in the £ direction (i = 1 to nf)

Set sampling point location £ = £ and associated weight factor Wj 
Loop on integration points in the 17 direction (j = 1 to nJ) 
Set sampling point location 77 = rjj and associated weight factor Wj 
Call shape function subroutine to calculate element matrix [B], thickness r, - 

and Jacobian J, all at point (fpijj).
Calculate product [B]r[E][B]t JW^Wj and add it to array KE

L End loop on index j
- End loop on index i

(b) Shape function subroutine to generate [B], t, and J at a given point

Calling routine supplies coordinates f and 77 at which [B], Z, and J are to be 
calculated. At this point:

Calculate shape functions N} and their f and 17 derivatives
Calculate thickness t = ^rom n°dal thicknesses ti
Calculate Jacobian matrix [J], its determinant J, and its inverse [P]
Calculate strain-displacement matrix [B] (for the four-node plane element, see

Eqs. 6.2-9 to 6.2-11)
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Remarks. Operations summarized in Table 6.3-2a involve as many calls to Table 6.3-2b, 
and as many matrix multiplications [B]^[E][B], as there are sampling points in the inte­
gration rule. The symmetry of [k] enables some saving in matrix multiplication. For the 
four-node quadrilateral, only 36 coefficients ky appear in the upperor lower triangle of the 
8 by 8 matrix [k]. Despite such savings, computational expense is not trivial. Also, for all 
but rectangular and parallelogram elements, terms to be integrated are not polynomials but 
rational functions (ratios of polynomials), which are not integrated exactly by a quadrature 
rule of any finite order. Accuracy of integration increases as more points are used. Should 
we use a low order rule to reduce computational expense, or a high order rule to gain accu­
racy? The answer is not easily given. Too low an order renders [k] rank-deficient, so that 
one or more deformation modes are met with no elastic resistance. Too high an order may 
stiffen higher-order displacement modes to an extent that accuracy of FEA suffers. Accu­
racy of integration is not the same as accuracy of element behavior These matters are dis­
cussed in Section 6.8.

Gauss quadrature is widely used but is not the only quadrature method available. For 
quadratic solid elements, a 14-point rule is available [6.3]. It is intermediate in computa­
tional expense to 2 by 2 by 2 and 3 by 3 by 3 Gauss rules. There are special formulas for 
triangles and pyramids [6.4]. For analysis of plastically deforming plate and shell ele­
ments, a sampling point should lie on each surface, where yielding begins in bending. 
Then thickness-direction integration may be done by Simpson’s rule or a special rule that 
spaces sampling points more closely near surfaces.

As usual, material property matrix [E] is not restricted to isotropy. Contents of [E] can 
be taken as functions of £ and 17 to accommodate properties that vary over an element. 
Anisotropy with principal directions parallel to lines of constant £ or constant 17 can also 
be accommodated [6.5]. Material properties of solid elements can be treated similarly.

6.4 QUADRATIC QUADRILATERALS 
(Q8, Q9)

Eight-Node Element (Q8). By adding a node to each side of a four-node quadrilateral, 
we obtain an eight-node plane element that can assume shapes such as shown in Fig. 6.4-1. 
A curved element side provides a good geometric fit to a curved structure boundary. The

(a) (b)

Figure 6.4-1. Eight-node plane serendipity elements in Cartesian coordinates xy. 
Elements shown have (a) straight sides and midside nodes, and (b) some curved 
sides and off-center nodes.
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mapped element in £17 coordinates remains a two-unit square, with sides at £ = ± 1 and 
17 = ± 1, and midside nodes on £ and 17 axes. The displaced shape of an initially straight 
side can be a straight line or a quadratic curve. An initially curved side need not have a 
quadratic displacement. In a field of constant strain, its displacement would be a linear 
function of*  and y.

The rectangular form of this element was introduced in Section 3.7. Shape functions 
can be obtained by the “[A] matrix” method of Section 3.2, applied to Eq. 3.7-1 with x and 
y replaced by £ and 17. The following alternative argument is more intuitive and perhaps 
easier. In Fig. 6.4-2a, shape function N$ of node 5 is obtained by interpolating quadrati- 
cally in g and linearly in 77, taking care that N$ = 1 at node 5 and N5 = 0 at all other 
nodes. In Fig. 6.4-2b, is obtained in similar fashion. Next, we observe that , which 
corresponds to A^ of a four-node element, has ordinate 0.5 at nodes 5 and 8. The function 
7V(C) - ^N5 - 1 Ag is therefore zero at all nodes but node 1, where it is unity. Therefore it is 
shape function of the Q8 element. Proceeding similarly for remaining nodes, we obtain 
the complete set of Q8 shape functions, which is

Nj = |(1-3(1-7,)-iflv8+tf5) N5 = 1(1-^)(1-t,)

N2 = |(1 + 3(1 -V)-1(^5+^6) n6 = 1(14-3(1-7^)

(6.4-1)
N3 = 1(1 4-3(1 +7,)-! (AT6 + JV7) N-J = 1(1-^)(1 +77)

1V4 = I(i-3(14-T,)-I(jv74-2V8) n8 = 1(1-3(1-tj2)
£ £

(b) 9 (a) Ns =
/ (b) = 1(1 - 3(1 - 7J2)

, (c) NR) = K1-3(1-*J)

= 1 = ^<c) — —
IZ—jv(c)

(c)

Figure 6.4-2. Selected shape functions for the eight-node plane quadrilateral. (For 
visualization only, displacement is imagined to take place normal to the plane of the element) 
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The foregoing element is known as a member of the “serendipity” element family. In 
terms of generalized d.o.f. , the displacement field is

2 2 2 2u = + + + a5£i7 + a6T7 +a7£
2 2 2 2 (6.4-2)

v = a9 + <21o£+an'r? + a12£ + a13^ + a147? +ai5{ 'n + a^rj

This displacement field contains all coefficients of a quadratic polynomial in £ and 17. 
Cubic terms f2?? and ^2 are present, but cubic terms £ and 173 are absent.

Nine-Node Element (Q9). Addition of an internal node (node 9) at = 17 = 0 makes 
the element a Lagrange element (Fig. 6.4-3a). Element geometry is completely defined by 
the eight boundary nodes, using the shape functions of Eqs. 6.4-1. Coordinates x9 and y9 
of the internal node need not be specified by the software user.

Shape functions of the nine-node element can be obtained by forming products of one­
dimensional Lagrange interpolants (Eqs. 3.2-7), in the manner of Eqs. 3.6-2 and 3.6-3. A 
more intuitive procedure is as follows. The shape function associated with node 9 is

M, = (1 - £2)(1 - 7?2) (6.4-3)

which may be called a “bubble function” because it resembles a bubble blown over a 
rectangular opening in a flat plate, as shown in Fig. 6.4-3b. The bubble function mode is 
analogous to the mode (1 - £2) associated with node 2 in the bar element of Fig. 6.1-1. 
The first eight shape functions of the Q9 element can be obtained by modifying the Nj of 
Eqs. 6.4-1 so that each is zero at £ = 17 = 0. Thus, because N$ through in Eqs. 6.4-1 
equal | at f = 17 = 0, we need only subtract N9/2 from each in order to obtain N$ 
through Ng of the Q9 element. Similarly, through N4 in Eqs. 6.4-1 equal negative 1 at 
£ = 77 = 0, so we must add N9/4. The complete set of shape functions is shown in 
Table 6.4-1. In these shape functions, remember that N$ through A/g include N$. Thus, for 
example, when written out, is

= 1(1 -3(1 - l(l-f2)(l-i?)-ljv9

(6.4-4)

Table 6.4-1 is explained as follows. The element may have from four to nine nodes. When 
all nine nodes are included, all nine TV, of Table 6.4-1 are included. The Q8 element of 
Eqs. 6.4-1 is produced by omitting node 9 and its shape function 7V9. The four-node ele­
ment Q4 of Section 6.2 is produced by omitting nodes 5 through 9 and their shape func­
tions. Elements having 5, 6, or 7 nodes, which can serve as transition elements that 
connect Q4 elements to Q8 or Q9 elements, are obtained by including only one, two, or 
three side nodes and their shape functions. (Commercial software is likely to create such 
transition elements by starting with a Q8 element and then applying constraints that force 
one or more sides to remain straight, and is not likely to include Q9 elements.)
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Include only if node i is present in the element

TABLE 6.4-1 Shape functions of a plane quadrilateral that has 
FROM FOUR TO NINE NODES. NODE 9, IF PRESENT, IS 
LOCATED AT g = 7/ = 0.

i = 5 i = 6 i = 7 i = 8 i = 9

= 1(1 -0(1 -ij) -1n5 -4*9

N2 = 1(1+0(1-77) -1JV5 4*9

= 1(1+0(1+77) ~2N6 4*7 4*9

= 1(1-0(1+77) 4*7 4*8 4*9

= |(1 -f2)(l -7J) 4*9

N6 = 1(1+0(1 -T?2) 4*9

N7 = 1(1-^xi+77) 4*9

NS = 1(1 -Od-tt2) 4*9

N9 =(1-^)(1-t)2)

Remarks. Except that some matrices have larger size, Eq. 6.2-12 (or Eq. 6.2-14 for a sca­
lar element) also apply to Q8 and Q9 elements. For the Q8 element, [k] is 16 by 16, [B] is 
3 by 16, and [E] remains 3 by 3. Equation 6.2-5 continues to provide [J], but index i now 
runs from 1 to 16 (as it does also for the Q9 element, whose node at £ = i) = 0 is not 
used in defining element shape). Equation 6.2-11 has 16 columns for the Q8 element, 
because {d} is 16 by 1. Table 6.3-2 remains applicable.

A Q8 element can exactly represent a state of pure bending only if it is rectangular. A Q9 
element can do so even if it is nonrectangular, provided that sides are straight and side 
nodes are at midsides as in Fig. 6.4-la [6.6]. In general, the accuracy of computed results 
decreases as elements shapes depart from being compact and rectangular. Element Q9 is 
much less sensitive than element Q8 to nonrectangularity, curvature of sides, and placement

y,v

x,u

(a) (c)
Figure 6.4-3. (a) Nine-node plane Lagrange element in Cartesian coordinates xy. (b) Shape functions 
Ng and N$. (For visualization only, displacement is imagined to take place normal to the plane of the 
element.)
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of side nodes away from midsides. These benefits may be attributed to the quartic term 
which appears in the displacement field of element Q9 but is absent from Eqs. 6.4-2.

Neither Q8 nor Q9 contains the cubic terms £ and t?3.
Q8 and Q9 elements are called quadratic because a complete polynomial of second 

degree, but no higher, appears in their shape functions. Is it better to use one Q8 or Q9 
(quadratic) element rather than four four-node (linear) elements? Let us assume that the 
four-node element is the “modified Q6 form” (QM6) form that does not suffer from para­
sitic shear (see Section 6.6). Then there may not be a strong case to be made either way. 
MacNeal [3.3] considers computational expense and accuracy of computed results, and 
notes that, in practice, linear and quadratic elements seem to have almost equal use.

6.5 HEXAHEDRAL ISOPARAMETRIC 
ELEMENTS

Solid isoparametric elements are formulated by direct extension of the procedure used for 
plane elements. The eight-node solid element shown in Fig. 6.5-la is analogous to the four- 
node plane Q4 element of Section 6.2, and also has the defect of shear locking. With 
restriction to rectangular shape, this element is discussed in Section 3.8. In the present sec­
tion the shape restriction is avoided. If midedge nodes are added to the element, Fig. 6.5-lb, 
we obtain a 20-node solid element analogous to plane element Q8 of Section 6.4. Regard­
less of the number of nodes or possible curvature of edges and faces, faces of a hexahedron 
lie at £ = ±1,17 = ±l,andf = ±1.

For a solid isoparametric element having any number of nodes, geometry and displace­
ments are given by

(a) (b)

Figure 6.5-1. (a) Eight-node hexahedron, also known as a linear hexahedron and as 
a trilinear solid element, (b) 20-node hexahedron, shown as rectangular.
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Analogously to Eq. 6.2-5, the Jacobian matrix is

y-e Ni^i Ni,fyi. Ni,^i

[J] = z,v Ni,VXi (6.5-2)

y^ z'l_ i Ni,lXi Ni,pi Ni.Czi_

where index i ranges over the number of nodes in the element. Analogously to Eq. 6.2-9, 
the strain-displacement relation, Eqs. 3.1-7 and 3.1-8, can be written in the form

(6.5-3)

For the eight node solid of Fig. 6.5-la, i ranges from 1 to 8 in Eqs. 6.5-1 and 6.5-2. In 
terms of generalized d.o.f. a,, displacement u has the form

w = ax + a2£ + a37] + + a5^ + agqt + (6.5-4)

The same form is used for displacements v and w. Equation 6.5-4 contains all linear terms, 
three of the six quadratic terms (£2, rj2, and f2 are not present), and only grtf from the 10 
cubic terms. From Eq. 3.8-3, shape functions of the eight-node hexahedron are

n{ = hi-sd-^u+a 2v2 = i(i-e)(i-7J)(i-a
(6.5-5)

n3 = |(i-$(i + 7?)(i-a

and so on. Equation 6.2-10 is expanded so that the square matrix is 9 by 9, and Eq. 6.2-11 
is expanded so that the rectangular matrix is 9 by 24. The stiffness matrix of the eight-node 
element is given by 

Ik] 
24x24

1 T[B]r[E] [B]
-1 24x6 6x6 6x24

Jd£di]dC (6.5-6)

where J is the determinant of [J] in Eq. 6.5-2.
For the 20-node solid of Fig. 6.5-lb, i ranges from 1 to 20 in Eqs. 6.5-1 and 6.5-2. Dis­

placements u, v, and w each have the following 20 modes in their displacement expres­
sions: a constant term, all three linear terms (£ 77, £)> all six quadratic terms (£2, 77 , £2, 
£77, 7]£, ££), seven of the ten cubic terms (£2tj, ^t?2, 772£, 7j£2, ££2, £t?£), and three 
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quartic terms (£2t?£, fr/f, £r/£2). Shape functions appear in books suchas [2.14,3.3,4.4]. 
Stiffness matrix integration is as stated by Eq. 6.5-6, but with “24” changed to “60.”

The 20-node solid is a serendipity element. If a node is added to the middle of each face 
and an internal node is added at £ = = £ = 0, we obtain a-27-node Lagrange element,
whose stiffness matrix is 81 by 81.

6.6 INCOMPATIBLE MODES.
NODELESS D.O.F.

The four-node plane element and the eight-node solid element both exhibit shear locking. 
That is, due to spurious shear strain, they are excessively stiff when asked to display the 
beam-bending mode that is so important in structural mechanics. A remedy for the prob­
lem is to add bending modes to element displacement fields. Thus we obtain the Q6 ele­
ment, as discussed for rectangular shapes in Section 3.10. Unfortunately, when directly 
extended to nonrectangular shapes, the element has a defect that makes it unsuitable for 
general use. In the present section we describe the defect and how it may be overcome.

Figure 3.10-3 shows incompatible modes added to the four-node plane element. Similar 
modes can be added to the eight-node solid element. Thus, displacement fields for these 
elements become

Eight-node solid element —>| 
Four-node plane element—x |

w = ^NiUi + (1 - ^2)ar + (1 - i?2)a2 ! + (1 - £2)a7 }

v = ^2VfwI + (l-f2)a3 + (l-i72)a4 ! +(l-£2)a8 ]
____ L J I 

w = ^Niwi+ (1 - £2)a5 + (1 - T72)a6__ + (1 - •

(6.6-1)

For the plane element, index i runs from 1 to 4 and shape functions are given by 
Eqs. 6.2-3. For the solid element, index i runs from 1 to 8 and shape functions TV, are given 
by Eqs. 6.5-5. The ai are generalized d.o.f. They may also be called “nodeless” d.b.f. Dis­
placement modes associated with the a, are usually called “incompatible” or “noncon­
forming” because, at locations other than nodes, they allow overlaps or gaps between 
adjacent elements. Element stiffness matrices can be generated by numerical integration in 
the usual way, with the [B] matrix expanded:

[B] = [Brf BJ (6.6-2)

where [BJ operates on nodal d.o.f. and [BJ operates on nodeless d.o.f. Thus [BJ is identi­
cal to the entire matrix [B] of an element without nodeless d.o.f. Jacobian calculations are 
based only on nodal coordinates and are unchanged (Eqs. 6.2-4 to 6.2-8, for example). In 
generating [Brf BQ] for the four-node element, Eqs. 6.2-9 and 6.2-10 are unchanged. Four 
columns are appended to the rectangular matrix in Eq. 6.2-11; these columns multiply the 
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ai and contain zeros, -2£, and -27/. For example, the expression now contains the term 
and so on.

However, Q6 elements formulated in this way fail to represent constant stress (or constant 
strain) states unless they are rectangular. Specifically, let a mesh of nonrectangular elements 
be loaded in such a way that a state of constant stress should prevail. If incompatible modes 
are not present in element formulations, which is the same as setting the to zero, elements 
respond properly and display the constant state. If incompatible modes are present, ele­
ments do not respond properly. Nodeless d.o.f. should be zero but they are not.

A remedy for the defect is as follows [6.7]. Let a vector of constants (cto) represent any 
state of uniform stress, and consider the load vector {re} in Eq. 3.3-8. We desire that d.o.f. 
ai remain zero when a typical element displays an arbitrary constant stress state { <Tq }. This 
requires that load terms associated with the be zero; that is, we require

j [BJT{(ro} dv = {0J hence |[Bfl]rdV = [0]
(6.6-3)

Or, for plane and solid isoparametric elements respectively,

[RftJd^dri = [0] [^Jd^drtdC = [0] (6.6-4)

For parallelograms of uniform thickness and for parallelepipeds, thickness t and Jacobian 
J are constant and [Ba] contains first powers of £ and 17 (and £ for solid elements), so that 
Eqs. 6.6-4 are satisfied automatically. For elements of more general shape, expressions in 
the integrand are more complicated. But even for generally shaped elements, we can con­
trive to satisfy Eqs. 6.6-4 by modifying the computation of [Ba] (but not of [Bj]) in the 
following way. At all integration points, use the value of [J] and its determinant J (and 
thickness t for a plane element) at the element center, £ = 17 = £ = 0. Thus Eqs. 6.6-4 
continue to contain first powers of isoparametric coordinates and therefore integrate to 
zero. Thus modified, the plane Q6 element is often called the QM6 element. An alterna­
tive explanation of the QM6 element appears in [6.8]. If a Q6 or QM6 element is rectan­
gular, it has the same element stiffness matrix as the five-/3 hybrid element discussed in 
Section 4.10.

Remarks. Degrees of freedom can be carried into array {D} that lists structural d.o.f., but 
more commonly the a,- are “condensed” before elements are assembled. This matter is dis­
cussed in Section 6.7, where d.o.f. of Eqs. 6.6-1 would constitute the contents of array {dc).

Arbitrarily shaped QM6 elements pass the patch test (described in Section 6.13), thus 
guaranteeing convergence toward exact results with mesh refinement. Briefly, the patch 
test requires that all elements in a mesh display the expected state of constant stress or 
strain when conditions at nodes on the boundary of the mesh are appropriately prescribed, 
perhaps by imposing nodal displacements consistent with uniform ex . If instead distrib­
uted load is prescribed and Eq. 3.3-8 is used to calculate nodal loads, load terms associ­
ated with incompatible d.o.f. must be omitted during element formulation and during 
subsequent stress calculation if the patch test is to be passed. Thus, for load terms, the 
QM6 element is treated as if it were a Q4 element.
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Figure 6,6-1. A swept panel with uniformly distributed load along the right side and Poisson’s 
ratio p = 0.333. Numerical results [6.7} are y-direction deflection at the right side, maximum 
normal stress at A, and minimum normal stress at B (exact = 1.000).

Mesh N = 2 N = 4
0.884 0.967

QM« 1 O-A 0.840 0.978
0.788 0.926

[ t>C 0.498 0.769
Q4 J 0.558 0.830

1 0.457 0.753

The remedy that converts a Q6 element to a QM6 element is a kind of “selective inte­
gration,” which means use of different integration rules to treat different parts of the stiff­
ness matrix integrand. Selective integration is often applied to elements for plates and 
shells and to elements used for nearly incompressible materials.

A mesh of incompatible elements may be either too stiff or too flexible. That is, we can­
not guarantee a lower bound on computed displacements, as we can for (say) constant­
strain triangles. For engineers, lack of a bound on displacements is usually less important 
than accuracy of computed results. Incompatible elements are usually more accurate than 
their parent elements that have only nodal d.o.f.

Stresses in an incompatible element are computed using all element d.o.f., including the 
a£-. Again, the are not loaded, so they assume values dictated by nodal d.o.f. and coeffi­
cients in [k]. Stress and displacement results from Q4 and QM6 elements are compared in 
Fig. 6.6-1. This is the same problem as used in Fig. 3.10-2.

6.7 STATIC CONDENSATION

When elements are assembled to form global equations [K]{D) = {R}, all element d.o.f. 
can be carried into {D}, and their associated load terms into {R}. These d.o.f. include 
internal and nodeless d.o.f. such as shown in Fig. 6.7-1. In practice, these d.o.f. are “con­
densed” before assembly of elements. In this context, condensation has the effect of alter­
ing the order in which d.o.f. are processed in solving global equations. Only coefficients 
that multiply element boundary d.o.f. are assembled into the global matrix [K], so that less 
storage space is needed. The manipulations of static condensation introduce no additional 
approximation into FEA. It is called “static” condensation to distinguish it from a similar 
process in dynamics, where both [K] and mass matrix [M] are reduced in size. However, 
in dynamics, condensation introduces an additional approximation, which appears in [M]. 
Static condensation can be regarded as a special case of substructuring (Section 10.11).

In another application of static condensation, imagine that the last three (rotational) 
d.o.f. of the 3D beam element, at node 2 in Eq. 2.3-8, are condensed. Then when this ele­
ment is assembled into the structure, only translational d.o.f. at node 2 are connected to the 
structure node. At 2 the element can rotate on the structure node, effectively creating a 
ball-and-socket joint.
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Figure 6.7-1. Examples of elements that have internal or nodeless d.o.f. The d.o.f. 
identified are usually treated by static condensation.

Static condensation is formally stated as follows. Let equations [k]{d} = (r} represent 
a portion of the entire structure. The portion may be a macroelement built of subelements 
(Fig. 6.7-la) or a single element that contains internal or nodeless d.o.f. (Fig. 6.7-lb,c). 
Let d.o.f. (d) be partitioned, {d} = [dr dcJr, where {dr} are boundary d.o.f. to be 
retained and {dc} are internal or nodeless d.o.f. to be condensed. Loads {r}, which are 
often zero, are similarly partitioned. Thus equations [k] {d} = {r} become

krr k, c |dr 

kcr kcc ldc (6.7-1)

The lower partition is solved for {dc}, which is then substituted into the upper partition. 
Thus

{dcJ - (6.7-2)

([kJ - [kJIkJ-'EkJHdJ = {rr}- [k JtkJ^rJ 
---------------- v------------------ --------------v------------- - (6.7-3)

condensed [k] condensed {r}

Next follows the standard assembly and solution procedure. Condensed [k] and (r). arrays 
are assembled to produce global equations [K]{D} - {R}, in which {D} contains d.o.f. 
{dr} of all elements. After solving global equations for {D}, d.o.f. {dr} are known, and 
d.o.f. {dc} can be recovered by solving Eq. 6.7-2. Subsequent stress computation makes 
use of {dc} as well as {dr}.

Partitioning used in Eqs. 6.7-2 and 6.7-3 is a conceptual convenience rather than a com­
putational necessity. D.o.f. to be condensed can appear anywhere in the array of element 
d.o.f. and can be processed in any order. When these d.o.f. appear last in the array, as 
shown in Eq. 6.7-1, condensation can be accomplished by Gauss elimination, starting with 
the last d.o.f. and working upward, and stopping the process when all d.o.f. {dc} have 
been eliminated. What remains is the condensed [k] in the upper left portion of the ele­
ment stiffness array and the condensed {r} in the upper portion of the element load array. 
Further details about static condensation appear in [2.20,6.9,6.10].
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6.8 CHOICES IN NUMERICAL INTEGRATION '

Except for special geometries such as rectangular and parallelogram elements, with uni­
formly spaced side nodes (if present), numerical integratiomof element stiffness coeffi­
cients cannot provide exact results. Accuracy of integration can be increased by using 
more integration points. Will more points also increase the accuracy of computed FE 
results? Not necessarily. FE results may become more accurate if the order of quadrature 
is reduced. But use of a low order quadrature rule may allow elements to have one or more 
spurious modes, with consequences that may or may not be serious, depending on the 
physical problem and the nature of the spurious mode. Spurious modes can be avoided by 
using some tricks in element formulation, but each trick may introduce some other trou­
ble. These matters are summarized in the present section.

Full Integration. We define “full integration” as a quadrature rule of sufficient accuracy 
to exactly integrate all stiffness coefficients of an undistorted element. Quadrilateral 
and hexahedral elements are undistorted if they are rectangular and side nodes (if present) 
are uniformly spaced along straight sides or straight edges. The Jacobian J of an undis­
torted element is constant within the element. Consequently all terms in the stiffness 
matrix integrand are polynomials rather than ratios of polynomials. The simplest example 
of this behavior appears in Eqs. 6.1-6 to 6.1-8 when x2 = (*i  + x3)/2. Equations in Sec­
tion 6.2 show that the [B] matrix of a four-node plane rectangle is a linear function of £ 
and 17. Then, if thickness is uniform and [E] is constant, the stiffness matrix integrand 
[B]r[E][B] t J contains squares of £ and 17. Therefore an order 2 Gauss rule (four points) 
integrates [k] exactly. Similarly, [k] of an eight-node rectangular solid element is inte­
grated exactly by an order 2 Gauss rule (eight points). The [B] matrix of an undistorted 
eight- or nine-node plane element contains squares of £ and ?/, so fourth powers appear in 
the integrand and a 3 by 3 Gauss rule provides exact integration.

If element geometry is distorted, “full integration” is taken to mean the integration rule 
that would be exact if element geometry were not distorted. Thus, for an arbitrarily shaped 
eight-node solid element, an order 2 Gauss rule is considered full integration.

Underintegration and Spurious Modes. Use of an integration rule of less than full order 
is called “underintegration” or “reduced” integration. Underintegration reduces computa­
tion time, which may be an important consideration in some analyses that are nonlinear 
and/or dynamic. Also, underintegration may improve the accuracy of computed FE results 
by offsetting the overstiffness associated with compatible elements based on assumed dis­
placement fields. Underintegration has a softening effect because some polynomial terms 
vanish at Gauss points of a low-order rule and therefore make no contribution to strain 
energy. But underintegration introduces the defect variously known as spurious mode, sin­
gular mode, zero-energy deformation mode, hourglass mode, kinematic mode, instability, 
and mechanism. An element whose stiffness matrix incorporates a spurious mode has no 
resistance to nodal loads that tend to activate the mode. Mathematically, an underinte­
grated [k] is called rank-deficient, which means that its order minus the number of possi­
ble rigid-body motions is greater than its rank.

Consider independent displacement modes of a four-node plane element, as shown in 
Fig. 6.8-1. Modes 1 through 3 are rigid-body modes. They display no strain energy. Modes 
4 through 6 are constant-strain modes, and modes 7 and 8 are bending modes. Full integra­
tion for this element is a 2 by 2 Gauss rule, which provides an element stiffness matrix that
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Figure 6.8-L Independent displacement modes of a four-node plane element.

resists modes 4 through 8, as it should. Underintegration for this element is a single Gauss 
point at the element center, where modes 7 and 8 produce no strain. An underintegrated 
[k] contains only information that can be detected at sampling points of the integration 
rule. Therefore underintegration of the four-node element provides a [k] for which modes 
7 and 8 offer no resistance to applied loads; that is, they are spurious modes. Nonrectangu- 
lar elements also display these spurious modes under one-point quadrature. Spurious 
modes may appear in combination with one another and may be superposed on rigid-body 
modes and on modes that resist deformation.

When elements having spurious modes are connected to produce a mesh, the assembly 
may or may not provide poor results, depending on the nature of the mode and the infor­
mation sought. For example, let a bar be modeled by four-node plane elements, each inte­
grated using one Gauss point (Fig. 6.8-2a). All nodes at the support are fixed, thus

(a)

(c) (b)

Figure 6.8-2. Four-node square elements with reduced integration, (a) Static axial load, (b) Dashed lines 
show deformation mode of the upper right element in a 2 by 14 mesh, (c) A computed vibration mode. 
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suppressing the mechanism and rendering the structure stable. However; there is a “near 
mechanism:” restraint provided by the support is felt less and less with increasing distance 
from it. Figure 6.8-2b shows computed deformation of the upper-right element of a 2 by 
14 mesh of square elements. If L/H is large enough, computed axial displacement of the 
loaded node may be greater than the length of the bar! Despite unrealistically large nodal 
displacements, at the central Gauss point in each element, computed displacements and 
stresses may be reasonable because spurious displacements and associated strains are not 
sensed at these locations (Fig. 6.8-2b). When the mesh shown is used in a vibration prob­
lem [6,11], one of the computed vibration modes is the physically unreasonable mode 
shown in Fig. 6.8-2c, whose frequency is less than that of some physically reasonable lat­
eral displacement vibration modes of a cantilever beam. Spurious modes are troublesome 
in this element because they are communicable. A communicable spurious mode is a 
mode for which elements connected together participate in the mode rather than offering 
elastic resistance to it because of the connection. An example of a noncommunicable 
mode is described in what follows.

When eight- and nine-node plane elements are underintegrated by using four Gauss points, 
the elements have spurious modes as shown in Fig. 6.8-3. Spurious modes that appear only in 
the nine-node element are communicable. The “hourglass” mode of Fig. 6.8-3d is noncom­
municable: there is no way that adjacent elements can both display this mode while remain­
ing connected (in considering this statement, note that signs of all nodal displacements can be 
reversed without changing the mode; strains at Gauss points of a 2 by 2 rule remain zero). If 
eight-node elements with 2 by 2 integration are used for the problems of Fig. 6.8-2, computed

« = 3^V-f2-'n2

Eight- or nine-node elements Nine-node element only

(a) (b)

u = 0
v - ~3^2t^ + £2+ti2

« = £(3ij2-1) 
l,= 7)(1 -3f2)

Nine-node element only Eight- and nine-node elements

(c) (d)

Figure 6.8-3. Spurious modes in 
plane quadratic elements when a 2 by 
2 Gauss rule is used for stiffness 
matrix integration. Elements shown 
are initially square. Equations for u 
and v indicate form, not amplitude.
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TABLE 6.8-1 Gauss quadrature rules and spurious modes associated 
WITH THE RESULTING STIFFNESS MATRIX.

Element type

Gauss 
quadrature rule

Spurious modes 
from reduced quadrature

Full Reduced Number Type

4-node plane 2X2 1-point 2 grj for u and v

8-node plane 3X3 2X2 1 Fig. 6.8-3d

9-node plane 3X3 2X2 3 Fig. 6.8-3b,c,d

8-node solid 2X2X2 1-point 12 £17, VC & for w, v, w

20-node solid 3X3X3 2X2X2 6 See [3.3,6.12]

results are much better than results provided by four-node elements with one-point quadra­
ture or by nine-node elements with four-point quadrature [6.11]. These results suggest that 
underintegration may be acceptable if it introduces only noncommunicable spurious modes.

The number of spurious modes in an underintegrated element can usually be counted in 
the following way. The number of strains sampled at a Gauss point is three in a plane ele­
ment and six in a solid element. In a reduced but regular rule, which uses the same number 
of Gauss points in each direction, n-point integration provides 3n (plane element; PE) or 
6n (solid element; SE) items of independent information. If, as usual, the rank of material 
property matrix [E] is equal to its order, then the rank of [k] is 3n (PE) or 6n (SE). There 
are 3 (PE) or 6 (SE) possible rigid-body motions. The number of spurious modes is equal 
to the order of [k] minus 3n + 3 (PE) or 6n + 6 (SE). If [k] is fully integrated so that there 
are no spurious modes, some items of information are redundant, and the rank of [k] is 
equal to its order minus the number of rigid-body modes. The foregoing way of counting 
may overestimate the rank of [k] if different numbers of Gauss points are used in different 
directions, or if another kind of quadrature is used.

Table 6.8-1 provides selected results related to spurious modes of stiffness matrices 
integrated by reduced Gauss quadrature. Elements need not be rectangular for these modes 
to appear. One of the spurious modes of an unsupported 20-node solid element with 2 by 2 
by 2 Gauss quadrature is shown in Fig. 6.8-4b. This is an “hourglass” mode like that in

(a) (b)

Figure 6.8-4. (a) Cantilever beam modeled by 20-node solid elements, (b) Near-instability 
is possible far from the fixed end when 2 by 2 by 2 Gauss quadrature is used.
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Fig. 6.8-3d, and is communicable in certain meshes. In Fig. 6.8-4a this'mode tends to 
appear at the loaded end, where restraint provided by the fixed support is not strongly felt.

Software providers are obliged to make their products as foolproof as reasonably possi­
ble. Therefore underintegration is not often used for stiffness matrices of plane and solid 
elements, except perhaps the eight-node plane element, whose spurious mode under 2 by 2 
Gauss quadrature is noncommunicable. The dangers of underintegration appear to be 
greatest in dynamics, where “phantom” modes can be confused with physical modes and 
can provoke substantial error.

Selective Integration and Substitution. For the four-node plane element, an obvious ben­
efit of one-point integration is that the resulting [k] is not stiffened by spurious shear strain 
because bending modes 7 and 8 of Fig. 6.8-1 produce zero shear strain at the element center. 
To avoid the accompanying defect of spurious modes, one can adopt selective integration, 
which in this case involves use of one Gauss point at £ = = 0 to evaluate the contribu­
tion of shear strain to [k] while using the usual four Gauss points to evaluate the contribution 
of normal strains to [k]. An alternative, called selective substitution, uses the usual four 
Gauss points for all terms but substitutes shear strain at £ = 17 = 0 in place of actual shear 
strains at Gauss points. Both schemes, selective integration and selective substitution, pass 
patch tests, but they differ for an anisotropic material for which [E] is a full matrix, which 
couples all stresses to all strains [3.3], A disadvantage of both schemes is that they produce 
elements that are not frame-invariant (discussed in Section 3.9). Frame invariance of shear 
strain is guaranteed by consistent use of the same shape functions for all components of dis­
placement [3.3]. Selective integration and selective substitution are inconsistent. To restore 
frame invariance, one can add coding to software that supplies a local xy coordinate system 
whose orientation does not change, or changes by a multiple of 90°, when element nodes are 
renumbered.

Similar tricks can be applied to plane elements having more than four nodes and to solid 
elements, but the procedures become increasingly complicated [3.3].

Stabilization. Nonlinear solutions and explicitly integrated dynamic solutions are com­
putationally expensive because they are solved by taking a sequence of many steps, with 
each step typically demanding the evaluation of element stiffness coefficients. Expense 
can be reduced substantially by reducing the number of Gauss points per element. Thus, 
numerical analysts have been prompted to use a minimal number of Gauss points per ele­
ment and to restrain spurious modes by computationally inexpensive “stabilization” 
devices. Stabilization is often applied to four-node plane elements, four-node shell ele­
ments, and eight-node solid elements, with one-point quadrature used in each case.

A good stabilization scheme is computationally inexpensive, leaves rigid-body and 
constant-strain modes intact so that elements can pass patch tests, and requires no deci­
sions by the software user. A great many papers have addressed the matter. Variational 
principles other than minimum potential energy are often used. References include 
[3.3,6.13-6.15].

6.9 LOAD CONSIDERATIONS

Nodal loads due to force and pressure are discussed in Section 3.11 with restriction to 
straight edges, side nodes at midsides, and rectangular elements. In the present section 
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we consider nodal loads due to tractions on curved edges and curved faces, and show how 
the calculation of nodal loads due to body forces and initial stresses can be incorporated 
in the numerical integration process that provides the element stiffness matrix. Repeating 
the basic equation (Eq. 3.3-8), nodal loads {re} due to body forces {F} per unit volume, 
surface traction {<&}, initial strains {eg}, and initial stresses {<tq}, are

{rj = [N]r(F}dV+ [N]r{0}dS + [B]r[E]{e0}dV- [B]r{<r0}JV (6.9-1)

If an element has incompatible modes, no load terms should be associated with their d.o.f. 
Thus, load terms for the QM6 element Section 6.6 are the same as those of the Q4 element 
of Section 6.2. Loads are omitted from incompatible modes so that elements will pass 
patch tests, which are discussed in Section 6.13.

Edge Traction. Consider, for example, edge rj = 1 of a quadratic element, shown in Fig. 
6.9-la. Applied loads consist of edge-tangent stress t and edge-normal stress a. On this 
edge, shape functions N$ are zero for i = 1,2,5,6,8. Therefore the only nonzero contribu­
tions from the second integral in Eq. 6.9-1 are associated with nodes 4, 7, and 3, and are

=
6x1 J

Edge 4-7-3

0 n7 o n3 
n4 0 n7 0

(6.9-2)
^4 

0

where t is element thickness and ds is an increment of edge length. Increments of x- and y- 
parallel force components are

X

$ 
y

>tds
7/ ds cos )3 - at ds sin /3 
at ds cos fl + rt ds sin fl

r dx-a dy 
a dx-r dy

(6.9-3)

Along edge 77 = 1, with substitution of Jacobian terms from Eq. 6.2-4,

dx = d£ - J^dl; and dy = y^dl; = (6.9-4)

Hence Eq. 6.9-2 yields x and y components of nodal load at node L 

(a)

Figure 6.9-1.
(a) Prescribed 
tractions normal 
and tangent to an 
edge of a plane 
element, (b) A face 
of a solid element, 
with vectors V ] 
and V2 tangent to 
the face at an 
arbitrary point on 
the face.
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rxi= f N£rJn-<rJl2)td€
J-I

f1
ryi = J + (6.9-5)

where i is 4, 7, or 3, and N*  , t, and Jacobian terms are evaluated on 17 = 1. Numerical 
evaluation of these integrals proceeds in the manner of Eq. 6.3-2.

Surface Tkaction. To illustrate the method, we consider only a traction a normal to the 
£ - 1 face of a hexahedron element. The face need not be plane, and the number of nodes 
on this face need not enter the argument. The main task is to evaluate the {<!>} dS term in 
Eq. 6.9-1, where dS is an element of area on the face. For this evaluation we need direction 
cosines of a normal to the face. Let V = xi + yj + zk be an arbitrary vector on face 
f = 1. where i, j, and k are the usual unit vectors in x, y, and z directions. In Fig. 6.9-lb, 
face-tangent vectors Vi and V2 at an arbitrary point on the face are

3V
V1 = = (W + y’VJ + z’ijk) dll = (721i + 722j+J23k)

SV
v2 = + + = (J31i + J32j + J33k)

(6.9-6)

Direction cosines I, m, and n of a normal to the face are obtained from the cross product.

. . V1XV2 V1XV2
li + mj + nk - |Vi x V2| dS~ (6.9-7)

Thus MS = (^22^33 - A3^32) and so on. Now {<>} dS = \_l m n]T a dS, where 
ladS. ma dS, and n a dS are the x, y, and z components of the normal force increment 
adS, respectively. The x, y, and z components of load at node i are

^22^33 ^23^32

► drf d£ (6.9-8)

where all shape functions and Jacobian terms are evaluated at £ = 1, and i ranges over all 
nodes on face - 1 (i = 5,6,7,8 for the element in Fig. 6.5-la). Numerical evaluation of 
Eq. 6.9-8 proceeds in the manner of Eq. 6.3-5.

Body Force and Initial Stress. For a plane problem, in a format suited to numerical inte­
gration, Eqs. 6.3-5 and 6.9-1 yield

(rcJ = ^^([Nf{F} - [B]r{<r0})t 

' i

(6.9-9)
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The calculation of Eq. 6.9-9 can be fit into Table 6.3-2 as follows. *

• At the outset of Table 6.3-2a, clear the array that will contain {r€}; call it RE. In the 
innermost loop (spanned by indices i and j that identify the current Gauss point) and 
after the call to the shape function subroutine calculate ([N]7 {F} - [B]7^cr0})r TW{Wj 
and add these results to array RE.

• If {F} and {<ro} are uniform throughout the element, they can be supplied directly to 
the foregoing calculation. If instead values of {F} and {(Jq} are supplied at nodes, 
append to the shape-function subroutine given in Table 6.3-2b, calculation of their 
values at the current location by shape function interpolation, in the manner already 
shown for thickness t.

6.10 STRESS CALCULATION

Stress calculation is also discussed in Section 3.12. In the present section we continue the 
discussion, with emphasis on techniques useful for numerically integrated elements. Ele­
ment stresses, as calculated from the element displacement field, are given by the equation

{ct} = [E]([B]{d} - {e0}) + {cr0} (6.10-1)

Mechanical strains, associated with element d.o.f. [d], are given by the term [B]{d}, 
where {d} includes any nodeless d.o.f. that may be present, such as those of elements dis­
cussed in Section 6.6. Typically, an initial condition such as a temperature field is included 
as either initial strains {sq} or initial stresses {erg}, but not both. Both might be used if 
two initial conditions are present simultaneously. Matrix [B] is a function of the coordi­
nates, so appropriate locations for stress calculation must be chosen. Then [B] can be cal­
culated from a shape function subroutine as summarized in Table 6.3-2b.

Stresses at Gauss Points. Element Q4 has the defect of displaying spurious shear stress 
when bent, as shown in Fig. 3.6-3. In Fig. 3.6-3 we see that a vertical line through the ele­
ment center displays the correct shear stress. If an element were bent by moments applied 
to the other two opposite sides, the correct shear stress would appear only along a horizon­
tal centerline. These observations suggest that in general use, shear stress in element Q4 
should be calculated at the center, £ = = 0, which happens to be the Gauss point loca­
tion of the lowest order quadrature rule. Similar remarks apply to the basic eight-node 
hexahedron element.

Spurious shear stress can be avoided in four-node quadrilaterals and eight-node hexahe- 
dra by adding incompatible modes (Section 6.6). But for most elements, it often happens 
that stresses (especially shear stresses) computed according to Eq. 6.10-1 are more accu­
rate at Gauss point locations than elsewhere in an element. Indeed, stresses at £ = = 0
in the Q4 element, and at Gauss points of a four-point rule in the Q8 element, are “super- 
convergent” in the sense that their accuracy may be comparable to that of computed dis­
placements at these locations, rather than of lower accuracy as is usually the case at other 
locations. Figure 6.8-2b shows an example of this behavior. This observation does not 
imply that stiffness matrix integration and stress calculation must use the same order rule. 
Stresses may be calculated at Gauss points of a lower-order rule than used for integration.
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(a) (b)

Figure 6.10-1. (a) Portion of a beam, modeled by an eight-node plane element. Squares 
indicate Gauss points, (b) Distribution of transverse shear strain along the x axis.

In brief, an analytical argument that locates optimal stress points is as follows 
[3.3,6.16,6.17]. Impose on an element a complete polynomial displacement field (I/J 
whose degree is one higher than the degree of the highest-order complete polynomial in 
the actual element field. For example, impose a complete cubic field on a Q8 element. 
Obtain nodal d.o.f. {d^} by evaluating {fA} at nodal locations. Now seek locations in the 
element where strains of field {f/J are the same as strains [B] {dft}, where [B] is calculated 
from the (lower-order) element displacement field. These locations are found to be Gauss 
point locations in lower-order elements, but slightly different locations in higher-order ele­
ments (which are seldom used). As an example, consider Eqs. 4.9-4. Locations at which 
du/dx = du/dx are at distances (h/2yj?> from the element center. These are Gauss point 
locations of an order 2 rule.

In Q8 and Q9 elements, which are commonly integrated using four-point and nine- 
point rules respectively, stresses computed by applying Eq. 6.10-1 at locations of the 
four-point rule may have only one-tenth the error of stresses computed from the same 
formula at other locations [6.17]. Figure 6.10-1 shows computed transverse shear strain 
in a beam modeled by Q8 elements. This strain varies quadratically with x and may be 
wildly inaccurate except at points A and B, whose x coordinates are those of Gauss 
points of a four-point rule. This example suggests that strains (or stresses) be calculated 
at the four Gauss points indicated, then interpolated or extrapolated to other points in the 
element. Similarly, computed stresses in the analogous 20- or 21-node hexahedron are 
often most accurate at locations of the eight-point Gauss rule, and can be extrapolated 
from these points to other element locations.

In Fig. 6.10-lb, we see that y^, is too large at x = 0 and at x = 2a. It is also too large 
at these locations in adjacent elements on either side, so that nodal averaging at shared 
nodes is of no benefit to accuracy. In this example, ex does not behave as badly as y^, and 
so would not benefit as much by extrapolation.

Extrapolation Calculations. Imagine that stresses have been calculated at four Gauss 
points in a plane element (points 1,2,3,4 in Fig. 6.10-2). Dimensionless coordinates r and s 
are respectively proportional to £and r). At (say) point 3, r = s = 1 and £ = 17 = 1/75. 
Therefore the factor of proportionality is 75, so that

r = and s = 7517 (6.10-2)
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Figure 6.10-2. Reference coordinate systems rs and 
used in extrapolation of stresses from Gauss points. 
Squares show Gauss points of a 2 by 2 rule.

Stress at an arbitrary point P in the element can be obtained by the usual shape function 
formula, with shape functions Nj evaluated at the coordinates of point P:

aP = for i = 1,2,3,4 (6.10-3)

where a is ax , cry , or . The Nj are bilinear shape functions as given by Eq. 6.2-3, but 
with £ and 77 replaced by r and 5; that is

= 1(1 -r)(l-s), N2= |(1 + r)(l -s), (6.10-4)

For example, let us calculate stress ax at comer A from the ax values at Gauss points 
1,2,3,4. We substitute r = s = -a/3 , and obtain from Eq. 6.10-3

~ 1-866cfx1 - 0.500(7x2 + 0.134(Tx3 - 0.500trx4 (6.10-5)

In a solid element, the formula analogous to Eq. 6.10-3 contains trilinear 7V(- like those in 
Eq. 6,5-5, but uses coordinates r = a/3 £, s = 73 17, and t = The physical element 
need not be a square or a cube in order for these formulas to be applied.

Remarks. Stresses at nodes are usually of more interest than stresses at Gauss points, for 
two reasons. First, nodes appear on surfaces, where stresses are usually higher than at inte­
rior locations. Second, elements that share a node usually do not predict the same set of 
stresses at the shared node, so the discrepancy can be used as a measure of error. In a four- 
node rectangle (and in an eight-node rectangular hexahedron), stresses calculated directly 
at a node agree with stresses extrapolated to the node from four (or eight) Gauss points. 
For general element shapes they disagree, more strongly as element geometry becomes 
more distorted.

A stress field based on sampling points of an order 2 Gauss rule is a smoothed field. In a 
quadratic element it is of lower order than the field based on stresses at nodes of a quadratic 
element. There is no guarantee that the smoothed field will display superior accuracy at 
locations other than Gauss points. Examining the von Mises stress ae (Eq. 3.12-2) at a loca­
tion of stress concentration and using eight-node quadrilateral elements, Tenchev [6.18] 
found that the von Mises stress ae calculated directly at a node had about one-third the error
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of <re calculated at the node by extrapolation from four Gauss points. He proposed the fol­
lowing empirical formula. If ae^ and aeG are respectively the von Mises stresses calculated 
directly at nodes and by extrapolation to nodes from four Gauss points, then the revised 
nodal stress, here called a* N , is "

aeN + aeG To be used when aeG < aeN < ^aeG 
aeN Otherwise use <reN at the node 

~°^G

In test cases using eight-node plane elements, the respective errors of , aeN, and aeG 
are, on average, about 7%, 15%, and 40% [6.18]. The difference between creN and ar* N 
could be used as an error measure.

An Alternative Method. Stress calculation that avoids Eq. 6.10-1 has been proposed 
[6.8]. It starts with calculation of element nodal forces {r} = [k](d}, in which element 
d.o.f. {d} are available after global equations have been solved. Then we seek a stress field 
{o} that equilibrates {r}, where

{<r} = [P]{p] (6.10-7)

For example, with a four-node plane quadrilateral, we might adopt the form

where
1 x
0 0
0 -y

y 0 0 0 
0 1 x y 
0 0 0 -x

(6.10-8)
0
0
1

The /?, are quantities to be determined. Note that these equations are written in a form that 
satisfies the differential equations of equilibrium, Eqs. 3.1-12 or 3.1-13. Body forces are 
omitted. Although body forces may produce important loads on the structure, usually they 
can be ignored on the element level in stress calculation. From Eqs. 6.9-1 and 6.10-7 we 
obtain

W = -[QKP1 where [Q] = I [B]r[P] dV (6.10-9)

For a four-node quadrilateral, [B] is 3 by 8 and [Q] is therefore 8 by 7. The nodal equilib­
rium equation is {r) + {re} = {0}, from which we solve for {[3]. If this equation is writ­
ten for a four-node plane element, with [P] given by Eq. 6.10-8, the equation system is 
overdetermined (more equations than unknowns). Seeking a least-squares fit of the $, we 
solve for {p} from the equation

[QTQ]{PJ = [Q]r(r} Where {r} = [k]{d} (6.10-10)

Finally we return to Eq. 6.10-7 to obtain element stresses. The reader may recognize 
Eqs. 6.10-7 and 6.10-8 from the assumed-stress hybrid formulation discussed in Section 4.10.



234 Isoparametric Elements

Stresses {cr} = [P]{0} may be more accurate than stresses determined from Eq. 6.10-1 
because nodal forces equilibrate loads applied to the element, and may have little error 
even if poor element shapes render Eq. 6.10-1 inaccurate, or if overly stiff element for­
mulations cause computed displacements to be underestimated (as in Fig. 3.6-3). From 
the latter possibility we infer that stresses {cr} = [P] {0} may be overestimated if an 
overly stiff structure is loaded by prescribed displacements rather than by forces.

To accommodate thermal stresses in the calculation {a} = [P]{0}, an ad hoc proce­
dure has been suggested [6.8]. For example, in a plane problem let temperature change T 
have the form

T = + a^y (6.10-11)

where the are constants. Let the material be isotropic. Assume that dimensional changes 
are unrestrained and that no shear strain develops. Hence, displacements can be obtained 
by integration of Eqs. 3.1-7 and 3.1-8 with y^ = yyz = y^ = 0. Thus, using Eq. 6.10­
11, with a the coefficient of thermal expansion,

u = afa^x + i a2x2 + aycy - a^y2 ] v = afa^y + a2xy + a$y2 - ± (6.10-12)
V " Z \ * “ J

These displacements are evaluated at element nodes, providing a vector of nodal displace­
ments {d^}. Element nodal forces in Eq. 6.10-10 are then computed as 
{r} - [k]({d] - {dj’}) rather than as simply {r} - [k]{d}. Results of test cases appear 
in [6.8].

6.11 EFFECT OF ELEMENT GEOMETRY

Computed results become less accurate when element shapes are distorted from being 
compact and straight-sided. Here “distortion” refers to initial element shape, before load­
ing creates displacements. Only for large-displacement nonlinear problems might dis­
placements be so great as to change element shapes from good to bad. In linear analysis, 
which is much more common, analysis is based on original geometry. Test cases can be 
used to display the extent of accuracy loss due to element distortion. Cases presented here 
emphasize the bending capability of elements and may not fairly represent element capa­
bilities in other situations.

Figure 6.11-1 shows the effect of distortion on four-node elements integrated by four- 
point Gauss quadrature. Units are omitted, as they are unnecessary for our purpose. At 
comer B, the exact axial stress is <rxB = 300. At the middle of the lower side of the left­
most square element, where x = 1, the exact axial stress is - 270, and here the QM6 
element is exact. With transverse shear deformation included, beam theory yields the lat­
eral tip deflection vq = 1.031. We see that QM6 elements suffer less from distortion than 
do Q4 elements, and that the effect of distortion is to stiffen elements.

A similar test case is reported in Table 6.11-1, where eight- and nine-node elements are 
used. Point B is a Gauss point of a 2 by 2 quadrature rule. Load P is allocated to nodes on 
the right end in the proportion 1:8:1, which is consistent with a parabolic distribution of 
transverse shear force. In the trapezoidal-element case two comer nodes are moved, to
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Figure 6.11-1. Stresses and deflections in FE models of a cantilever beam. Four-node elements 
and four-point Gauss quadrature are used. Exact <rxB = 300; exact vc = 1.031.

Q4

3L/4 on top and to L/4 on the bottom. In the curved-side case, one side node is moved a 
distance L/20 to the left. Side nodes are at midpoints of sides. Computed results are 
reported as fractions of correct values according to beam theory with transverse shear 
deformation neglected. We see that elements are stiffened by distortion and by an increase 
in the order of Gauss quadrature.

If elements are rectangular and side nodes (if included) are at midsides, and if coordi­
nate systems and xyz are parallel, then displacement fields such as Eq. 6.4-2 have the 
same form in both coordinate systems. Because Eqs. 6.4-2 include all quadratic terms, we

TABLE 6.11-1 Stresses and deflections in two-element cantilever beams under 
TRANSVERSE TIP LOAD P. EXACT VALUES BY BEAM THEORY ARE UNITY 
(NEGLECTING TRANSVERSE SHEAR DEFORMATION).

Element type, 
integration rule

Rectangular elements Trapezoidal elements Curved sides

axB VC VC axB vc

8-node, 2X2 1.000 0.968 0.051 Q361 -0.048 0.430

8-node, 3X3 1.129 0.930 0.048 0.161 0.050 0.221

9-node, 2X2 1.000 1.006 1.125 1.109 0.958 0.955

9-node, 3X3 1.141 0.954 0.687 0.791 0.705 0.737
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(a) (b)

Figure 6,11-2, Badly shaped eight-node elements. Gauss points of a 2 by 2 rule are bounded by 
dashed lines of constant f and constant x}. (a) Node 1 is moved to the center of the original 
rectangle, (b) Node 7 is moved from top midside to comer 3.

expect the element to be capable of modeling pure bending exactly, and such is indeed the 
case if elements are rectangular. For the eight-node element this capability is lost if comer 
angles depart from 90°, if sides are curved, and/or if side nodes are not at midsides. The 
nine-node plane element is similarly affected by side node placement, but not by angular 
distortion alone.

Analysis [6.19,6.20] shows that shape distortion may render an element capable of exactly 
displaying only a linear field. Thus, only constant-strain fields can be represented exactly. This 
does not mean that distortion reduces an isoparametric element to the level of a constant-strain 
triangle. Higher-order displacement modes continue to be present, but can represent the 
desired field only approximately. Performance improves as higher-order modes are added, as 
seen in Table 6.11-1.

Table 6.11-1 suggests that 2 by 2 integration is preferable to 3 by 3 integration, for both 
eight- and nine-node elements. Such is not necessarily the case; see Section 6.8.

Extreme shape distortions are shown in Fig. 6.11-2. In each of these two examples, a 
GauSs point lies outside the element, and the Jacobian J is negative there. An acceptably 
shaped element should not display negative J at any Gauss point location. Indeed, in a 
well-shaped element J does not change much from one location to another. If badly shaped 
elements are surrounded by elements of reasonable shapes, one expects that computed results 
will be locally poor but acceptable not far away, in accord with Saint-Venant’s principle.

Practical Implications. Computed results are most accurate when elements are compact 
and straight-sided. Increasing elongation, nonrectangularity, side curvature, and off-centering 
of side nodes are all likely to increase error. There is rarely a need to locate a side node other 
than at midside. Although an element side may be curved in order to fit a curved boundary, 
other element sides (internal to the mesh) should remain straight.

Commercial software commonly checks the geometry of each element [6.21]. Before 
analysis begins, elongation and other geometric distortions can be examined and each 
assigned a numerical value. Depending on where the numerical values appear in empiri­
cally devised scales, an element can be accepted without comment by the software, or the 
user might be warned of a poor shape, or the software may refuse to continue with analysis 
until shapes it considers unacceptable are corrected. The “poor shape” threshold may be 
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high, so that software may accept elements having great enough distortion to introduce 
significant errors.

Additional remarks pertinent to element geometry appear in Sections 10.3 and 10.14.

6.12 VALIDITY OF ISOPARAMETRIC
ELEMENTS

In a sufficiently small region of a continuum, strain variations become negligible in com­
parison with mean values of strain. Accordingly, if computed FE results are to converge 
toward exact results as a mesh is refined ad infinitum, each element must be capable of 
displaying constant states of strain. We wish to show that isoparametric elements have this 
capability [6.22]. In more general terms, we wish to show that isoparametric elements 
have the ability to represent constant gradients of the field quantity.

Let </> = (f>(xtytz) be a linear field in Cartesian coordinates, specifically

</> = + a2x + a?y + a4z (6.12-1)

where the are constants. This form is representative of displacement w, v, or w in a field 
of constant strain. Thus is associated with rigid-body translation and the remaining 
are associated with constant strain and/or rigid-body rotation. Let this field be evaluated at 
specific points /, to provide specific field values If points i are nodes of
an element, the are nodal d.o.f. Within the element,

(6.12-2)

We will show that Eqs. 6.12-1 and 6.12-2 provide the same field. Thus we show that when 
nodal d.o.f. consistent with a constant gradient are imposed, an isoparametric element dis­
plays that state. As the first step of the argument, we evaluate Eq. 6.12-1 at nodes i and 
substitute into Eq. 6.12-2. Thus

0 = «1 ^,Ni + + g3 + fl4 (6.12-3)

But, if the element is isoparametric, coordinates are interpolated in the same way as </>, 
that is ’

X - ^NiXi y - z = ^NiZi (6.12-4)

Therefore, if = 1, Eq. 6.12-2 reduces to Eq. 6.12-1 as claimed. To see that 
XM = 1, we note that Eqs. 6.12-4 are applicable regardless of where the element is 
located in Cartesian coordinates xyz- Imagine that there is a second Cartesian system XYZ, 
translated along the x axis a distance h, so that x = X + h. Hence

x = X** = X^+h^Ni = x+h^Ni = (*-*)+ *X^  (612’5)
from which we obtain A = and therefore conclude that XM = 1-
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Superparametric Subparametric
Point where 
geometry is defined

Point where 
function is defined

(b)

Figure 6.12-L Examples 
of supeiparametric and 
subparametric plane 
elements.

The foregoing argument says nothing about accuracy in a coarse mesh, rate of conver­
gence with mesh refinement, or the extent to which element distortion reduces the efficacy 
of higher-order terms in the approximating field. It shows only that the approximating 
field of an isoparametric element contains a complete linear polynomial, which is neces­
sary for convergence toward exact results as a mesh is refined. It is also necessary that ele­
ments are either compatible or become compatible as a mesh is refined. All these 
requirements are checked by the patch test discussed in Section 6.13.

Superparametric and Subparametric Elements. These elements are defined in Section 
6.1. Examples appear in Fig. 6.12-1. The foregoing argument fails for a superparametic 
element. For the element in Fig. 6.12-la, each summation in Eq. 6.12-3 spans four terms, 
while each summation in Eq. 6.12-4 spans eight terms. Reduction to Eq. 6.12-1 is not 
obtained. In stress analysis this means that a superparametric element cannot represent a 
state of constant strain. Moreover, because displacement gradients also define rotation, a 
superparametric element will display strain when asked to undergo rigid body rotation. An 
inability to display rigid-body motion may be disastrous.

For the subparametric element in Fig. 6.12-lb, each summation in Eq. 6.12-3 spans eight 
terms, while each summation in Eq. 6.12-4 spans four terms. At first glance it appears that 
reduction to Eq. 6.12-1 is not obtained. However, we do indeed obtain Eq. 6.12-1: with 
straight sides and side nodes at midsides, four-node and eight-node interpolations define the 
same geometry, as may be checked by use of Eqs. 6.4-1 with x5 = +*2),
y5 = 1 (yj + y2), and so on. With geometry restricted in this way, the eight-node element 
becomes the subparametric element of Fig. 6.12-lb. Subparametric mapping allows exact 
representation of some states that would only be approximated with isoparametric mapping. 
Thus, with a ninth node added, at £ = = 0 so that geometric mapping is unchanged, the
element in Fig. 6.4-la can exactly represent linearly-varying states of strain; the element in 
Fig. 6.4-lb cannot.

6.13 PATCH TEST

Imagine that a problem is solved repeatedly, each time using a finer FE mesh. Will the 
sequence of solutions converge toward exact displacements, strains, and stresses? The 
answer is yes provided that the elements used pass patch tests, which ask if an assembly of 
elements can display a constant state of strain.

The patch test was originated by Irons and has since been analyzed, discussed, and rein­
terpreted at length [3.3,6.6]. Here we describe a “numerical experiment” form of the patch 
test. It is easily applied using software into which the element has been coded. Because 
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software typically reports stresses rather than strains, we can examine computed stresses, 
which are directly proportional to their associated strains if the material is isotropic, Pois­
son’s ratio is zero, and stresses are computed as {<r} = [E] {e}. Although the patch test is 
performed using specific (but arbitrary) element geometries, passing the test is sufficient 
to guarantee that, when the element is used in other shapes and in other problems, com­
puted results will converge toward exact results with mesh refinement (provided that the 
element is stable; see subsequent discussion).

Procedure. To perform a patch test, one builds a simple FE model, that is, a “patch” of 
elements, such that at least one node is internal to the patch (rather than on its boundary). 
The patch is provided with just enough support to prevent rigid-body motion. Element 
shapes should be irregular because some element types pass the test if they are rectangular 
but fail otherwise. The boundary of the patch can be a rectangle, with uniformly spaced 
nodes if desired. To one or more boundaries of the patch, we apply work-equivalent nodal 
loads (Section 3.11) consistent with a state of constant stress. Incompatible modes, if 
present, are ignored in determining these loads. A node internal to an element, if present, 
is neither loaded nor restrained. An example of a loaded patch of four-node plane elements 
appears in Fig. 6.13-la. The roller support on the left edge permits Poisson-effect strain 
ey. If v is not zero, it would be incorrect to prohibit y-direction motion at both of the sup­
ports shown. The choice of uniform nodal spacing along left and right edges makes it easy 
to determine the nodal loads F = | (crxHt) shown, which are consistent with uniform 
uniaxial stress ax in a plane body of uniform thickness t. One computes results for the 
patch model as if it were any other FE model. Exact results are the value of ax used to 
determine loads F and zero for all other stresses. If computed results are correct at all 
points, say at all comers of each element, the patch test is passed. By “correct” we mean 
exact to the limit of computer accuracy.

One can also test a plane patch for proper calculation of constant ay and constant t^,. A 
patch of solid elements should be able to properly display each of the six constant stresses. 
Elements for plate bending analysis should be able to display constant bending moments 
Mx and My and constant twisting moment

One might also examine computed nodal displacements. If these are correct but stresses 
are not, one suspects that the stress calculation algorithm is in error.

(a) (b)

Figure 6.13-L (a) A patch test for <rx in plane four-node elements, (b) Repeated 
subdivision of a trapezoid produces parallelograms.
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Stability. It is possible for an element to pass a patch test even though it is unstable 
because it contains a spurious mode. Typically, the cause of element instability is use of 
too few Gauss points for integration of [k], If a patch of elements contains an instability, 
software should complain that a zero pivot was encountered in attempting to solve the 
equation system [K]{D} = {R}. One can also detect instability by perturbing the loads 
used in a patch test. Instability is present if a small change in the magnitude of a load 
produces a large change in computed nodal displacements. As another alternative, 
eigenvalues of [K] for the patch can be extracted. All should be positive if the patch is 
just-adequately supported against rigid-body motion. A zero eigenvalue then indicates 
the presence of a spurious mode (see Sections 6.8 and 8.10).

“Weak” Patch Test. Conceivably, a sequence of mesh refinements will produce conver­
gence toward exact results even when the elements used fail a patch test. This is possible if 
elements are formulated in a such way that they fail patch tests when they are of general 
shape, but pass if they are parallelograms or parallelepipeds. Correct convergence is possi­
ble because repeated subdivision of arbitrary shapes eventually creates parallelograms and 
parallelepipeds (Fig. 6.13-lb). An element that passes a patch test when it has a shape that 
results from repeated mesh subdivision, for which the Jacobian J becomes essentially con­
stant over the element, is said to have passed a “weak” patch test. Clearly there are practi­
cal difficulties in conducting a weak patch test [6.23].

Remarks. As described above, the patch test examines only states of constant stress or 
strain. A test for correct representation of a more complicated state such as linear variation 
of stress or strain is called a “higher-order” patch test. An FE model of a prismatic beam 
loaded in pure bending constitutes a higher-order patch test.

A stable element that passes the patch test is able to display (a) rigid-body motion with­
out strain, (b) states of constant strain, and (c) compatibility with adjacent elements when 
a state of constant strain prevails in adjacent elements. Meeting these requirements is suf­
ficient to guarantee that a mesh of these elements will converge to exact results in prob­
lems other than a patch test as the mesh is refined ad infinitum [6.6].

Passing constant-strain patch tests shows that an element is valid in the sense that there 
is proper convergence with mesh refinement. The test says nothing about how well an ele­
ment works in other applications. An element that passes may display poor accuracy in a 
coarse mesh or display slow convergence with mesh refinement.

For the developer of new elements, patch tests are essential. They have shown that sus­
pect formulations such as some incompatible or underintegrated elements are in fact valid. 
The student of FEA and the practitioner learning to use new software may also find patch 
tests useful because they are simple, input data is easy to prepare, and exact results are 
known.

6.14 A 2D APPLICATION

A square plate of uniform thickness contains a central circular hole. Geometry and elastic 
properties are depicted in Fig. 6.14-la. Uniform pressure p acts on the boundary of the 
hole, and plane stress conditions prevail. Magnitudes and locations of significant principal 
stresses are to be determined.
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p = 1 MPa v = 0.3 E=107MPa 
Thickness t = 1 mm

(a) (b) (c)

Figure 6.14-1. (a) Flat plate with central hole loaded by uniform pressure, (b) Forces 
that act on one quadrant, (c) The anticipated displaced shape, greatly exaggerated, is 
shown by dashed lines.

Preliminary Analysis. Before undertaking FE analysis we examine the problem in a 
physical way and make simple calculations, in order to anticipate where stresses will be 
largest, prepare a good FE model, and obtain approximate results for subsequent compari­
son with FE results.

Geometry, elastic properties, and loading are all symmetric with respect to both hori­
zontal and vertical centerlines. Deflections and stresses have these same symmetries, so 
analysis can be restricted to a single quadrant. Forces F that act on a representative quad­
rant are shown in Fig. 6.14-lb. Using statics, we easily calculate the exact value of F The 
average normal stress on horizontal and vertical cross sections then follows.

F - prt - 7N and <rave = = 2.3 MPa (6.14-1)

Deformations will be symmetric with respect to horizontal and vertical centerlines, and we 
expect that pressure will push the slender parts further outward than the more massive cor­
ners. Thus we anticipate the displaced shape shown in Fig. 6.14-lc. We see that slender 
parts have acquired inward curvature, which must be associated with bending moments M 
in the directions shown. Resulting flexural stresses will be tensile on the outside, compres­
sive on the inside, and will add algebraically to <rave of Eq. 6.14-1. Hence it appears that 
the principal stresses sought may appear at B and D rather than at A and C. But there is 
another possibility. Because arc AEC bends outward, there will be tensile flexural stress at 
E. Therefore points B, E, and D are all candidates for locations of the normal stress of 
greatest magnitude.

Finite Element Analysis. Our mathematical model is the geometric shape shown in 
Fig. 6.14-la, with internal pressure loading, and with behavior described by plane the­
ory of elasticity. We might elect to model only one octant, because diagonals are also 
axes of symmetry. We elect instead to model a quadrant, because support conditions are 
more straightforward and computed results can be checked for anticipated symmetries 
about a diagonal. For the sake of illustration, we deliberately choose a very coarse mesh 
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of four-node QM6 elements for the initial FE analysis, fully expecting to use informa­
tion it provides in a second analysis. The model and its boundary conditions are shown 
in Fig. 6.14-2a. The mesh is symmetric about diagonal EF and is most coarse near cor­
ner F where stress gradients are expected to be low. Having stated to the software used 
that the problem is plane and QM6 elements are to be used, nodal translations w, and all 
rotational d.o.f. are suppressed automatically. The only boundary conditions that the 
user need impose explicitly are m, = 0 at nodes i along AB and V; = 0 at nodes i along 
CD. Nodal loads due to pressure p along AEC are calculated automatically.

Critique of Results. Computed displacements are examined first, scaled up so as to be eas­
ily visible, and animated on the monitor. We see that nodes along AB have only y-direction 
displacement, nodes along CD have only ^-direction displacement, all displacements are 
symmetric about diagonal EF, and the anticipated displaced shape prevails (shown by dashed 
lines in Fig. 6.14-lc). These results are appropriate to the model we intended to describe to 
the software, so no blunder is yet in evidence. For a more precise inspection, the list of nodal 
displacements is inspected. For the symmetric mesh used, symmetries such as vA = uc 
appear with many digits of accuracy.

Discussion of maximum magnitudes of normal stress is postponed until results from a 
finer mesh have been obtained. For now, using the coarse mesh, we examine contours of 
the von Mises stress <re (Eq. 3.12-2). Contours plotted from nodal average stresses and 
from element-by-element (unaveraged) stresses are plotted in Figs. 6.14-2b and 6.14-2c. 
As expected, contours of <re are symmetric about diagonal EF. Aside from reflecting the 
coarseness of the mesh, averaged contours give little indication that results are unreliable. 
But unaveraged contours show severe interelement discontinuities. Interelement changes 
in stress are comparable to the stresses themselves! It is now obvious that the coarse-mesh 
results are not to be trusted.

The quadrant is now modeled by a finer mesh, again using four-node QM6 elements. 
This time, just to see what happens, the mesh is made asymmetric about the diagonal. (We 
remark that automated meshing tools in software, not used in this example problem, often 
do not recognize or exploit structural symmetries.) Elements are smallest near points A, B, 
C, D, and E, where larger stresses and stress gradients are expected. Elements near E are 
more slender in the radial direction because Fig. 6.14-2 suggests that stress gradients are

Figure 6.14-2. (a) Coarse-mesh FE model, showing boundary conditions, (b) Contours of von Mises 
stress ae, from nodal averages, in MPa. (c) Contours of <re, without nodal averaging, from individual 
elements.
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Figure 6.14-3. Contours of von Mises stress ae from a finer mesh, in MPa. (a) From nodal average 
stresses, (b) Without nodal averaging, from individual elements.

B ' F

(b)

shape again appears satisfactory. The list of nodal displacements shows that deformation is 
not quite symmetric about the diagonal, owing to asymmetry of the mesh. Averaged and 
unaveraged plots of von Mises stress ae are shown in Fig. 6.14-3. Results are greatly 
improved over the coarse mesh, but unaveraged contours still have significant interelement 
discontinuity. Even averaged contours show appreciable changes in direction where they 
cross some interelement boundaries. Also, ae contours do not intersect lines of symmetry 
AB, CD, and EF at right angles. All this suggests a need for even more mesh refinement.

Numerical results from both meshes are listed in Table 6.14-1. These numbers are 
obtained directly from output files, not by visual inspection of displacement plots and 
stress plots. Displacement results are reasonable. They show that dimensions AB and CD 
have contracted, as should be expected from the combination of compressive radial load­
ing and the Poisson effect with circumferential tension. Computed displacements show 
that the finer mesh is the more flexible of the two. Such is usually the case but cannot be 
guaranteed because QM6 elements are incompatible. At comer F, where stresses are zeroTABLE 6.14-1 Displacement and maximum principal stress at selected 

points in Fig. 6.14-2 (coarse mesh) and Fig. 6.14-3 (finer 
mesh). Units: mm for displacement, MPa for stress.

Node

i

Coarse mesh Finer mesh

10% 10% ^1 10% 10%

A 0 2.08 2.11 0 2.28 1.92

B 0 1.78 2.28 0 1.96 3.01

C 2.08 0 2.11 2.34 0 1.84

D 1.78 0 2.28 2.01 0 3.12

E 1.22 1.22 2.68 1.27 1.24 3.16

F 0.97 0.97 0.38 0.98 1.00 0.21
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according to theory, computed stresses are small and decrease with mesh refinement, as 
expected. At a point such as A, ax (not shown in Table 6.14-1) is almost equal to maxi­
mum principal stress a-j at A. Theoretically, crx = at A. The discrepancy is due to 
which is small but not quite zero as theory says it should be on an axis of symmetry. The 
average normal stress from points A and B or C and D is in satisfactory agreement with 
Eq. 6.14-1. The largest principal stress o\ anywhere in the structure is at B and D or at E 
and has a numerical value of about 3.1 MPa. We cannot be sure of the location or the stress 
without further mesh refinement.

An error measure for the stress field, discussed in Section 9.10, gives rj = 0.373 for the 
coarse mesh and 17 = 0.183 for the finer mesh. Because 77 < 0.05 is desired, these measures 
also indicate a need for further refinement. The next mesh should build on information in 
Fig. 6.14-3 by making elements smallest where stresses and stress gradients are largest. By 
plotting a particular stress or a particular displacement versus element size, as obtained from 
two or more meshes, one can extrapolate to zero element size, and thus obtain a predicted 
result for infinite mesh refinement (Section 9.7). Thus the percentage error of a result from a 
given mesh can be estimated.

We may now admit that FEA is probably not needed for this problem. Reference 6.24 
provides experimentally-determined factors from which we obtain ctj = 2.9 MPa at B and 
D and = 2.7 MPa at E. It is prudent to ask at the outset if a computational solution is 
really needed, as it is not a trivial task.

6.15 A 3D APPLICATION

A curved beam of uniform trapezoidal cross section is bent in its own plane by moments 
M (Fig. 6.15-1). Although structure geometry is generated by revolving the cross section 
about an axis of revolution, the problem is not axisymmetric because displacements have 
circumferential components as well as radial and axial components. Accordingly, analysis 
uses 3D solid elements rather than solid of revolution elements. Structure geometry can 
nevertheless be described in cylindrical coordinates.

We seek stresses of greatest magnitude for the trapezoidal cross section shown in 
Fig. 6.15-2a. Stresses in the curved beam do not vary with 0, so only a typical slice 
between two closely-spaced radial planes need be analyzed (Fig. 6.15-2b). Bending 
moment M must be applied indirectly because we do not know in advance what cir­
cumferential stresses it produces and therefore cannot apply appropriate nodal loads. 
Instead we will prescribe displacements, such that radial plane sections remain plane

Figure 6.15-1. A curved beam of 
trapezoidal cross section, bent in its 
own plane by moments M. The 
deflected shape is shown by dashed 
lines.
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(a) (b)

Figure 6.15-2. (a) Cross section of the curved beam. The FE mesh is needed in only the left half.
(b) The FE model viewed parallel to the axis of revolution.

and moment load is applied without accompanying net force. From computed stresses 
we will determine M. Stresses associated with a prescribed moment Mp can then be 
determined by multiplying computed stresses by the ratio Mp/M.

Preliminary Analysis. The simplest approximate solution comes from the straight-beam 
flexure formula a = Me/I, which yields <r = 8.94(10-6) M at the inside edge, in MPa if 
M is in N • mm. A formula for circumferential stress in a curved beam is readily available 
[1.16,2.6], It yields, at the inside edge,

Curved beam theory, along r = 44 mm: ag = IS^bClO-6)^ (6.15-1)

in MPa if M is in N • mm. We will return to this result for comparison with FE results after 
M is known. Might Eq. 6.15-1 be adequate? Perhaps, but FEA may show otherwise. An 
assumption underlying the curved beam formula is that a cross section does not distort in 
its own plane, so that stresses do not vary in the z direction, parallel to the axis of revolu­
tion. FEA contains no such restriction and may therefore provide different results.

Finite Element Analysis. Our mathematical model is the wedge between faces 1 and 2 in 
Fig. 6.15-2b, with displacements to be prescribed on these faces, and with behavior 
described by 3D theory of elasticity. There is symmetry about a z-constant plane that 
contains points ABCD (Fig. 6.15-2), so only half the cross section need be meshed. 
Curved beam theory predicts that stress gradients will be highest on the edge nearest the 
center of curvature. Accordingly the mesh is graded so that elements nearer the inner edge 
span a smaller radial distance. In Fig. 6.15-2b, face 1 and its nodes are merely rotated 5° 
to produce face 2. The slice between faces 1 and 2 contains a single layer of straight-sided 
eight-node solid elements, each containing nine internal d.o.f. at (Eq. 6.6-1). As boundary 
conditions, nodal d.o.f. in radial, circumferential, and axial directions are prescribed as 
follows:
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Face 1 Face 2

u = Oat node A
v = Oat all nodes v - 0.0001 (rc - r) at all nodes
w = 0 at nodes along AB w = 0 at nodes along CD

All remaining nodal d.o.f. are unrestrained. Setting u = 0 at A prevents rigid body motion in 
the r direction, and setting v = 0 at all nodes on face 1 prevents circumferential motion of face 
1. Setting w = 0 at nodes on ABCD imposes symmetry about the middle rd plane. The 
expression v = 0.0001(rc - r), where 0.0001 is an arbitrarily-chosen factor, causes face 2 to 
remain plane as it rotates about a z-parallel axis at r = rc. At the outset the appropriate value of 
rc is unknown. Therefore two preliminary FE analyses are performed, respectively using the 
arbitrarily chosen values rc = 60 mm and rc = 70 mm. Neither of these rc values is correct, so 
each of the two preliminary FE analyses results in a radial reaction RA at A, which should not 
exist because the desired loading is pure bending. The respective RA values are computed by 
the software as 2001 N and 357 N. By linear extrapolation, RA = 0 when rc = 72.2 mm. The 
value rc = 72.2 mm is used in a third and final FE analysis, which provides a RA 0, as 
expected. Circumferential support reactions on face 1 produce a moment about a z-parallel 
axis, which is automatically computed by the software. This moment is doubled to provide 
moment M applied to the entire cross section.

Critique of Results. The deformed shape of the cross section is shown in Fig. 6.15-3a. 
Animation of the display on the computer monitor shows that intended boundary condi­
tions have indeed been enforced. On physical grounds we argue that the deformed shape is 
reasonable, as follows. As expected, radial stress is tensile, so the 88-mm dimension 
becomes larger. As expected, circumferential stress ctq is, respectively, tensile and com­
pressive on inner and outer portions of the cross section, while stress crz parallel to axis of 
revolution z is small. Therefore the Poisson effect should cause inner and outer portions,

(a) (b)

Figure 6.15-3. Results from FE analysis: deformed cross section and unaveraged stress contours. 
Stress units are MPa. (Stresses shown in the right half are mirrored from FE results actually 
computed in the left half.)
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respectively, to contract and expand in the z direction, as is indeed observed. Circumferen­
tial tension on the inner portion pulls material toward the center of curvature. Outer cor­
ners are more flexible than the central portion, so it is proper that comer E moves inward 
relative to central point A. As expected, cr# contours are more closely spaced at smaller 
values of r.

Material that moves radially inward while bounded by faces 1 and 2 in Fig. 6.15-2b 
must shorten circumferentially. Thus, compressive strain is superposed on the tensile 
strain caused by flexing. Radial deflection provides greatest “stress relief*  to material that 
deflects farthest. For this reason, Fig. 6.15-3a shows smaller circumferential stress at E 
than at A. FEA yields ap = 146 MPa al A and cr# = 65 MPa at E. The software uses a# 
stresses to compute moment M/2 on face 1 of the FE model in Fig. 6.15-2. Thus we 
obtain M = 8.804(106) N • mm. With this M, the curved beam formula (Eq. 6.15-1) 
yields = 119 MPa, which is in approximate agreement with the average of FE stresses 
at A and E, which is (146 + 65)/2 = 106 MPa. The neutral axis is the locus of points 
where <t$ is zero. We see from FEA that the neutral axis is curved, contrary to the assump­
tion made in mechanics of materials theory.

No interelement discontinuity of a# contours is visible in Fig. 6.15-3a. The reason is 
that a# is dominated by circumferential strain e# = (u/r) + (dv/dff)/r [3.1], but 
dv/dO = 0 in this FE solution, so that s# is proportional to displacements on face 2, 
which are of course interelement-continuous. Figure 6.15-3b shows that contours of radial 
stress ar are badly discontinuous. But the largest ar is about 25 MPa, which is much less 
than the largest a&. Therefore the plot of von Mises stress cre, Fig. 6.15-3b, shows small to 
moderate discontinuities. The error measure discussed in Section 9.10 gives 17 = 0.05, an 
acceptably small value. We conclude that results are reliable, at least for stress cr^.

ANALYTICAL PROBLEMS

6.1- 1 (a) Complete calculations begun in Eq. 6.1-2, and so obtain shape functions Nj.
(b) Verify that the same result is provided by Lagrange interpolation.

6.1- 2 (a) Verify that if nodes in Fig. 6.1-la are uniformly spaced, then J = L/2.
(b) If ex at node 1 is to remain finite, how far from the center can node 2 be 
moved?

6.1- 3 Determine the 3 by 3 stiffness matrix if nodes of the element in Fig. 6.1-la are 
uniformly spaced. Let A and E be constant and perform integrations explicitly.

6.1- 4 Omit the internal node in Fig. 6.1- la, so that the element becomes a bar with end 
nodes only. Using natural coordinate £ derive the 2 by 2 stiffness matrix of a uni­
form element.

6.1- 5 In Fig. 6.1-la, let x3 - x2 = £/4 and x2 - x\ = 3L/4. If only node 3 has axial 
displacement (mj = u2 = 0, u3 0) what is strain sx at each node?

6.2- 1 For the element in Fig. 6.2-la, let x = |_1 £ V ^JL^i <?2 a3 a4] •
(a) Write matrix [A] in the relation ^Xj x2 x3 x4Jr = [A]^ a2 a3 tz4J .
(b) By inspection of Eqs. 6.2-3, write [A]“lin the relation
x = |_1 £ v 4r'»?J[A]-1|_jc1 x2 x3 x4f.
(c) Check answers to parts (a) and (b) by seeing if [A] [A]-1 = Fl J .
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6.2- 2 Sketch a quadrilateral with comers properly lettered and axes properly ori­
ented if shape functions are written as NA - |(1 - £)(1 + ij),
Nb = i(l + f)d + li),NC = - i(l + ai-^).

6.2- 3 Natural coordinates other than the £r) system shown in Fig. 6.2-1 may be chosen. 
One alternative is the rs system shown. Write shape functions of the bilinear ele­
ment in terms of r and s.

Problem 6.2-3

6.2- 4 For the element shown, let £ = 17 = -1 at (a) point A, (b) point B, (c) point C, 
and (d) point D, In each case sketch the three lines £ = -0.5, 0.0, 0.5 and the 
three lines 77 = -0.5, 0.0, 0.5. Shape functions are as stated in Eqs. 6.2-3.

6.2- 5 Sketch a four-node plane element for which J is a function of £but not of 77.
6.2- 6 Consider elements that are square and two units on a side. Node numberings 

shown for two such elements create difficulties. For each, determine [J] and J, 
using the shape functions of Eqs. 6.2-3. What do the node numberings shown 
imply about the £77 axes of the first element and the shape of the second?

(a) (b)

Problem 6.2-6

6.2- 7 Evaluate [J] and J for each of the four elements shown. Also determine the ratio 
of element area to the area of a square two units on a side. How is this ratio related 
to J, and why?

(C) (d)

Problem 6.2-7
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6.3- 1 Derive locations and weights of an order 2 Gauss rule by requiring that it inte­
grate exactly the polynomial </> = cq + cz2£ + t^2 + in the interval 

k . -1 < £ < 1. Assume that sampling points and weights are symmetric with respect
; to the middle of the interval.

6.3- 2 In Problem 6.2-3, what are the r and coordinates of the Gauss points of an order 
2 rule? And what are the associated weights ? (Integration is from 0 to 1 for 
both r and s.)

6.3- 3 Write an expression for integral 7, analogous to Eq. 6.3-7, for a 2 by 3 Gauss rule.
6.3- 4 Let 3 by 3 by 3 Gauss quadrature be applied to a hexahedral element. What 

numerical values of weight products appear? How many points are asso­
ciated with each of these numerical values? Check that your answers provide the 
correct volume of an element for which J = 1.

6.3- 5 The area shown is composed of a trapezoid and a rectangle. Evaluate the area using 
Gauss rules of order 1, 2, and 3, and determine the percentage error of each result.

Problem 6.3-5

6.3- 6 Use one-, two-, and then three-point Gauss quadrature to integrate the following 
functions. Determine the percentage error of each result.
(a) (j) - £2 + £3 over the interval £ = -1 to £ = +1.
(b) (f) = cos 1.5£ over the interval £ = -lto£ = +1.
(c) </> = (1 - £)/(2 + £) over the interval f = -1 to £ = +1.
(d) </> = l/x over the interval x = Itox = 7.

6.3- 7 Use Gauss quadrature to evaluate the integral

, f1 p+g2
J-1J-12 + i?2 di; dri

; Use (a) one point, (b) four points, and (c) nine points. Determine the percentage 
error of each result.

; 6.3-8 (a) Determine the element stiffness matrix of a two-node uniform bar element of
length L by two-point Gauss quadrature. The result should agree with Eq. 2.2-1. 
(b) Repeat part (a), but let the cross-sectional area vary linearly from A j at node 1

; toA2 at node 2.
(c) Repeat part (b), but use one-point Gauss quadrature.

; 6.3-9 Repeat Problem 6.1-3, but use two-point Gauss quadrature rather than explicit 
; integration.

6.3- 10 Obtain stiffness coefficients ky of a uniform beam element by two-point Gauss 
quadrature rather than explicit integration. Neglect transverse shear deformation. 
The strain-displacement matrix is stated in Eq. 3.3-13. It is helpful to note that 
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sampling points are at lZ/3 times L/2 from the center, and that x = 
(1 + 3 L/2.

6.4- 1 Consider two adjacent plane quadratic elements, as shown. Show that shape func­
tions in Table 6.4-1 provide interelement continuity of the field quantity along the 
shared boundary.

Problem 6.4-1 Problem 6.4-2

6.4- 2 Shape functions for the element shown can be generated by “sweeping” a qua­
dratic in over the ^-direction span of the element. Proceeding in this way, and 
using the node numbering shown, write the six shape functions.

6.4- 3 For the plane quadratic Lagrange element (nine nodes), sketch shape function 
in the manner of Fig. 6.4-2d, Decide whether Ny is positive or negative in each 
quadrant by evaluating Nj at £ = ±1 and 17 = ±i.

6.4- 4 Sketch an eight-node plane element for which J is a function of 17 but not of 3 if 
(a) the element is rectangular, and (b) the element has two curved sides.

6.4- 5 Consider the nine-node plane element whose shape functions are given by Table 
6.4-1. Any of nodes 5 through 9 may be omitted. In similar fashion, can comer 
node 1 be omitted, to produce a valid element with (say) straight sides? Sugges­
tion: At comer 1, consider displacement parallel to a side.

6.4- 6 Consider the standard C1 beam element, which has translational and rotational 
d.o.f. at each of the two end nodes. Imagine that a lateral displacement mode is to 
be added, analogous to the bubble function mode of Eq. 6.4-3, such that activa­
tion of the mode does not destroy continuity with another beam element that may 

' be attached to either end. Suggest a suitable shape function.
6.6- 1 If, after computation of nodal d.o.f. in a mesh of QM6 elements, nodeless d.o.f. 

of Eq. 6.6-1 are omitted from stress computation, what consequences are to be 
expected? Consider, for example, the square-element case in Fig. 6.11-L

6.6- 2 All three elements in the beam shown are plane QM6 elements. Examine dis­
placements along sides of element 2 under the moment loading shown to demon­
strate that pure bending cannot be modeled exactly by a QM6 element of 
trapezoidal shape.

Problem 6.6-2

6.7- 1 Apply condensation to the set of three equations shown in Problem 2.8-7. Let {dr} be the single d.o.f. 1/4. Solve for U4, then recover the remaining two d.o.f. in {dj by use of Eq. 6.7-2. Check that results satisfy the original equations.
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6.7- 2 Let the three-node bar element of Fig. 6.1-la be uniform, with node 2 at the mid­
point. The first row of its stiffness matrix [k] is (AE/3L)\J -8 1 J. Matrix 
[k] operates on d.o.f. |_«i «2 u3 J •
(a) Without calculation, fill in the remainder of [k], Suggestion: Consider symme­
try of element behavior, symmetry of [k], and rigid body translation.
(b) Determine the 2 by 2 stiffness matrix produced by condensation of u2.
(c) Let the bar carry a uniformly distributed axial load of intensity q. Starting with 
the 3 by 1 consistent load vector {re} = (<?L/6)|_1 4 1J , obtain the con­
densed load vector associated with d.o.f. uj and u^ Solve for if = 0, then 
recover the condensed d.o.f. u2 and finally check nodal loads computed as [k]{d}.

6.7- 3 The sketch shows two uniform beam elements connected at node 2. Prior to mak­
ing the connection, d.o.f. 0z2 in element 1-2 is condensed, so that node 2 is a hinge 
connection. Starting with the stiffness matrix of Eq. 2.3-5 (same as Eq. 3.3-14), 
obtain the condensed 3 by 3 stiffness matrix of the left hand element.

1 2 3

Problem 6.7-3

6.7- 4 Consider a uniform beam element that deforms in the xy plane and can resist bend­
ing and axial deformation. Let the element be connected to a rotational spring at 
each end, as shown, with respective spring stiffnesses and fc2 (moment per 
radian). Let and /3z2 be structure node rotations. Element rotational d.o.f. 0zl 
and 0Z2 be connected to structure d.o.f. (3Z^ and /3z2 through the rotational 
springs, so that /3zi 0zy and /?z2 0z2. Translational d.o.f. are to be connected 
directly, as usual. Describe steps in writing an 8 by 8 element stiffness matrix that 
operates on d.o.f. |_ tq t/j 0zj w2 v2 &A -T obtaining from
it a 6 by 6 matrix that operates on d.o.f. L t'l /3zI m2 t>2 Jrand is a 
function of A, E, Z, L, and &2.

Problem 6.7-4

6.8- 1 In Fig. 6.1-la, let -x2 = L/3 and x2 -xj = 2L/3. Use one-point Gauss 
quadrature to determine the 3 by 3 stiffness matrix of an element with uniform A 
and £.

6.8-2 If element thickness can vary and is computed as t - from nodal values 
r(, what order of Gauss quadrature is needed to compute the exact volume of (a) a 
four-node plane element, and (b) an eight-node plane element?

6.8-3 Show that the volume of an eight-node solid element is computed exactly by an 
order two Gauss rule.

6.8-4 Let the following plane elements be rectangular, with side nodes (if present) uni­
formly spaced, and element thickness computed as t = from nodal values
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6.8-5

6.8-6

6.8-7

6.8-8

6.8-9

tit In each case, determine the order of Gauss quadrature needed to exactly evalu­
ate stiffness coefficients kg. (a) Four-node element, (b) Eight-node element.
In Fig. 6.11-1, imagine that the order of Gauss quadrature is changed from 2 to 3. 
What will be the qualitative change in computed deflection for each of the four 
test cases?
Verify that expressions for u and v in Fig. 6.8-3d yield zero strain at the four 
Gauss points of a square element.
For each of the following elements, write (if possible) a vector {d} of nodal d.o.f. 
that represents a spurious mode under one-point Gauss quadrature.
(a) The three-node bar element of Fig. 6.1-1.
(b) A standard four-d.o.f. beam element (see Eq. 2.3-5 or Eq. 3.3-14).
For the following elements and nonuniform Gauss quadrature rules, what is the 
rank of [k], and what are disadvantages of using the rule?
(a) 2 by 1 rule in a Q4 plane element.
(b) 2 by 1 rule in a QM6 plane element.
(c) 2 by 3 rule in a Q8 plane element.
The four-node element shown was initially a square, two units on a side. Nodal 
displacement components, each of magnitude c in both x and y directions, create 
the displaced shape indicated by dashed lines.
(a) Determine strains {e} = [B] {d}, and show that they are zero at the center of 
the element.
(b) Show that nodal displacement vector {d} can be obtained by combining 
modes 7 and 8 of Fig. 6.8-1 with a rigid body rotation.

Problem 6.8-9

6.8-10

6.8-11

Let an eight-node solid element be rectangular and two units on a side, so that 
£ = x, 7? = y, and £ = z.
(a) Consider only the ^-direction displacement u. Let {dx} represent nodal d.o.f. 
wf-. For each spurious mode under one-point Gauss quadrature that involves only 
the sketch the deformed element and write the corresponding {dx} (of arbi­
trary magnitude).
(b) Similarly, considering only the uz-, write {dx} for each independent rigid body 
mode and constant-strain mode.
(c) Show that the {dx} vectors of part (a) are orthogonal to those of part (b).
There exists a six-point quadrature rule for hexahedra that uses a sampling point 
at the middle of each face [6.25]. What are the weight factors Wz? What spurious 
modes are possible for a rectangular eight-node element whose [k] is integrated 
by this rule? Can a mesh of these elements also display these mechanisms?
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6.9- 1 Let uniform traction act normal to a surface of a quadratic solid Lagrange element 
that is rectangular and has uniformly spaced nodes. In the consistent element load 
vector {re}, what fraction of the total force appears at each of the nine nodes on 
the surface?

6 9-2 (a) Calculate nodal loads at all three nodes of the bar element considered in 
Problem 6.10-lb.
(b) Calculate the nodal load associated with d.o.f. ai in Problem 6.10-2.

6.10- 1 Let the three-node bar element of Fig. 6.1-la be uniform and have uniformly 
spaced nodes. See Problem 6.7-2 for information about the element stiffness 
matrix. Calculate and sketch the axial stress distribution along the fixed-ended 
element shown for each of the following loadings, and compare calculated results 
with exact results.
(a) Axial load P is applied at node 2.
(b) Uniformly distributed axial load of intensity q acts along the entire bar.

Problem 6.10-1 Problem 6.10-2

6.10- 2 A beam of uniform bending stiffness El is fixed at both ends, as shown. 
Model the beam by a single element, to which the lateral displacement mode 
aj(l + cos rr£) has been added, where is a nodeless d.o.f. Uniformly dis­
tributed lateral load of intensity q acts along the entire beam.
(a) Determine the stiffness coefficient associated with
(b) Determine the predicted lateral deflection at midspan and its percentage error 
with respect to the exact value.
(c) Determine the predicted bending moment at midspan and at ends and the per­
centage error of each.

6.10- 3  Repeat Problem 6.10-2 with load q replaced by concentrated lateral load P at 
midspan.

*

6.10- 4 Use the shape functions of Eqs. 6.2-3 to show that = -cf on the line 17 = 0 
in Fig. 3.6-2b, where c is a positive constant. For simplicity, assume that elements 
are square.

6.10- 5 (a) Verify the numerical factors in Eq. 6.10-5.
(b) Apply Eq. 6.10-3 to nodes B, C, and D in Fig. 6.10-2. Thus obtain numerical 
factors, as in Eq. 6.10-5.
(c) Similarly, apply Eq. 6.10-3 to nodes E, Fy G, and H in Fig. 6.10-2.

6.10- 6 Write a formula analogous to Eq. 6.10-3 that uses stresses 07 at the eight Gauss points 
of an order 2 rule in a hexahedron. Use it to write expressions analogous to Eq. 6.10-5 
for ax at the following locations in the eight-node element of Fig. 6.5-la: (a) node 8, 
and (b) the middle of face £ = 1.

6.10- 7 In a plane four-node element of parallelogram shape, stresses calculated directly at 
nodes agree exactly with stresses extrapolated to nodes from four Gauss points. 
Agreement is not obtained if the element has an arbitrary quadrilateral shape. Why?
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6.10- 8 Imagine that a plane bilinear element is not of constant thickness. What role does 
thickness variation play in stress calculation according to Eq. 6.10-1? Suggest an 
ad hoc adjustment for thickness variation that might improve the accuracy of 
computed stresses. ■

6.10- 9 The uniform bar element shown has three nodes, whose axial displacements are 
Uy = 0, = 0, and w3 = 0.001L.
(a) Calculate axial strain ex directly at nodes.
(b) Calculate axial strain ex at Gauss points of an order 2 rule.
(c) Calculate ex at each node by extrapolation of ex values at the two Gauss 
points.
(d) Write Eq. 6.10-6 for strain sx rather than stress ae) and recalculate sx at node 3.

Problem 6.10-9 Problem 6.10-10

6.10- 10 (a) Node 2 of the uniform bar element shown has axial displacement u2- Show 
that stress calculation associated with Eqs. 6.10-7 and 6.10-10 provides crx = 
Eu2/L, as expected.
(b) For the three-node bar element of Fig. 6.1-1, sx is linear in £ if x2 - 
(jq +%3)/2. Hence it may at first seem appropriate to use ax = fo + fox in 
Eq. 6.10-7. Why is this expression in fact unacceptable?

6.11- 1 In Fig. 6.11-2a, locate the point described by (a) £ = -1 and g = -1/73, and 
(b) tj =0 and 17 = -1.

6.11- 2 Starting with a rectangular four-node plane element, move nodes 3 and 4 together 
so they coincide on the 77 axis.
(a) Sketch the resulting element and the four Gauss points of an order 2 rule, in 
the manner of Fig. 6.11-2.

. (b) What is the smallest Jacobian J in the element? Among the four Gauss points,
what is the ratio I Ila A 111111

6.11- 3 Starting with a square four-node plane element two units on a side, create a trian­
gle by moving node 3 so that nodes 2, 3, and 4 are collinear and uniformly 
spaced.
(a) Sketch the resulting element and the four Gauss points of an order 2 rule, in 
the manner of Fig. 6.11-2.
(b) What is the numerical value of Jacobian J at each node?

6.12- 1 (a) Verify that = 1 for the of Eqs. 6.2-3 and 6.4-1.
(b) From = 1 we obtain = 0 and = 0. Show that the N, of 
Eqs. 6.2-3 satisfy the latter summations.

6.12- 2 Let geometry of a three-node bar element be defined by three jq, as in Fig. 6.1-la. 
Interpolate axial displacement linearly in £ over the element, from displacements 
uy and U3 of end nodes. Thus the element is superparametric. Determine the 
expression for axial strain ex. Hence, show that the element fails unless node 2 
lies at the middle of the bar.
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6.13- 1 Assume that the patch test is passed for the mesh in Fig. 6.13-la. If all nine nodes 
are assigned displacements consistent with a field of constant strain, what loads at 
the internal node should result from the calculation [K] {D}, and why?

6.13- 2 Sketch an assembly of hexahedral elements that could be conveniently used for a 
patch test. Let elements have comer nodes only. Show supports and nodal loads 
appropriate to testing proper representation of uniform stress crz.

COMPUTATIONAL PROBLEMS

In the following problems compute significant values of displacement and/or stress, as 
appropriate. Exploit symmetry where possible. When mesh refinement is used, estimate 
the maximum percentage error of results provided by the finest FE mesh. Where dimen­
sions or loads are not assigned, choose values that seem reasonable or convenient. Where 
material properties arc needed but not stated, use properties of steel. Apply the analysis 
methodology suggested in Section 1.5.
C6.1 (a) Construct a mesh of several elements, suitable for a patch test, that incorporates 

one of the “poor connections” depicted in Fig. 3.12-3. See if the patch test is 
passed. If not, to what extent is the effect of a poor connection localized?
(b) Apply uniform pressure to one face of a rectangular 20-node brick (Fig. 6.5-lb). 
Fix all d.o.f. at all nodes on the opposite face. Is uniform stress computed for v > 0? 
Or for r = 0? For f > 0, fix the smallest number of d.o.f. consistent with uniform 
stress, and recalculate. (How many d.o.f. are fixed?) What does the software do if less 
than six d.o.f. are fixed?

C6.2 One can undertake a systematic study of the effects of mesh distortion [6.26]. For 
example, if the plane beams shown are modeled by Q4 or QM6 elements, one 
could vary </> (or t/H) while keeping (or <$) constant. Using triangular or 
quadrilateral elements with side nodes, one might vary or s/H. Possible loadings 

r include tip moment and transverse tip force.

Problem C6.2

J C6.3 As a variant of Problem C6.2, use plane strain conditions, maintain a chosen mesh 
i geometry, and investigate what happens as Poisson’s ratio approaches 0.5.
U6.4 The rectangular plate shown contains a hole and is securely bonded to a rigid base 

on the bottom and to a rigid bar on top. Peak values of von Mises stress ae are 
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sought. Load the model by prescribed motion of the rigid bar (x- or y-direction 
translation, rotation about an end, and so on).

Problem C6.4

C6.5 (a) In Problem C6.4, reinforce the hole by increasing the z-direction thickness of 
material out to a radius of 1.37? or so.
(a) In Problem C6.4, omit the rigid bar, and load the structure by increasing the 
temperature of material around the hole, out to a radius of 1.31? or so.

C6.6 Regard a thick deposit of soil or rock as a continuous elastic medium, loaded by its 
own weight. Excavate a vertical cut of height H and/or a tunnel of radius R, as 
shown. What is the change in the state of stress and the final state of stress? 
Assume that plane strain conditions prevail in the z direction.

y

Problem C6.6
C6.7 Use plane elements in rectangular coordinates to solve the problem of a circular 

disk with a central circular hole, loaded by internal or external pressure, or by tem­
perature change that depends only on the radial coordinate. Use a wedge-shaped 
mesh like that in Fig. 6.15-2b (but plane), with nodes permitted to have only radial 
displacement.

C6.8 Experimentally-determined stress concentration factors have been tabulated for 
plane-stress conditions in many geometries [1.16,6.24]. Some specific suggestions 
appear in Problem C3.2. The factors can be verified by FEA, using elements 
described in this chapter and progressive mesh refinement, until the error is less 
than (say) 5%.
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C6.9 A castellated beam is a weight-saving design that has holes in the web. It can be 
made by cutting a standard beam along a zigzag path in the web, shifting the two 
pieces, and welding them back together, as shown. Investigate stresses in the castel­
lated beam, using typical cases of support and loading.

(a) (b)Problem C6.9
C6.10 If software permits a change in the order of Gauss quadrature, its effect can be inves­

tigated in various problems, including the test cases of Figs. 3.7-2,6.6-1,6.8-2,6.8-4, 
6.11-1, and Table 6.11-1.

C6.11 A thick plate contains a circular hole of small radius, as shown. Well away from the 
hole, the plate is in a state of pure shear. Investigate the state of stress on the bound­
ary of the hole. Also observe the effect of Poisson’s ratio.

Problem C6.ll
C6.12 Consider a prismatic cantilever beam whose (solid) cross section is a right triangle 

or a half-circle, as shown.
(a) Investigate deflections and stresses produced by transverse tip load P applied at 
the location shown.
(b) Determine the location along the x axis through which load P must pass if the 
beam is to bend without twisting.

Problem C6.12



258 Isoparametric Elements

C6.13 The sketch shows a massive coil spring, formed by bending a bar of rectangular 
cross section into a helix. Loading is by axial forces F applied at ends (not shown). 
Consider a wedge-shaped portion of a coil that spans angle A0, as shown. If angle 
a is small, we may assume that u = 0 on cross sections that form faces of the 
wedge [3.1]. Also, w = 0 on 0 = 0 and w = c0on 0 = A0, where c is a con­
stant. Circumferential displacement is v = v(r,z). Impose u and w displacement 
boundary conditions, solve for stresses, and calculate F from computed reactions at 
restrained nodes.

Axial 
view

Problem C6.13



CHAPTER

ISOPARAMETRIC TRIANGLES 
AND TETRAHEDRA

If formulated using coordinates and methods similar to those discussed in Chapter 6, trian­
gles can have curved sides and tetrahedra can have curved edges and faces. For these gen­
eral shapes, element matrices are formulated using numerical integration. Elements having 
straight edges and uniform spacing of edge nodes (if present) can be regarded as special 
cases and can be integrated exactly using special formulas.

7.1 REFERENCE COORDINATES.
SHAPE FUNCTIONS

The constant-strain triangle (CST) and the linear-strain triangle (LST) were introduced in 
Sections 3.4 and 3.5, where polynomial fields for displacement and strain were presented, 
but details of element formulation were not provided. These details are now considered, in 
a format that allows elements that have side nodes to have curved sides. Analogous tetra­
hedral elements are also considered. Like coordinates and used in Chapter 6, refer­
ence coordinates rs and rst used in the present chapter are natural or intrinsic coordinate 
systems (Fig. 7.1-1). They are attached to the element and maintain their position with 
respect to it regardless of element orientation in global coordinates. Also, an element’s 
physical size and shape have no effect on the numerical values of reference coordinates at 
which nodes appear. Thus, physical elements of various sizes and shapes are all mapped 
into the same size and shape in reference coordinates. Elements considered in the present 
chapter are isoparametric; that is, element shape and element field quantity are defined by 
the same interpolation.

When used for stress analysis problems, the three-node triangle and the four-node tetra­
hedron are susceptible to shear locking behavior. Higher-order elements—the six-node tri­
angle and ten-node tetrahedron—are preferable choices for stress analysis. Three-node 
triangles are acceptable for scalar field problems, where a gradient term analogous to 
shear strain does not arise.

(a) (b)

Figure 7.1-1. Quadratic elements in 
Cartesian coordinates, showing 
reference coordinate systems rs and 
rst. (a) Six-node triangle, (b) Ten- 
node tetrahedron.

259
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Pascal triangle

Total 
Polynomial number of
degree, p terms, N

1

* y 
x2 xy y2 

x3 x2y xy2 y3 
x4 x3y x2y2 xy3 y4

0 (constant)

1 (linear)

2 (quadratic)

3 (cubic)

4 (quartic)

Triangular element (number of 
nodes - total number of terms)

Figure 7.1-2. Relation between type of plane triangular element and number of 
polynomial coefficients used for interpolation.

Triangles. If side and internal nodes have a regular pattern, one can generate a family of 
straight-sided triangles such that each contains a complete polynomial in Cartesian coordi­
nates (Fig. 7.1-2). In what follows we consider only linear and quadratic triangles.

When mapped into reference coordinates rs, three- and six-node triangles have nodes at 
locations shown in Fig. 7.1-3, regardless of the size and shape of the physical element. 
Shape functions of the three-node triangle in Fig. 7.1-3a are

TVj = 1-r-s N2 = r N3 = s (7.1-1)

We see that = 1 at node i and 7VZ = 0 at other nodes, as required of shape functions. 
Equations Ni = 0, N% = 0, andN3 = 0 are each the equation of one side of the triangle. 
Indeed, each of the equations = 0 is the equation of a line that passes through nodes 
where the zth shape function must be zero. For higher-order members of the family, each 
shape function is the product of functions that might be called "line functions.” When 
each line function is equated to zero, it becomes the equation of a line that passes through 
nodes where the rth shape function must be zero [3.3]. Applying this concept to the six- 
node triangle in Fig. 7.1-3b, and multiplying by numerical constants as necessary to pro­
vide = 1 at node i, we obtain

2V = (1 - r-$)(1 -2r-2s) = r(2r-l) = 5(2^-1)
’ (7.1-2)

N4 = 4r (1 -r-s) N5 = 4rs = 4s(1 -r- 5)

The process can be extended to additional elements of the family shown in Fig. 7.1-2.

(a) (b)

Figure 7.1-3. Linear and quadratic triangular elements, mapped into 
reference coordinates rs. Coordinates r and $ of element nodes are shown.
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Four-node 
tetrahedron

1 (0,0,0)
2 (1,0,0)
3 (0,1,0)
4 (0,0,1)

-------  5

Added nodes for 
10-node tetrahedron 

5 -l|,0.O) 
6 (0,|,0) 

7 (0,0,1)

8 (J1.0)
9 (0,|,|)

10 (|,0,l)

Figure 7.1-4. Tetrahedral element, showing reference 
coordinates r, s, and t of element nodes for the four-node 
form and for the ten-node form.

Tetrahedra. By retaining only vertex nodes in Fig. 7.1-4, we obtain a four-node tetrahe­
dron. Its shape functions ate

Nr = 1-r-s-t N2 = r N3 = s N4 = t (7.1-3)

Each shape function, if equated to zero, is the equation of the tetrahedron face that does 
not pass through the node in question [3.3]. To obtain each shape function N, of the ten- 
node tetrahedron, we can take the product of two functions, each of which describes a face 
or other plane that passes through nodes other than node i. For example, planes 1 - r - s - 
t = 0 and r = 0 are planes not passing through node 5; the product of their left-hand 
sides yields N5 (after multiplication by 4 so that N5 = 1 at the coordinates of node 5). The 
complete set of shape functions for the ten-node tetrahedron is

Nt = (1-r-s-r)(l-2r-2s-2t)

Af2 = r(2r-1) N5 = 4r(l-r-s-t) N*  = 4rs

N3 = s(2s-1) N6 = 4s(l-r-s-t) N9 = 4st

N4 = t(2t-1) N7 = 4t(i-r-s-t) Nw = 4tr 

; Higher-order tetrahedra can have internal nodes. Thus we can generate a family of tetrahe- 
dra analogous to the family of triangles shown in Fig. 7.1-2, each of which contains a 
complete polynomial of degree p. The relation between p and N, where N is both the num­
ber of nodes in the tetrahedron and the total number of terms in the complete polynomial, 
isN = (p + 1) (p +2) (p + 3)/6.

Isoparametric Elements. An element is isoparametric if its geometry and its field quan­
tity </> use the same set of shape functions to interpolate from nodal values. Thus

V x = y = '^Niyi z = ŷ Nizi = (7.1-5)

where i ranges over the number of nodes. For a plane element, the z equation is omitted.
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7.2 ELEMENT CHARACTERISTIC MATRICES

The element characteristic matrix is a stiffness matrix for structural mechanics problems. 
For heat conduction, which is a scalar field problem, it is an element conductivity matrix. 
For either structural or scalar problems, manipulations used for triangles and tetrahedra 
are very similar to manipulations used for quadrilaterals and hexahedra in Chapter 6. 
Therefore, extensive explanation is not provided here. In what follows we emphasize the 
scalar field problem. The structural problem can be addressed by expanding arrays in a 
way that should be apparent from study of Section 6.2.

Most manipulation is occupied with expressing derivatives of a field quantity <f> with 
respect to Cartesian coordinates when </> is stated in terms of the reference coordinates. 
The procedure is most easily explained using the simplest element, as follows.

Linear Triangle. The principal task is to establish matrix [B] that provides gradients in 
terms of nodal d.o.f. </>(, <f>2> an<^ ^3-

(7.2-1)

where <f>,x = d<j>/dx and <f),y = d<j>/dy. Shape functions Nt are stated in terms of r and s 
rather than x and y, so we first write, using Eqs. 7.1-5,

^^^i,rxi

= [J] where [J] =
x,r y,r

x>s y>s
(7.2-2)

These relations are analogous to those for a quadrilateral, Eqs. 6.2-4 and 6.2-5. Analo­
gously to Eq. 6.2-6, we obtain an expression for Jacobian matrix [J] of a three-node trian­
gle from Eqs. 7.1-1 and 7.2-2.

[J] = -1
-1

xi ?i

xz y2 
x3 y3

X21

X31

?21

*31

xii = xi~xi ' where 1 J (7.2-3)
yij = y,-yj

1 0
0 1

The Jacobian inverse is

[J]-1 i >*31  ~y2i
-x3J x21

where |J| = ^21^31 “ *31^21 (7-2-4)

It can be shown that |J| = 2A, where A is the area of the triangle (Problem 7.2-1). Area 
calculated in this way is positive if nodes are numbered counterclockwise around the trian­
gle. Gradients of the field quantity in Cartesian coordinates are, from Eqs. 7.2-2 and 7.2-3,
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[J]’1
hence (7.2-5)

Written out, matrix [B] for die three-node triangle in a scalar field problem is

?31

X31 - X21 ”X31

-ytl _ 1 Zz3 ^31 ^12

X21 X32 x13 X21
(7.2-6)

where 24 - ~ ^31/21- With [k] a 2 by 2 array of material constants and t the ele­
ment thickness, the characteristic matrix of a scalar element is

[k] = [B]r[K][B] t dA. (7.2-7)

If [k] and t are constant over the element, integration is trivial; we obtain [k] = [B]t[k][B]M. For higher-order elements the integrand is a function of r and s. Such 
integrals are addressed in Sections 7.3 and 7.4.

The element stiffness matrix is needed for structural problems. For the three-node 
triangle, it is

[k] = [B]r[E][B] tdA where [B] =
x32

0 ^31

x32 0 

?23 x13

0 yn 
x13 0

0

x21 (7.2-8)

^31 X21 ^12

Quadratic Triangle. For the six-node triangle of Fig. 7.1-3b, shape functions are given 
by Eqs. 7.1-2. Equation 7.2-2 remains valid, but now each summation has six terms rather 
than three. For example, term Jj i = x,r of the 2 by 2 Jacobian matrix [J] is

= (4r + 4s - 3) Xj + (4r - 1 )x2 - 4(2r + s - 1 )x4 + 4sx5 - 4sx6 ' (7.2-9)

(The multiplier of is zero.) The expression for d<f>/dr is the same as Eq. 7.2-9, with the 
replaced by nodal d.o.f. fy. For straight sides and midside nodes, [J] is given by Eq. 7.2-3.

Tetrahedra. By direct extension of the foregoing, coordinates r and 5 are supplemented by 
coordinate t, and field quantity 0 is a function of r9 s9 and t. The shape and displacement 
interpolations of Eqs. 6.5-1 are applicable, with the Nj taken from Eq. 7.1-3, or Eq. 7.1-4, 
and so on. Equation 6.5-2 for Jacobian matrix [J] applies if £ 17, and £ are replaced by r, 
and r, respectively. The element characteristic matrix is

[k] = I [B]r[K][B] dV (7.2-10)
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Remarks. One may ask if triangular elements can be obtained by “degrading” or “degener­
ating” a quadrilateral element, for example, by coalescing two nodes of a four-node quadri­
lateral to obtain a three-node triangle. Indeed this appears to work. Upon assigning the same 
coordinates to the superposed nodes and gathering terms, shape functions of the linear trian­
gle are obtained [2.14]. However, shape functions of a six-node triangle are not obtained by 
simply coalescing all three nodes on one side of an eight-node quadrilateral [7.1,7.2]. To 
avoid trouble, software users should not create triangles by supplying data that superposes 
nodes. It is better to use triangles and tetrahedra that are formulated as such.

7.3 ANALYTICAL INTEGRATION.
AREA AND VOLUME COORDINATES

An element characteristic matrix such as Eq. 7.2-7 can be integrated analytically, rather 
than numerically, if element geometry is suitably restricted. Specifically, we require that 
element sides be straight and side nodes (if present) be uniformly spaced, so that Jacobian 
J is constant throughout the element. Thus, all terms to be integrated are products of refer­
ence coordinates, and we can obtain a closed-form expression for [k], Analytical integra­
tion formulas for triangles are expressed in terms of area coordinates, discussed next. 
Similar coordinates and formulas for tetrahedra are summarized at the end of this section.

The six-node triangle with straight sides and midside nodes has been studied with the 
intent of efficiently generating its characteristic (or stiffness) matrix in closed form 
[3.4,7.3,7.4], Reference [7.5] addresses related tetrahedra, and claims that generating the 
stiffness matrix of the ten-node tetrahedron in closed form is 133 times faster than generat­
ing it by four-point quadrature.

Many triangular elements have been developed using area coordinates rather than coor­
dinates rs of Fig. 7.1-1. Area coordinates may also be called areal, triangular, or trilinear 
coordinates. Although known in mathematics for many years [7.6], they seem to have 
been reinvented when finite element theory found a need for them.

Area Coordinates. In Fig. 7.3-la, an arbitrarily located point P divides triangle 1-2-3 
into the three subareas A1? A2> and A3. Area coordinates are defined as ratios of areas:

(7.3-1)

Figure 7.3-1. Area coordinates fj&fe in a triangle.



13 Analytical Integration. Area and Volume Coordinates 265

where A is the area of triangle 1-2-3. Because A = Ai + + A3, the § are not indepen­
dent. They satisfy the constraint relation

ft + ft + h = 1 - (73-2)

The centroid of a straight-sided triangle is located at ft = & = £3 = 5. In terms of 
nodal coordinates, plane geometry shows that Cartesian coordinates of the centroid are 
(*1  + x2 + x3)/3 (?1 + ?2 +

Area coordinates can also be stated as ratios of lengths. For example, in Fig. 7.3-1, let 
be the length of side 2-3, s the distance from point P to side 2-3, and h the distance 

from vertex 1 to side 2-3. Then A1 = L23j/2,A = and ft = A\/A - s/h.
The relation between area coordinates ft ftft and coordinates rs of Fig. 7.1-3 is easily 

established by regarding area coordinates as ratios of lengths. In Fig. 7.1-3, sides 1-2 and 
1-3 are each one unit long. Therefore ft = r/1 = r and ft = s/1 = 5. Finally, 
ft = 1 - ft - ft- In summary,

ft=l-r-s ft = r ft = s (7.3-3)

Thus, shape functions of the linear element, given in Fig. 7.1-3a and Eqs. 7.1-1, are 
= ft, = ft, and N3 = ft. Shape functions of the quadratic triangle, given in

Fig. 7.1-3b and Eqs. 7.1-2, are

^ = ^(2^-1) N2 = ^2-l) N3 = £3(2£3-l)
(7.3-4)

AT4 = N5 = 4££3 N6 = 4^

By use of Eqs. 7.3-3, all terms in the integrand of the element characteristic matrix can be 
expressed in terms of area coordinates rather than in terms of r and s.

Equations 7.3-1 to 7.3-4 do not require that sides of a triangle be straight or that side 
nodes be uniformly spaced. But when these conditions prevail, Jacobian J is constant 
throughout the element, all terms to be integrated are polynomials in area coordinates, and 
integration formulas that follow can be used.

Integration Formulas. Consider first integration along a side of the triangle, which is 
useful for calculation of consistent nodal loads when traction is applied to the side. For 
example, consider side 3 of the triangle in Fig. 7.3-1. There £3 = 0, so the variation of a 
quantity along this side is a function and £2. Integrations involve various products of 
and f2, all of which can be evaluated by use of the formula

k\l\
(1 + k + Z)!

^f2dL = L 
L

(7.3-5)

where k and I are nonnegative integers and L is the length of the side. The formula yields 
length L itself if k and I are both zero. As further examples,

2< dL - L—3! and f 2 21 LJ/^2 dL = L± = A (7.3-6)L
3
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Similarly, the formula for integration over triangle area A is

dA (2 + fc + Z + ^)!
(7.3-7)

which appropriately yields area A when k = I = m = 0. Alternative forms of this for­
mula, in both two and three dimensions, allow the integrand to be expressed in terms of 
Cartesian coordinates rather than area or volume coordinates [4.4,7.7].

Tetrahedra. Volume coordinates in a tetrahedron are analogous to area coordinates in a 
triangle. A point within the tetrahedron divides it into subvolumes V2, V3, and V4. Tak­
ing the ratio of each subvolume to total volume V, we obtain the volume coordinates 
£ = V/V where i = 1,2,3,4. These volume coordinates satisfy the constraint relation 
fil + fi2 + fi3 + fit = The relation between volume coordinates an^ coordinates 
rst of Fig. 7.1-4 is obtained by the same kind of argument that provides Eqs. 7.3-3. Thus,

^ = i- r-s-t ^2 = r g3 = s ^ = t (7.3-8)

Therefore, shape functions of the four-node tetrahedron are N2 = £2> ^3 =
and 7V4 = £4. The integration formula in volume coordinates, which is useful when edges 
are straight and edge nodes are uniformly spaced, is

J v dV = 6V klllmlnl
(3 + k + l + m + n)\ (7.3-9)

7.4 NUMERICAL INTEGRATION

When element sides are curved or side nodes are not uniformly spaced, we call the triangle 
“distorted.” Then Jacobian J is not constant over an element, and terms in integrands 
become ratios of polynomials. In these cases numerical integration is appropriate. Numer­
ical integration involves multiplying the value of the integrand at prescribed locations by 
suitable weight factors and adding results. Every matrix coefficient in the integrand is 
treated in this way. The same concept is applied to quadrilaterals in Section 6.S. However, 
for triangles and tetrahedra, weight factors are defined individually rather than as products 
of one-dimensional weights. Also, a variety of integration rules is available, and there is 
disagreement among authors as to which rules are best.

For stress calculation in quadrilaterals and hexahedra, it is often beneficial to evaluate 
stresses at Gauss quadrature points and use these values to extrapolate to other locations in 
the element (Section 6.10). In a six-node triangle with straight sides and midside nodes, the 
displacement field is a complete quadratic in global Cartesian coordinates, hence the strain 
field is a complete linear field, so linear extrapolation from all sets of three noncollinear 
points in the element provides the same result. An analogous situation prevails in higher- 
order triangles and in tetrahedra. In “patch recovery” methods of stress calculation, numer­
ical experiment suggests that optimal stress locations for general states of stress are at cen­
ters of three-node triangles and at side nodes of six-node triangles (see Section 9.9).
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TABLE 7.44 Selected formulas for numerical integration overIa 
TRIANGULAR AREA, EQ. 7.44 [6.4]

No. of 
points

Figure Degree of 
precision

Coordinates 
(G.S,)

Weights

1 7.4-la 1 GM) 1.0

3 7.4-lb 2 1
3

3 7.4-1c 2 ()■#>)) 1
3

Yin 27
"48

4 7.4-Id 3 <

(UMHMM) 25
48

Triangles. Let tf> = (p(r,s) represent a single coefficient of the characteristic element 
matrix integrand [B]T[K][B]t in Eq. 7.2'7. Then, for n sampling points,

n
^dA^^<hiJiWi where = ||J|, (7.4-1)

1=1

The factor i appears because the area of the mapped triangle in reference coordinates 
rs is |. For a triangle with either straight or curved sides, [J] is given by Eq. 7.2-2. For 
an undistorted triangle of area A in Cartesian coordinates, | J | = 2A throughout the 
triangle (as shown, for example, by letting sides 1-2 and 1-3 in Fig 7.1-3a have physical 
lengths of unity, so that A = 1, and applying Eq. 7.2-4). Hence, because = 1 (as 
in Table 7.4-1), Eq. 7.4-1 correctly yields J dA = A when <£ = 1.

Table 7.4-1 lists data of some lower-order numerical integration formulas for plane tri­
angles [6.4] for use in Eq. 7.4-1. Locations of sampling points in the mapped triangle are 
shown in Fig. 7.4-1. Sampling points are uniformly distributed over the triangle in the 
sense of having locations that are symmetric in area coordinates. The degree of precision 
is the degree of the highest-order polynomial terms in r and s that are integrated exactly by 
the formula. Specifically, a rule having degree of precision k exactly integrates all terms of 
the form rlsm when I + m < k (including I = 0 or m = 0), and is inexact for at least one 
term r^sm when I + m > k. Discussion and additional rules appear in many references, 
including [2.13,2.14,3.3,4.4,7.9,7.10]. Rules of higher order are sometimes favored for the 
specific heat matrix in heat conduction analysis. Considerations related to the better 
choice among competing rules are summarized in [7.11].

Each of the three-point rules has its advocates [7.10,7.12]. Numerical coefficients of the 
four-point rule are stated incorrectly in some older references. In consequence this rule 
may have been unjustly criticized by those who used it. A computer subroutine that uses 
the three-point interior rule appears in [7.13],

Tetrahedra, Let <£=</> (r9sj) represent a single coefficient of the characteristic element 
matrix integrand [B]t[k][B] in Eq. 7.2-10. Then, with n the number of sampling points,

T n 1J where J; = glJl; (7.4-2)
V i=l
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(a) (b) (c) (d)

Figure 7.4-1. Locations of sampling points for numerical integration rules in Table 7.4-1.

The factor of 1 appears because the volume of the mapped tetrahedron in reference coordinates 
rst is 1. For an undistorted tetrahedron of unit volume V in Cartesian coordinates, | J | = 6V 
throughout the tetrahedron. Hence, because £ - 1 (as in Table 7.4-2), Eq. 7,4-2 correctly
yields J dV = V when <£ = 1.

Table 7.4-2 lists data of some lower-order numerical integration formulas for tetrahedra 
[7.11] for use in Eq. 7.4-2. The degree of precision is defined in the same way as for 
Table 7.4-1, so that a rule of precision k exactly integrates all terms of the form rlsmtn 
when I + m + n < k. Additional rules appear in many references, including [33,4.4,6.4, 
7.9,7.11,7.14].

ANALYTICAL PROBLEMS

7.1-1 Derive the shape functions of Eq. 7.1-1 by starting with </> = +fl2r + a3s and 
applying the “[A] matrix procedure” (see Section 3.2).

7.1-2 Show that if the quadratic triangle (Fig. 7.1-la) has straight sides and midside 
nodes, then its geometric mapping is linear. In other words, show that, as applied to 
geometry, Eqs. 7.1-2 reduce to Eqs. 7.1-1.

TABLE 7.4-2 Selected formulas for numerical integration over a tetrahedral
VOLUME, EQ. 7.4-2 [7.11] '

No. of Degree of Coordinates Weights
points precision Wi

1 1 (^4) 1.0

4 2 (a,bJf),(b,b,b),(.b,b,d)Xb,a^) 1
4

. 5 + 3//5 . 5-75
where a = ——, b = ———

20 20
_4

5 3 < .di o o (ki) 5
9

20
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7.1-3 For the ten-node triangle shown, determine shape functions Ni(r,s) for nodes 1,2,4, 
5, 6, and 10.

4 5 2

Problem 7.1-3

7.1-4 Let a triangular element be allowed to have 3, 4, 5, or 6 nodes. Postulate that a table 
like Table 6.4-1 is valid for this situation. Write out the table, and verify that it correctly 
provides shape functions of vertex nodes when side nodes 4,5, and 6 are all present.

7.2-1 Show that | J | = 2A for a three-node triangle of arbitrary shape, where | J | is 
given by Eq. 7.2-4. Suggestion: Place the triangle in the first quadrant, drop lines 
from vertices to the x axis, and work with trapezoidal areas thus created.

7.2-2 Show that Eq. 7.2-6 provides [B] as stated in Eq. 3.4-6 for the element of Fig. 3.4-1.
7.2-3 For the triangle shown, determine the [B] matrix of a scalar element using bilinear 

shape functions (Eqs. 6.2-3). Show that Eq. 7.2-6 provides the same [B] matrix.

7.3-1 Working entirely in area coordinates, show that - 1 for the six shape func­
tions of Eqs. 7.3-4.

7.3-2 A ten-node triangular element has a node at its centroid. In area coordinates, its 
shape function is Njo = 27^j^2^3- Let </> be the field variable. Imagine that, with 
4> = 0 at all nodes on the boundary of the element, nonzero (fa produces ordinate 
0 = 4>a at a point midway between node 10 and a vertex of the triangle. What is the 
volume under the 0 surface, in terms of <f>a and triangle area A?

7.3-3 Consider a straight-sided triangle whose centroid is at the origin of Cartesian coor­
dinates xy. Use area coordinates to derive the formula

f 2 ja A . 2 2 2.\ xr dA = —(x1+x2 + x3) 
J a 1Z

(Related formulas for triangles appear in [7.7].)
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73-4 In terms of area coordinates and generalized d.o.f. aiy the polynomial field of a 
six-node triangle has the form

2 2 2
<l> = «lfl +«2^2 + a3^3 + a4^1&+£25&fe+a6^1

Using the “[A] matrix procedure” of Section 3.2, derive the element shape functions 
(Eqs. 7.3-4).

7.3- 5 Let side 1-4-2 of a quadratic triangle be straight and of length L, with node 4 at mid­
side. Also let an x axis be coincident with side 1-4-2. Use area coordinates evaluated 
on side 1-4-2 to determine the consistent nodal loads that result from the following 
distributed loads on this edge.
(a) Uniform traction normal to the side.
(b) Traction that is tangent to the side and varies parabolically, being zero at nodes 1 
and 2 and maximum at node 4.
(c) Traction normal to the edge that varies linearly from + & at node 2 to - & at node 1.

7.3- 6 Let uniform pressure p act normal to one face of a quadratic tetrahedron that has 
straight edges and midedge nodes. What are the consistent loads at nodes on this face?

7.4- 1 Consider a straight-sided triangle of area A = 0.5, and the function

2 3 2
<f> = ajr + a2r +a3rs + a4r +a5rs

where the a, are constants.
(a) Obtain the exact integral / = J</> d!A over area A by use of Eq. 7.3-7.
(b-e) Approximate I by use of the first, second, third, and fourth numerical formulas 
in Table 7.4-1.

7.4-2 By use of each numerical formula in Table 7.4-1, obtain four approximations for the 
integral of the function </> = (1 + rs)-1over a triangle. Let A = 1.

7.4- 3 Let a quadratic triangular element have curved sides and variable thickness t, where 
t is interpolated from thickness t, at the six nodes, t = If the exact element 
volume is to be determined by numerical integration, what degree of precision must 

_ the numerical integration formula have?
7.4- 4 Consider a flat-faced tetrahedron of volume V = 1, and the function o

2 3 2<£ = atr + a2r + a3rs + a4r +a5rs +a6rst

where the are constants.
(a) Obtain the exact integral I = ]*</>  dV over volume V by use of Eq. 73-9.
(b-d) Approximate I by use of the first, second, and third numerical formulas in 
Table 7.4-2.



CHAPTER

COORDINATE TRANSFORMATION 
AND SELECTED ANALYSIS OPTIONS

The chapter first considers how to change the coordinate system in which vectors, stresses, 
material properties, and stiffness matrices are described, and then discusses special ele­
ment types and procedures of practical interest, including rigid links, joining of dissimilar 
or offset elements, elastic foundations, boundaries at infinity, reanalysis, and tests of ele­
ment quality.

8.1 TRANSFORMATION: INTRODUCTION
AND VECTOR FORMS

Some applications of transformation are in accommodating anisotropic material properties 
that are arbitrarily oriented in global coordinates and in forcing adjacent elements of dif­
ferent type to share the same d.o.f. In transformations, the form [Q] = [T]t[Q'][T] 
appears often. Here [Q' ] is the matrix to be transformed and [T] is the transformation 
matrix. The result of transformation, matrix [Q], is symmetric if [Q' ] is symmetric. 
Depending upon the application, [T] may be rectangular or square. If square, it may not be 
orthogonal. [T] is likely to be sparse if it is a large matrix. Then the formal matrix multi­
plication [T]r[Q' ][T] is wasteful of time and storage space, and can be replaced by cod­
ing adapted to the forms of [T] and[Q'].

Matrices [Q] and [Q' ] are usually stiffness matrices, or analogous characteristic matrices 
in a nonstructural problem. Sometimes [Qz ] can be taken as either an element matrix or the 
corresponding structure matrix. Computer programming is usually easiest when transforma­
tions are done before elements are assembled, so that several small matrices are transformed 
rather than one large matrix.

Small errors and inconsistencies in [T] can degrade accuracy by making elements 
unable to represent constant states, including the state of rigid-body motion without strain. 
To minimize this/source of error, transformation matrices (and constraint equations) 
should be written and manipulated with as much numerical precision as is granted to coef­
ficients in the element characteristic matrix.

2D and 3D Vectors. Let V be a vector quantity (Fig. 8.1-1). It may represent position, or 
displacement, or heat flux, and so on. Components of V parallel to primed axes are u', 
vf, and w'. We wish to express uf, vr 9 and w' in terms of direction cosines and w, v9 
and w, which are components of V parallel to unprimed axes.

Component u' can be regarded as the sum of x'-parallel components of u, v9 and w. That 
is, u' = lyu + m^v + ftjw. Components v' and w' can be similarly expressed. In matrix 
format, these relations are

271
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Direction cosines between axes: 

xyz

x' ly mi
y' I2 ^2
z' /3 m3 n3

Figure 8.1-1. A vector V can be expressed in terms of components uvw in system xyz or 
in terms of components uvw in system xy'z Direction cosines are cosines of angles 
between axes.

where [A] =

Zj m^ nl

Z2 m2 n2 (8.1-1)

Matrix [A] is often called a rotation matrix. It is an orthogonal matrix; that is, [A] 1 = [A]r 
Hence the inverse of the transformation in Eq. 8.1-1 is

u
v (8.1-2)

w'

Let V represent the nodal displacement vector {d} or {d'}. Vectors {d} = L» v wjr 
and {d'J = Lu' vr w']T are the same, but expressed in different coordinate systems. 
(“Displacement” may include rotation, provided it is small. Large rotations do not combine 
vectorially.) Corresponding nodal force vectors {r} and {r'} can be expressed in terms of 
components in the same way as displacements. According to Eqs. 8.1-1 and 8.1-2, these 
vectors obey the transformation rules

{d'J = (A]{d) and {d} = [Af{d'}

{r'J = [A]{r) and {r} = [Af{r')

(8.1-3)

(8-1-4)

Equations 8.1-3 and 8.1-4 require only that xyz and x'y'z each be a set of mutually orthog­
onal directions. In some applications it might be convenient if one system is Cartesian and 
the other cylindrical.
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More General Expressions. If nodal displacements and their corresponding forces have 
the respective relations

{d'} = [T]{d} and (r'} = [T}{r} (8.1-5)

where [T] may not be orthogonal or even square, the form seen in the second of Eq. 8.1-4 
continues to apply; that is, {r} = [T]?{r'}. The argument is as follows. Because {r} and 
{r'} describe the same resultant force, work done during a virtual displacement must be 
independent of the coordinate system in which work is computed. Let {3d} and {3d'} be 
descriptions of the same virtual displacement, in unprimed and primed coordinate systems 
respectively. Writing the virtual work equality and using the relation {3d'}r - {3d)r[T]r, 
we obtain

{Sd}T{r} = {8d'}r{r'} or {3d}r{r} = {ad}W{r'} (8.1-6)

from which

{8d)rl {r} - [T]r{r'} I = 0 therefore {r} = [T]r{r'} (8.1-7)

The latter equation results from the consideration that the equation before it must be true 
for any virtual displacement {3d}. The foregoing arguments apply also at the global level, 
so that we may also write {D'} = [T]{D}and{R} = [T]r{R'}-

8.2 STRAIN, STRESS, AND MATERIAL
PROPERTY TRANSFORMATION

We seek the relation between quantities expressed in one coordinate system and the same 
quantities expressed in another coordinate system. Transformation of strains {e} and 
stresses {cr} in two dimensions leads to equations that may be represented graphically by 
Mohr circles. In this section we emphasize three-dimensional transformation, for which 
there is no graphical representation. Material properties are represented by matrix [E] of 
elastic constants. Arrays {e}, {cr}, and [E] have counterparts in problems other than 
structural mechanics.

Strains. Strain transformations are transformations of displacement derivatives. Thus, to 
relate ex in coordinates x'y'z' to ex in coordinates xyz, we must relate du7ch< to du/3x 
and to other derivatives of w, v, and w. From Eq. 8.1-1,

du' 
dx'

, du dv
■ '>a?+m>5?+">57 (8.2-1)

For the term du/dx', by chain rule differentiation with dx/dxf = Z1? dy/dx - mx, and 
dz/dx = np we obtain

du 
dx'

t du du du (8.2-2)
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Applying this process to other displacement derivatives as well provides *

du' du' du' dw'
dx' dy' dz' dz'

T

9x1

l^A n{A

l2A m2k n2k

i3a m3k n3k

u,y u,z -

9x1

(8.2-3)

where [A] is given by Eq. 8.1-1. The 9 by 9 square matrix in Eq. 8.2-3 is orthogonal.
A state of strain can be expressed as {e'} in x’y’z' coordinates or as (e} in xyz coordi­

nates. Next we introduce strain-displacement relations (Eqs. 3.1-6 to 3.1-8) into Eq. 8.2-3. 
After straightforward but tedious expansion and gathering of terms, we obtain

{s'} = [TJ{8} (8.2-4)

where («} = Le* sy ez Vyz 'yotJr, and similarly for {«'}.The strain transformation 
matrix is

[Tfi] =
i}

2lxl2

2
Wj

2

2

2mxm2

2

2
rt2

2

2n^n2

i
1 l\ml

I l2m2

1 l3m3

1 lxm2 + l2mx

winl

m2n2

m3n3

m2nx

”1^1

n2^2

7i3 ^3

w1^2 + n2^1
(8.2-5)

2l2l3 2m2m3 ^n2n3 । Z2w3 + l3m2 m2n3 + m3n2 ft2/3 + ^3^2

2Z3Zi 2m3m^ 2n3n} j l3mx + m3nx + m}n3 + n1^3

Here the engineering definition of shear strain is used, for example, = u,y + v,x. Parti­
tioning seen in Eq. 8.2-5 is used in what follows.

Stresses. Consider internal work per unit volume, done by stresses during a prescribed 
virtual displacement. This work must be the same whether it is computed in the xyz system 
or the /y'z' system. Writing the virtual work equality and using Eq. 8.2-4, we obtain

{8e}r{ff} = {8s'}r{</} or {8e}r{a} = [8e)r[TJr{</} (8.2-6)

The latter equation must be true for any virtual strain vector {8e}. Thus, in the same way 
as we obtain Eq. 8.1-7 from Eq. 8.1-6, we obtain the stress transformation relations

{<r} = [TJT{<r'} and {a'} = [TJ’^ct} (8.2-7)

where {a} = [_°x Txy Tyz Tzx]T’ and similarly for {o'}. Matrix [TJ"r is
easily stated. After assigning names Tn, T12, T21, and T22 to the 3 by 3 submatrices in 
Eq. 8.2-5, one discovers that

if [Te] Th

T2i

t12

t22
then

Tn
lT21

2T12
t22

(8.2-8)[Tfi]’r =
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Figure 8.2-1. Rotation of axes in two dimensions, a special case of Fig. 8.1-1.

X y z

x’ ll = cos fl = sin fl »] = 0
y’ l2 = -sin fl m2 - cos fl n2 = 0
z' 13 = 0 m3 = 0 n3 = 1

Thus [Te] T is obtained from [T^.] in Eq. 8.2-5 by moving the factors of 2 to their sym­
metrically located positions above the diagonal.

Material Properties. For a given set of material properties, the stress-strain relation can 
be written as {<r} = [E]{©} in thexyz system or as {ct'J = [E']{s'} in the/yY system. 
Imagine that [E'] is known and that [E] is desired. By substitution from Eqs. 8.2-4, 8.2-7, 
and the relation (ct'J = [E'Ke'},

{<r} = [T£]t{</} = [TJr[E']{6'} = [Ts]r[E'][TJ{e} (8.2-9)

Finally, because {ct} = [E]{s}, we obtain

[E] = [TJr[E'][TJ (8.2-10)

As in Eqs. 8.1-3 and 8.1-4, xyz and xfy'z' need only be a set of mutually perpendicular 
directions.

Plane Problems. A two-dimensional problem is a special case in which n3 = 1 and 
l3 = m3 = nr = n2 = 0(Fig. 8.2-1). Also, {e} = ey {ct} = <ry T^jr 
[E] is 3 by 3, and transformation matrices are 

[TJ =

2 - 2c s cs
2 2

s c -cs
-2 c s 2c s c2—s2

and

2cs

-2cs (8.2-11)

-cs cs

where c = cos /3 and = sin /?.

8.3 TRANSFORMATION OF THE
CHARACTERISTIC MATRIX

The element characteristic matrix [k] is a stiffness matrix in structural mechanics. For 
other problem areas, relations having the same form as those that follow can be written. 
Expressions stated in terms of element matrices could also be stated in terms of structure 
matrices. In a scalar field problem, [k] need not be transformed.

In two coordinate systems such as xyz mdxfyfz, the element stiffness relation can be stated as

[k]{d} = Hr} oras [k']{d'} = -{r'} (8.3-1)
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In Eq. 8.3-1, {r} and {r'} are loads associated with element deformation. The negative 
sign is used because, as explained following Eq. 2.2-2, {r} and {r'J are defined as loads 
applied by an element to structure nodes. Matrices [k] and [k'J express the same infor­
mation, but with reference to two different vectors of nodal d.o.f., namely {d} and {d'}. 
Let us assume that [k'] is known and that [k] is desired. The necessary transformation is 
derived by substituting Eqs. 8.1-5 and 8.1-7 into the stiffness relation.

[k]{d} = —{r} = -[T]r(r'} = [T]r[k']{d'} = [T]r[k'][T]{d} (8.3-2)

As the relation [k] {d} = [T]r[k'][T] {d) must be true for any {d}, we obtain

[k] = [T]r[k'][T] (8.3-3)

Or, if the argument is applied on the global level, we obtain [K] = [T]r[K'][T].
The transformation of Eq. 8.3-3 can be regarded as changing neither element properties 

nor element orientation in global coordinates, but rather as changing the formal expression 
of element properties to agree with a change in d.o.f. from {d'} to {d}. In the relation 
{d'J = [T]{d}, transformation matrix [T] must be known but need have no special form. 
Applications of Eq. 8.3-3 appear in Section 2.4 and in the following two sections.

8.4 CHANGING THE DIRECTIONS 
OF RESTRAINTS

If a support allows a node to move only in one direction, and that direction is parallel to a 
translational d.o.f. already defined, the boundary condition is simple: we merely suppress 
all other translational d.o.f. at the node. If the permitted motion is in some other direction, 
a transformation of the following kind is useful. (An ad hoc way of treating this support 
condition may lead to trouble; see Fig. 9.2-3c.)

We take as an example the plane structure of Fig. 8.4-la, which may be either a truss or 
a frame. Before boundary conditions are imposed, structural equations [K']{D'} = {R'}, 
subsequently to be transformed, are

*11 k12 *13 k14‘ Dll Ri

*21 *22 0 k24 &

k31 0 k33 k34 d3 r3
*41 k42 k43 *44. d4 r4

(8.4-1)

Merely to avoid clutter, we have not attached a prime symbol to each submatrix. If formu­
lated in global coordinates xy in the usual way, each {D, } contains translational d.o.f. «,■ 
and Vi in x and y directions at nodes. Rotational d.o.f. Szi are also present if the structure is 
a frame. At nodes 1 and 2, support conditions indicate that u and v are zero. At node 3, the 
roller support demands the awkward condition v3 = -w3 tan (3. If at node 3 we replace Uj 
and v3 by translational d.o.f. U3 and V3 parallel to axes of the rs coordinate system, the 
boundary condition becomes simply V3 = 0. We now regard submatrices associated with
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(a)

Figure 8.4-1. (a) A 
plane truss or plane 
frame, in which node 
3 is allowed to move 
in only the r direction, 
(b) Pin A occupies a 
large circular hole in 
plane bar B.

node 3 as primed arrays that require transformation. Transformation {D3} = [T3]{D3} 
among d.o.f. at node 3 is, for plane truss and plane frame problems respectively,

w3

[t3][T3]

where c = cos /3 and s = sin ft. Transformation matrix [T] for the entire structure is a 
unit matrix except for [T3] on the diagonal. With Fl J a 2 by 2 or a 3 by 3 unit matrix (for 
plane truss and plane frame respectively), [T] is

[T] = Fl I T3 Ij (8.4-3)

Using [K'J and [T] from Eqs. 8.4-1 and 8.4-3 in Eq. 8.3-3, we obtain the transformed 
structure stiffness matrix

‘ Kn K12 K13T3 K14 ‘

[T]t[ki[T] =
^21 ^22 ® ^24

(8.4-4)
t[k31 0 t;K33T3 -

K41 K42 K43T3 k44

which operates on a displacement vector {D} whose translational d.o.f. at node 3 are t/3 
and V3. From Eq. 8.1-7, transformed loads at node 3 are {R3} = [T3]r{R3}. The trans­
formed stiffness matrix and load vector can be transformed again in the same way if there 
is an additional inclined support.

In the preceding explanation, transformation is done at the structure level. In program­
ming, this approach becomes awkward because [K] is stored in a compact format. It is 
preferable to transform individual element matrices before assembly. Thus, in the forego­
ing example, we transform element matrices [k' ] of elements 3-1 and 3-4 according to 
Eq. 8.3-3, using the transformation matrix [T] = l~T3 ij. If d.o.f. of node 3 were to 
appear second rather than first in {d}, we would use [T] = fl T3J instead.
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Another possible application is shown in Fig. 8.4-lb. Imagine that plane bar B is free to 
rotate without friction on pin A, which for the time being is to be regarded as rigid. Pin A 
need not be meshed. D.o.f. of nodes of bar B that lie on the circular boundary can be 
transformed to the polar coordinate system shown. Then only radial displacements at these 
nodes are set to zero.

8.5 CONNECTING DISSIMILAR ELEMENTS. 
RIGID ELEMENTS

By “dissimilar elements” we mean elements whose d.o.f. are of different type and/or of 
different location. As examples, we may wish to connect a beam element (having rota­
tional d.o.f.) to a plane element (having translational d.o.f. only), or we may wish to con­
nect two FE meshes whose nodal locations are such that nodes of one mesh cannot be 
superposed on nodes of the other. The latter situation also arises in submodeling and sub­
structuring (Sections 10.10 and 10.11, where references are cited).

A way of dealing with these situations is to impose constraints that force d.o.f. of mat­
ing elements or meshes to have a prescribed relation to one another. Constraints of this 
kind can be imposed on a stiffness matrix by the transformation [k] = [T]r[kz][T]. In 
establishing transformation matrix [T], it is convenient to think in terms of a rigid link or a 
rigid element that contains the d.o.f. to be related. (Constraints are discussed in a more 
general way in Chapter 13.)

Simple Examples. In Fig. 8.5-la, one end of a plane beam element that has both bending 
and axial stiffness is to be attached at an arbitrary location on one side of a four-node plane 
quadrilateral that has no rotational d.o.f. The beam element has the stiffness relation 
[k']{d'} = {i7}, where

{d'} = |_w5 v5 ez5 u6 v6 0,6jr (8.5-1)

New d.o.f. of the beam element are to be

{d} = V2 «3 V3 u6 v6 0z6jT (8.5-2)

(a) (b)
Figure 8.5-1. (a) Plane beam element 5-6 is connected to four-node plane element
1-2-3-4. (b) Two-node bar element 5-6 is connected to four-node plane element 1-2-3-4.
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We now require that translation of node 5 be linearly interpolated Mong side 2-3 from 
translational d.o.f. at nodes 2 and 3. Rotation at node 5 is defined as the difference between 
the side-normal displacements at nodes 2 and 3, divided by the distance L between them. 
Thus, in the relation {d'J = [T]{d}, transformation matrix [T] is

[T] =
6x7

t5 0

0 I
where

cos (3

0 b 0
a 0 b (8.5-3)

sin/3 -cos/3 -sin/3

and FlJ is the unit matrix Fl 1 11 The transformed beam element matrix is 7 by 7, 
and operates on d.o.f. of nodes 2, 3, and 6. After solution for nodal d.o.f., original d.o.f. 
of the beam element can be recovered by the operation {d'J = [T]{d}> for use in stress 
calculation.

A second simple example is that of Fig. 8.5-lb. A two-force member, such as a portion 
of a reinforcing bar in concrete, is to be connected to points arbitrarily located on opposite 
sides of a four-node plane element. As originally formulated, the 2 by 2 matrix [k'] of the 
bar element operates on d.o.f. w5, v5. U& and r6. By transformation, we seek the 8 by 8 
matrix [k] = [T]r[k'][T] of the bar element, which operates on d.o.f. Uj and of the 
four-node element, where i = 1,2,3,4. Matrix [T] is 4 by 8, and contains terms like those 
seen in the first two rows of [T5] in Eq. 8.5-3. References that deal with 3D situations and 
full bonding between concrete and reinforcement include [8.11.

The examples of Fig. 8.5-1 invoke constraint transformation as a way of connecting 
elements whose nodes do not coincide. Transformation may not be needed if nodes 
coincide, even if elements to be connected do not have the same set of nodal d.o.f. 
Consider Fig. 8.5-2a. The connection at A is a hinge because the beam has a rota­
tional d.o.f. but plane elements do not (unless the plane elements happen to have drill­
ing d.o.f., but then such a connection is not recommended). The hinge is avoided by 
the ad hoc arrangement in Fig. 8.5-2b, where the beam has been extended into the 
plane body by adding two beam elements AB and BC. Adding only one beam element, 
AB, is also plausible [8.2]. Translational d.o.f. are shared by plane elements and beam 
elements at nodes A, B, and C. Rotational d.o.f. at these nodes are associated with 
only the beam elements. One should not expect that stresses will be accurately com­
puted near node A.

(a)

Figure 8.5-2. Connecting a 2D beam element to a mesh of four-node plane elements.
(a) Hinge mechanism. No moment is transferred at A. (b) Moment is transferred 
between the beam and the plane mesh.
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The method described in the preceding paragraph can also be applied to analogous axi- 
symmetric problems. Then Fig. 8.5-2 would represent a cross section that contains the axis 
of revolution and shows the connection of a flat annular plate and an axisymmetric solid.

Eccentric Stiffeners*  Plates are often reinforced by attaching beams to one side of the 
plate (Fig. 8.5-3). Beam nodes and plate nodes do not coincide, but are typically separated 
by a distance that is small in comparison with other dimensions (b « L in Fig. 8.5-3). 
Adjacent nodes such as 1 and 3 can then be regarded as joined by a rigid link, whose dis­
placement components completely define displacements of plate and beam nodes at ends 
of the link. Displacements of the link can be stated in terms of d.o.f. of a node placed any­
where along it. In what follows we take this node to be coincident with the plate node. 
Thus the plate midsurface becomes the reference plane of the assembled structure. Stiff­
ness matrices of beam elements are transformed. Beam d.o.f. become “slave” to plate 
d.o.f., and beam d.o.f. do not appear explicitly in the global array of d.o.f.

Let the plate shown in Fig. 8.5-3b be an element having a node at each comer, and the 
beam an element having a node at each end. Both elements have both bending stiffness 
and membrane (or axial) stiffness. Imagine that a rigid weightless link joins nodes 1 and 3, 
and that a similar link joins nodes 2 and 4. In the following equation we assume that rota­
tions are small and include only d.o.f. needed to describe deformation in the xz plane. At 
the left end, the transformation is

where [T^] =

1 0 -b

0 1 0

0 0 1

(8.5-4)

A similar transformation applies at the right end, with subscripts 1 and 3 replaced by 2 and 
4. Let primed arrays refer to the original beam element, when it is associated with d.o.f. at 
nodes 3 and 4. When associated with d.o.f. at nodes 1 and 2, arrays [k] and {rj of the 
beam element are

[k] = [T]r[k'][T] 
{r} = [T]T{r'} where

Th 0

0 Tfc
(8.5-5)

(a) (b) (c)

Figure 83-3. (a) A beam element attached to a plate element along one edge, (b) Side view, 
(c) Typical node, showing d.o.f. used in the transformation.
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Clearly this procedure can be extended to account for twisting of the stiffener, and to deal 
with a stiffener that is arbitrarily oriented in space or with rigid links that are not perpen­
dicular to either element. If elements to be connected do not use parallel directions of 
d.o.f., the rotation transformation discussed in Section 8.1 ihust also be used.

When the transformation of Eqs. 8.5-4 and 8.5-5 is applied to a standard beam element, 
to make its d.o.f. slave to d.o.f. of a plate element, the beam-plate assembly displays the 
correct stiffness in states of pure stretching and pure bending. But if curvature varies with 
x, the assembly is too flexible. Consider the deformation state = u2 = = w2 = 0,

which bends both beam and plate elements into S shapes, without axial strain 
in either. Thus, rather than sharing a common neutral axis, beam and plate cross sections 
each rotate about neutral axes at their own centroids. Thus flexural stiffness is underesti­
mated. In applications, repeated mesh subdivision causes each element to approach a state 
of constant curvature, for which adjacent beam and plate elements share a common neutral 
axis, as they should. Discussion of eccentric stiffeners, and a remedy for the foregoing 
defect of transformation, appears in [2.17,8.3-8.5].

Rigid Elements. In the preceding discussion we introduced imaginary rigid links to make 
d.o.f. of one element “slave” to d.o.f. of another element. Generalizing, we can imagine a 
rigid element of any shape and size, to be used as a device for enforcing a relation among 
two or more d.o.f. Such a relationship is sometimes called a multipoint constraint.

Another application of rigid elements appears when an element or patch of elements 
happens to be far stiffer then the mesh in which it is embedded. This situation may pro­
voke numerical errors of the type discussed in Section 9.2. These errors can be avoided by 
representing the stiff region as perfectly rigid. Again transformation relations provide a 
way to enforce the rigidity constraint.

As an example, imagine that triangle 1-2-3 in Fig. 8.5-4a is to be idealized as perfectly 
rigid. Thus it has only rigid-body motion in the xy plane, which is defined by only three 
d.o.f., say ult v{, and These d.o.f. are related to the original six d.o.f. by the transformation

{d'J = [T]{d] or

V1 
“2

V2
m3
W3

1 
0 
0 

-a/b
1 

-a/b

0 0
1 0
0 1
1 a/b
0 0
1 a/b

ui

■ vi ► 

«2.

(8.5-6)

(a) (b)

Figure 8.5-4. (a) Rigid 
element 1-2-3 in a mesh of 
plane elastic elements, 
(b) Fanlike array of rigid links. 
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in which u3 = ux and v2 = v3 = Vi~ (La, where 0Z = (iq - u-^/b is ’a small rigid- 
body rotation. This transformation removes d.o.f. v2, and v3 from the array of structure 
d.o.f. Elastic properties of element 1-2-3 do not matter; they are overridden by the rigid- 
body constraint. Equation 8.5-6 can be used to construct a transformation matrix applica­
ble to the entire structure, although it is probably better to apply these relations before 
assembly, to each element that contains one of the d.o.f. to be removed.

The choice {d} = |_Mi vi u2J T *s not unique. It would not even be acceptable if 
node numbers of the rigid triangle were permuted from 1-2-3 to 2-3-1, so that 
y2 - Ji = 0. Then there would be a division by zero in Eq. 8.5-6, and the use of U\ and u2 
as independent d.o.f. would contradict the statement that the triangle is rigid. Clearly the 
d.o.f. to be retained must be chosen carefully.

A possible drawback of rigid elements is that they cannot expand or contract with tem­
perature change. Another possible drawback, encountered in dynamic problems, is that 
transformation converts a diagonal element mass matrix [mz] to a nondiagonal mass 
matrix [m].

The plane problem discussed in connection with Fig. 8.4-lb can be treated using a fan­
like array of rigid links (Fig. 8.5-4b). One such link connects each node on the circular 
boundary of bar B to a node at the center of pin A. At this node, rotation is permitted but 
translation is prevented.

Various other applications of rigid links might be imagined. The effect of a spot weld 
that connects overlapping plates might be approximated by connecting two adjacent 
nodes, one in each plate and on the plate midsurface, by a rigid link oriented normal to 
the plate midsurfaces. Such a model concentrates moment transfer to a single node on 
each midsurface. The moment could be spread by adding a fanlike array of rigid links 
in each plate (Fig. 8.5-4b). Each array would be centered at a midsurface node, have 
the same diameter as the spot weld, and replace plate material over that diameter. The 
connector between central midsurface nodes might be a beam element rather than a 
rigid link.

8.6 HIGHER DERIVATIVES AS NODAL D.O.F.

Displacement-based elements in common use have translations and rotations as nodal 
d.o.f. In terms of axes xyz, these motions are displacements u, v, and w along axes and 
rotations 0X, 0y, and &z about axes. Thus, d.o.f. of a typical plane element in the xy plane 
are nodal values of u and v, and d.o.f. of a typical plate bending element in thexy plane are 
nodal values of w, 6X, and 6y. For these elements, higher-derivative nodal d.o.f. would 
include strain components u)JC, u,y, v,x, and v,y for the plane element and curvatures w)xx, 
w,yy, and wtxy for the plate bending element. In years past, elements with nodal d.o.f. such 
as these were proposed in many research papers.

Elements having many d.o.f. per node are necessarily based on high-order fields. Thus, 
for a given number of elements, they provide better accuracy than conventional elements. 
Strain (or curvature) terms used for calculation of stresses (or bending moments) appear in 
the vector of nodal d.o.f, Therefore, strains {e} = [B] {d} may be computed more accu­
rately than in conventional elements. Furthermore, displacement derivatives used in strain 
calculation are available directly at nodes, which are locations where the conventional cal­
culation (e) = [B]{d) is not particularly accurate.
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However, elements having higher-order d.o.f. can be awkward to use. Where there is an 
abrupt change of thickness or material properties, interelement continuity of higher deriv­
atives must not be enforced. For example, if a plate has a step change in thickness, bending 
moment is continuous across the step but curvature is not. To avoid enforcing continuity of 
curvature, in one of a pair of elements that share the step as an interelement boundary, cur­
vature d.o.f. at nodes on the step can be condensed before assembly of elements. In addi­
tion to the trouble of doing the condensation, we reduce the benefit of higher-derivative 
d.o.f. in the very place where it might be most appreciated—near a high stress gradient.

Boundary conditions become awkward because the physical meaning of higher- 
derivative d.o.f. and their associated loads is often obscure. For example, if a plane 
element includes u,x, u,y9 v,xy and as nodal d.o.f., a stress-free boundary dictates a 
constraint relation among these d.o.f. but does not dictate the numerical value of any 
of them.

Software is usually coded in such a way that the vector of d.o.f. at each node is limited 
in size, perhaps to three translations, three rotations, temperature, and pressure. Thus an 
element with a sizeable list of d.o.f. at each node could not easily be added to the software.

In summary, higher-derivative d.o.f. tend to make FEA awkward in application to prob­
lems for which it is best suited—problems that require a mixture of element types, have 
abrupt changes in geometry, or have components that meet at sharp angles rather than with 
smooth curves.

8.7 FRACTURE MECHANICS.
SINGULARITY ELEMENTS

A body can fail due to sudden propagation of an existing crack of macroscopic size, even if 
behavior is ductile when no crack is present. Fracture mechanics deals with the conditions 
under which cracks may suddenly propagate [8.6]. In analysis, one might ask for the load that 
will produce failure, or for the allowable size of a crack when a known load must be sustained.

Fracture mechanics is a separate discipline with its own extensive literature. Also, many 
papers have been written about FE applications to fracture mechanics. In this section we 
present only an introductory discussion.

Three different crack deformation modes can be identified (Fig. 8.7-1). It is possible for 
these modes to appear in combination. Mode I, the crack-opening mode, is most common. 
Stresses rise sharply with decreasing distance from a crack tip, and can be quantified by a 
stress intensity factor K:

Kj - (8.7-1)

where subscript I indicates that the factor applies to mode I. As shown in Fig. 8.7-2, 
stress a in Eq. 8.7-1 is the stress sufficiently far from the crack to not be influenced by it, 
and a is the conventional symbol for crack length (2a for a central crack and a for an edge 
crack). Dimensionless factor /3 depends on geometry. In Fig. 8.7-2, [3 depends on the ratio 
a/w and is not the same for the two cracks shown. A stress intensity factor is not a stress 
concentration factor; their definitions are fundamentally different. Also, has units 
MPa Tin, while a stress concentration factor is dimensionless. Although stresses are high 
near a crack tip, a in Eq. 8.7-1 is the far-field stress, and no stress concentration factor is 
invoked in Eq. 8.7-1.
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Figure 8.7-1. Deformation modes in the immediate neighborhood of a crack tip.

Fracture impends when reaches a critical value Kic, which is called fracture tough­
ness and, like ifr, has units MPa^/m. If some conditions are met, Klc can be regarded as a 
material property, for which numerical values are tabulated. The conditions are that crack 
length a and specimen thickness t must both be at least 2.5 (ATk/c7r)2, where <ry is the yield 
strength in a tension test. For smaller values of a and r, fracture toughness is a function of 
a and L With in Eq. 8.7-1, one could solve for the stress a or the crack length a
that will produce fracture. Or, if a and a are provided, one could solve for the required K}c.

Stress intensity factors, especially for mode I cracks, are tabulated for simple geome­
tries and loadings. For arbitrary geometries and loadings, FEA provides a way to compute 
stress intensity factors. To calculate the load that will produce failure, one can apply an 
arbitrary reference load, determine the stress intensity factor, then multiply the reference 
load by the ratio of fracture toughness to computed stress intensity factor. Also, FEA can 
provide the stress field near a crack or a pattern of cracks in a body of arbitrary geometry.

Theory shows that, for linearly elastic conditions, stresses near a crack tip are inversely 
proportional to Jr, where r is distance from the crack tip. Although conventional ele­
ments cannot represent a 1/Jr stress field, they can be used to obtain a stress intensity fac­
tor because the calculations required depend on conditions near the crack tip but not at it. 
However, elements that can represent a \/Jr stress field provide greater accuracy for a 
given number of elements, or comparable accuracy with a smaller number of elements. It 
happens that conventional elements that have side nodes become capable of representing a 
\/Jr stress field when the side nodes are properly placed.

Quarter Point Elements. An isoparametric element having side nodes can be made to 
incorporate the desired stress field merely by moving side nodes so they appear at quarter 
points rather than at midsides. To illustrate this behavior in the simplest way, we consider the 
three-node bar element discussed in Section 6.1. This element is shown again in Fig. 8.7-3, 
but now with nodes at jq = 0, = A/4, andx3 = L. Equations 6.1-3 and 6.1-4 yield

Figure 8.7-2. Flat plate of width w 
with a central crack and an edge 
crack. In-plane stress a is uniform 
well away from the cracks.
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Figure 8.7-3. Three-node 
bar element with node 2 at 
the quarter point.

a = ^(1+£)2 O1 f=2J"1 (8.7-2)

Equations 6.1-6 and 6.1-7 yield J and Lb], from which may be eliminated by means of
Eq. 8.7-2. The resulting expression for axial strain is

ex =
( 4 2 )

— — +
fJ~Ex j (8.7-3)

2 3
1JLx

Equation 8.7-3 shows that if x « L, then sx (and consequently varies inversely with Jx. 
That is, the desired singularity is present. The element retains the ability to represent rigid- 
body motion without strain (ex = 0 when ~ W3), and the ability to represent a con­
stant strain state (^ = cwhenwz = ex,).

Six-node plane triangles behave the same way. Therefore, it is appropriate to surround 
a crack tip by a disklike patch in which element sides emanating from the crack tip have 
their nodes at quarter points, as shown in Fig. 8.7-4b. For best accuracy it is recom­
mended that each triangle be straight-sided, isosceles, with side node at midside on the 
side opposite the crack, I < a/8, and 30° < a < 40° [8.7]. The l/Jr stress variation 
appears on all rays that emanate from the crack tip. The same is true of a triangle created 
by collapsing an eight-node quadrilateral so that nodes 1,4, and 8 in Fig. 6.4-1 are super­
posed so that they have the same coordinates and the same displacement components. 
The eight-node quadrilateral with quarter-point nodes on two of its four sides is not quite 
as successful. In three dimensions, curved crack fronts lead to some difficulties. Refer­
ences include [8.8].

(b)

Figure 8.7-4. (a) Flat 
bar loaded in 
tension, with edge 
crack of length a. 
(b) Mesh of quarter­
point triangular 
elements around the 
crack tip. Symmetry 
can be exploited by 
modeling only the 
y > 0 portion of the 
bar.
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The advantage of quarter-point elements is that they are created merely by input data 
that specifies nodal positions of elements already contained in standard software. Quarter­
point elements pass patch tests, so proper convergence with mesh refinement is assured. 
Of course, alternatives exist. Hybrid elements have been devised that have displacement 
d.o.f. and an internal stress field that incorporates the desired singularity. Boundary ele­
ments, discussed in the following section, also serve.

Calculation of Kj. There are three ways to calculate a stress intensity factor. Each is pre­
ceded by analysis of the cracked body. Then the factor can be calculated by the crack­
opening displacement method, the stiffness-derivative method, or the J-integral method. 
The crack-opening displacement method is simplest but least accurate. The other two 
alternatives have approximately equal accuracy [8.8]. The J-integral method is often used, 
but the stiffness-derivative method is much more easily explained. As applied to calcula­
tion of Kj in a plane body, it proceeds as follows.

Potential energy in the body is, from Eq. 4.8-20,

np = l{D}T[K]{D}-{D}r{R} (8.7-4)

Now let the crack be extended a small amount Aa while the structure and its supports and 
loads are unchanged. A possible choice for Aa is IO-6 times a typical element span [8.8]. 
Because of Aa, the stiffness matrix becomes [K + AK] and displacements become 
{D + AD}. Hence

IL, + Anp = J {D + AD}r[K + AK]{D + AD} - [D + AD}r{R} (8.7-5) 
£

Anp = (np + Anp) - np = \ {djW} (8.7-6)

where the latter equation is obtained from the former by discarding higher-order terms and 
using the relation [K]{D] = (R). To compute AIIp numerically, we can solve 
[K]{DJ = {R} for {D}, then use Eq. 8.7-6. Matrix [AK] is likely to be very sparse 
because a small extension of the crack need change only the mesh near the crack tip. Then 
an, can be computed using [Ak] matrices of the altered elements rather than [AK]. With 
t = structure thickness and v = Poisson’s ratio, equations of fracture mechanics theory 
that provide stress intensity factor KT are -

2 e AEL 2 E^II-
Plane strain: Kt =--------—Plane stress: Kj =------- t—- (8.7-7)1 (l-r2)rA« ' *

The negative sign appears because ALIp is negative when Aa is positive.

8.8 ELASTIC FOUNDATIONS. 
INFINITE MEDIA

Sometimes one structure is elastically supported by another. An example is a paving slab, 
supported by soil whose behavior can be idealized as a simple elastic foundation. Or, a 
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region of interest may be surrounded by a medium of such great extent that it can be 
regarded as infinite. The physical problem need not be one of structural mechanics. In any 
case the supporting or surrounding medium must be represented in a way that does not 
require a large number of d.o.f., does not reflect waves if the medium is infinite and the 
problem is dynamic, and has adequate accuracy. The intent of modeling is to represent the 
effect of the medium on the region of interest, not to analyze the medium itself.

Elastic Foundations. A simple kind of elastic support can be modeled by connecting 
nodes on a structure surface to adjacent nodes on a fixed surface by means of discrete linear 
springs, but this is an awkward and error-prone model. To model an elastic layer of uniform 
stiffness, discrete springs must have stiffnesses that depend on the spacing of nodes on the 
structure surface. And, if structure elements are solids and have edge nodes, some spring 
stiffness must be negative to model uniform pressure in response to uniform displacement. 
Note, for example, that total force due to uniform pressure on an eight-node rectangular 
face is allocated to nodes in the same proportion as shown for total force W in Fig. 3.1 l-3d.

The Winkler foundation model is easy to formulate using energy concepts like those in 
Section 4.8. The Winkler model postulates a foundation that resists only displacement normal 
to its surface, with resisting pressure p = jBw, where /3 is the foundation modulus and w is 
lateral deflection at the foundation surface. This model deflects only where load is applied. 
The surrounding foundation is utterly unaffected (Fig. 8.8-la). An area dA of the foundation 
surface acts like a linear spring of stiffness k = p dA/w = ftwdA/w = (3 dA. Strain 
energy in a linear spring is ^kw2. Now consider a structural element, perhaps a plate 
bending element or one face of a 3D solid element, that has area A in contact with the 
foundation. Lateral deflection of area A, normal to the foundation, is w = LnzJ{<iz}, 
where {dy} contains d.o.f. of element nodes in contact with the foundation. Strain energy 
U in the foundation over area A is

U = H/3W2dA = ljwT0wdA = i{d/}T[k/]{d/} (8.8-1)

in which the Winkler foundation stiffness matrix for the element is

[kz] = pLN/fLN/BA
(8.8-2)

If, for example, the problem is that of a beam on a Winkler foundation, [NJ is identical to 
shape function matrix LnJ of the beam, whose individual appear in Fig. 3.2-4, and 
dA - b dx. where b is the width of the beam face in contact with the foundation. Matrix 
[ky] has the same form as the mass matrix [m] used in dynamics. (Note that if the problem 
is indeed dynamic, a foundation contributes mass as well as stiffness.)

(a) (b)

Figure 8.8-1. Deflections of elastic foundations under uniform pressure p applied 
directly to the foundation, (a) Winkler foundation, (b) Elastic solid foundation.



288 Coordinate Transformation and Selected Analysis Options

Matrix [ky] is inexact because [_NyJ is inexact. For a beam, LtyJ contains cubic polyno­
mials, but the exact deflection of a beam on a Winkler foundation is expressed in terms of 
exponential and trigonometric functions [2.6]. With [ky] based on cubic shape functions, 
convergence occurs with mesh refinement, but a rather fine mesh may be needed to deter 
mine bending moments accurately. Stiffness matrices for beams on elastic foundations, 
based on theoretically exact lateral displacement functions, are much more accurate in a 
coarse mesh. Formulations are also available for related two-parameter foundation mod­
els. Of many references, [8.9-8.11] are typical.

The Winkler foundation model may be adequate for many problems. Another possible 
foundation model, not nearly as simple, is the elastic solid (Fig. 8.8-1 h). Here the entire foun­
dation surface deforms in response to load at any point. Accordingly, the foundation couples 
all d.o.f. on the foundation surface, and the foundation stiffness matrix is full rather than 
sparse. Sparsity can be restored by introducing some approximations [8.12], For both Winkler 
and elastic solid foundation models, it is assumed that no part of the structure separates from 
the foundation. Separation would make the problem nonlinear, because the extent of contact 
and contact pressures are both unknown at the outset.

Infinite Elements. A problem may involve a medium that is practically unbounded but 
cannot be properly represented by an elastic foundation. Examples include an under­
ground structure, a wing moving through air, and a marine structure subject to wave 
action. A numerical model of the surrounding medium must be terminated somewhere 
short of infinity. In a conventional FE model, Fig. 8.8-2b, it is not obvious where a rigid 
supporting boundary should be placed. If too close to the load, accuracy suffers. If too far 
away, many elements are used to represent regions of little interest. To reduce the number 
of d.o.f., we can model the region of interest by a comparatively small mesh of conven­
tional elements, and attach this mesh to a layer of “infinite” elements (Fig. 8.8-2c).

One way to formulate an infinite element is to use shape functions that cause the field quan­
tity to approach the far-field value at infinity, while retaining the finite size of the element. 
Another way is to use conventional shape functions to describe variation of the field quantity, 
but describe element geometry by other shape functions that place one side of the element at 
infinity. The latter way is simpler. It produces what are called “mapped” infinite elements. 
The following one-dimensional mapped element is not of practical use but provides a simple 
introduction [8.13].

Figure 8.8-2. (a) Load P on a plane or axisymmetric body of infinite extent below the x axis, 
(b) Large mesh of conventional elements, (c) Smaller mesh, bounded by infinite elements.
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f=-l f=0 f=+l

(a) (b)

Figure 8.8-3. (a) One-dimensional element in physical space, (b) The same element as 
mapped using reference coordinate £

Element 1-2-3 in Fig. 8.8-3 is one-dimensional. Distance a between nodes 1 and 2 can 
be regarded as a characteristic length of the element. With Mi used to mean the ith geomet­
ric shape function, element 1-2-3 has the geometry

M - l“ 1-f
x = + M2x2 where (8.8-3)

M2 = TTj

from which x = at £ = -1 and x = x^ at £ = 0. As £ approaches +1, x approaches infinity. 
Therefore node 3 need not be explicitly present in Eq. 8.8-3. A field variable 0 can be 
interpolated using standard shape functions. For the present three-node element, from Eq. 6.1-4,

(8.8-4)

LNJ

Degree of freedom may be set to zero as a boundary condition. Formulation of element matri­
ces, Eqs. 6.1-6 to 6.1-8 for a structural element, proceeds in normal fashion except that mapping 
functions and M2 from Eqs. 8.8-3 are used to construct Jacobian J. For example, matrix 
[Bjis

ii 1 d । । dM\ dM?LB J = ~lNj where J = —l-x j + (8.8-5)
J dt; dQ at;

To obtain an expression that shows how field quantity </> is represented, we first solve 
Eq. 8.8-3 for £ in terms of x, then substitute x = x0 + r, = x0 + a, and x2 = x0 + 2a 
from Fig. 8.8-3. Thus

= x-x2 =i_2a 
x - 2Xj +x2 r

(8.8-6)
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-2^ 1 -1, 
2

= 1 - £ 2

_ 1 + f 1 - V 
2

1 + £ 1 + T? 
M4=1-£ 2

Mapping functions Shape functions

wi = ?(-*  + ad - *j)
Ni = J(-£ + £X1 + 7j)
#3 = 1(1 - ^(1 - 1j) 
N, = 1(1 - £2)(1 + Tj) 
Ns = J(£ + £2)(1 - V) 
N6 = & + £*>(1  + ii)

Figure. 8.8-4. A two-dimensional infinite element.

Substitution of Eq. 8.8-6 into Eq. 8.8-4 yields
2

<A = </>3 + (-ft + 4ft - 3ft)2 + (2ft - 4ft + 2ft) (8.8-7)
r r

As r approaches infinity, approaches </> 3 (which is perhaps set to zero as a boundaiy 
condition). The constant value <f> - c prevails if (f>{ = = <£3 = c. Linear variations of </>
with r are not represented by Eq. 8.8-7. In general, the two parenthetic expressions in Eq. 8.8-7 
do not vanish, so <£ becomes infinite at point 0, where r = 0. Point 0 is therefore a pole or 
singular point about which field quantity decays. This suggests that in a problem such as that 
of Fig. 8.8-2c, in which there is indeed a singularity at r — 0, one should use a = b.

An element that can be used in either plane or axisymmetric problems is shown in 
Fig. 8.8-4. It extends to infinity in the £ direction and can be regarded as an extension of 
the element of Fig. 8.8-3. If field variable (f> is set to zero at element nodes 5 and 6, N5 and 

need not appear in element formulation and d.o.f. </>5 and </>6 need not be carried into 
{D}. Interelement boundaries of infinite elements should be approximately radial from the 
region of highest stress gradient, and with increasing distance from this region should “fan 
out” rather than intersect.

Additional information appears in many references, including [8.13,8.14]. Corrected 
functions for 3D infinite elements appear in [8.15]. References pertinent to wave prob­
lems, for which a nonreflecting boundary at infinity is desired, include [8.16-8.18],

Boundary Elements. A body analyzed by the boundary element method (BEM) need be 
discretized only on its boundary, not both boundary and interior as is the case for FEM. 
Thus in a BEM solution of the problem in Fig. 8.8-2, one would see nodes along the x 
axis but no nodes below it. In a solid body, BEM places nodes on surfaces but none within.

While FEM leads to global matrices that are sparse and symmetric, BEM leads to matri­
ces that are full and unsymmetric but smaller than matrices of FEM. The reduction in size 
comes from having to mesh only the boundary, which computationally reduces a 3D prob­
lem to a 2D problem or a 2D problem to a ID problem. For 3D problems that strain com­
puter resources when analyzed by FEM, size reduction can be important. For most 
problems, the advantage of BEM in reducing data preparation effort is perhaps less than 
first appears: regardless of the solution method, the geometry of the problem must be 
described, and FEM software can automatically fill a defined region with elements.

Formulation of BEM starts with a fundamental solution, which is a solution for what 
may be called a point load. In elastic problems the load is a point force of unit magnitude; 
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in heat conduction it is unit flux at a point; in electrostatics it is a unit charge. The funda­
mental solution satisfies the governing differential equations of the problem and may 
therefore be considered exact. The fundamental solution applies to an unbounded 
medium, and incorporates a singularity at the load point, but the resulting BEM can be 
applied to problems that display neither. In practice, advantages of BEM relative to FEM 
are greatest when modeling problems having boundaries at infinity. When applied to 
bounded problems, BEM works best when there is a low ratio of surface to volume. Thus, 
BEM is not well-suited to plates and shells, which have a high ratio of surface to volume, 
and no engineer would use BEM to analyze a truss or a frame. References for BEM 
include [8.19-8.23].

Advantages of BEM relative to FEM include:

• Singularities, such as stresses at reentrant comers and at crack tips, can be included in 
the fundamental solution, without need for special elements or special adjustments 
(such as quarter-point finite elements used in fracture mechanics).

• Similarly, boundaries at infinity are automatically included, without need for special 
formulations such as infinite elements.

• Incompressible materials can be treated without encountering numerical difficulties 
associated with ill conditioning.

• Stresses at a boundary, where they are usually of greatest interest, are more accurately 
computed.

Disadvantages of BEM relative to FEM include:

• BEM is not applicable to problems where the fundamental solution is unknown. 
Thus BEM is not applicable to every problem that involves anisotropy, inhomogeneity, 
or nonlinearity.

• The mathematics of BEM are comparatively difficult. The physical appeal of FEM, 
with its discrete regions and interpolation fields that can be visualized, is absent from 
BEM.

' • At present, techniques and software for BEM are not as well-developed and widely 
available as they are for FEM.

It is not necessary to do an analysis entirely by FEM or entirely by BEM. There are ways 
to couple the two methods in a single analysis, so that each is used to represent portions of 
the model to which it is best suited [8.24-8.27].

Related Options. A recent method for treatment of unbounded media combines features 
of FEM and BEM [8.28-8.31]. It is associated with the names “scaled boundary finite ele­
ment method’* and “consistent infinitesimal finite element cell method.” According to 
[8.28], discretization is performed only on the structure-medium interface, thus producing 
a model that has one less spatial dimension than the physical structure. The procedure is 
said to be rigorous in the radial direction and exact in the finite-element sense in the cir­
cumferential direction. In contrast to BEM, the method does not require a fundamental 
solution. It accommodates anisotropic materials and can incorporate boundaries extending 
to infinity without additional computational effort. Derivation is based on FE formulation 
procedures and on similarity.
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Trefftz elements are similar to boundary elements in that they are formulated using 
functions that exactly satisfy differential equations of the problem. A summary appears 
in Section 4.10.

8.9 STRUCTURAL MODIFICATION.
REANALYSIS

Imagine that an analysis has been performed. Then the structure is altered: by changing 
some dimensions, by changing some materials, or by revising the FE mesh. Response of 
the altered structure is desired. The obvious way to obtain it is complete re-solution, by 
generating matrix equations for the altered structure and solving them. Reanalysis meth­
ods are intended to provide or closely approximate the new solution with less computa­
tional effort than complete re-solution, by operating on information available from the 
previous solution. The savings in effort are likely to be greatest when a small portion of a 
large structure is modified. Reanalysis may be appropriate during repeated modifications 
to meet limits on allowable stresses or deflections, in optimal design, in alteration of the 
FE model to match test data, and in parametric studies (in which the analyst seeks 
response to systematic variation of a quantity).

A statement of the time-independent reanalysis problem is as follows. Before and after 
structural modification, global equations are

Before: [K]{D} = (R) After: [K*]{D*}  = {R} (8.9-1)

Here [K*]  incorporates the structural modification, and (D* } is the modified response we seek. 
We regard {R} as unchanged. This of course requires that loads on the structure remain the 
same. It also requires that the way that loads are expressed as nodal quantities in {R} remain 
the same. If this is not so, {R} is modified but remains statically equivalent to its original form.

In an eigenproblem, before and after structural modification, global equations are

Before: ([K] - A[M]){D] = {0} After: ([K*]  - A*[M*]){D*}  = {0} (8.9-2)

in which eigenvalues A and eigenvectors {D} are both altered by modifications in structure 
matrices [K] and [M]. The goal of reanalysis is to obtain A*  and {D* } more efficiently 
than would be possible by complete re-solution of the eigenproblem.

There are many approaches to reanalysis [8.32-8.37]. Broadly, all approaches can be 
placed in one of two groups.

• Direct methods produce exact results. They involve a finite and predictable number of 
steps, and work best when only a small portion of the structure is modified.

• Iterative methods produce approximate results. They converge at a rate that is case­
dependent. Large differences between [K] and [K ] make iterations converge slowly 
or even diverge.

A very simple iterative method is as follows. We write [K ] = [K] + [AK], where [AK] 
incorporates the structural modifications (and may be a very sparse matrix). Then, from 
Eq. 8.9-1, we write the form[K](D*} f+1 = {R*  }, where {R }, = {R} — [AKJ{D (8.9-3)
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In the first iteration, i = 1 and {D* } j = {D}, the solution vector of the unmodified struc­
ture. After {R }f is established, solving for {D*} ;+1 is computationally the same as solving 
the original system for a new load vector, which is done very efficiently.

Substructuring (Section 10.11) can be a useful tool in reanalysis. If modifications are 
confined to a single substructure, and consequences of modification are to be examined in 
only that substructure, then the analyst need compute only internal d.o.f. of the one sub­
structure and attachment d.o.f. Internal d.o.f. of other substructures need not be computed.

8.10 TESTS OF ELEMENT QUALITY

Many element formulations have been proposed. Even for (say) four-node plane elements 
that have two displacement d.o.f. per node, several alternatives are available. How can we 
choose the best? If we were to solve a set of test-case problems [6.26], using candidate 
elements in each, we would gather anecdotal evidence from which we might reach the 
ambiguous conclusion that an element best in one case is not best in another.

In what follows we consider more systematic tests of element quality. They cannot 
identify the “best element,” but provide some guidance, and may be helpful in identifying 
element deficiencies. These tests supplement the patch test, described in Section 6.13.

Eigenvalue Test We first describe the calculations, then how to interpret results [8.38]. 
Let loads — {r} be applied to element nodes, and let them be proportional to nodal dis­
placements {d} through a factor A. Thus

[k]{d} = -{r} = A{d} or (lk] - aTiJ) {d} = {») (8.10-1)

This is an eigenproblem. The A- are eigenvalues of [kJ. There are as many Az as there are 
d.o.f in {d}. To each A, there corresponds an eigenvector {d}? If each {d}£ is scaled so that 
{d} f {d}£ = 1, then premultiplication of Eq. 8.10-1 by {d} f yields

{d}f[k]{d}( = A, or 2Ut = Af (8.10-2)

where is strain energy in the element when its nodal d.o.f. are the scaled displacements 
[d}z (see Eq. 4.8-16). To solve Eq. 8.10-2 using standard FE software, one can leave all 
element d.o.f. unrestrained, associate a unit mass with each d.o.f., and compute natural 
frequencies of the element, where a>i = Af-. Note that Az is not changed if'algebraic 
signs of all d.o.f. in {d) z are reversed.

Equation 8.10-2 shows that Az should be zero when (d}{- represents any rigid-body 
motion. Three linearly independent rigid-body motions are possible in a plane. Therefore 
three of the Az should be zero for a plane element. Six should be zero for a solid element or 
a shell element, but only one for a solid- or shell-of-revolution element (if only axisym- 
metric states are permitted). A spurious mode (mechanism) also yields a zero eigenvalue. 
Computation does not automatically present zero-energy modes as x-direction translation, 
rotation about the z axis, and so on. Rather, these motions may appear in combination, 
although the combinations are such as to preserve the linear independence of modes.

In testing an element, we ask if there are as many zero eigenvalues as there should be. Too 
few indicates that the element lacks a desired capability for rigid-body motion without strain. 
Too many indicates the presence of one or more spurious inodes. Nonzero eigenvalues are
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real and positive if [k] is positive semidefinite. If eigenvalues change when the element is 
reoriented in global coordinates, the element is not frame-invariant; that is, it has artificial 
anisotropy. Similar modes, such as flexural modes of the square isotropic elements in 
Fig. 8.10-1, should have equal eigenvalues. -

Eigenvalues of [k] can sometimes be used to compare different formulations of a given element 
type, for example isoparametric versus hybrid formulations of a four-node plane element. Prop­
erly formulated elements of the same shape, size, and material properties should be equally stiff 
in their constant-strain modes. Their stiffness matrices should therefore have eigenvalues in 
common. Stiffnesses, and therefore eigenvalues, may differ in higher modes. For compatible 
elements based on assumed displacement fields, the A, either provide strain energy 2Ul exactly . 
or are upper bounds. Therefore, when comparing elements of the same shape, size, [E], node 
placement, and number and type of d.o.f., the element with the lowest strain energy is best. The 
stiffness matrix of this element has the lowest trace (tr[k] equals the sum of the Az). The trace is 
not a good indicator if anyAz is not an upper bound, which happens, for example, if the element 
contains a spurious mode.

Eigenvalues and eigenvectors of several elements have been published; see [8.40] and 
papers it cites.

Remarks. In another energy-based test [8.41,8.42], a polynomial displacement field is 
imagined imposed on a continuum. In a region of the continuum subsequently to be 
spanned by a finite element, strain energy is calculated using classical formulas (Eq. 4.4-5). 
Also, at points where element nodes will be located, displacements are calculated. These 
displacements are then imposed as nodal d.o.f., and element strain energy is calculated. 
Strain energies of continuum and element are compared. The better the match, the more 
capable the element. The comparison is repeated, using various other displacement fields.

In the single-element test, a one-element model, of (say) a cantilever beam of length L and 
depth D loaded in pure bending, is analyzed using standard software. The exact solution is 
known. The rate at which accuracy declines as aspect ratio L/D increases is a measure of element 
sensitivity to geometric distortion. This test can also be used to compare competing ele­
ments, such as different formulations of four-node plane elements. It is not a general test, as 
it falls in the category of applying FEA to a specific problem whose solution is known.

Infesting an element, no single test is likely to be decisive, except perhaps in discover­
ing a fatally flawed element. Tests of element quality are probably of more value to ele­
ment developers than to users of FEA software. Nevertheless, users may want to try patch 
tests and single-element tests as ways to learn how to use a new software package because 
these tests are easy to perform and exact results are known in advance.

Uniform Pinching
extension mode mode

Shear 
mode

Flexural modes

Constant-strain modes Linear-strain modes

Figure 8.10-1. Nonzero eigenvalues and their corresponding eigenvectors (deformation modes) 
of a square bilinear element in plane strain [8.39]. E = 1.0, v = 0.3, side length = 1.0.
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ANALYTICAL PROBLEMS

8.1- 1 If a vector V has length L, then V • V = L2 regardless of the coordinate system in 
which V is described. Hence, using Eq. 8.1-1, show^that ^Z2- = 1, = 0,
and so on (six such relations altogether).

8.1- 2 (a) Let x' = -xandy' = -y. What is [A] in Eq. 8.1-1? Both coordinate systems are 
right-handed.
(b) Similarly, what is [A] if x' = y and z' = z?

8.2- 1 Let [E'] be 3 by 3, as for a plane stress problem. Show that Eq. 8.2-10 yields 
[E'] = [E] if the material is isotropic.

8.2- 2 Consider a plane problem for which the 3 by 3 matrix [E'J is diagonal, with 
E'xx - Ea, E22 = Eb, and E33 = G. What are the terms in [E] for an arbitrary 
angle /3 in Fig. 8.2-1? As a partial check on your answer, try the case jB = tt/2.

8.2- 3 Is [Te] of Eq. 8.2-11 an orthogonal matrix? Why or why not?
8.3- 1 Let a uniform bar element of axial stiffness k = AE/L be allowed only x-direction 

displacements (along its axis). Its stiffness matrix [k] operates on nodal displace­
ments and w2- Transform [k] so that it operates on nodal d.o.f. iq and ur, where 
ur is the displacement of node 2 relative to node 1.

8.3- 2 A three-node bar element and its shape functions are shown in Fig. 6.1-1. Imag­
ine that d.o.f. iq is to be replaced by ur, where ur is the displacement of a central 
node 2 relative to 1 (tq + n3), which would be the displacement at the center if only 
the two end nodes were present. Write the transformation matrix and use it to deter­
mine the new shape functions.

8.3- 3 Let Fig. 8.4-la represent a plane truss whose nodal d.o.f. are u; and at each node 
L Imagine that supports are not yet present, so that [K] is 8 by 8. Let [kz ] be the 4 
by 4 stiffness matrix of bar 4-2. Write a transformation matrix [T] such that 
[T]r[k'][T] is an 8 by 8 matrix that can be added directly to the 8 by 8 array 
reserved for the structure stiffness matrix, which operates on d.o.f.

T
- [ “1 V1 u2 ■" V4 J

[For additional transformation questions, see Problems 2.4-2 and 2.4-4 of Chapter 2.]
8.4- 1 Let Fig. 8.4-la represent a plane truss for which axial stiffness k - AE/L is the 

same for each member. Also let the three interior angles in each panel be 45°, 45°, 
and 90°. Apply a downward load P at node 4 and set u4 = 0. If jB = arctan 0.75, 
what is the force in member 3-1 in terms of P?

8.4-2 Imagine that, at a certain joint in a 3D truss, motion is to be prohibited along a line 
whose direction cosines are Zb Z2, and Z3. Motion is to be permitted in all directions 
normal to the line. Original d.o.f. are translations of joints in x, y, and z directions.
(a) Explain precisely how to define suitable new directions for d.o.f. at the joint, and 
write the transformation matrix at the joint.
(b) Check the result for the special case l2 = 1.

8.4- 3 The right end of the cantilever beam shown slides without friction on a rigid wall. 
Represent the cantilever as a single plane beam element with axial, transverse, and 
rotational d.o.f. at the right end. Neglect transverse shear deformation.
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Problem 8.4-3

(a) Transform and impose boundary conditions. Thus, obtain a 2 by 2 matrix [K] 
that operates on tangential displacement U and rotation 6 at the right end.
(b) In addition, let the condition 6 = 0 be imposed. Solve for U.

8.5- 1 The element shown is of arbitrary quadrilateral shape and is formulated as a bilinear 
element (Section 6.2). A constant-strain triangle (six d.o.f.; lettered nodes) is to be 
attached, so that lettered nodes lie at £ = ±0.5 and 17 = ±0.5 in the quadrilateral. 
Degees of freedom {d'} of lettered nodes are to be made slave to d.o.f. {d} of num­
bered nodes. Write [T] in the relation {d'} = [T] {d}.

17

Problem 8.5-1

8.5- 2 At node 5 of the plane beam element in Fig. 8.5-la, let forces Fx and Fy and moment 
M5 (counterclockwise) be applied. How are these loads distributed to nodes 2 and 3 
by the transformation of Eq. 8.5-3? Show that these loads are statically equivalent to 
the original loads.

8.5- 3 Write the transformation matrix for the problem described in connection with Fig. 8.5-lb.
8.5-4 Plane element 1 in the sketch is bilinear (Section 6.2). It has d.o.f. and at each 

node i. Plane element 2 has d.o.f. w(-, and counterclockwise rotation Qi at each node. 
Consider stiffness matrices [kJ and [k2] for the respective elements.
(a) Write a transformation matrix [TJ that could be used to convert [kJ so that it 
operates on the d.o.f. of element 2.
(b) Write a transformation matrix [T2] that could be used to convert [k2] so that it 
operates on the d.o.f. of element 1.
(c) Should [T J[T2] and [T2][TJ be unit matrices? Devise an argument that says so. 
(d) Evaluate the products [T J[T2] and [T2][T J and explain the results.

Problem 8.5-4
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8.5- 5 Element ij shown is a 2D beam element that has both axial and bending stiffness. At 
each of nodes i, j, 1, and 2, d.o.f. are u, v, and counterclockwise rotation 0. Imagine 
that d.o.f. at nodes i and j are to be made slave to d.o.f. at nodes 1 and 2 via rigid 
links n and j'2. Write the 6 by 6 transformation matrix fT].

Problem 8,5-5

8.5- 6 Consider a beam element y, arbitrarily oriented in space. D.o.f. at node i are 
[Ui v-t 0xi 0yi where 0 d.o.f. vectors point in positive coordinate 
directions. D.o.f. at node j are similar. The element is to be made slave to d.o.f. at 
other nodes (nodes 1 and 2, say) via rigid links il and j'2, which are arbitrarily ori­
ented. Write the 12 by 12 transformation matrix in terms of the x, y, and z coordi­
nates of the nodes.

8.5- 7 (a) Rewrite Eq. 8.5-6 if the d.o.f. to be retained are changed from and u2 to 
and

(b) Rewrite Eq. 8.5-6 if the triangle is of arbitrary shape, with nodal coordinates xz- 
and yt(i = 1,2,3).

8.6- 1 The structure shown is built of four-node plane elements. Imagine that nodal d.o.f. 
consist of u, v, u,x, v,x, u,y, and v,y. Pressure p acts along edge AB. Edge BC is fixed. 
What boundary conditions should be imposed on nodal d.o.f. along edges AB, BC, 
CD, and DA? Assume that die material is isotropic. What would be different if the 
material were anisotropic?

8.6- 2 (a) A uniform bar element has four d.o.f., namely axial displacement and axial strain 
at each node, as shown. Derive the 4 by 4 element stiffness matrix [k]. Use the dis­
placement method, as in Chapter 3, rather than the mixed formulation of Section 5.6. 
(b) Use [k] from part (a) to solve for and u2 in the one-element problem shown. 
Impose known values of and as boundary conditions.
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(a) (b)

Problem 8.6-2

8.7-1 Consider the uniform bar element of Fig. 8.7-3, but place node 2 at the third 
point rather than the quarter point. At what value of x/L is a stress singularity 
indicated?

8.8-1 The plane beam element shown has d.o.f. {d} = LW1 w2 where 0 is a 
counterclockwise rotation. The element has width b in contact with a Winkler foun­
dation of modulus /3. Determine the foundation matrix [ky] produced by each of the 
following assumptions for lateral displacement w. Are all of them valid?
(a) Let w be cubic in x, as in the standard beam element.
(b) Let w be quadratic in x, so that Lw = (L -x)^ + xw2 + 1 x(L - x)(01 - 02).
(c) Let w be linear in x (independent of 01 and 02).
(d) Let w be independent of x.

Problem 8.8-1 Problem 8.8-2

8.8- 2 The sketches represent plan views of triangular elements that rest on a Winkler 
foundation of modulus /?. The type of element is not important in this problem. 
Assume that deflection w normal to the foundation depends only on nodal values of 
w. Determine the foundation matrix [ky] for 
(a) the three-node element. '
(b) the six-node element, if sides are straight and side nodes are at midsides.

8.8- 3 Imagine that a Winkler elastic foundation having translational modulus /3 is some­
how augmented by a layer that has rotational modulus a (having units of force 
divided by length). What formula for [ky] replaces Eq. 8.8-2? (A symbolic result is 
desired, with terms defined, rather than specifics of a particular element.)

8.8- 4 For the element of Fig. 8.8-3a, let element geometry be defined by Eq. 8.8-3, while 
field quantity 0 is defined by the linear interpolation 0 = 1 (1 - +1(1 +
Determine:
(a) Field variable as a function of r (analogous to Eq. 8.8-7).
(b) Jacobian J as a function of £ and a.
(c) The element stiffness matrix [k] (regard the element as a bar).
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8.8-5 (a) For the plane infinite element shown, let field variable <j> depend on nodal values 
0b 02’ ^5’ and 06 (not on <£3 or ^4)- All six nodes are used to define geometry. 
Write mapping functions and shape functions for this element.
(b) Let sides 1-3-5 and 2-4-6 be parallel. Evaluate [J] and J.
(c) If 05 = 06 = 0, what 2 by 2 element characteristic matrix [k] operates on 0t 
and 02? Again let sides 1-3-5 and 2-4-6 be parallel. Also let t - element thickness 
and k - material property, both uniform over the element.

Problem 8.8-5
6

2

Problem 8.8-6

8.8- 6 Write mapping functions for the plane infinite element shown.
8.9- 1 Consider the application of Eq. 8.9-3 to a one-d.o.f. problem, as follows.

(a) Let K = 0.5, K  = 0.8, and R = 2. Starting with the solution D = 4 for the 
original problem (before modification), apply five iterative cycles. Do results appear 
to be converging correctly?

*

(b) For what range of values AX/7C does the iterative method converge?

COMPUTATIONAL PROBLEMS

C8.1 Model the T-section cantilever beam shown by using separate sets of beam elements, 
one set for the cross of the T and the other for the stem. Use one, then two, then four 
elements along the length in each set. Make nodes of the stem slave to nodes of the 
cross. Let Poisson’s ratio be zero. Compare computed values of tip displacement and 
rotation with values predicted by beam theory.

Cross

Problem C8J

C8.2 Consider the cantilever beam of Problem C8.1, but model it by conventional beam 
elements and support its lower surface by an elastic medium. Model the medium by 
conventional plane elements, with a fixed support at finite distance, in the manner of 
Fig. 8.8-2b. Also model the medium using infinite elements, or whatever compara­
ble option software provides. Attempt to obtain comparable accuracy from the two 
models, and compare their size and convenience.



CHAPTER

ERROR, ERROR ESTIMATION, 
AND CONVERGENCE

The first part of this chapter discusses numerical error and how it can be detected and 
reduced. Discretization error and convergence rate are considered next. The latter part of 
the chapter discusses a posteriori estimates of discretization error that can be included in 
software, and use of error estimates in constructing an improved FE model. Greatest 
emphasis is given to time-independent linear problems.

9.1 SOURCES OF ERROR

Results computed by FEA contain error, except in instances where the mathematical model 
is so simple that FEA is unnecessary. By “error” we mean disagreement between FEA 
results and the exact solution of the mathematical model. Sources of error are noted later in 
this section. In subsequent sections of this chapter we will assume that several possible 
sources of error are absent. Specifically, we will assume that the software is appropriate to 
the task at hand and is free of bugs; that the prescribed geometry, boundary conditions, 
loads, and material properties of the FE model are suited to the problem at hand; that the 
user has made no blunders in data input to the software; and that the proper general types of 
element have been selected (such as solid rather than plane, as may be appropriate). Thus, 
after the following descriptions of modeling error, user error, and bugs, we omit discussion 
of these items from the remainder of this chapter (but return to them in Chapter 10).

What remains are specific choices of element types, element sizes and shapes, and how 
certain boundary conditions and constraints are imposed. In addition to their influence on 
discretization error, these choices can increase or decrease the numerical error associated 
with having to store and process numbers of less-than-infinite precision.

Error Classification. Possible sources of error can be grouped in the following way. 
Related remarks appear in Chapter 1, which the reader may wish to review. Terminology 
used here is not universally adopted.

Modeling error refers to the difference between a physical system and its mathematical 
model. What is analyzed is not the actual problem, but its mathematical model, which is a 
simplification in which fine detail of the actual problem is omitted and what remains is 
described by an accepted mathematical formulation (such as plane theory of elasticity, or 
thin-plate theory, or equations of heat conduction, and so on). Details of fasteners, small 
holes, other geometric irregularities, and minor nonuniformity of material properties are 
probably ignored, at least in initial analyses. Loads are simplified. Boundary conditions are 
idealized, as by stating that supports are rigid. The problem is often represented as plane 
rather than three-dimensional, or as linear rather than nonlinear, or as time-independent 
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rather than dynamic, and so on. In summary, modeling error refers to reasonable and con­
sidered approximations made deliberately rather than by mistake, and to uncertainties, 
often about the actual nature of loads and boundary conditions.

User error refers to mistakes made by the software user after the physical problem has 
been understood, the questions to be answered by analysis have been decided, and an 
appropriate mathematical model has been created. Included in user error are choosing the 
wrong general element type (plate elements where shell elements are needed, perhaps), 
choosing poor element sizes and shapes, and outright blunders in data input so that the 
model described is not the model intended. One might also include in this category an 
inability to interpret computed results, so that consequences of early mistakes escape 
notice.

Bugs exist in the software. A bug may halt execution, perhaps in the preprocessing 
phase. A more dangerous bug is one that allows execution to continue but creates inaccu­
racy that is serious but not so great as to be immediately obvious.

Discretization error is error introduced by representing the mathematical model by an 
FE model. The number of d.o.f. is infinite in the mathematical model but finite in an FE 
model. The FEA solution is influenced by the number of elements used, the number of 
nodes per element, the nature of element shape functions, integration rules used with iso­
parametric elements, and other formulation details of particular elements.

Truncation error or rounding error refers to loss of information due to truncation or 
rounding of numbers to fit a finite computer word length. This kind of error is present in 
element and structure matrices before a solution algorithm is applied. As an example, let 
x = 1.23456 and y = 1.23455 be six-digit representations of numbers having more than 
six digits. The result x-y = l(10)-5 is unreliable in even its single digit. Here trouble 
appears after subtraction, but its source is truncation error in x and y, despite each being 
represented with five reliable digits.

Manipulation error is introduced as equations are processed; for example, results of 
multiplication are truncated or rounded. Manipulation error may be minor if global equa­
tions [K]{D) = {R} are solved once, as in time-independent analysis. In some dynamic 
and nonlinear problems, where each step builds on the step before and a calculation 
sequence must be executed repeatedly, manipulation errors may accumulate.

Numerical error, as the term is used in this chapter, is the combined result of truncation 
(or rounding) error and manipulation error.

Although error is unavoidable in FE computations, there is no excuse for gratuitous 
errors. Numerical constants such as -tt and Gauss point locations and weights should be 
stated with as many accurate digits as computer words allow. To avoid possibly serious 
errors of manipulation and especially truncation, FEA typically requires 12 to 14 digits per 
word. Therefore, on most computers, numbers must be stored and manipulated in double­
precision arithmetic. Some computers have extended-precision registers but truncate 
results to single-word size (or double in double-precision arithmetic), so that truncation 
error dominates numerical error.

Error Tests. The remainder of this chapter emphasizes numerical error (Sections 9.2 to 
9.5), discretization error (Sections 9.6 to 9.11), and tests for these errors. When significant 
numerical error is detected, the FE model should be revised, and analysis repeated. Signif­
icant discretization error can often be detected by postprocessing, whereupon the mesh 
must be revised and analysis repeated. Cycles of postprocessing, mesh revision, and 
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reanalysis can be repeated automatically by software until a user-defined’efror tolerance is 
reached. Modeling error, user error, and software bugs are discussed in Chapter 10.

The term “ill-conditioned” is often used in discussions of numerical error. As 
applied to a matrix, the term means that small numerical'changes in matrix coeffi­
cients produce large changes in computed results. However, we cannot say that a 
matrix is ill-conditioned until we state what is to be done with it. A matrix that is well- 
conditioned for equation-solving can be ill-conditioned for eigenvalue extraction, and 
vice versa.

There is no single foolproof test of solution accuracy short of knowing the correct 
result by other means. An error test that detects trouble in one situation may fail to 
detect trouble in another, or may warn of trouble that does not develop. A plausible 
error test may be useless. For example, consider the Hilbert matrix [H], whose general 
term is = l/(i +j- 1). [H] is notoriously ill-conditioned for equation-solving, 
and for this reason is sometimes used as a test case. In one study [9.1], a tenth order 
Hilbert matrix was represented in single-precision arithmetic, its inverse [H]-1 com­
puted, and finally the original matrix recovered as ([H]-1)-1- It was found that [H] = ([H]-1)-1 to seven-digit accuracy, yet [H]-1 had coefficients in error by seven 
orders of magnitude.

9.2 ILL-CONDITIONING

A set of equations is ill-conditioned if the solution vector is sensitive to small changes in 
the coefficient matrix or in the vector of constants. In FEA the coefficient matrix [K] is 
likely to be more troublesome than the vector of constants {R}. A coefficient matrix that is 
ill-conditioned for equation-solving is almost singular.

Consider the two-d.o.f. structure in Fig. 9.2-1, whose global equations [K]{D] = {R} are

-fcl

«t

u2

p'

0

^1M1 ~^1m2 = ? 
or

- + (k1 + k2)u2 = 0

(9.2-la)

(9.2-lb)

Well-conditioned
« ^2

“2

(a) (b)

Figure 9-2-1. A two-d.o.f. 
structure built of linear 
springs, (a) Flexible part 
supported by stiff part.
(b) Stiff part supported by 
flexible part.

-&1

fcj + Zr2
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Each of the two equations plots as a straight line in a coordinate sy stem. These are the 
solid lines in Fig. 9.2-1. Shaded bands that surround the lines suggest inexactness associated 
with use of a finite number of digits (or bits) to represent numerical coefficients in computer 
memory. The exact solution is represented by the point where'the solid lines cross. The cal­
culated solution is represented by a point somewhere in the region where the shaded bands 
overlap. We see that this region is small if but large if k\ » k2. If » k2 the
rows of [K] are almost linearly dependent; that is, one row is almost a scalar multiple of the 
other. Then a small change in k2 or P creates significant changes in u\ and u2.

In an elimination solution of Eqs. 9.2-1 we add the first equation to the second, which 
converts the second equation to

=P (9.2-2)

which would be exactly the correct result, fc2u2 = if and k2 were represented to infi­
nite precision. But if, for example, kr = 1.000000 and k2 = 4.444444(10-6) and com­
puter words were to store the equivalent of seven digits, then Eq. 9.2-2 would yield 
1.000004- 1.000000 = 4(10-6); that is, only one significant digit would remain. With 
only six digits stored, the result would be 1.00000 - 1.00000 = 0. Physically, this result 
implies that the stiff spring has no support whatever and is free to move as a rigid body. 
Software should respond to such a result by complaining that the coefficient matrix is sin­
gular. Note that the case k\ « fc2 does not provoke this kind of trouble.

In terms of the error classification of Section 9.2, we deal here with truncation error 
Although the manipulations of equation-solving make the difficulty obvious, its source is insuf­
ficient information in the original stiffness coefficients. Information needed for an accurate 
solution may occupy only the last few bits of computer words. Subsequent manipulation, how­
ever careful or extensive, cannot recover information absent at the outset because of truncation.

The greatest danger of ill-conditioning is not that equation-solving may fail, but that it 
may succeed, without warning messages or with warning messages not heeded by the soft­
ware user, and produce a solution whose errors are serious but not so extreme as to make it 
obvious that something is wrong.

Situations Susceptible to Ill-Conditioning. In structural mechanics, the physical situa­
tion most likely to provoke trouble, of which the structure in Fig. 9.2-lb is a simple example, 
is a stiff region supported by a much more flexible region. Then the stiffer region has a rigid- 
body component of deformation so large that it overwhelms other deformation components 
needed for accurate computation of strains. A similar situation may appear in other problem 
areas. For example, the situation analogous to Fig. 9.2-lb in heat conduction is a region of 
high conductivity attached to a region of low conductivity whose boundary has prescribed 
temperature. In structural mechanics, as Poisson’s ratio approaches 0.5 in plane strain and 
solid problems, elements become extremely stiff in resisting volume change, but retain their 
ability to deform in other modes. In all problems of stiff regions supported by flexible 
regions, essential information is relegated to the latter bits of computer words. These bits 
may be so few in number that at least some of the computed solution is seriously in error.

The anticipated trouble may not ensue if loads are self-equilibrating. For example, if a 
leftward load P is added at node 2 in Fig. 9.2-lb, the relative displacement of nodes 1 and 
2 will be accurately computed even if the rigid-body displacement components of uy and 
u2 contain significant error. More generally, self-equilibrating loads sometimes permit 
accurate computation of gradients (or stresses).



304 Error, Error Estimation, and Convergence 4

(a) (b)

Figure 9.2-2. Potentially ill-conditioned systems, (a) A plane frame.
(b) A portion of a thin shell modeled by eight-node shell elements.

Further examples of troublesome structures appear in Fig. 9.2-2. The plane frame of 
Fig. 9.2-2a appears to be a trivial problem. But typically the axial stiffness of beam BC is 
much greater than the sidesway stiffness of columns AB and CD, Computed values of lat­
eral displacement d.o.f. us and uc may lack sufficient accuracy, especially if we intend to 
use their difference to accurately compute the axial component of stress in the beam as 
aa = E(uc - ub)/L. As a practical matter, aa is likely to be negligible in comparison with 
flexural stress. If we are willing to say it is zero, the beam can be provided with infinite 
axial stiffness (see Section 8.5). Thus we eliminate either uB or uq from the problem, and 
so eliminate this source of ill-conditioning. Similar concerns arise in the analysis of a pip­
ing network, whose individual members have axial stiffness much larger than their bend­
ing stiffness.

In shell analysis, elements display both membrane stiffness and flexural stiffness. Mem­
brane stiffness of a shell is analogous to axial stiffness of a beam. The ratio of membrane 
stiffness to flexural stiffness is very large in a thin shell. Accordingly, in Fig. 9.2-2b, we 
again see the case of a high-stiffness region embedded in a low-stiffness region. Great 
mesh refinement, intended to decrease discretization error, may increase numerical error 
to such an extent that computed results become less accurate rather than more (Sections 
9.3 and 9.4).

A Special Case. The plane three-member structure in Fig. 9.2-3a has linear springs of 
stiffnesses k and ok. If a is large, a stiff portion (the spring of stiffness ak) is supported by 
a flexible portion (the springs of stiffness k). Stiffness equations [K]{D} = {R} for this 
problem are

V1

Ml
where

c = cos/3
5 = sin/3

(9.2-3)

In ui space, straight lines that represent these two equations have the respective slopes

dv{ 
du{

1 + crc2 . acs
--------- and =----------- ;

acs dUl j + as
(9.2-4)
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VA = “A tan $A

(b)

(C) (d)

Figure 9.2-3*  (a) Plane three-spring structure, with d.o.f. and at node 1.
(b) Plane three-bar truss, with roller support at node A. (c,d) Ways of imposing the 
boundary condition approximately.

If a is large, the two lines have nearly the same slope, and equations [K] {DJ - {R} are 
ill-conditioned. However, there are two exceptions: for /3 = 0 and for ft = tt/2, the lines 
intersect at right angles, even if a is large. For these angles, the equations remain well- 
conditioned for any value of a. Note that for these angles the off-diagonal terms kacs van­
ish from [K], so the cancellation error described by Eq. 9.2-2 does not arise.

The foregoing considerations can be applied to the problem in Fig. 9.2-3b. where motion 
of node A is to be prohibited in direction x but permitted in direction yOne option, which 
does not lead to ill-conditioning, is to introduce d.o.f. u'A and v'A in directions x' and y' 
respectively, using a transformation described in Section 8.4, then impose uA = 0. It is 
tempting to avoid the transformation, and enforce the support condition approximately, by 
the simple trick of installing a very stiff spring in direction x\ as shown in Fig. 9.2-3c. But 
then, if d.o.f. uA and vA are retained as d.o.f. at node A, large off-diagonal terms appear in the 
structure stiffness matrix and ill-conditioning is introduced, as described in connection with 
Eq. 9.2-3. A very stiff spring in direction x' can be used at node A without ill-conditioning if 
d.o.f. uA and t/A -aie adopted at node A. With this option, a large stiffness term appears only 
on-diagonal, as is the case with /3 = 0 or ft = tf/2 in Eq. 9.2-3.

“Relative” and “Hierarchic” d.o.f. For the problem of Fig. 9.2-1, let us introduce the 
“relative” d.o.f. ur = - w2 in place of d.o.f. wp Thus Eqs. 9.2-1 are replaced by

(9.2-5)
0
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Equations 9.2-5 are well-conditioned for all values of and k2. Equations 9.2-5 must be 
obtained by introducing ur as a d.o.f. in element formulation, perhaps via transformation 
of standard element matrices prior to assembly. No purpose would be served by introduc­
ing ur via transformation of assembled structural matrices, Eqs. 9.2-1, because the coeffi­
cient + k2 already contains the error we seek to avoid.

In the context of p refinement, discussed in Section 9.8, added relative d.o.f. are known 
as “hierarchic” d.o.f. Hierarchic d.o.f. do not replace d.o.f. already present, but are added 
to an element to increase the degree of its polynomial field (as in Eq. 9.8-1).

9.3 THE CONDITION NUMBER

The condition number of a matrix [K], denoted here as C(K), provides an estimate of the 
number of digits of accuracy that may be lost in solving equations [K]{DJ = {RJ. The 
actual loss is usually less than the estimate, so accurate calculation of C(K) is not necessary.

Definition and Calculation. The condition number of [K], also called its spectral condi­
tion number, is defined as

C(K) =
“•min

(9.3-1)

where Amax and Amin are the largest and smallest eigenvalues of [K], In some cases, C(K) 
may be “artificially” high in the sense that it predicts much greater loss of accuracy than is 
actually realized. For example, in Fig. 9.2-1, C(K) is large when « k2 and when

>:> yet onty case >:> ^2 leads to numerical error in equation solving. One can 
arrange for the condition number to be large only when equations are truly ill-conditioned 
by scaling [K] so that its diagonal coefficients are unity, then computing Amax and A^ 
from the scaled matrix [KJ. The scaling matrix TsJ is diagonal and is constructed from 
diagonal coefficients in [K]. Thus the eigenvalue problem becomes

([KJ-AFiJ){D} = (0} where [KJ = rsJ[K]fsJ and S„ = (9.3-2)

Here fl J is a unit matrix. The form of Eq. 9.3-2 can be changed, without changing the 
eigenvalues, by substituting {D} = rsJ-1{DJ and premultiplying by FsJ-1. Thus

([K]-Ar^i *22  - = {0} (9.3-3)

2
In vibrations terminology, Eq. 9.3-3 says that eigenvalues A- = a)i of the scaled matrix 
[KJ can be determined from natural frequencies of a structure having the original stiff­
ness matrix [K] and a diagonal “mass” matrix that is simply the diagonal of [K]. This 
viewpoint shows why an isolated stiff region raises the condition number: an isolated large 
“mass” K# reduces the lowest frequency but has little effect on the highest.

The computational cost of solving an eigenproblem is greater than the cost of solving equa­
tions [KJ{D} = {R}. Fortunately, Amax and Anun need not be accurately known. A satisfac­
tory a priori estimate of A^^ can be obtained from the Gerschgorin bound, Eq. 11.12-17.
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However, a priori estimates of A^ are not nearly as reliable. An approximation of the condi­
tion number of the scaled matrix [KJ is C(KJ = (rjmax, where rz- is the diagonal decay ratio 
defined in Eq. 9.4-1 [9.2]. This estimate is of course a posteriori rather than a priori.

Interpretation. As coefficient matrix [K] is processed in solving equations 
[K](D} = {R}, truncation error in original stiffness coefficients leads to loss of accuracy 
in the modified coefficients. If d digits are used to represent each number, modified coeffi­
cients are accurate to Jacc digits, where

^acc — d — t/]oSS in which ^loss ~ logioCXKJ (9.3-4)

Thus if d = 14 and C(KJ = 108, then rfacc > 6. The “ < ” symbol in Eq. 9.3-4 indicates 
that logioC(K^) may overestimate the number of digits lost. Typically C(KJ is in the mil­
lions, but the potential loss of accuracy stated by Eq. 9.3-4 does not materialize. One rea­
son is that Eq. 9.3-4 takes no account of loads {R}. Loss of accuracy is most likely when 
the shape of {R} resembles one of the last eigenvectors {V}z in Eq. 9.3-5 below, or is 
approximately a linear combination of them, but contains errors or small load components 
that resemble the first eigenvector [9.3]. In practice, the shape of (R} more often resem­
bles a linear combination of the lowest eigenvectors.

The theory behind Eq. 9.3-4 is summarized as follows [9.4], Let [K] have eigenvalues A2- 
and associated eigenvectors {V}2 normalized so that {V} T{V}2- = 1. Then for an n by n 
matrix [K] that is symmetric and positive definite,

n n

[K] = and [K]-1 = .(¥},.{¥}? (9.3-5)

*=1 i=l

[K] is dominated by Amax and [K]-1 by Amjn. Information needed to compute A^ is 
contained in the rightmost bits of coefficients For every power of 10 in the ratio 
Amax/Amin, the dominant lowest mode of [K]"1 is represented by about one less digit as 
information drops off the ends of computer words.

Parameters That Influence C(K). The severity of ill-conditioning is related to the type 
of problem and characteristics of the FE model. According to Fried [9.5],

(
 A2"1"1

max I N2m/n 
^min J

(9.3-6)

where

b = a positive number
= maximum and minimum node spacings in the mesh UldA ILLlil J-

jVels =5 number of elements in the FE model

2m = differential equation order
n = dimensionality of the FE mesh
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To elaborate, for a problem that uses displacements as dependent variables and as nodal 
d.o.f., [K] is a stiffness matrix. In the differential equation(s) that describe the problem, 
2m is the order of the highest displacement derivative. A measure of the number of ele­
ments per side of the FE mesh is Ncs = Arls". Thus C(K) is'proportional to /Ves raised to 
the power 2m. As examples of exponent 2m/n in Eq. 9.3-6, for an axially-loaded bar, 
2m/n - 2/1; for a beam, 2m/n = 4/1; in plane stress or plane strain, 2rn/n = 2/2; in 
3D solids, 2m/n = 2/3; in thin-plate bending, 2m/n = 4/2. For plane strain conditions, 
and in solids of revolution and 3D solids, b in Eq. 9.3-6 is proportional to 1/(1 - 2p). As 
Poisson’s ratio ^approaches 0.5, a near-incompressibility constraint is enforced, and C(K) 
becomes very large [9.6],

Equation 9.3-6 can be useful in predicting the effect on C(K) of changes in the FE 
model. For example, in a beam problem, if the length ratio elements is
changed from 1/1 to 10/1, C(K) increases by a factor of 1000. If the number of elements 
is doubled, C(K) increases by a factor of 16. If both these changes are made, C(K) 
increases by a factor of 16,000.

A formula that provides upper and lower bounds on C(K) is available [9.5], but it is not 
attractive for use in FEA software because of computational expense.

9.4 DIAGONAL DECAY TEST

Here we describe the diagonal decay test as a way of detecting numerical error during 
the process of solving equations [K]{D] = {R} by Gauss elimination. Like other tests 
for numerical error it is not infallible, but it is simple and has very little computational 
expense.

Let [K] be symmetric and positive definite. As equations are processed—that is, as 
unknowns are eliminated-—diagonal coefficients K# that correspond to a d.o.f. i yet to be 
eliminated are reduced in magnitude by subtraction operations but remain positive. An 
example of this behavior appears in Fig. 2.8-3. Another example appears in Eqs. 9.2-1 and 
9.2-2, where elimination of iq reduces the second diagonal coefficient from k^ + k2 to k2.

The diagonal decay test is applied to each diagonal coefficient just before it is used as the 
pivbt in eliminating another unknown [9.7]. Let P/z be the value of the ith diagonal coeffi­
cient at this instant. With K# the original value of this coefficient, the diagonal decay ratio is

Ku
ri = -j? - (9.4-1)

r ii

For each power of 10 in rz-, up to that number of accurate digits may have been lost from 
the original diagonal coefficient. For example, if rz- = 108, then may have lost as many 
as eight digits of accuracy by the time it becomes Pu and is about to be used to eliminate 
the rth unknown. It is possible to obtain ra- = «>, which indicates that boundary conditions 
are inadequate; in structural mechanics terms, rigid-body motion is possible (even a small 
negative value of rz- is possible, owing to numerical error). If the result = 00 appears, it 
may not do so until the last step of elimination, because restraint of the last d.o.f. suffices 
to prevent singularity in some problems. Some software may be coded to insert a boundary 
condition when r2- = <» is detected, thus imposing the programmer’s conjecture of what 
physical problem was intended by the software user.
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TABLE 9,4-1. Cantilever beam of 2Vels equal-length elements, showing computed 
LATERAL TIP DEFLECTION V AND DIAGONAL DECAY RATIOS IN THE LAST 
THREE EQUATIONS PROCESSED (z = 2n - 2, i = 2n - 1, AND i = 2n).

Total length = 1000 

EI = 8(106)

Tip-to-root numbering 
2n nonzero d.o.f.

Root-to-tip numbering 
2n nonzero d.o.f.

yexact = 1-0000 I p.v
< < _J8 KI ___ < <

A

E
1 2 3 ^7— 1 n

=1 f—t 2 n —2 It — 1 n

Number of elements V r2n-2 r2n-l r2n V r2n-2 r2n-l r2n

NeIs = n = 10 1.0000 8.0 2.0 8.0 1.0000 5.3 l(103) 4(10*)

IVefc = n - 100 1.0000 8.0 2.0 8.0 0.9992 7.7 l(106) 4(102)

ATeIS = n = 1000 1.0000 8.0 2.0 8.0 0.1197 8.0 2(108) 2(103)

Table 9.4-1 shows applications of the diagonal decay test. Beam elements in this exam­
ple do not allow for transverse shear deflection. In {D}, the ordering of nodal d.o.f. v and 
6 = dv/dx is {D} = |_^i v2 02n_2 v2n ®2n\ • Analyses were performed on 
a machine that carries about 11 digits per computer word. The diagonal decay test is suc­
cessful in this example; rz- becomes large only when there is substantial error in the com­
puted tip deflection v. The condition number of [K], after scaling as in Eq. 9.3-2, is about 
1012 for the case 7Vels = 1000, regardless of whether node numbering is tip-to-root or root- 
to-tip. Yet the severe loss of accuracy predicted by this large condition number does not 
appear for the tip-to-root numbering.

The example of Table 9.4-1 uses elements of equal length. Now, for the case 
Nels = 1000, let elements have varied lengths in the range L = 0.99999 to L = 1.00001. 
Then the tip-to-root numbering gives tip deflection v = 1.027 while diagonal decay 
ratios are essentially unchanged from the values of 8.0 and 2.0 seen in Table 9.4-1. Thus 
we see that there can be substantial accuracy loss that is not detected by the diagonal 
decay test.

It is the decay of diagonal coefficients that is significant, not their smallness. Small 
diagonal coefficients per se do not provoke large error. Similarly, large diagonal coeffi­
cients per se are not harmful (as in Eqs. 9.2-1 and 9.2-2 for the case « k2, even if the 
node numbering were reversed). However, when a large diagonal coefficient is accompa­
nied by large off-diagonal coefficients, its elimination causes considerable diagonal decay 
in other equations that also contain the large off-diagonal coefficients (as in Eqs. 9.2-1 and 
9.2-2 for the case k\ » k?).

9.5 RESIDUALS

Imagine that equations [K]{D} = {R} have been solved for {D}. Then one can solve for 
the vector of residuals, {AR}:

{AR} = {R}-[K]{D} (9.5-1)
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If solution vector {D} is not contaminated by numerical error, then {Aft} = {0}. More 
likely, numerical error is present; then {AR} is a measure of error. A scalar form of this 
error measure is

. = (9.5-2)
{D}T{R}

Physically, e is the ratio of work done by residual loads to work done by actual loads when 
both act through displacements {D}.

Unfortunately, when ill-conditioned equations are solved by Gauss elimination, residu­
als tend to be small whether solution vector {D} is accurate or not [9.8]. It is possible for 
the less accurate of two solution vectors to have the smaller residuals. Although a small 
{AR} does not guarantee accuracy, a large {AR} is a reliable indicator that something is 
wrong.

In structural mechanics, a small {AR} has the physical meaning that applied loads {R) 
are very nearly in static equilibrium with resisting forces [K]{D}. Equilibrium can be sat­
isfied even if {D} is much smaller than it should be in the physical problem because of an 
overly stiff discretization (as in Fig. 3.4-2, for example).

Numerical error in the solution of equations [K] {D} = {R} can be reduced by the fol­
lowing iterative improvement scheme. Calling the original solution {D) h we successively 
calculate the residual vector, increments in the solution vector, and an updated solution 
vector. The sequence of calculations is repeated until convergence (z = 1,2,...,n).

{AR}; = {R} - [K]{D}Z [K]{AD}Z = {AR}Z {D}z+1 = {D}z + [AD}Z (9.5-3)

For this process to provide improved accuracy, [K] in the first of Eqs. 9.5-3 must be repre­
sented to greater precision than was used to determine the original solution vector {D} b In 
the second of Eqs. 9.5-3 one can use the original (less precise) [K], whose factored form is 
already available from the process of solving for {D} p Convergence is toward the solution 
of equations [K]{D} = {R} with the more precise representation of [K].

If. a set of equations is seriously ill-conditioned, it is better to rework the model to 
improve its condition than to make heroic attempts to improve a poor solution. “If a thing 
is not worth doing, it is not worth doing well” [9.8].

9.6 DISCRETIZATION ERROR.
CONVERGENCE RATE

Discretization error refers to the difference between a mathematical model and its dis­
cretized (finite element) model. In this section we discuss the relation between mesh 
refinement and the convergence of FE results toward results implicit in the mathematical 
model. Convergence per se says nothing about how well the mathematical model repre­
sents reality.

Arguments that follow are an elaboration of arguments associated with Fig. 4.9-2. The 
arguments are built on a fundamental proposition of FE error analysis: that for a suffi­
ciently refined mesh, error in an FE solution can be bounded by the error in a shape func­
tion interpolation that is exact at nodes [9.9]. This proposition does not require that the FE 
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solution be exact at nodes; such is the case only for special situations [2.5]. It does require 
a sufficiently refined mesh, which is a mesh of sufficient refinement that the “true” conver­
gence rate has been established (see also Fig. 9.7-1). Thus we exclude FE models having 
large discretization error (as in Fig. 3.4-2, for example). We also require that nodal loads 
be consistently applied, as described in Section 3.11.

Error Analysis. Discretization error can sometimes be determined by an order of error 
analysis. Consider the axially loaded uniform bar of Fig. 9.6-la. From the differential ele­
ment, the equation of axial equilibrium is Aaxx + q = 0. Or, substituting the stress-strain 
relation crx = Eu,x, the equilibrium equation is

q O
U,xx + AE ~ ° (9.6-1)

Figure 9.6-1. Behavior of the error in an FE model of a uniform bar under 
distributed axial load q. Exact axial displacement is w = w(x) and its error is 
e - e(x).
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Let the FE model consist of standard two-node bar elements. If the load integral is evalu­
ated consistently (as stated by Eq. 3.3-8 and by Eq. 4.8-15b) and A and E are constant, 
then nodal displacements u/ of the FE model are exact [2.5]. Because the exact solution is 
in general not piecewise linear, the FE solution has error between nodes. The nature of the 
error in the bar problem is characteristic of its nature in more complicated and realistic FE 
problems. Subsequent discussion is most directly applicable to linear elasticity problems 
with smooth (but possibly varying) elastic coefficients, with distributed (not point) load­
ing, in bodies without strong singularities (no cracks).

In the bar problem we analyze the error of linear interpolation in the rth element, 
between nodes at x( and x/+1. Displacement error e - e(x) is

e(x) = u(x) -
/ X - XA

) + um (9.6-2)

where w(x) is the exact solution and = x(+1 - xi is element length. Also, m(- = w(xf) and 
ui+l = w(*i+i)-  At nodes, e(x) = 0. Element lengths need not be equal. Within elements, 
e(x) is a smooth function. At nodes, there are discontinuities in the first derivative e'(x), as 
shown in Fig. 9.6-lc. (In the remainder of this section we use the notation eiX = e', 
eiXX = e", and so on.)

An upper bound on e(x) is provided by the following argument [9.9]. Let z be an axial 
coordinate in the range xz- < z < xz+1such that e'(z) = 0. That there is such a point is obvi­
ous from Fig. 9.6-lb and follows rigorously from Rolle’s theorem of elementary calculus. 
In what follows we assume that u"(x) is continuous between nodes. The change in e' can 
be obtained by integrating e". Thus from Eq. 9.6-2, with a dummy variable and 
e'(z) = 0,

e'(x) - e(z) = e'(x) = I
* z

u"(s) ds
z

(9.6-3)

because linear terms in Eq. 9.6-2 do not contribute to e"(x). Also,

u"(s)ds <
z

<&< I ds<h- max |w"(x)|
z A

Therefore, on the /th element, the error in strains, e'(x), is bounded by

(9.6-4)

|e'(x)| < max |«zz(x)| (9.6-5)

We can also bound displacement error e(x) by observing that it must have greatest magni­
tude at x = z, where e'(z) = 0. If z is not at the element midpoint it must be closer to 
either xz or x/+p Assume that z is closer to xz, and compute e(xz) by a three-term Taylor 
series, with exact remainder, expanded about x = z.

e(Xi) - e(z) + (xz - z)e'(z) + | (xz - z)2e"(s) (9.6-6)
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where s is the remainder evaluation point on element i. But e(x;) = 0, e'(z) = 0, and 
e"(s) = u"(s) from Eq. 9.6-2, so

e(z) = - ^(x, -z)2m"(s) (9.6-7)

According to the assumption that z is closer to x, than to x(+j, we conclude that 
|z - x;| < hf/2. Therefore, on the ith element, the error in displacement, e(x), is bounded by

e(x) < 5 h'r ( max |«"(x)| (9.6-8)
8 \Xi<x<xi+1 J

One may verify that the same result is obtained when z is assumed to be closer to x/+1 than to xt-.
We note that the existence of a z for which the error in strain is zero is the rationale for 

the existence of optimal points for stress calculation (see Section 6.10).

Salient points of the foregoing discussion are:

• Strain error in a linear element is proportional to element size, and displacement error 
is proportional to the square of element size.

• Error estimates are proportional to derivatives one order higher than the degree of the 
shape function (second derivatives for the bar, whose shape functions are linear).

• Displacements are most accurate at or near nodes. Strains are most accurate in ele­
ment interiors.

Using the notation “0” for “order,” we say that Eq. 9.6-5 displays discretization error 
0(h) in strain and Eq. 9.6-8 displays discretization error O(h2) in displacement. Thus if 
h = max(fy) is halved to create two elements from one, error in strain is approximately 
halved and error in displacement is approximately quartered.

More General Statements. We define symbols as follows.

h = approximate “characteristic length” of an element: length of a linear element; 
length of the longest line segment that fits within a plane or solid element (various 
definitions are possible)

p = degree of highest complete polynomial in the element field quantity
2m = order of the highest derivative of the field quantity in the governing differential equation

The word “complete” in the definition of p is important. For example, p = 1 for the basic 
four-node plane element (Fig. 3.6-1 and Eqs. 3.6-1). In this element all constant and linear 
terms are present, but only xy among the three quadratic terms x2, y2, and xy.

An element whose field quantity contains a complete polynomial of degree p errs in 
representing polynomial terms of degree p + 1 and greater. If no singularities are present, 
it is reasonable to assume that most error is due to the lowest-degree term omitted, namely 
the term of degree p + 1. From this argument we conclude that in the absence of a singu­
larity, discretization error (and convergence rate) are as follows:

• <?(AP+1) in representation of the field quantity
• O(Ap+1"r) in representing the rth derivative of the field quantity
• O(A2(p+1-m)) in representing strain energy (in structural mechanics)
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Exponent 2(p + 1 - m) appears in the latter expression because derivatives of degree tn 
appear in formulas for strain (or curvature), which are then squared in expressions for 
strain energy. In order-of-error expressions, h can be replaced by \ where A^els and n 
are respectively the number of elements in the FE model and the dimensionality of the 
model. The substitution is justified by noting that h is inversely related to the number of 
elements per side, JVes, which is approximately .

In the one-dimensional example of Fig. 9.6-1, p = 1, r = 1 for strain calculation, and 
2m = 2. In plane bodies modeled by three-node triangles, and in solid bodies modeled by 
four-node tetrahedra, the field quantity is a complete linear polynomial, so p = 1. Also, 
r = 1 for gradient (strain or stress) calculation, and 2m = 2 for problems such as heat 
conduction and stress analysis. The same numbers apply to conventional four-node quad­
rilaterals and eight-node bricks without internal “nodeless” d.o.f. These elements have 
more polynomial terms than triangles and tetrahedra, but not enough to form complete 
quadratic polynomials (Fig. 3.9-1). Discretization error is less, and therefore convergence 
rate is higher, with higher-order elements: if in a plane problem we change from four-node 
elements to eight-node elements, the order of error in the field quantity is changed from 
O(h2) to O(ft3). With mesh subdivision that reduces h by half, the amount of error is 
reduced by a factor of four for a mesh of four-node elements and a factor of eight for a 
mesh of eight-node elements. In a beam problem, the numbers are p - 3 for standard two- 
node beam elements, r = 2 for curvature calculation, and 2m - 4. The displacement 
error is O(h4) and the error of bending moment computed from curvature is O(h2). Recall 
that these estimates presume that nodal loads are calculated in consistent fashion. Thus, 
for a uniformly loaded cantilever beam, in an FE model with uniformly spaced nodes, the 
tip node carries force load and moment load.

Error estimates for derivatives of the field quantity may be pessimistic. For example, in the 
bar of Fig. 9.6-1, error estimates for m,x apply at nodes, where error in u,x is greatest. If 
instead u,x were computed at element midpoints, error would be less; O(h2) rather than 0(h). 
Tn other words, at bar element midpoints, gradients would converge at the same rate as the 
field quantity. In general, if there are points in an FE mesh where stresses have the same order 
of error as displacements, stresses at these points are said to display “superconvergence.”

Finally we remark that some of the potential discretization error is reduced if structure 
volume is correctly represented. Thus if the boundary of a plane body is circular, and is 
modeled by a mesh of straight-sided elements, the polygonal outer boundary of the FE model 
should not lie entirely within the circle nor entirely outside it.

Singularities. We have seen that error bounds are proportional to the (p + l)-order partial 
derivative of the exact field quantity (Eqs. 9.6-5 and 9.6-8, for example). If the problem to 
be solved displays an infinite value of this derivative, the error bound does not rigorously 
apply. For example, in bodies with cracks, displacement derivatives through second are 
infinite at a crack tip. Therefore, even for linear elements, for which p = 1, our estimates 
do not apply in the neighborhood of a crack tip. If we do not know the order of the lowest 
singular derivative, we cannot estimate the factor by which error will be reduced by subdi­
viding the mesh.

Although singularities may slow convergence, singularities in derivatives higher than 
second do not prevent convergence. A complete polynomial of degree p necessarily con­
tains a complete polynomial of degree p - ju,, where p is a number such that 0 < p p. If 
the (p + 1 - /z)-order derivative in the exact solution is the highest-order derivative that is 
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nonsingular, we can repeat our previous estimates with p replaced by p - pL to deduce that 
the field quantity has error (?(Ap+1“A4), its first derivative has error and so on. The 
implication is that for each derivative of order p + 1 or less that is singular in the exact 
solution, the FE solution may lose a power of h in accuracy. 'This estimate is often pessi­
mistic. But when it holds, elements of degree p - /x will have the same order of error as 
elements of degree py and the lower-degree elements have less computational expense.

As an application of concepts in the preceding paragraph, consider again the axially 
loaded bar, now with a step change in loading within an element. Specifically, for the element 
whose node numbers are i and i + 1, let X/ < xq < x/+1, and let the distributed axial load be

q = 0 for x<xq and q = 1 for x>x? (9.6-9)

Then from Eq. 9.6-1, u9XX is defined for all x, max|«"(x)| = i/AE, and Eqs. 9.6-5 and 9.6-8 
are applicable. However, u”(x) is a delta function atx = x^, so max| «"'(x)| is undefined. 
Accordingly, error estimates remain as stated in Eqs. 9.6-5 and 9.6-8, whether the element is 
linear, quadratic, or of yet higher degree. The (9(A3) displacement accuracy one would nor­
mally expect from a quadratic element is not available. Full accuracy could be recovered by 
placing an interelement boundary at the step change in load. Generalizing, we expect that 
accuracy may decline substantially in the neighborhood of sudden changes within elements, 
of loading, material properties, or thickness.

9.7 MULTIMESH EXTRAPOLATION

Let 0 represent a quantity of interest, calculated at some location in an FE mesh. Here 0 
may be the field quantity itself, one of its derivatives, or a quantity such as stress, which is 
proportional to a combination of derivatives. Let O(hq) be the order of error of 0, where h 
is a measure of element size as defined in Section 9.6. Assume that convergence is mono­
tonic and that q is known. A plot of </> versus hq is a straight line (Fig. 9.7-la). Let and 

be values calculated from two meshes that have the respective size measures h\ and
By linear extrapolation to the </> axis, we obtain

<£] - 
1-(VV

(9.7-1)

(a) (b)

Figure 9.7-L (a) Error in </> is proportional to hq. (b) Error is nonmonotonic in curve 
ABCD and proportional to A2 in curve AE. Curve AF would plot as a straight line if the 
abscissa were h.
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Figure 9.7-2. Regular mesh refinement of an end-loaded cantilever beam. Solid lines 
show mesh 7Veis = Solid lines plus dashed lines suggest mesh 7Vejs = 32. Four-node 
plane elements are used in both cases.

where corresponds to element size h = 0; in other words, corresponds to an infi­
nitely refined mesh. Equation 9.7-1 is known as Richardson’s extrapolation formula [5.1]. 
Restrictions apply, as follows.

What rigor there is in Eq. 9.7-1 depends on completely regular mesh refinement. That is, in 
each refinement, nodes and interelement boundaries of the coarser mesh are preserved, while 
new nodes, elements, and interelement boundaries are added. Comer nodes stay comer nodes 
and side nodes stay side nodes (Fig. 9.7-2). Element types are not changed. In all refine­
ments, the quantity of interest must appear at a fixed location in the mathematical model, and 
at a fixed position relative to an element (always at a comer node, say). Without these restric­
tions, convergence may not be monotonic, in which case Eq. 9.7-1 does not apply.

Nonmonotonic convergence may result from a mesh of incompatible elements, such as 
QM6 elements discussed in Section 6.6. Also, rectangular QM6 elements contain a com­
plete quadratic displacement expression and indeed behave like quadratic elements. But 
with increasing shape distortion they tend to lose quadratic capability and behave more like 
Q4 (linear) elements, as noted in Section 6.11. For these reasons q is not easy to predict.

If q is not known in advance, it can be established graphically by seeking an exponent q 
such that </> versus hq plots as a straight line. Strictly, restrictions noted in the foregoing 
paragraph must be observed. At least three different meshes are needed so that wc may 
distinguish a curve from a straight line (such as AF versus AE in Fig. 9.7-lb). If the origi­
nal mesh is too coarse, <£> from this mesh may not lie on a straight line for any value of q. If 
too few data points are calculated or an incorrect value of q is used, the extrapolated result 
may be less accurate than the result at either data point (as would be the result calculated 
from a straight line through C and D in Fig. 9.7-1, for example). In view of the many 
uncertainties, rather than regarding as exact, it seems preferable to regard

e = \ 100% (9.7-2)

as an estimate of the percentage error of fa.

Example: Regular Refinement. Lateral deflection at the tip of the cantilever beam in 
Fig. 9.7-2 was calculated using 8, 32, and 128 four-node plane elements. Each finer mesh 
is a regular subdivision of the preceding mesh. Each mesh was analyzed using three differ­
ent kinds of four-node plane elements based on the bilinear shape functions of Eqs. 6.2-3: 
full integration (four Gauss points), reduced integration (one Gauss point), and reduced 
integration with spurious “hourglass” modes stabilized by one of the control devices cited 
in Section 6.8. Boundary conditions at the left end of the beam are sufficient to prevent 
mechanisms of the mesh that would otherwise be possible with reduced integration.
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Figure 9.7-3. Plots of data from Table 9.7-1, for the problem of Fig. 9.7-2. (a) Tip 
deflection versus h. (b) Tip deflection versus h2.

Computed results plotted in Fig. 9.7-3 suggest that error is approximately 0(h) for the 
full integration case and approximately O(h2) for the reduced integration case. If we 
assume that O(h2) applies to all cases and therefore apply Eq. 9.7-1 with q = 2, we obtain 
results stated in Table 9.7-1^ Beam theory, including transverse shear deformation, pre­
dicts lateral tip deflection = 8.640 + 0.180 = 8.820.

Example: Irregular Refinement. We seek the largest principal stress in the cantilever 
beam of Fig. 9.7-4. The left end is completely fixed. Load P is uniformly distributed 
across the right end. The upper half is modeled, with all nodes on the x axis allowed only 
vertical displacement. Elements are fully-integrated four-node plane elements based on 
the bilinear shape functions of Eqs. 6.2-3. Meshes shown violate rules of regular mesh 
refinement. Also, meshes are poor in that they are unnecessarily fine far from the hole and 
undesirably coarse close to the hole. Plotted as <rmax in Fig, 9.7-4 is the largest normal 
stress at an element center, regardless of the element in which it appears.

With irregular refinement, it is unclear how size measures hi, and h3 of successive 
meshes should be defined. With Afels the number of elements in the mesh, the abscissa 
14/A^eis used in Fig. 9.7-4 is approximately the reciprocal of the number of elements per 
side of the mesh. Thus the abscissa measure corresponds to hl. A least-squares fit of a 
straight line to the three data points yields the estimate crmax = 93.3. Photoelastic data 
indicate that crmax = 98.4, at the top of the hole [1.16]. The extrapolated result is remark­
ably good, although such a good result may be somewhat fortuitous. At least, plotted 
results show that none of the three meshes by itself provides a satisfactory result.

TABLE 9.7-L Tip deflection of the beam in Fig. 9.7-2, using Eq. 9.7-1 with q = 2. 
Element size h is taken as h = 14/W^ .

Mesh data Computed deflection Extrapolated deflection

A^els
, - v"1/2 

“ ^els Full Reduced H-G Full Reduced H-G

8 0.3536 4.562 11.440 8.572
7.978 8.617 8.768

32 0.1768 7.124 9.323 8.719
8.695 8.788 8.788

128 0.0884 8.302 8.922 8.771
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p = 0.10

i

Figure 9.7-4, Irregular mesh refinement of a cantilever beam with a large central hole. Each 
mesh is symmetric about both centerlines. (The authors thank S.-C. Liang and D. Rusche for 
doing the calculations.)

9.8 MESH REVISION METHODS

In this and subsequent sections of the present chapter we consider how an FE mesh may 
be revised so as to provide improved results in the next cycle of analysis. The goal is to 
achieve the necessary accuracy by using only as many d.o.f. as necessary. Analysis of the 
current mesh provides both an error estimate and guidance for mesh revision. We begin by 
classifying the ways in which a mesh may be refined. We say “refined” because mesh revi­
sion typically involves refinement of a coarse mesh, but it is possible that revision will 
involve coarsening in some regions.

h Refinement. Here h refers to a linear dimension that characterizes the size of an element, 
such as its largest span, or perhaps the square root of the area of a plane element, or the cube 
root of the volume of a solid element. An h refinement consists of adding elements of the 
same type (Fig. 9.8-lb). Figure 9.7-2 shows uniform h refinement; Figs. 9.7-4 and 9.8-lb 
show nonuniform h refinement. Figure 6.13-lb shows h refinement by repeated subdivision 
of some existing elements. This kind of refinement is sometimes called “enrichment.”

p Refinement. Here p refers to the degree of the highest complete polynomial in the ele­
ment field quantity. A p refinement consists of increasing p within elements without 
changing the number of elements. This may be accomplished by adding d.o.f. to existing 
nodes, adding nodes on existing interelement boundaries, and/or adding internal d.o.f. 
The p refinement in Fig. 9.8-1c is nonuniform because elements are not all refined in the 
same way.

r Refinement. Here r means “rearrange.” Thus an r refinement consists of relocating 
nodes, without changing the number of elements or the polynomial degree of their field 
quantities (Fig. 9.8-ld).
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A p refinement

(c)

> •

Figure 9.8-1. (a) Initial mesh for a 
square plate with in-plane comer 
load P. (b) A possible h refinement, 
(c) A possible p refinement, 
(d) A possible r refinement.

Remarks. If done manually, h refinement requires no change in existing FEA software. If 
automated, h refinement requires only that existing FEA software be used after a remeshing 
algorithm has adjusted the mesh. In remeshing, a well-shaped element should not be replaced by 
two or more badly shaped elements. With clever programming, if refinement is confined to a 
small portion of the FE model, some intermediate results used in analysis of the preceding mesh, 
such as stiffness matrices of unaffected elements, can be reused rather than redone. Refinement 
by the h method can be indefinitely repeated, limited only by computational expense, computer 
storage capacity, and possibly an eventual loss of accuracy due to numerical error.

Automation of p refinement requires substantial changes in conventional software. 
Refinement can continue, using successively higher degrees of element shape functions, 
until the highest degrees coded in the software have been used. For computational econ­
omy, a refined mesh can reuse some calculations used in the preceding mesh if added shape 
functions are presented in “hierarchic” form, so that existing element shape functions retain 
their original forms [4.4]. For example, Eqs. 6.1-3 and 6.1-4 can be replaced by 

where a,2 is a hierarchic d.o.f. whose physical meaning is displacement relative to a linear 
variation dictated by iq and w3. Thus, linear shape functions of a two-node element are not 
changed by addition of the hierarchic shape function 1 - If d.o.f. in {d} are ordered so 
that each added hierarchic d.o.f. is appended to the end of the list, then, with each addition 
of a hierarchic d.o.f., rows and columns are added to the element stiffness matrix without 
altering rows and columns already present.
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As d.o.f. are added, p refinement has a higher convergence rate than h refinement, espe­
cially if a singularity is present [4.4]. Also, in hierarchic form a p refinement produces a 
[K] of lower condition number than an h refinement having the same number of d.o.f. On 
the other hand, h refinement is better suited to a massively parallel computer, which can 
simultaneously generate thousands of elements of the same type [9.10]. The p method, by 
selectively adding d.o.f., tends to generate elements of many types.

The r method allows only limited improvement because the number of d.o.f. is unchanged. 
Accordingly, although optimization of node placement is possible, it is expensive and rarely 
worthwhile. In structural mechanics, an interesting feature of an r-optimized mesh is that inter­
element boundaries tend to follow principal stress trajectories. References include [9.10-9.12].

Of course, the foregoing methods of mesh refinement can be used in combination, and 
usually are. Typically h refinement is accompanied by repositioning of nodes, so that it is 
really an hr refinement (as for example in going from Fig. 6.14-2 to Fig. 6.14-3, or in the 
meshes of Fig. 9.7-4). Another effective combination is hp refinement, whose convergence 
rate as d.o.f. are added is greater than that of h refinement alone or p refinement alone.

Other Methods. After an initial analysis, one can elect to isolate a portion of the original FE 
structure, and refine only that portion. On the boundary of the portion isolated, displacements cal­
culated from the initial analysis are imposed. This method is called submodeling and is discussed 
in Section 10.10. A conceptually similar method is that of overlaying a portion of the FE model 
by a supplementary mesh that has enhanced capability for resolving fine detail [9.13-9.15].

Multigrid methods are superficially similar to overlays, but are apt to be regarded as 
techniques of iterative equation-solving rather than as techniques of mesh refinement. 
They are summarized in Section B.3 of Appendix B.

9.9 GRADIENT (STRESS) RECOVERY
AND SMOOTHING

The basic way to determine a gradient field is to calculate it in element-by-element fashion. A 
familiar example is the strain field calculated from element nodal d.o.f. {d}, namely 
{s) = [B]{d] as in Eq. 3.3-3. Commonly used elements are of the C° type (or C1 for some 
plate.and shell elements), and therefore do not display interelement continuity of strain (or curva­
ture) fields. Alternative methods of gradient calculation can be more accurate, and many of them 
provide interelement continuity. They may be known collectively as smoothing operations, and 
have been intensively studied. In the following discussion we do not attempt to cite all references 
or decide which smoothing scheme works best. An important concept is that the discrepancy 
between an element-by-element field and a smoothed field can serve as a measure of discretiza­
tion error. For this purpose, and for then deciding how the discretization can be improved, the 
smoothed field is regarded as the most accurate result the current mesh can provide.

The following explanations are oriented toward stress analysis problems in one and two 
dimensions. Other applications are noted subsequently. The following symbols are used.

{e}, {cr} Strain and stress fields calculated element-by-element in basic 
fashion; that is {e} = [B]{d] and {<r} = [E]{e}

{e*},  {ct*}  Strain and stress fields produced by a smoothing operation
a, a*  One of the stresses in {a} or {a*}
Numerical error measures constructed by comparison of smoothed and unsmoothed fields 
are considered in Section 9.10.
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Figure 9.9-1. Element stress field a and 
element-smoothed stress field <t’ in a 
quadrilateral element, depicted normal to 
the element plane.

Element Smoothing. Stresses and strains in an element may be most accurate at Gauss 
points of a low-order rule, such as at the four Gauss points of an order 2 rule in an eight-node 
quadrilateral element. Equations 6.10-3 and 6.10-4 describe the element stress field based on 
these four Gauss point stresses, which we now call an “element-smoothed” field [9.16]. 
Element smoothing does not remove stress discontinuities between elements. In general, the 
element field {<yj = [E][B]{d} and the element-smoothed stress field differ (Fig. 9.9-1). 
With a plane element and extrapolation from four Gauss points, the element-smoothed field 
is a bilinear polynomial. The element field {<r} = [E][B]{d] is of higher order if there are 
more than four nodes, and is usually a different bilinear polynomial if the element has four 
nodes but is not a parallelogram. The difference between element and element-smoothed 
fields can provide a useful element-by-element graphical display. If the difference is plotted 
as color contours or color bands, then elements of the mesh having the most varied colors are 
elements most in need of refinement or perhaps shape improvement [9.17]. Although any 
stress (or strain) component can be used in constructing the display, the von Mises stress cre 
is a reasonable choice because it incorporates all stress components. Other stress 
components provide different displays.

Nodal Averaging Methods. Let a stress such as the von Mises stress cre (Eq. 3.12-2) be 
computed at each node in each element, either directly at nodes or by extrapolation to 
nodes from Gauss points. At a node shared by n elements there are in general n different 
values of ae. The nodal average is

n
(°e)ave = JY (9.9-1)

" z=l

In constructing nodal averages, one must avoid averaging across physically valid discontinu­
ities such as a sudden change in material property or thickness, for which an average has no 
useful physical meaning. Also, the average is not necessarily a good estimate of actual 
stress. For example, if all elements display the stress variation seen in Fig. 6.10-lb, then all 
contributions to the average are overestimates. Variants of Eq. 9.9-1 include weighting ele­
ment contributions according to proximity of the element centroid to the node in question.

A smoothed field that is interelement-continuous can be constructed from nodal average 
stresses. The same shape functions used to interpolate the field quantity from nodal d.o.f. 
can be applied to nodal average stresses. Thus, the portion of a smoothed stress field over 
a single element is

<r*  = LNJ {ct„} (9.9-2)

where a*  is any stress (crx, or cry, etc.) and {cr*}  is the vector of nodal averages of this 
stress for the element at hand. A one-dimensional example appears in Fig. 9.9-2a.
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(a) (b)
Figure 9.9-2. Uniform bar modeled by linear elements, showing a possible axial displacement 
field, the resulting element-by-element stress field, and smoothed stress field from (a) Eq. 9.9-2, 
and(b) Eq. 9.9-3.

The method of Eq. 9.9-1 has been used since the advent of FEA to provide stresses 
at nodes, and Eq. 9.9-2 for graphical display of smoothed stress fields, such as seen in 
Fig. 1.5-2b. The unsmoothed field of Fig. 1.5-2a is a better display for engineering 
purposes, as it provides a whole-field portrayal of where mesh refinement is needed, 
specifically in areas where stress bands show greatest interelement discontinuity.

Another smoothing option is to begin by improving the displacement field, then differ­
entiate it to obtain a smoothed strain field [9.18]. Consider, for example, several two-node 
bar elements connected end to end. At node 1 of a typical element, where x = 0, axial dis­
placement is and axial strain can be taken as the nodal average value . Similarly, at 
node 2, nodal values are w2 and &x2 * These nodal values define a smoothed function 
u*  - u*(x).  Specifically, using cubic shape functions from Fig. 3.2-4,

M*  = Nxu} + N24\ +N3u2 + N4e* 2 and a*  = Ee* = E^- (9.9-3)

An example of this calculation appears in Fig. 9.9-2b. The method can be extended to C1 
problems such as plates, where second-derivative quantities must be smoothed [9.19].

Loubignac proposed a simple procedure for obtaining more accurate stresses, based on 
nodal average stresses and iteration that adjusts nodal d.o.f. until the averaged stress field and 
the last integral in Eq. 3.3-8 produce nodal loads that equilibrate externally applied loads at 
every node [9.20]. Crisfield states that in some cases the method does not converge [2.17].

Global Smoothing. An early proposal was to determine nodal values of a smoothed 
stress field by a least-squares fit, minimizing the square of the difference between the 
smoothed field and the element-by-element field [9.16]. To do so, we write the function

Fg = ^J(a*-a)2dV (9.9-4)
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where cr and a*  both pertain to a single stress, such as cre. As in Eq. 9?9-2, a * can be inter­
polated from nodal stresses in element-by-element fashion as cr*  = LN J {o£}, but in the 
present formulation, nodal stresses [cr^} are as yet unknown. Stress is one of the 
stresses in {cr} = [E][B]{d}. Integration in Eq. 9.9-4 is over an element. Summation 
spans all elements of the structure, whereupon nodal stresses {<r*  }can be listed in a global 
vector {cr*  Hence, in the manner of Eq. 5.2-13,

----- — = {0} yields LNfLNj dvhaX = TcrdV (9.9-5)

which is to be solved for {a' }G. The global coefficient matrix, in parentheses, has the 
foim of a mass matrix. The same coefficient matrix is used for every stress component. 
The method is sometimes called “global Lq projection” (see Eq. A.23, Appendix A). 
Despite its formal appeal, it is not favored because of its computational expense and 
because it is often not as accurate as methods discussed next.

Patch Recovery. A small number of contiguous elements, called a “patch,” is selected. 
Stresses in elements of the patch are used to construct a smoothed field applicable to the 
patch. Either stress or strain can be smoothed. Choosing stress, we let the smoothed stress 
field over the patch be represented as

cr*  = LPj{a} (9.9-6)

where cr*  is any one of the stress components (ax, or ay, etc.), |_Pj contains terms of a 
polynomial, and {a} contains generalized coordinates to be determined. Different values 
of the a; in {a} are obtained for different stress components. In a plane problem, possible 
choices of the polynomial matrix are

Bilinear: LPJ = Ll x y ({a} contains ax through a4)
■ । [ 2 21 (9.9-7)

Quadratic: [Pj = Ll x y x xy y J ({a} contains at through a6)

A bilinear LpJ , being an incomplete polynomial, provides results dependent on the orien­
tation of xy axes relative to the patch, and results may be poor for some orientations.

To determine {a} and thus define the smoothed stress field, we select a patch, such as 
one of those shown in Fig. 9.9-3, and assign a coordinate system xy. The origin of coordi­
nates can be located arbitrarily, but should be close to the patch to avoid possible numeri­
cal difficulty associated with a small patch far from the origin, for which coordinates of 
points in the patch would have small percentage differences. The element stress field a is 
sampled at locations where it is likely to be most accurate. Typically these locations are 
Gauss points of various integration rules (shown by open squares and open triangles in 
Fig. 9.9-3). Next, at each sampling point (^,yz) we square the difference between element 
stress a and the as yet unknown smoothed stress a*  from Eq. 9.9-6, and add the squares. 
Thus we obtain the function [9.21]

nsp

= (9.9-8)

1=1
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(C) (d)

Figure 9.9-3, Patch recovery using plane elements. A, □ = locations where stress (or another 
gradient) is sampled. • = nodes. ® = nodes where stresses a* are most accurately provided by 
the patch. Element names are explained in Chapter 3.

Here nsp is the number of sampling points in the patch (in the respective parts of Fig. 9.9-3, 
nsp is 4, 16, 6, and 12). Substitution from Eq. 9.9-6, followed by minimization of Fp with 
respect to the in the manner of Eq. 9.9-5, yields

nsp[A] = ^LPjfLPj;
1=1[A] {a} = {b} where (9.9-9)
nsp{b} = ^LPJ^-
1=1

from which {a} is determined. We require that nsp be equal to or greater than the num­
ber of terms in {a}. If greater, the equation system is overdetermined, and yields that 
provide a least-squares fit. The same matrix [A] is used for each stress component in the 
stress field, such as <rx, ay, and in a plane stress problem. Unlike Eq. 9.9-5, no inte­
gration is involved, and the fitted field is confined to a patch of elements rather than the 
entire structure. Patch recovery has also been applied to calculation of the field quantity 
itself [9.22].
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When {a} has been computed, the smoothed stress can be evaluated at any point in 
the patch by substituting the x and y coordinates of the point into Eq. 9.9-6. Nodes sur­
rounded by open circles in Fig. 9.9-3 are considered good choices for this evaluation. The 
entire structure can be spanned by many partially overlapping “recovery patches” (taking 
care that no patch straddles a known stress discontinuity, such as an interface between dif­
ferent materials). When this process is applied to quadratic and higher order elements, 
nodes internal to the mesh and most nodes on its boundary receive a*  stresses from more 
than one patch. The several values at a node can be averaged [9.21]. Stresses a at bound­
ary nodes are not likely to be as accurate as stresses at internal nodes. If (f stresses have 
been calculated at all nodes, stress within each element can be obtained from Eq. 9.9-2 if 
so desired.

According to the discussion in Section 9.6, element stresses {<r} = [E][B]{d] in a 
plane problem have convergence rate O(Jip), where p is the degree of the highest complete 
polynomial in the element displacement field. It happens that stresses a*  provided by 
patch recovery are superconvergent; that is, their convergence rate is at least O(hp+}) 
[9.21]. For linear elements Q4 and CST in Fig. 9.9-3, the rate is O(h2)'t for quadratic ele­
ments Q8 and LST, the rate is O(h?) for points on the boundary and O(h4) for points inter­
nal to the mesh. The O(h4) rate has been termed “ultraconvergent” [9.21]. In this case, 
reduction of element size by half reduces stress error by a factor of 16.

The accuracy of stresses provided by patch recovery can sometimes be improved, espe­
cially at nodes on a boundary of the mesh, by taking equilibrium equations into account 
[9.23,9.24]. This can be accomplished by applying the left hand side of Eq. 3.1-13 to the 
smoothed stress field, integrating over the patch, and adding the resulting term to the right 
hand side of Eq. 9.9-8. Thus all components of a stress field are treated simultaneously by 
the patch recovery process. The method can be regarded as augmentation of FP, Eq. 9.9-8, 
by a constraint function that penalizes departure from equilibrium conditions (see Section 
13.3). Inclusion of equilibrium equations produces a coefficient matrix analogous to [A] in 
Eq. 9.9-9, but less likely to be ill-conditioned. A 1997 study of error estimators [9.25] finds 
that including equilibrium conditions as in [9.23] produces a smoothing method that is 
sensitive to element shape distortion, and concludes that the most reliable method is the 
original patch recovery method of [9.21] (Eqs. 9.9-6 to 9.9-9).
' Variants of patch recovery [9.24,9.26] include relating stresses from overlapping 

patches at shared stress recovery points in a way other than simple averaging, and avoiding 
subsequent representation of stresses in element-by-element fashion (Eq. 9.9-2), which 
provides an interpolation different from that of the patch. Additional procedures are 
reported in [9.27,9.28].

As described above, a patch is centered about a node, as seen in Fig. 9.9-3. An alternative is 
to center a patch about an element, as shown in Fig. 9.9-4, so as to obtain a stress field over the 
central element directly, without first determining smoothed stresses at element nodes [9.26]. 
For elements whose displacement fields contain a complete polynomial of degree p, degree 
p + 1 may be appropriate for the fitted polynomial (Eq. 9.9-6). Smoothed fields determined 
by use of several element-centered patches are not interelement-continuous. If stresses on 
interelement boundaries are required, simple averaging of smoothed fields is suggested [9.26].

Further improvements and additional schemes are likely to be suggested in the future. 
Any method of stress calculation that differs from element stresses {<r} = [E][B] {d) and 
provides improved results is a candidate for study and can serve as a basis for estimation 
of discretization error.
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(b)

Figure 9.9-4. Element-centered 
patches for (a) quadrilateral elements, 
and (b) triangular elements.

Other Applications. In heat conduction analysis, flux is a first-derivative quantity that 
corresponds to stress in structural mechanics. Flux smoothing in a plane steady-state prob­
lem with isotropic material may incorporate the equilibrium equation fxx + fy y = 0, 
where fx and^ are flux components in x and y directions [9.23]. In problems of stress anal­
ysis where bending appears, first derivatives of lateral displacement may already be inter­
element-continuous, depending on element type. Then smoothing is applied to second and 
perhaps also third derivative quantities; that is, to bending moments and transverse shear 
forces [9.29,9.30], Eigenvalue problems, such as the calculation of natural frequencies of 
vibration and buckling loads, have been addressed by smoothing of the type depicted in 
Fig. 9.9-2b and also by patch smoothing of displacement fields [9.18,9.19,9.22,9.31]. In 
problems of acoustic vibration, C° elements have a single pressure d.o.f. at each node, so 
smoothing is used to obtain an improved pressure field.

9.10 A POSTERIORI ERROR ESTIMATE

A finite element solution contains enough information to estimate its own error. That is, a 
posteriori error estimation is possible. The estimate is based on the difference between an 
element-by-element field and an alternative field, presumably more accurate and usually 
obtained by a smoothing operation. Information obtained in constructing the estimate can 
be used to improve the FE mesh, as described in Section 9.11.

An error measure can be based on any component of the stress field and can be defined 
in various ways. A simple way to quantify the discrepancy among contributions to nodal 
average stress from the n elements that share the node, from Eq. 9.9-1, is 
i^|(ae)ave - (<re) J . This result might be divided by the maximum ae in the mesh, in order 
to avoid ascribing importance to large stress differences when the stresses themselves are 
not large enough to cause concern. Rather than using such a node by node error measure, it 
is more common to determine an error measure for each element and combine the element 
measures into a global error measure. The explanation that follows uses terminology of 
time-independent and isothermal stress analysis. Other applications are noted subsequently.

ZZ Error Estimate. The following form of error estimate is often called the ZZ (or 
the Z2) error estimate after its originators, Zienkiewicz and Zhu [9.32,9.33]. Using 
element-by-element strains {e} = [B]{d}, we obtain the strain energy in each element 
from Eq. 4.4-5. The sum of element strain energies, multiplied by 2, is defined as the 
square of the global strain energy norm, ||t7||.

{«}?[!]{«},. dV (9.10-1) 
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where m is the number of elements in the region of the structure whosfe error is to be esti­
mated. This region need not include all elements in the structure. Using the difference 
between the smoothed strain field {a*}  and element-by-element strains {e} = [B]{d}, we 
define the global energy error norm ||e||, which is called the error estimator. Its square is

m
M2 = j({s*} ({«},-)T[E]({«*} r{8},.) dv (9.10-2)

Because {o'} = [E]{e} and {o’*}  = [E]{e* }, Eqs. 9.10-1 and 9.10-2 can also be stated in 
terms of stresses.

m
UMI2 = ^{(rlflE]-1 {a}t- dV (9.10-3)

Ikll2
m

^j({a*} ;-{CT}f)7’[Er1({<r*} I.-{<r}I.)dV (9.10-4)

2 2
Because ||U|| and ||e|| depend on squares and products of stresses, || t/|| and ||e|| are in a 
sense representative of stresses themselves (or, more generally, of gradients of the field 
quantity).

As alternatives to || t/|| and ||e|| in subsequent calculations one can work with L2 norm 
quantities (defined in Appendix A). They are obtained from the foregoing expressions by 
omitting the weighting matrix [E]. Specifically

m

IMlt = dV

m

({ff*} I-{ff}y({a*} /-{CT}/)dV

(9.10-5)

(9.10-6)

Relative error can be defined as

J|(/||2 + lkll2.
(9.10-7)

where 77 can be used to quantify the discretization error over a patch of elements or possi­
bly the entire mesh. The denominator of Eq. 9.10-7 is an estimate of the exact error 
energy, which is unknown. As an alternative denominator, one might use || U*|| 2, which 
can be calculated by replacing {e} by {s*}  in Eq. 9.10-1. Unless error is large, as from a 
mesh that is much too coarse, ||U*||  ~ ||L7|| + ||e|| . Note that 17 is a relative error esti­
mate that applies to the original element-by-element field, not to the improved field pro­
duced by a smoothing operation. The possible range of 17 is 0 < 77 < 1. An acceptable 
value of 77 is often taken as 77 < 0.05.
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Remarks. The foregoing error estimates pertain to gradients of the field quantity, not to 
the field quantity itself, and to an assembly of elements, not to individual elements or to 
stress at a particular point. If the foregoing equations were applied to individual elements 
so as to obtain || C7||(- and ||e||; for each element i, one would usually encounter highly 
stressed and lightly stressed elements that have almost equal element norms ||e||£ , so that 

might be higher in lightly stressed elements. Such information would not be helpful.
Because the global ||e|| is a measure of interelement gradient discontinuity before 

smoothing, stress smoothing and error measure should not be based on a mesh or patch 
that spans a physically realistic stress discontinuity associated with a step change in thick­
ness, a change of material, a shrink-fit connection, and so on. However, use of the error 
estimator in the presence of singularities has been studied [9.34,9.35].

For application to plate bending, ||e|| over a patch of m elements can be defined as

m
M2 = y f({M*}-{M}) T[D]-,({M*}-{M})  dA (9.10-8) 

where |M* } is the smoothed bending moment field, [D] is the matrix of flexural rigidities, and 
A is element area. The expression for || C7|| is analogous to Eq. 9.10-3 and is obtained by omit­
ting {M* } terms from Eq. 9.10-8. For application to thick plates, where transverse shear defor­
mation is taken into account, the contribution of transverse shear force is also included in energy 
norms [9.36]. For application to shells, Eq. 9.10-8 is augmented by Eq. 9.10-4, using stresses 
that arise from membrane forces [9.37]. The expression for || U|| is similarly augmented.

As a simplification in calculation, smoothing and error estimation might be based on 
and ||e||^2 of Eqs. 9.10-5 and 9.10-6, using only the von Mises stress ae. Thus [9.38]

m m

u<2 = and lle,|t= (9-10'9)

Other Applications. In heat conduction, Eqs. 9.10-3 to 9.10-7 can be used if symbols are 
redefined. Stress vectors {cr} and {a*}  are replaced by vectors of heat flux, respectively 
associated with element-by-element and smoothed calculation, and [E] is replaced by a 
matrix of thermal conductivities. If the overall problem is the two-stage problem-of ther­
mal stress analysis, error analysis and mesh revision should be undertaken in the tempera­
ture analysis stage and again in the subsequent stress analysis stage, because a mesh 
suitable for one stage may not be suitable for the other. Error analysis and mesh revision 
applied only in one stage cannot correct poor results from the other stage.

For each mode of a vibration problem, smoothing can be used in calculating both 
numerator and denominator of the Rayleigh quotient, which produces a more accurate 
value of the natural frequency of that mode. Thus we obtain a global estimate of error in 
the original calculation and an improved value of the result sought. The method has also 
been applied to buckling problems. References include [9.18,9.19,9.22,9.31,9.39].

In the mode superposition approach to structural dynamics, the ZZ estimator and asso­
ciated mesh improvement have been applied to each mode retained in the analysis [9.40].

Applications in fluid dynamics are surveyed in [9.41].
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9.11 ADAPTIVE MESHING
*

The goal of adaptive meshing is to achieve a desired accuracy by revising a mesh, where 
necessary and to the extent necessary. Usually a few cycles of analysis and mesh revision 
are needed. Automation of the process requires numerical indication of where and how to 
revise the discretization, software for automatic meshing, and a termination criterion. The 
following scheme, suggested by Zienkiewicz and Zhu, is often used [4.4,9.32,9.33,9.36]. 
It is not restricted to stress analysis problems.

A possible termination criterion is that the final value of 17 (Eq. 9.10-7) must not exceed 
an allowable value T?au in either the final mesh or a portion of it for which 77 is computed. 
The average value of || £7|l + Ml Per element, in combination with 7jan, provides an 
allowable value of Ml in an element. Thus from Eq. 9.10-7, with m the number of ele­
ments in the region whose error is to be estimated,

In a single element: Ml.,, = Wl’ + M2
m

(9.11-1)

The ratio of the actual value of ||e|[ in a typical element i to the allowable value is

, H<-
’ Mail where M? - ({^.-{ay/tE]"’*̂},- {<*}<)  dV (9.11-2)

With the h method of mesh revision, the result £ < 1 indicates that the element is larger 
than necessary. The result £ > 1 indicates that more elements are needed in this location. 
Because usual practice is to begin with a coarse mesh, few if any elements will have 
£r < 1 after the first analysis cycle. These elements, if any, might be ignored, with atten­
tion directed toward refinement of elements for which > 1. With h a characteristic ele­
ment dimension, such as defined early in Section 9.8, the desired new size of element i is 
taken as

(/l) =x *7new
where

a = 1/p not adjacent to a singularity 
a = 1/A adjacent to a singularity

(9.11-3)

Here p is the degree of the highest complete polynomial in the element field quantity 
(p = 1 for a four-node bilinear quadrilateral, p = 2 for an eight-node quadrilateral, and 
so on), and A is the strength of the singularity (if present). For a sharp crack, A =0.5, 
and indeed for adaptive meshing A - 0.5 can be used as an adequate approximation for 
any singularity [4.4].

With successive cycles of analysis, error estimation, and mesh revision, the foregoing 
procedure drives the mesh toward a condition in which Ml(* has the same value in all ele­
ments, which is a possible definition of an optimal mesh. Again a helpful graphical dis­
play comes to mind: different colors can be assigned to different numerical ranges of |H|(-. 
Then, in a satisfactory mesh, all elements display the same color.
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First revision 
228 d.o.f., t? = 0.07

Figure 9.11-1. Results of an adaptive solution in a plane region using linear-strain triangles. Poisson’s 
ratio is 0.3. All d.o.f. along AB are set to zero. Each mesh revision aimed at •»? = 0.05. [From J. Z. Zhu 
and O. C. Zienkiewicz, “Adaptive Techniques in the Finite Element Method,” Communications in 
Applied Numerical Methods, Vol. 4, No. 2,1988, pp. 197-204. © John Wiley & Sons Ltd. Reproduced 
by permission.]

After mesh revision, FEA and error estimation are repeated, followed by another 
mesh revision and reanalysis if necessary. Iteration can be stopped, and results 
deemed satisfactory, when 17 defined by Eq. 9.10-7 falls below the user-defined value 
i7aii, a typical value for which is 0.05 (5%). This criterion is based on energy norms 
and does not guarantee that individual stresses all have the same accuracy. One can 
require that other criteria for termination also be satisfied, and can adopt equations 
other than Eq. 9.11-3 for revision of element size. These efforts include defining a 
permissible error at the element level, revising the shape of elements as well as their 
size to take advantage of stress gradients not being the same in all directions, and 
other techniques [9.32,9.42-9.44],

Figure 9.11 -1 is an example of adaptive mesh refinement. The goal of reducing 17 to less 
than 0.05 is achieved quickly. However, the two reentrant comers are singular points, 
where stresses are theoretically infinite. Repeated cycles of error estimation and adaptive 
meshing will continue to refine the mesh in these locations. Although the global 17 is low 
enough, one may wish to exclude such singular points from the region treated by adaptive 
meshing. Another common example of a singular point is the location where a concen­
trated load is applied.

With the p method of refinement, in which d.o.f. are added to existing elements, proce­
dures of error estimation and mesh revision are not as simple as with the h method. Calcu­
lation of energy error norms may rely on the estimated effect of adding one or more d.o.f. 
References include [4.4,9.34,9.45].

Remarks. What mesh is appropriate if the structure must be analyzed for more than one set 
of loads? The foregoing mesh revision strategies produce a different mesh for each different 
load case. It would be less time consuming for both analyst and computer if a single mesh 
revision constituted an improvement for all load cases. A possible strategy is to estimate 
appropriate element sizes for each load case separately, using, for example, Eq. 9.11-3, then 
generate a new mesh in which element size at every location is the smallest of the several 
estimates.
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Mesh refinement is not merely filling a defined region with more elements. When ele­
ments and nodes are added along a curved boundary, the curve of the mathematical model 
should be matched, not the crude approximation of it that may be represented by a coarse 
mesh of straight-sided elements. And, in any part of the FE model, a revised mesh must 
have elements that are satisfactorily shaped and graded, lest the new mesh be worse than 
the old despite having more d.o.f. If the initial mesh is based on simplified geometry, such 
as ignoring the curves of fillets, adaptive meshing may produce convergence toward incor­
rect results.

We have not discussed how an improved mesh is to be generated. Mesh generation has 
become a technical specialty, with many techniques proposed and a substantial literature, 
of which [9.46,9.47] is a very small sampling. Available software can accept input regard­
ing required element sizes in various parts of the FE model, and produce a graded mesh 
that satisfies the requirements of Eq. 9.11-3. However, a computer-generated mesh may 
not be a good mesh. It may contain many badly shaped elements. Such a mesh can be 
manually improved prior to analysis, unless adaptive meshing is automated, in which case 
one trusts that computer-generated meshes are adequate.

Software having automatic adaptive capability does much to reduce the labor of prepar­
ing meshes and altering them to make the next analysis more accurate. However, by seem­
ing to guarantee an accurate result, adaptive capability may promote careless mistakes 
such as applying the wrong loads or prescribing the wrong boundary conditions. There is 
no benefit in iteratively improving a solution to the wrong problem. Error estimation does 
not relieve the analyst of responsibility for defining the problem properly and critically 
examining computed results.

ANALYTICAL PROBLEMS

9.2-1 Consider the equations x + y - 2 and x+ l.Oly = 2.01. Obtain the solution of 
these equations. Then alter the second equation, first to (a) x + 1.02y = 2.01, then 
to (b) x + l.Oly = 2.02. Obtain the solution in each case, thus illustrating sensitiv­
ity of the equation set to small changes in (a) the coefficient matrix, and (b) the vec- 

- tor of constants.
9.2-2 In Eq. 9.2-3, determine the reduced coefficient produced by applying one step 

of Gauss elimination so as to eliminate wp Show that the result suggests that numer­
ical error is likely if a is large. .

9.2-3 The sketch shows a two-element model of a uniform plane beam. The beam is fixed 
at the left end and simply supported at the right end. Show that global equations 
become ill-conditioned if scalar multiplier a becomes small.

Problem 9.2-3
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9.2-4 The left end of the uniform plane beam shown rests on a soft sprihg of stiffness fc. 
Rotation is prevented at the left end. Adopt a one-element model, and as nodal d.o.f. 
use lateral deflections wj and w2 and rotation 02 (0b at the left end, is suppressed), 
(a) Solve for nodal d.o.f. due to load P Show that the equations become ill-conditioned 
tfk«EI/L3.
(b) For the four-d.o.f. beam element before the condition 0j = 0 is imposed, adopt 
d.o.f. 0b w21 and 021, where w21 and 02I are the “relative” d.o.f. 
w21 = + L0J 02j = 02 - 0p Then impose the condition 0j = 0,
include the soft spring and load P, and solve for nodal d.o.f. Are these equations ill- 
conditioned if k « EI/L?1

Problem 9.2-4

9.3-1 (a) Let = 10/^ in Fig. 9.2-1. Determine condition numbers of the unsealed 
matrix [K] and the scaled matrix [KJ,
(b) Repeat part (a), now with fc2 = lOfcp

9.3-2 (a) The system shown has nodal d.o.f. ur and u2 and springs of stiffnesses k and ck. 
For what value of scalar c is the condition number of the unsealed stiffness matrix a 
minimum, and what is this minimum value?
(b) Repeat part (a), using the scaled stiffness matrix.

|—Wh—r-Wr-•— 
K k 1 ck 1

Problem 9.3-2

9.3-3 Let /? = 45° in Fig. 9.2-3a. Determine C(K) in terms of a using (a) the unsealed 
matrix [K], and (b) the scaled matrix [KJ.

9.3-4 A uniform plane beam is modeled by a single beam element. What is the condition 
number of the scaled stiffness matrix if the beam is (a) simply supported, and (b) 
cantilevered? (There are two nonzero d.o.f. in each case.)

9.4-1 (a) Write [K] for the structure shown, in which each spring has stiffness k = 100. 
Nodal d.o.f. are axial displacements By examination of the first few steps of a 
Gauss elimination solution for deduce an expression for the reduced diagonal 
coefficient P!£ of Eq. 9.4-1 in terms of k and i. Hence, what are the diagonal decay 
ratios after the 99th and 100th eliminations?
(b) Repeat part (a), but now number nodes from right to left, so that node 1 carries load P

Problem 9.4-1
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9.4- 2 In each part of this problem, imagine that the analyst has forgotten to specify any 
displacement boundary conditions, so that the structure is unsupported. In what 
equation (first, second,..., last) of the system [K]{D} = {R} will the diagonal 
decay test detect trouble? '
(a) Springs in series, as in Problem 9.4-1.
(b) The plane beams of Table 9.4-1.
(c) A plane frame having the usual three d.o.f. per node.
(d) A solid of revolution (two d.o.f. at each node; radial and axial translations).
(e) A plane structure (two d.o.f. at each node; x- and y-direction translations).

9.4- 3 Determine the diagonal decay ratio in terms of a and the sine and cosine of ft for 
the problem described by Fig. 9.2-3a. Show that the ratio is not large if = 0 or if 
p = tt/2.

9.4- 4 With unit axial loads at nodes 2 and 3 of the structure shown, the exact structure 
equations are 8006.6w2 - 8OOO.OU3 = 1 and -8000.0w2 + 8OOO.OW3 = 1. Deter­
mine U2 and U3 to eight decimal places. Then calculate approximate values of these 
d.o.f. under the assumption that a hypothetical computer rounds numbers to four 
digits after each operation of Gauss elimination. Does the accuracy loss agree with 
that predicted by (a) the diagonal decay ratio, and (b) the condition number of the 
(scaled) stiffness matrix?

6.6 8000

3

Problem 9.4-4

9.5- 1 Consider the two equations 1.78u! + 1.06w2 = 2.88 and 0.94^ + 0.56h2 = 1-52. 
What is the exact solution? Are the equations ill-conditioned? What residual vector 
{AR} is given by the approximate solution = 1.88, u2 = “0.44, and what is e of 
Eq. 9.5-2? Are residual tests useful in this example?

9.5- 2 Consider the ill-conditioned equations uj + = 2, + 1.0001w2 = 2.0001.
What residual vector {AR} and what e are given by the approximate solution 

' = 2, w2 = 0, and by the approximate solution wj = u2 = 1.1? Which of the
two approximate solutions is more nearly correct?

9.5- 3 Imagine that a single linear spring of stiffness k = 28 N/m is loaded by a force of 0.5 N. 
Using the approximate value AT1 ~ 0.040 m/N, we compute the approximate displace­
ment u ~ 0.020 m. Improve this result by using the iterative method of Eq. 9.5-3, using 
the correct k and the approximate k“l.

9.5- 4 Consider the two equations (izj/3) - (u2/3) = 1, - (uj/3) + (7m2/12) = 0. Let the 
coefficient matrix and its inverse be approximated as

[KJ - 0.3 -0.3
-0.3 0.5

and [KJ-1 = 8.0 5.0
5.0 5.0

(a) Using the approximate matrices, apply three cycles of iteration according to 
Eqs. 9.5-3. Do calculated values of ul and appear to be converging to correct results? 
(b) Again apply three cycles of iteration, now using the approximate [K]1 but tire 
correct [K] in Eqs. 9.5-3. Assess the results.
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9.6- 1 Consider a one-dimensional element of length h whose nodal d.o.f. are and 
u- = (du/dx)i at nodes i = 1 and i = 2. At x = /t/2, using shape functions in 
Fig. 3.2-4, we obtain u = + w2) + + u2^ Expand Mi> M2> and u2 as
series to show that u + e = u + <9(/i4), and determine the exact form of the error 
term e - O(h4).

9.7- 1 Recompute the six “extrapolated results” in Table 9.7-1, this time using q - 1 in 
Eq. 9.7-1.

9.7- 2 Verify that <rmax = 93.3 is the value predicted at Vels = oo in Fig. 9.7-4 by linear 
regression (least squares fit of a straight line to the data points).

9.7- 3 What value of crmax is predicted by linear extrapolation in Fig. 9.7-4? Use Eq. 9.7-1 
with q = 1 and all three possible combinations of the three data points (two of them 
for each extrapolation). What is the average of all three crmax values?

9.7-4 Imagine that for plane meshes having Nels = 100,200, and 400 elements, computed 
values of displacement at a certain point are respectively 4.16,4.64, and 4.76 units. 
What displacement is predicted by extrapolation to zero element size?

9.7-5 Use Eq. 9,7-1, with a value of q appropriate to the quantity to be extrapolated, to 
predict converged values of displacement and/or stress reported in the following 
example problems.
(a) Constant-strain triangle results in Fig. 3.5-2.
(b) “CST” results in Fig. 3.10-2.
(c) “Ref. 3.9” results in Fig. 3.10-2.
(d) “QM6” results in Fig. 6.6-1.
(e) “Q4” results in Fig. 6.6-1.

9.7-6 Imagine that the problem of Fig. 9.7-4 is solved twice, using nine-node plane ele­
ments each time. Mesh 2 is created by regular refinement of mesh 1, quadrupling 
the number of elements. For the respective meshes, computed values of lateral tip 
displacement and maximum stress are

Mesh 1 v = 0.0035 <7max = 74.23
Mesh 2 v = 0.0041 crmax = 89.03 Illa A.

Use these data to estimate the percentage error of v and crmax in mesh 2.
9.7-7 In Table 6.14-1, use multimesh extrapolation to estimate the percentage error of the 

maximum normal stress in the finer mesh. Do the meshes used constitute regular 
refinements? If not, devise a suitable measure of h.

9.7-8 Imagine that eight-node brick elements having only translational d.o.f. at nodes are 
used to analyze a 3D elasticity problem. Three meshes are used, with results as fol­
lows for displacement at a certain point.

Mesh 1 2014 d.o.f. 1.10 mm
Mesh 2 3342 d.o.f. 1.17 mm
Mesh 3 4560 d.o.f. 1.20 mm

(a) Do these meshes seem to constitute regular mesh refinements? Why or why not? 
(b) Use the data to graphically estimate the rate of convergence. Is this rate consis­
tent with the type of element used?
(c) Use multimesh extrapolation to estimate the percentage error in the finest mesh.
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9.9- 1 (a) Show that minimization of FG in Eq. 9.9-4 leads to the second of Eqs. 9.9-5. 
(b) Show that minimization of FP in Eq. 9.9-8 leads to Eq. 9.9-9.

9.9-2 (a) The sketch shows two linear elements, 1-2 and 2-3. Gauss points of an order 1 
rule in each element are lettered. A smoothed stress field, cr  = is to be*
obtained by use of Eq. 9.9-9. Establish matrix [A] and constant vector {b}. Let 

— 1 and o~xP — 3.
(b) What value of cr*  at x = L is predicted by the calculations of part (a)?

Problem 9.9-2 Problem 9.10-1

9.10- 1 Imagine that the sketch represents stresses along two bar elements, each of length 
L = 2, unit cross-sectional area, and the same elastic modulus. The elements lie 
within an FE model of several bar elements. Solid horizontal lines represent axial 
stresses a/ = E(uz+1 - in individual elements. The inclined dashed line rep­
resents axial stress computed from nodal average stresses. For these two elements, 
use Eqs. 9.10-1, 9.10-2, and 9.10-7 to calculate ||U||2,||e||2, and 77. Is 
||U||2 + ||e||2 equal to [|U|| 2 of the average stress field?*

9.10- 2 A straight uniform bar extends from x = 0 to x =4. For each of the following FE 
meshes, linear (two-node) bar elements are used. Axial displacements at nodes 
lie on the curve u = 2x - O.lx5. Determine the exact energy norm, then from the 
FE model determine || tJ || ,|H|, H U || + ||^|] , and 77. For simplicity, assume that A 
and E are both unity, and determine the smoothed gradient field from nodal aver­
ages (as in Fig. 9.9-2a).
(a) Use two elements, each of length 2.
(b) Use four elements, each of length 1.
(c) What convergence rate of axial stress is suggested by the change in ||e|| from 
part (a) to part (b)?

9.10- 3 In parts (a) and (b) of Problem 9.10-2, determine ||C7|] , the energy norm of the 
smoothed stress field constructed from nodal average stresses. What is the reason 
for the discrepancy between ||t/|| 2 and ||E7||2 + ||e||2?

*

*

COMPUTATIONAL PROBLEMS

Use the adaptive meshing capability of software to seek quite accurate results to some prob­
lems. Candidate applications in preceding chapters include those of Figs. 3.10-2, 3.14-1, 
3.15-1, 6.14-1, and 6.15-1. If all elements of a mesh are allowed to contribute to the error 
estimate, what is the observed effect of singularities on the computational process?



CHAPTER 10
MODELING CONSIDERATIONS 
AND SOFTWARE USE

10.1 INTRODUCTION

Overview. In this chapter we discuss representing a physical problem by an FE model, 
choosing elements and analysis options that are suitable, finding and correcting errors, and 
interpreting results. It is emphasized that satisfactory analysis requires a physical grasp of 
the problem to be solved, care in planning and execution, and willingness to check for 
inadequacies and revise as necessary.

Some material pertinent to this chapter is summarized in Chapter 1, Sections 1.2 and 
1.5, which the reader should review. Other pertinent material in preceding chapters will be 
cited as appropriate. Modeling for problems of vibration, dynamic response, nonlinearity, 
and buckling is discussed in subsequent chapters.

Advice in the present chapter does not fall neatly into categories, so its arrangement by 
sections is somewhat arbitrary. The sections and their contents should not be regarded as 
checklists to be followed by rote in every problem. If a list of modeling rules were pre­
pared, each rule might have an exception that could be exploited to advantage in particular 
situations by a skillful analyst. Modeling advice should be regarded more as concepts than 
as rules. Ideally, the reader has access to FEA software, and performs numerical experi­
ments to test the advice and develop the ability to apply it in a variety of situations.

Remarks. For analytical or numerical solutions, an early step is the simulation of physical 
reality by a mathematical model, as defined in Section 1.2. Thus we create an abstraction 
intended to represent essential features of the physical problem. Fine detail actually present 
may'be ignored. Typically ignored are such things as detail in connections and small geo­
metric irregularities. However, detail is important if the connection itself is to be studied, 
and small irregularities can have a large influence on the behavior of thin-walled structures 
such as panels and shells. Thus we see that a list of modeling rules cannot suit all situa­
tions, and that physical understanding is essential. The devising of a mathematical model 
need not imply a particular method of solution, but familiarity with available tools (such as 
FEA) may influence the amount of detail included and the kind of answers sought.

Preparation of an adequate model requires a grasp of the problem area, be it stress anal­
ysis, heat transfer, magnetic fields, and so on. Skill in one area does not confer skill in 
another, either in creating the model, in converting it to an FE representation, or in check­
ing computed results. In any discipline, the necessary knowledge base includes basic the­
ory and the essentials of classical analysis tools, because their assumptions and 
restrictions are incorporated in FEA software. As a simple example, in classical beam the­
ory, stress calculation requires homogeneous material and deflection calculation requires 
small deflections. The same restrictions apply to standard beam elements. Knowing the

336
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*

limitations of theory and analysis tools makes it less likely that software will be pushed 
beyond its range of applicability. It is entirely possible for an unprepared software user to 
misunderstand the problem, prepare the wrong mathematical model, discretize it inappro­
priately, fail to check computed output, and yet accept nonsensical results that appear in 
beguiling graphical display.

In short, we advise that physical understanding of the problem and the essentials of its 
theory, combined with planning, careful work, and the patience to search for errors at all 
stages, are skills at least as important to a satisfactory outcome as familiarity with FE the­
ory'. FEA is a solution technique that removes many limitations of classical solution tech­
niques, but FEA docs not bypass the underlying theory or the need to devise a satisfactoiy 
model, and in addition requires some familiarity with element capabilities and limitations 
and with possible pitfalls of numerical analysis on a computer. Posing the wrong questions 
and modeling a problem other than the problem intended are defects that cannot be cured 
by refinement of an FE mesh.

We suggest that it is more productive to begin with a plan, which can be modified as 
more is learned during the course of the project, than to plunge headlong, hoping that the 
bother of planning can be avoided. Essential components of planning include deciding 
what results are required and how computed results will be checked. There is a natural ten­
dency to accept computed results merely because considerable effort is required to obtain 
them. To counter this tendency, approximate results should be in hand before doing FEA. 
The thought needed to obtain approximate results will improve analysis skills and will 
also produce a better model.

We repeat our suggestion that the reader review Sections 1.2 and 1.5.

10.2 PHYSICAL BEHAVIOR VERSUS
ELEMENT BEHAVIOR

What general sorts of elements should be used—beam, plane, shell, or solid? If plane, 
should elements be triangular or quadrilateral? With or without side nodes? How many ele­
ments, and how should the mesh be graded? Such questions arise as we begin to discretize 
the mathematical model. To answer these types of questions, we must understand how the 
structure (or its mathematical model) is likely to behave and how elements are able to 
behave. We must recall that the essence of the FE method is piecewise polynomial interpola­
tion, An element can represent a field variation no more complicated than the interpolation 
contained in its formulation. Therefore, in structural mechanics we rarely use basic three- 
node triangles and four-node tetrahedra because they cannot represent the linear variations of 
strain so often encountered in stress analysis, and because these elements suffer from shear 
locking (described in Section 3.6). Shortcomings of these element types are of much less 
concern in a scalar field problem such as heat conduction, where greatest interest may be in 
the field itself rather than its gradients, and there is no difficulty analogous to shear locking.

Thin-Walled Construction. A typical first course in stress analysis treats deformation 
and stress in straight members subjected to stretching, bending, and twisting, with a circu­
lar cross section required for analysis of twisting. An analyst with only this background 
may be unaware that thin-walled members often have additional deformation modes, 
which may produce the largest stresses. The additional modes cannot be represented by 
standard beam elements.



338 Modeling Considerations and Software use

(b)

Figure 10.2-1. (a) Thin­
walled channel loaded 
by transverse tip force P 
in the plane of the web. 
(b) Deflection of the tip 
cross section is shown 
by dashed lines, (c) FE 
model of the beam, built 
of shell elements.

The cantilever beam of Fig. 10.2-1 is a case in point. A typical cross section has a 
shear center, located in the xz plane and having a positive z coordinate, through which 
transverse load must be directed if the beam is to bend without twisting [1.16,2.6]. With 
load P located as shown, the beam twists as well as bends, and cross sections warp as pre­
dicted by Saint-Venant torsion theory. The fixed support prevents warping at x =0. 
Restraint of warping reduces the amount of twisting and introduces normal stresses not 
predicted by elementary beam theory or by elementary torsion theory. For pure torque 
loading, these normal stresses can be larger than the torsional shear stresses. For the 
problem of Fig. 10.2-la, a standard beam element, Eq. 2.3-8, is not capable of providing 
either the correct torsional stiffness or the correct stresses. Instead the beam must be 
modeled in the manner shown by Fig. 10.2-lc, where individual elements display both 
membrane and bending stiffness.

Even if load P is directed through the shear center so that the beam does not twist, a 
thin-walled open cross section with wide flanges displays a shear lag effect [1.16]. That is, 
in Fig. 10.2-1, shear stress in very wide flanges produces x-direction deformation such 
that plane cross sections do not remain plane when the beam is bent by transverse load. 
Again the standard beam element is not capable of representing this effect, and again an 
FE model such as that in Fig. 10.2-lc is appropriate.

Examples of thin-walled curved beams appear in Fig. 10.2-2. With moment M directed 
as shown, circumferential stresses cr$ are tensile on the side closest to the center of cur­
vature and compressive on the side farthest away. On a typical slice spanned by arc

Side view Cross section

Curved I beam

(a)

Side view Cross section

Pipe bend

(b)

Figure 10.2-2. Thin-walled curved beams bent in the planes of their curved axes by moments M. 
Dashed lines show deformations in the plane of a cross section.
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Fig. 10.2-2a, forces produced by <r$ have radial components, directed outward on the 
outer flange and inward on the inner flange for the direction of M shown. These radial 
components produce the “flapping” deformation of flanges indicated by dashed lines, 
which reduces the stiffness seen by moments load M and produces z-direction stress az 
that may be larger than circumferential stress a# [1.16,2.6]. Deformations and signs of 
stresses are reversed if the direction of M is reversed. Ordinary beam elements, even if 
formulated as initially curved, do not account for these actions. An FE model similar to 
that in Fig. 10.2-lc is appropriate.

The physical action in Fig. 10.2-2b is similar to that in Fig. 10.2-2a. Deformation in the 
plane is called ovalization [10.1]. Again an FE model analogous to that in Fig. 10.2-lc 

can be used, but the problem is frequently encountered in the analysis of piping networks, 
so commercial software is likely to include a special pipe-bend element that accounts for 
ovalization.

A shell carries load by a combination of bending action and membrane action. 
Figure 10.2-3 shows an axisymmetric problem of a thin-walled shell. Support reac­
tions and Vq are uniformly distributed around the circular base. Near the base, 
axial flexural stress ax is large but highly localized, so that it has steep gradients. 
Standard cylindrical shell elements are quite capable of modeling the problem prop­
erly, but an unprepared software user may not realize how localized the flexural 
stresses are, and consequently may use a mesh so coarse that flexural stresses appear 
negligible. High local flexural stress is to be expected in thin shells at or very near 
line loads, supports, reinforcements, or changes in curvature (such as the juncture 
between a cylindrical shell and an ellipsoidal end cap). An analyst must learn 
enough about shell behavior to be able to anticipate where flexural stresses may be 
large and localized [1.16,2.6,10.2].

Behavior of a thin-walled structure may be strongly influenced by imperfections in 
geometry or misalignment in connections. Imperfections are often introduced during 
manufacture or assembly, and may be overlooked in analysis because they are small 
and their type, magnitude, and location can at best only be estimated in advance of 
construction. Yet their presence may greatly reduce load-carrying capacity. Unfortu­
nately, they usually make response nonlinear, so that analysis becomes much more 
difficult.

Figure 10.2-3, (a) Thin-walled cylindrical tank filled with liquid to depth h, (b) Circumferential 
membrane stress, (c) Axial flexural stress.

(b) (c)
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Nonlinearity*  The term “nonlinearity” means that response is not directly proportional to 
the action that produces it. In reality, nonlinearity is always present. We are fortunate that 
nonlinear effects are small enough that they can be ignored in many common problems. 
When nonlinearity is important, software does not automatically detect that it should be 
taken into account and proceed to do the appropriate analysis. At present, the analyst must 
recognize that nonlinearity may be important, activate nonlinear analysis, supply whatever 
additional data may be needed to accomplish it, and usually supply guidance at various 
stages of solution, because various nonlinear procedures can be invoked and intelligent 
choices are needed. In nonlinear analysis, a single solution of the usual equations 
[K]{D] = {R} is inadequate because [K] and/or {RJ Eire functions of {D}. A sequence 
of analyses is required, in which [K] and/or {R} are updated after each analysis.

In structural mechanics, nonlinearity is usually classified as material or geometric. The two 
types may appear in combination. Material nonlinearity includes yielding. When bending is 
present, yielding begins at a surface and propagates toward the neutral axis of bending and the 
thickness-direction distribution of stress is not a straight line. Therefore, an element 
formulation that provides the correct resistance to bending must incorporate an appropriate 
thickness-direction integration scheme. An example of geometric nonlinearity is a thin flat 
disk, clamped around its circular boundary, and loaded by lateral pressure. If lateral deflection 
at the center is more than about half the thickness, the disk develops membrane stretching 
forces that carry a considerable portion of the load [1.16,2.6,10.2]. In order to double the 
deflection, the load must more than double. An FE model built of plate elements that resist 
only bending deformation can provide only a linear solution, which will overestimate the 
actual deflection. Contact nonlinearity is a type of geometric nonlinearity in which 
deformable bodies are pressed together or a gap may open or close.

In heat conduction, material properties such as thermal conductivity may be sufficiently 
temperature-dependent that nonlinear analysis is required. In electromagnetic problems, 
there may be a nonlinear relationship between magnetic flux and magnetic field, or 
between electric flux and electric field. In fluid mechanics, a convective term is nonlin- 
early related to velocity. The variety of possible nonlinearities in FEA is so large that a sin­
gle solution procedure does not work well for all problems. In most nonlinear problems 
the solution process is likely to require guidance from the analyst.

10.3 ELEMENT SHAPES AND
INTERCONNECTION

Element Shapes. Elements that satisfactorily portray geometry may not serve well in 
FEA because they are badly shaped for analytical purposes. Computed FE results tend to 
be most accurate when elements are compact, without great elongation, skew, or warping. 
Distortions such as those shown in Fig. 10.3-1 usually degrade accuracy. The amount of 
degradation caused by a given distortion varies with element type, mesh arrangement, and 
physical problem. Combinations of these distortions may be especially detrimental. Distor­
tion usually degrades field gradients such as stresses more than it degrades displacements, 
natural frequencies, mode shapes, or temperatures. Distorted plane and solid elements can 
display a constant field and a linearly varying field, but have less ability to represent more 
complicated variations. Elements are usually less sensitive to shape distortion if they have 
side (or edge) nodes in addition to comer nodes. Elements that have one or more internal 
d.o.f. are also less sensitive. Examples that show some of these effects numerically appear 
in Section 6.11. Numerical examples for plate problems appear in [10.3].
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Large aspect ratio

Near-triangle
Off-center node

Highly skewed Triangular quadrilateral Strongly curved side

M
Large arc angles Face ABCD Shell element ABCD

greatly warped greatly warped

Figure 10-3-1. Element shape distortions that usually reduce accuracy.

Deliberate geometric distortion can be beneficial if used with understanding and care. 
Quarter-point elements are suited to fracture mechanics (Section 8.7). Elements having 
side nodes can better fit a curved boundary than elements having only comer nodes. In 
Fig. 10.3-1, a single quadratic element is used to model a quarter-circle curved beam 
loaded by moment Af. Usually it is unwise to use curved sides that span a 90° arc, but com­
puted results for this particular problem have surprising accuracy [10.3]. The reason is that 
the isoparametric transformation produces a singularity at the center of curvature O, which 
is exactly where stress analysis theory predicts infinite stress. However, note that curved 
edges of this element are parabolas, not the circular arcs intended.

In three dimensions, making a surface or element warped rather than flat is likely to decrease 
accuracy. Warping may be necessary to model shell geometry, but can seriously degrade results 
if the shell is thin. Also, in modeling a shell of revolution, the meridional arc spanned by a shell 
element should subtend an angle no greater than roughly 12°. A similar recommendation can 
be made for the arc spanned by a general shell element. A more specific numerical recommen­
dation would not be suited to all element formulations or all modeling situations.

Abrupt changes in element size should be avoided (Fig. 10.3-2). Even if element aspect 
ratios are satisfactory in the “poor’* arrangement, a disturbance appears in the gradient field in

Poor Improved

(a) (b)

Figure 10.3-2. Changes in element size are (a) too abrupt and (b) much improved.
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Figure 10.3-3. Examples of how 
not to connect elements (same as 
Fig. 3.12-3).

the neighborhood of an abrupt element size change. Changes in element type (such as triangu­
lar to quadrilateral), abrupt changes in element size, poorly shaped elements, and inappropriate 
element connections (Fig. 10.3-3) all may produce artificial disturbances in the gradient field 
that may mistakenly be accepted as physically realistic. The 2D examples shown in Fig. 10.3-3 
have counterparts in 3D. Particular care should be taken to avoid such defects in regions where 
gradients are large and where accuracy is important. Great experience is not needed to identify 
a mesh that “looks bad” in some way. If a mesh looks bad, it is probably deficient.

Commercial software includes tests of element shape and element connections, and 
warns the user of situations considered questionable or unacceptable (see Section 10.14), 
Of course, the user cannot assume that such checks are infallible.

Figure 10.3-4a depicts a comer in a plane structure. A beam-element model does not 
capture details of stress distribution at the comer. If these details are important, one way to 
study them is by submodeling (Section 10.10).

10.4 TEST CASES AND PILOT STUDIES

All valid elements pass patch tests (Section 6.13). Beyond this, we would like to know 
how well specific element types perform in solving real problems. We would like assur­
ance that potential defects—such as locking, high sensitivity to shape distortion, spurious 
modes, or even nonconvergence—are not present, regardless of the problem to which the 
element is applied. Elements that do well are called robust, meaning that they are not only 
free of fatal defects, but are also relatively insensitive to small changes unrelated to the 
physical problem, such as changes in element geometry, how loads are applied (such as by 
omitting the nodal moment component of consistent nodal loading), and Poisson’s ratio v 
(in a problem that should be independent of v).

Test cases are often used in FE research papers. In presenting new formulations, authors 
tend to use test cases already used by other authors. In this way a set of test cases has 
arisen by default. These cases have been criticized as reporting few if any bad results, per­
haps because authors correct only those troubles they happen to find, and because not 
enough different conditions are tested [6.26].

Actual Beam elements Implied geometry

(c)(a) (b)
Figure 10.3-4. Modeling of a comer 
in a plane structure.
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A good set of test cases exercises all behaviors an element purports to model. A set of 
test cases was proposed in 1985 [6.26]. Each test case was solved using various element 
formulations, each appropriate for the problem at hand (plane stress, or plate bending, 
etc.). FE results for a typical test case range from poor to good, depending on element for­
mulation. In comparing test-case results provided by different software packages, one may 
find that superficially identical elements, such as four-node plane quadrilaterals, behave 
differently due to differences in basic formulation or different choices of add-on features 
intended to improve performance.

Another effort to establish a rational set of test cases has been undertaken by 
NAFEMS (National Agency for Finite Elements Methods and Standards). Aims of the 
organization include setting FE standards and testing procedures, and coordinating the 
evaluation of FE software. The numerous NAFEMS test cases are called benchmarks 
and have the following characteristics: each uses a single element type; data prepara­
tion is straightforward; geometry, loading, and boundary conditions are unambiguous; 
and each case has a single well-defined result (such as deflection at a single point, or a 
set of vibration frequencies) known from classical analysis or perhaps from soundly 
justified computation [10.4]. Commercial software packages can be compared by 
applying them to a benchmark. Such comparisons have occasionally appeared in 
NAFEMS publications.

Vendors of commercial software maintain extensive sets of test cases. They are used to 
verify a new version of the software by making sure it can solve all the test cases, and 
solve them at least as well as the preceding version. New cases may be added as part of an 
effort to isolate and fix a defect reported by users. Users may wish to examine the vendor’s 
manual of test cases, both to understand element performance and to learn how to use the 
software. Patch tests and single-element tests, described in Sections 6.13 and 8.10, can 
also be useful in learning how to use software.

As a direct way to answer questions about element performance, the analyst can 
devise and run simple test cases, exploring such things as convergence rate with mesh 
refinement, the effects of element shape distortion, and mesh arrangement. For exam­
ple, consider the square region shown in Fig. 10.4-1. The physical problem does not 
concern us here. The first two meshes are part of a series of subdivisions from which 
convergence rate can be determined. Mesh (c) will show some effects of distorting 
mesh (a). Meshes (a), (d), and (e) each have eight elements, each a 90° isosceles trian­
gle, but in different arrangements. Results from (d) will not display symmetry about 
horizontal and vertical centerlines, even if demanded by the physical problem. If all 
d.o.f. are suppressed on the square boundary, the four corner elements in (e) are com­
pletely inactive, effectively reducing the FE model to a smaller and differently oriented 
four-element square.

Figure 10.4-1. Coarse meshes in a square region. The meshes might be used in studies of 
convergence rate, mesh distortion, and mesh arrangement.



344 Modeling Considerations and Software Use

Computed results can be influenced by the interaction of mesh layout*and  how the load 
vector is calculated. Imagine that there is uniformly distributed load in Fig. 10.4-1, and 
that one-third of the total force F on a triangle is allocated to each of its vertices. Then, 
after assembly of elements, net loads applied to central nodes in Fig. 10.4-1 are 8F/3 in 
part (a), 6F/3 in part (d), and 4F/3 in part (e).

Pilot Studies. A pilot study is a simplified analysis of a more complicated problem, per­
formed with a simplified model and perhaps with limited analysis goals. Software capabil­
ities required in the full-blown analysis can be tested. One might even insert intentional 
errors, to see if software error traps will detect them [2.21]. The benefit of a pilot study is 
the reduction of effort associated with less input data to prepare, while still providing a 
way to preview structural behavior, test-model idealizations such as joints and boundary 
conditions, detect blunders such as incorrect units for input data, and provide insight into 
what computational options may be appropriate. There is also less output to examine, so 
the analyst can better plan what output to request from the full-scale analysis and can 
answer questions as to its meaning (for example, are stresses presented in global or local 
coordinates, and if the latter, in what local system?). Pilot studies are particularly appro­
priate with dynamic or nonlinear problems, where response may be hard to foresee and 
there are many computational options.

Pilot studies and simple test cases are strongly recommended as a way to answer “what 
if” questions about modeling, or to test the software and discover if it behaves as expected. 
Sometimes software is directed into computational paths not anticipated by its developers, 
and a satisfactory outcome is in doubt. Pilot studies can test software efficiency, accuracy, 
and ease of use. One is likely to see some behavior at odds with expectations, and perhaps 
at odds with descriptions in the documentation.

10.5 MATERIAL PROPERTIES

Material data for isotropic materials is comparatively easy to obtain and easy to convey to 
the software. Data for anisotropic materials is more difficult on both counts. Consider, for 
example, the stress-strain-temperature relations for an orthotropic material, with principal 
directions x, y, and z.
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(10.5-1)

Not all material constants in Eqs. 10.5-1 are independent. Maxwell’s reciprocal theorem 
shows that the matrix of constants must be symmetric. Therefore,

Exvyx “ Eyvxy Eyvzy “ Ezvyz Ez^xz ~ Expzx (10.5-2) 
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Thus Eqs. 10.5-1 contain nine independent elastic constants and three independent coeffi­
cients of thermal expansion (assumed temperature-independent in Eqs. 10.5-1). A general 
anisotropic material has 21 independent elastic constants. It may not be easy to obtain 
numerical values for all needed constants, or to state them properly as input data, not mix­
ing them up, and with attention to principal directions of an orthotropic material that may 
be differently oriented in different parts of the structure. Nominally isotropic materials 
may be slightly nonlinear, and tabulated properties are typically average values. Properties 
may vary substantially because of changes in composition, method of manufacture, and 
heat treatment.

Substitute Properties. Corrugations, indentations, or perforations are often present, and 
can have a large effect on stiffness. If such geometric disturbances are numerous and have 
a regular pattern, they can be “smeared” to provide a substitute structure without these 
geometric disturbances but having modified elastic constants. A common example is a flat 
plate perforated by a regular pattern of circular holes. Substitute elastic constants depend 
on die size and spacing of holes, whether the hole pattern is square or triangular, and elas­
tic constants of the actual material [10.5]. When properties needed are not tabulated, they 
can be calculated as now described by means of a plane-stress example [10.6,10.7].

Consider in-plane behavior of a perforated plate, Fig. 10.5-1. Isolate a typical repeating 
portion such as ABCDE, and model it by an FE mesh (not shown in Fig. 10.5-1). Let there 
be three different displacement states of the FE model, i = 1,2, and 3, with each state i 
described by a set of d.o.f. {D}(- associated with a particular state of constant strain in the 
substitute plate (which has no holes). In what follows, we elect to use constant-strain states 
of unity. Accordingly, on boundary ABCDE of the FE model of the actual plate with holes, 
selected d.o.f. in {D}z- are prescribed as follows (see Section 2.11 for discussion of sym­
metry and antisymmetry conditions).

State Strain d.o.f. On AB On BC On CD On DE

{eh 8X = 1 {D)1 v = 0 u = 0 v = 0 u = a

{e}2 sy = 1 {DJ2 v = 0 u = 0 v = b M = 0

{sh = 1 (D}3 u = 0 v - 0 u = b v = 0

Constant Constant ey Constant

(d)(a) (b)

Figure 10.5-1. (a) Portion of a plate with a regular pattern of holes. (b,c,d) A typical repeating 
geometry, showing deformations used in computing effective elastic properties.
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*
All d.o.f. not prescribed, whether internal to the FE mesh or on its boundary, are unrestrained. 
We solve the three FE problems [K]{D}(- = {R}z, i = 1,2,3, for d.o.f. in each {D}/that are 
not prescribed and for nodal forces in each {R}/ that are associated with prescribed d.o.f. For 
internal d.o.f. and for boundary d.o.f. that are not prescribed, ttodal forces in (R}t- are zero. 
Therefore, nonzero entries in {R}; are externally applied boundary forces associated with pre­
scribed d.o.f. For i - 1. {RJl = [K]{D}! (10.5-3)

When subjected to the same boundary displacements as the actual plate, nodal forces in 
the substitute (unperforated) plate are

{R*h  = [K*]{D)i  or {R*h  = \ {D}j (10.5-4)

where [Ks] is the stiffness matrix of the substitute plate, symbolized in the latter equation 
as the sum of element stiffness matrices. Actually, [K*]  is not constructed; [K*]  and dis­
cretization of the substitute plate are introduced here only as conceptual conveniences. 
Also, in writing [K^] {D} j we imagine that {D} j contains d.o.f. on sides of an a by & rect­
angle of the substitute plate. In order for stiffness of the actual plate, as averaged over 
many holes, to be the same as stiffness of the substitute plate, we require that work done 
by {D} j be the same in actual and substitute plates. Thus |{D}x {R}j = {R*}  j,
and because [B]{D)j - |_1 0 {e}b Eq. 10.5-4 yields

{D}[{Rh = V f{e}f[E]{s}idV = Ei1V (10.5-5)

from which = {D}{ {R)i/I4 where V is the volume of the substitute plate, namely 
ab times thickness t in the present example. Thus we have obtained the first term in the 3 
by 3 matrix [E] of the substitute plate. In similar fashion we write |{D}2(R}i =i{D}2 {R‘)i, and because {D}2 [B]r = |_0 1 0_|= (e}2, Eq. 10.5-4 yields

{D}2r{Rll = 7 f{eg[E]{8}1dV = £2lV (10.5-6)

Tfrom which E21 = {D}2{R}i/K Proceeding similarly for the remaining terms, we 
obtain 

{D}[

{DJI

[{RJ1 {R}2 {R}3] (10.5-7)

as the material property matrix of the substitute plate that has no geometric disturbances. 
Because [E] is symmetric, its upper or lower triangle can be filled in after the other trian­
gle has been computed as described above.
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Analogous arguments can be made if properties are referred to polar or cylindrical coor­
dinates [10.6]. Flexural stiffness coefficients can be determined in similar fashion, by 
applying unit curvature states and calculating associated nodal moments.

Null Properties. In some analyses, one may wish to remove elements from the structure 
if certain conditions are satisfied; for example, if a portion of the structure melts. Actual 
removal is awkward, but elements can be effectively inactivated by multiplying their mod­
uli by a small factor such as 10"6. Elements previously inactivated in this way can be reac­
tivated by multiplying their moduli by 106, perhaps to model solidification, or addition of 
a layer of material. Software may provide for automatic application of these multipliers 
when user-prescribed conditions are detected.

10.6 LOADS AND REACTIONS

According to classical linear theories of beams, plates, and solids, at a point loaded by 
concentrated normal force P there is:

• Finite displacement and finite stress in a beam loaded laterally by P
• Finite displacement and infinite stress in a flat plate loaded laterally by P
• Infinite displacement and infinite stress where P acts on a 2D or 3D solid

These seemingly contradictory assertions result from differences in the mathematical 
models, which incorporate different premises about the nature of stress fields in each class 
of problem. The premises are also incorporated in finite elements for each class of prob­
lem. Thus, if mesh refinement is indefinitely repeated in the neighborhood of force P, 
bending moments in a plate continue to increase, and displacements and stresses in a solid 
continue to increase. Of course, a concentrated force is a convenient fiction. All real forces 
are distributed over an area greater than zero. In FEA, various distributed loads equivalent 
to P can be constructed (Fig. 3.11-4).

The easiest way to apply a concentrated force at a prescribed location is to arrange the 
FE mesh so that a node appears at this location. A concentrated moment load cannot be 
applied at a node unless the node includes the appropriate rotational d.o.f. If nodes have 
only translational d.o.f., a moment must be applied as couple-forces on a pair of nodes. In 
field problems such as heat conduction and fluid flow, the analogue of a concentrated 
force is a source or a sink, and the analogue of a moment is a doublet.

If axisymmetric conditions prevail, what appears to be a concentrated load on a solid or 
shell of revolution depicted in cross section is interpreted by FEA as a line load on a nodal cir­
cle. Such a load, expressed in force units, may be distributed on a 1-radian slice or on the entire 
circumference, depending on the convention adopted by the software. In the latter case, a uni­
form line load of intensity q around a circle of radius r is described as a force of magnitude 

even if the load is radially directed so that its resultant is statically equivalent to zero.
External loads impart no stiffness to the FE model. Therefore, if an attached part is replaced 

by the load or loads it presumably applies, stiffness associated with the attached part is lost.
Software converts distributed loads to statically equivalent nodal loads. If elements have 

rotational d.o.f., as is the case for plate or shell elements, equivalent nodal loads may or 
may not include nodal moments (described in Section 2.9). One can easily discover 
whether the software includes nodal moments by running suitable test cases, using per­
haps a single element, and comparing computed results with theoretical results.
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Although reactions are computed quantities rather than input quantities, they can be 
regarded as loads. Reactions appear at d.o.f. that have been suppressed; that is, at a fixed 
support. A possible misinterpretation of reactions is suggested by Fig. 3.1 l-3d. If solid 
elements have midedge nodes, uniformly distributed load on a face of the FE model is 
associated with nodal forces of differing directions. Thus tensile force at a comer does not 
necessarily imply that the distributed surface load is tensile at the comer (see also the dis­
cussion associated with Fig. 10.8-2).

In linear problems, loads maintain their original orientations in space, regardless of the 
magnitudes of computed displacements and rotations. Loads that maintain their orienta­
tion with respect to the structure as it deforms are called follower forces. An example is 
pressure applied to a membrane, such as a balloon. Hydrostatic pressure always acts nor­
mal to the membrane. A nonlinear analysis is required if the deformation is appreciable or 
if the membrane is initially flat and has practically no bending stiffness.

In describing temperatures for a thermal-stress analysis, one must know whether the 
software uses nodal temperatures or element temperatures. The distinction becomes 
important if there is a step change of temperature across an interelement boundary, as 
might occur in the simulation of a shrink fit. Temperatures in adjacent elements that are 
interpolated from temperatures at shared nodes do not describe a step change.

10.7 CONNECTIONS IN STRUCTURES

Little is said about connections in most courses and books about stress analysis, yet con­
nections are often the weakest parts of a structure, and their elastic or inelastic behavior 
can significantly influence behavior in other parts of the structure. A connection may 
involve complicated geometry, misalignment, different materials, prestress, making or 
breaking of contacts, friction and slippage, plastic action, and damage to the material from 
bending, welding, and punching holes. These complexities are usually ignored or greatly 
simplified unless the connection itself is the object of study. Simplification is typically 
intended to approximate the effect of the connection on the rest of the structure, and may 
involve merely representing a connector by a standard element of reduced elastic modulus.

A connection is usually stiffest when loaded in the direction of the static load it is 
designed to carry. Dynamic displacements may load connections in their more flexible 
directions. If little is known about these lesser stiffnesses, so that they are carelessly mod­
eled, dynamic behavior of the structure may not be well modeled [10.6].

References devoted to connections include books such as [10.8,10.9] and papers 
devoted to their numerical analysis such as [10.10-10.12]. In what follows we consider a 
few simple topics related to connections.

Mismatches. With rare exceptions, a connection between a plane FE model and an axi- 
symmetric FE model is physically meaningless, even if software accepts such a user- 
defined connection without complaint. Such a connection is depicted in Fig. 10.7-la, 
where the plane mesh may be intended to represent a cooling fin on a tube. As shown in 
cross section, the axisymmetric mesh appears two-dimensional, but its elements are rings, 
and what appear to be nodal points are nodal circles. If an input data flag has called for 
axisymmetric analysis, the intended plane mesh will be treated as axisymmetric by the 
software. To avoid an axis mismatch in axisymmetric analysis, one must know which 
coordinate direction is understood by the software to be the axial direction.
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Unworkable and 
physically meaningless

Axisymmetric (shown 
in cross section)

(b)

Figure 10.7-1. (a) Plane and 
axisymmetric FE models cannot be 
connected, (b) A hinge mechanism 
(upper sketch) is avoided by 
extending the beam into the plane 
mesh (lower sketch).

Response of an axisymmetric geometry to nonaxisymmetric loading can be analyzed by 
a superposition method that uses Fourier series components of the loading. By extending 
this procedure, the plane-to-solid connection depicted in Fig. 10.7-la can be accommo­
dated, but the method is not simple and is not part of standard FE software.

If elements with rotational d.o.f. are connected to elements without them, the connect­
ing node acts as a hinge, which may not be what is intended. A case in point is depicted in 
Fig. 10.7-lb. The hinge connection can be avoided either by extending the beam into the 
plane mesh as shown, or by imposing a constraint relation among d.o.f., as discussed in 
Section 8.5. Stresses will not be realistic in the immediate neighborhood of such connec­
tions. The same devices can be applied to axisymmetric problems. Thus in Fig. 10.7-lb 
the beam element becomes the cross section of an annular plate, and the plane mesh 
becomes the cross section of an axisymmetric solid like that in Fig 10.7-la.

Bolted Pipe Joint. A bolted joint in a pipe, Fig. 10.7-2, is axisymmetric in geometry 
except for the bolts. As an approximation, one can “smear” bolts around the bolt circle. 
The trick is to replace the bolts by an axisymmetric solid of radius rb and length L that 
has the same stiffness in the axial direction as bolts it replaces but zero stiffness in the 
circumferential direction (because bolts have no circumferential continuity). Consider 
axial load on the pipe. Let there be n bolts around the bolt circle, each of elastic modu­
lus Eb. Net axial stiffness from all bolts together is kb — AbEb/L^ where 
Ab = n(?7zZ2/4). The replacement solid has axial stiffness ks = ASES/L. The condition 
kb = k5 yields ASES - ntird2/%)Eb. The replacement solid is connected only to nodes 
on flange surfaces; that is, to nodal circles AA and BB in Fig. 10.7-2c. The replacement 
solid can be a single element; indeed, input data could describe it as a two-node bar ele­
ment between nodes A and B. This device does not violate the rule that bodies with and 
without axial symmetry cannot be connected because we are only using the data and 
input description of a nonaxisymmetric element to obtain the required axisymmetric 
element.

Axial stress in a bolt is computed by multiplying its computed axial strain by its actual 
elastic modulus, Eb. To account for bending of bolts due, for example, to axial load on the 
pipe, one might similarly smear the flexural stiffness of individual bolts, include flexural 
stiffness in the replacement solid, and recover flexural stresses from computed displace­
ments and cross-sectional properties of an individual bolt.
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Figure 10.7-2. (a) Bolted pipe connection, side view, (b) Axial view, (c) As an approximation, 
axisymmetric connector AB replaces the bolts.

(a) (b)

Prestress. Prestress produced by a known amount of interference can be simulated by 
temperature change. As a simple example, imagine that a circular ring is to be shrink- 
fitted onto a bar of circular cross section. Initially, when bar and ring are unconnected 
and at the same temperature, the inside diameter of the ring is a small but known 
amount less than the diameter of the bar. Physically, the shrink-fit can be accomplished 
by heating the ring, slipping it onto the bar, and allowing it to cool. For analysis, bar 
and ring comprise one axisymmetric model, initially stress-free and at uniform temper­
ature. Then the ring portion alone is cooled an amount that would produce the required 
diameter difference if the ring were not attached to the bar and thus were free to con­
tract. Note that modeling the bar and ring as a single axisymmetric solid prohibits axial 
slip between them.

Simulating a prescribed amount of prestress force in an elastic structure by means of 
temperature change AT is not as easily accomplished. In Fig. 10.7-2, let P be a known pre­
stress force required from all bolts combined, so that P/n is the required prestress force in 
a single bolt. We seek the temperature drop AT in the bolts that produces the required 
force. When AT is applied, bolts and flange must contract the same amount. That is, with 
contraction taken as positive, and Af, the sum of bolt cross-sectional areas,

aLAT- PL _ PL_
AbEb AfEf

(10.7-1)

where AfEf/L is the stiffness of both flanges together as seen by the bolts. To calculate 
this stiffness, one can remove the bolts, apply an axisymmetric clamping force F across 
both flanges, and compute which is the resulting relative displacement between 
flange faces. Then

FL AfEf f
sab = T~p from which (10.7-2)

Now that AfEf/L is known, Eq. 10.7-1 yields the required AT. Calculation details appear 
in [10.13].
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Figure 10.7-3. Lap joint loaded in tension. Plots are qualitative 
representations of shear stress and normal stress in the right half of the 
glue layer.

Because pipe flanges are more massive than the connecting bolts, elastic stiffness in the 
connection is due mostly to the flanges. If there is a gasket between flanges, bolt tension 
tends to “roll” the flanges relative to each other, bending the bolts, and perhaps resulting in 
partial loss of contact with the gasket during prestressing, with further loss when internal 
pressure is applied. A load-dependent contact area renders the problem nonlinear 
[10.9,10.14]. If flanges are connected without a gasket, even large bolt tensions would not 
produce joint stiffness as large as would be provided by continuous material, owing to the 
near impossibility of achieving a perfect fit and preventing any slip.

Glued Lap Joint A glued lap joint is shown in Fig. 10.7-3. Very simplified analysis, as 
performed in a first course in stress analysis, makes the assumption that shear stress in the 
glue layer is uniform. The actual distribution is much different, as shown [10.8]. Note in 
particular the large “peel stress” ay at ends of the glue layer, which may initiate a crack 
that then propagates toward the center of the joint. As compared with other kinds of joints, 
glued joints benefit from comparative simplicity of geometry, if not simplicity of behavior.

Misalignment Oversimplification of a connection can exclude joint loadings that 
increase stresses in the connection and in the members connected. Thus, in Fig. 10.7-4, the 
“poor model” arbitrarily superposes connections that are actually only adjacent, and does 
not capture bending moments that actually arise.

Release. A release is the disconnection of element d.o.f. that would ordinarily be shared at 
a node where elements meet. As an example, imagine that in Fig. 10.7-4b the structural

Improved model

(b)

Figure 10.7-4. (a) Portion of a plane 
frame built of angle sections. 
Members are not concurrent at a 
single point, (b) Possible 2D models 
of the joint.
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members are represented by beam elements, but we wish to make the connection at node A 
a hinge connection. Therefore, we wish to say that at A the connected elements have the 
same translational d.o.f. but independent rotational d.o.f. This can be accomplished by con­
densing the affected rotational d.o.f. in element matrices before assembly (Section 6.7). 
Condensed rows and columns of element matrices are replaced by zeros so that no 
unwanted stiffness coefficients are carried into the structure stiffness matrix. However, 
when n members meet at a hinge, rotational d.o.f. must be condensed in only n - 1 mem­
bers, lest rotational d.o.f. of the structure node be completely unattached, which would 
make the structure stiffness matrix singular [2.21,10.15].

10.8 BOUNDARY CONDITIONS

Boundary conditions, also called support conditions in structural mechanics, are often mis­
represented in the mathematical model or misstated as input data to FE software. Care is 
needed because changes in support conditions that appear minor can have a major effect on 
computed results. For example, if deflections are small and the beams in Figs. 10.8-la and 
10.8-lb are not too short, computed results differ only in that local stresses associated with 
supports appear at different locations on end cross sections. But supports in Fig. 10.8-lc 
prevent elongation along the bottom of the beam, thereby applying horizontal forces that 
affect response throughout the beam. If the FE model consists of standard two-node beam 
elements along the horizontal centerline, physical behavior in Fig. 10.8-lc can be approxi­
mated by use of rigid links that extend from each support up to beam nodes on the centerline 
(Section 8.5).

Boundary conditions are not often obvious in a real-world problem. To see that even a 
simple problem presents many choices and uncertainties, consider stress analysis of a table­
top under uniform downward load. Let the tabletop be a flat rectangular plate supported by 
prismatic vertical legs at four comers. If the top is analyzed alone, simple supports at cor­
ners make the model too flexible, while fixity at comers makes it too stiff. If legs are 
included in the model, legs may be fixed at the floor, pinned, or free to slide. Connections 
between legs and the tabletop may be loose. A leg may be too short, or the floor uneven.

If the physical problem does not present a clear choice of appropriate boundary condi­
tions, it may be possible to bound the correct result by two analyses. For example, imagine 
that rotations at ends of a uniformly loaded and simply supported beam are elastically 
restrained to an uncertain degree. Two analyses, one with simple supports and another with 
fixed supports, will respectively overestimate and underestimate the magnitude of the actual 
bending moment at midspan. Similarly, if there is sliding with an uncertain amount of fric­
tion, an analysis with no sliding and another with free sliding may bound the correct result. 
In some problems, of course, relaxation of fixity or friction may make the model unstable.

(a) (b) (c)

Figure 10.8-1. (a,b) Possible models of a beam with simple supports, (c) A 
beam with hinge supports.
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(a) (b) (c)

Figure 10.8-2* (a,b) Spring supports intended to simulate a uniform elastic foundation, (c) Two plane 
regions with sliding contact along AB. Inset shows typical adjacent nodes in FE models of parts 1 and 2.

Some support conditions are dictated by FE technology rather than by physical consid­
erations. A restraint, such as prescription of zero displacement or rotation, should appear 
at a node rather than between nodes. (Otherwise, one must invoke constraint conditions 
that relate d.o.f. at adjacent nodes on the boundary of the FE model.) Also, global d.o.f. 
not active in the FE model must be suppressed, whether or not they are on the boundary. 
Thus for a plane structure modeled in the Ay plane, d.o.f. w, 6Xi and 6y must be set to zero 
to prevent singularity of the structure stiffness matrix. Software may do so automatically 
when instructed that the problem is planar, but the software user should verify (not 
assume) that this is so. Some details of the matter are discussed in Sections 2.6 and 2.7. 
Restraint of d.o.f. in directions other than the xy directions can be addressed by transfor­
mation operations, and by use of rigid links (Figs. 8.4-1 and 8.5-4).

It is risky to simulate a uniform elastic foundation by means of discrete springs 
(Fig. 10.8-2a,b). Nodal forces consistent with uniform pressure should result when 
edge AB is translated vertically downward. For this to happen, stiffnesses of uniformly 
spaced discrete springs in a plane model must have the relative magnitudes shown. If 
instead the model were three-dimensional, with element faces parallel to the founda­
tion having midside nodes as well as corner nodes, the required spring stiffnesses are 
counterintuitive. That is, as suggested by Fig. 3.11-3d, each spring located at an ele­
ment corner node must have negative stiffness! It is conceivable that an FE model will 
display negative diagonal coefficients in [KJ. Clearly, there is ample opportunity for 
confusion and mistakes in this kind of foundation model. It is safer to use a consistent 
formulation, such as described by Eq. 8.8-2. If software supplies the consistent formu­
lation only in association with beam or plate elements, it may be acceptable to add 
beam or plate elements to the plane or solid model, using very small moduli for the 
added elements (but proper moduli for the foundation they bring with them).

In Fig. 10.8-2c, it may not be obvious that a gap opens along AB when load P is applied. 
A pilot study that allows sliding contact all along AB can settle the matter. A sliding con­
tact between FE meshes of parts 1 and 2 requires that adjacent nodes on either side of AB 
have the same vertical displacement but unrestrained horizontal displacement. Constraints 
of this kind are discussed in Section 8.5. For the geometry and loading shown, computed 
results will show tensile ay along AB, thus indicating that contact appears only at B. 
Another option is to impose sliding contact only at B but connect other adjacent nodes on 
either side of AB by very soft linear springs. Computation will show tensile forces in these 
springs, thus indicating that a gap opens. If the springs are sufficiently soft, their effect on 
stresses in parts 1 and 2 will be negligible.
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Numerical error may be provoked by adding a very stiff spring, either within the FE 
model or as part of a boundary condition treatment. The matter is discussed in Section 9.2. 
In particular, see Fig. 9.2-3c,d, where a stiff spring is added to simulate an inclined roller 
support. The stiff spring could also be used as part of an ad hoc procedure for imposing a 
prescribed nonzero displacement. For example, imagine that instead of the roller support 
shown in Fig. 9.2-3b, prescribed displacement DA in the xf direction is to be imposed. In 
Fig. 9.2-3c,d, a force kDA can be applied parallel to the spring of large stiffness k. The 
stiffness seen by this force is k plus a small contribution from the comparatively flimsy 
structure. Computed displacement in thex' direction will be only slightly less than D'A. 
Dangers of this procedure are the same as described in Section 9.2.

Input data as understood by the software can easily be checked. Graphical preproces­
sors can depict boundary conditions at each node, using symbols that show the direction of 
restraint and its type (displacement or rotation). These displays should be carefully 
checked for physical reasonableness and for data input blunders.

10.9 REPETITIVE SYMMETRY

Repetitive symmetry exists when a number of identical regions are connected together in 
identical fashion so as to form a pattern that repeats several times. Boundary conditions 
and applied loads must also be identical on each region so as to display a repetitive pattern. 
When repeating regions fit together around a complete circle, repetitive symmetry is also 
called cyclic symmetry, sectorial symmetry, or rotational periodicity. As an example, a 
centrifugal pump impeller displays cyclic symmetry. The existence of repetitive or cyclic 
symmetry permits response of the entire assembly to be obtained from analysis of a single 
repeating region [10.16]. (Reduction in problem size is also made possible by reflective 
and skew symmetry, which are discussed in Section 2.11.)

An example of cyclic symmetry appears in Fig. 10.9-la. A complete solution can be 
obtained by analysis of one repeating portion, such as that in Fig. 10.9-lb (alternative

(a) (b)

Figure 10.9-1. (a) A plane structure that exhibits cyclic symmetry. Loads are P and Q. 
Supports, not shown, exert no force, (b) Typical repeating portion. Mesh, not shown, has 
“attachment” nodes shown on AA'and BB'.



, 10.9 Repetitive Symmetry 355

choices of the portion to be analyzed are possible). Although only one such portion is 
needed for analysis, it is convenient to refer to “attachment” d.o.f. along AA' and BB'. 
Nodes on these lines of attachment d.o.f. must correspond exactly—in number, placement, 
type, and orientation—because d.o.f. along AA' and BB' must be constrained to have 
identical displacements. Thus, in their respective ns coordinate systems, and
nodes A and B have the same n component of displacement and the same s component of 
displacement, and similarly for every other homologous pair of nodes. Similar remarks 
apply to more general cases of cyclic symmetry, where in general nodes associated with 
attachment d.o.f. constitute homologous pairs on congruent curved surfaces.

To formulate the problem, we consider one repeating portion, such as that in Fig. 10.9-lb, 
which we now elect to call a substructure. Let [K]{DJ = {R} represent the FE model of 
one substructure, where {D} includes all d.o.f. of the substructure. In partitioned form, equa­
tions [K]{D} = {R} are

*// Km Kib D/ R/ 0
Km Kaa Kab ► — •< ► + Fa • (10.9-1)

^IB ^AB ^BB Dfl 0 to

where {DA} and {D5} contain d.o.f. on interface boundaries AA' and BB', respectively, 
and {D/} contains all remaining d.o.f. of the substructure. Interface loads {FA} and {FB} 
result from elastic deformations and are applied by neighboring substructures. Loads {R/} 
and {R4} are imposed loads, caused perhaps by rotation or externally applied forces, or by 
uneven (but cyclically symmetric) heating. Loads {R^} are absent because imposed loads 
must appear on only one interface. If mistakenly placed on both, the substructure receives 
twice the load intended. For the particular example shown in Fig. 10.9-1, forces P and Q 
appear in {R/}, and loads {RA} are zero. Because all repeating substructures are identical,

{D/0 = (Da) and {FB} = -{FA} (10.9-2)

in which it is assumed that d.o.f. and loads along AA' and BB' are expressed in their 
respective coordinate systems rather than in a global coordinate system. Using transforma­
tion formulations explained in Chapter 8, we write

in which [T] = (10.9-3)

where each Fl J is a unit matrix and each [0] is a block of zeros. The operations [T]r[K][T] 
and [T]r{RJ, applied to [K] and {R} of Eq. 10.9-1, yield

K7Z Dd-IRH 
Pa J Ira.

(10.9-4)

in which {FA} and {Fs} do not appear because of Eq. 10,9-2. Solution for nodal d.o.f. and 
stresses now proceeds in the usual way.
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Equation 10.9-4 can be produced automatically by the assembly process, thus avoiding 
the transformation of Eq. 10.9-3. The trick is to assign the same node number to each pair 
of homologous nodes along AA' and BB'; for example, nodes A and B would both be 
given the number (say) 125. Thus, additions seen in Eq. 10.9-4 are produced automatically 
when elements of the substructure are assembled. One must of course use actual nodal 
coordinates in the formulation of element matrices.

10.10 STRESS CONCENTRATIONS.
SUBMODELS

Stress Concentrations, A common source of structural failure is a stress raiser, in the form 
of a hole, fillet, groove, crack, or other geometric irregularity, singly or in combination. FEA 
is not well-suited to economical modeling of these small details unless special elements are 
used. If each stress raiser is surrounded by a profusion of small elements, meshing becomes 
tedious and computational demands become large. An attractive alternative is to use a tabu­
lated stress concentration factor (SCF), simply by applying a tabulated SCF to the stress 
field in an FE model that does not include the stress raiser. Thus in Fig. 10.3-4a we might 
determine the bending moment M at the comer, look up the SCF for the known fillet radius, 
and multiply the nominal flexural stress Me/1 by the SCF. Or, in the neighborhood of an 
isolated circular hole in plane stress conditions, if in-plane principal stresses ay and a2 exist 
when the hole is not present, tabulated SCF data show that maximum and minimum stresses 
tangent to the edge of the hole are 3<r1 - a2 and 3<72 -

If the needed SCF is not available, the following alternative can sometimes be used as 
an economical alternative to highly refined meshing [10.17]. The geometric discontinuity 
is modeled by a coarse “local” mesh and peak stress is computed. To compensate for mesh 
coarseness, the peak stress must be multiplied by a scale factor SF. To determine SF, we 
use the same local mesh to solve a problem for which results are known. SF is computed 
as the ratio of exact peak stress to computed peak stress in the secondary problem. Success 
of the method relies on the availability of a secondary case that is “close” to the primary 
case and the ability of the analyst to recognize it.

As an example, consider stress at point E in Fig. 10.10-la. The mesh of four-node plane 
elements is very coarse. For this mesh and the load P used, the stress of largest magnitude at 
E is -221 (the units do not matter here). The same local mesh is embedded in a tensile strip, 
Fig. 10.10-lb, as a suitable secondary case for which the SCF is known. For the load applied, 
the secondary case provides a peak stress of 130 at E by applying the known SCF to the 
nominal stress crnom = P/Anet, while according to FEA the peak stress at E is 92.8. Hence 
the scale factor is SF = 130/92.8 = 1.40. The final estimate of stress at E in Fig. 10.10-la 
is therefore -221(1.40) = -310. To obtain the final estimate of -310 without use of SF, 
the 2 by 2 mesh in Fig. 10.10-la must be replaced by an 8 by 8 mesh. A peak stress of -337 
at E in Fig. 10.10-la is provided by a highly refined mesh.

Submodels, When geometry, material properties, loads, or boundary conditions are such 
that a tabulated SCF cannot be applied, or when results in addition to peak stress are 
required, more elements and/or improved elements must be used. However, it is not neces­
sary to revise and reanalyze the entire FE model. Refinement can be strictly local. This 
procedure is called submodeling or a global-local approach. Submodeling has features in 
common with ^^structuring (Section 10.11). Here we describe the traditional procedure 
of submodeling, and note its shortcomings.



10.10 Stress Concentrations. Submodels 357

Quadrant modeled

Primary case

(a) (b)

Figure 10,10-1, (a) A plane square region with a central hole, loaded by pinching forces P. 
(b) “Secondary” case having locally similar geometry, for which results are known.

As an example, consider a plate with a hole, Fig. 10.10-23. Only a portion of the entire FE 
mesh is shown in Fig. 10.10-2a. We assume that this mesh is too coarse to provide accurate 
stresses on the boundary of the hole, but fine enough to provide reasonably accurate stresses 
near the hole. A possible submodel is shown in Fig. 10.10-2b. A submodel is subjected to pre­
scribed displacements at all nodes along its “cut boundary” which in the present example is 
comprised of lines BC and DA and arc CD. Displacements to be imposed on the submodel are 
obtained from the coarse mesh. For submodel nodes on the cut boundary that do not exist in 
the coarse mesh, displacements must be obtained by interpolation from coarse-mesh nodal 
d.o.f. The submodel can be refined repeatedly without ever changing the coarse-mesh model

Commercial software usually includes a procedure for obtaining d.o.f. on the cut boundary 
of the submodel from d.o.f. of the coarse-mesh model. Obtaining these d.o.f. by an algorithmic 
procedure seems preferable to the time-consuming alternative of devising a transitional mesh

(a) (b)

Figure 10,10-2. (a) Plate with a hole, showing a portion of a coarse-mesh plane 
FE discretization, (b) A submodel. Dots show nodes on the cut boundary that 
also appear in the coarse mesh.
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Figure 10.10-3. A submodel for the comer 
connection in Fig. 10.3-4a, using plane elements 
and beam elements.

to couple a submodel to a coarse mesh. Various algorithms for joining independent or dissimi­
lar meshes have been proposed, including some that do not require any coincident nodes on a 
cut boundary, or even a good geometric match along it. References include [10.18-10.22].

Submodeling can be applied to the plane intersection shown in Fig. 10.3-4, in the man­
ner shown by Fig. 10.10-3. Plane elements and beam elements must be connected at points 
A and B. This connection can be accomplished by imposing constraints (Section 8.5) or by 
extending the beam into the mesh (Fig. 10.7-lb). Special transition elements for this pur­
pose have also been devised [10.23].

In the foregoing discussion of traditional submodeling we have assumed that regardless of 
improvement provided by the submodel, the coarse-mesh model is unaffected; thus it always 
provides the same d.o.f. to the cut boundary of the submodel. For this assumption to be reason­
able, the coarse mesh must not be too coarse, and the cut boundary must be far enough from the 
local disturbance that is to be more carefully modeled. In Fig. 10.10-2, “far enough” means that 
d.o.f. along the cut boundary would be almost the same if they were computed using a mesh 
refinement of the entire plate. As a partial check, stresses along the cut boundary can be com­
puted in both the coarse mesh and in the submodel; if these stresses are much the same, we have 
some indication that the cut boundary placement is acceptable. Even when carefully done, sub­
modeling may underestimate peak stresses because the coarse-mesh model is likely to err by 
being too stiff, which means that the d.o.f. imposed on the submodel will be underestimated,

10.11 SUBSTRUCTURES

Over time, and as procedures for coupling different meshes together have become more capa­
ble [10.18-10.22], the distinction between submodels and substructures has become less pre­
cise. For the following discussion we will say that submodeling is a method of substituting an 
improved mesh into an existing FE structure when and where needed, while substructuring is 
division of the original structure into components, planned at the outset and usually adopted as 
a way to manage a large FE analysis project or as a way to fit the analysis into limited com­
puter resources. With traditional submodeling, as described in Section 10.10, submodel behav­
ior does not influence the coarse-mesh model. With substructuring, separate substructures 
interact. A time-independent analysis using substructures proceeds as follows [10.24],

1, Divide the FE model into two or more parts (substructures). The division should be 
made where parts have few interconnections. Thus, as we will see, reduced substruc­
ture matrices will not be large. For example, in Fig. 10.11-la, division is made along 
the shaded lines rather than along the fuselage or lengthwise along wings.
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(a) (b)

Figure 10,11-1. (a) Possible substructures la, lb, ...»5 of a hypothetical aircraft, (b)
Castellated beam, with typical repeating substructure ABCD. Elements in substructures are 
not shown.

2. For each substructure, create an FE model and generate its global equations 
[KJ{DJ = {RJ. Begin to solve each such set of equations, say by Gauss elimina­
tion, until only “attachment” d.o.f. {DJ of interconnection nodes remain. {DflJ is a 
small subset of {DJ. We symbolize the reduced equation set for a single substruc­
ture by [KJ{DJ = {Ra}.

3. Assemble the reduced equation sets of all substructures to obtain global equations 
[KyJfDa} = {R^}, where {D^} contains all attachment d.o.f. {Dfl} of all substruc­
tures. (This equation set would also be produced by including all d.o.f. of the 
assembled structure in global equations [K]{D} = {R}, then applying elimination 
until only attachment d.o.f. {D^} remain.)

4. Solve equations [K^JfD^} = {Ra! for {®a}- Thus attachment d.o.f. (D^) are 
known for each substructure. Return to substructure equations [KJ {DJ = (RJ cre­
ated and partially solved in step 2: now solve for the remaining d.o.f. in (DJ by back 
substitution. Finally, postprocess to obtain gradients (such as stresses) in elements.

The process just described is that of static condensation prior to assembly, which is dis­
cussed in Section 6.7. Thus a substructure is regarded as a single element that happens to 
have a great many internal d.o.f. The name “superelement” is sometimes used to describe 
a substructure. Additional terminology may refer to attachment d.o.f. as “masters” and 
internal d.o.f. as “slaves.”

The foregoing description implies that in order for substructures to attach to one 
another, attachment d.o.f. on mating boundaries of adjacent substructures must match in 
number, location, type, and orientation. With more recently developed methods, substruc­
tures (or entire structures whose connection had not been anticipated) can be connected 
when neither node patterns nor element types match along interfaces [10.18-10.22]. Thus 
substructuring can be used as an alternative to submodeling, most conveniently if the 
region to be refined is planned in advance.

There is particular advantage to substructuring if the FE model contains many repetitions 
of the same geometry (Fig. 10.11-lb). Then the same reduced substructure stiffness matrix 
[KJ applies to every substructure. Repeated assembly of the same [KJ array, with appro­
priate global node numbers, provides stiffness matrix [K^] of the assembled substructures.
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In time-independent analysis, substructuring introduces no additional approxima­
tion into the FE model. In dynamic analysis, the procedure analogous to substructur­
ing is called component mode synthesis, which does introduce additional 
approximation. Again in time-independent analysis, if the advantage of repeating sub­
structures cannot be exploited, substructuring does not reduce the computational effort 
of a single analysis of the complete structure. Indeed, substructuring requires some­
what more effort because of the additional bookkeeping involved. In practice it is 
unlikely that a single analysis will suffice, as almost certainly there will be errors to 
correct and changes to be made. Advantages of substructuring for large problems 
include the following.

If attachment d.o.f. {D^} are not much affected by design changes, analysis and design 
of individual substructures can proceed independently, with only occasional assembly of 
substructures to update {D^}. Different design groups, indeed different subcontractors, 
can be assigned to different substructures. By not having to bring the entire assembled 
structure into calculations, each group can more quickly and easily correct errors, refine 
the substructure discretization as necessary, explore “what if” questions, and revise the 
substructure design.

Nonlinearity requires an iterative solution, which can be very expensive if the entire 
structure is used in calculations. If nonlinearity is confined to a single substructure, with 
the remainder of the structure reduced to attached substructures, the number of calcula­
tions per iterative cycle is greatly reduced.

Substructuring provides a systematic and orderly way of managing the analysis and 
design of a large structure. A large number of computer files is generated, especially if 
substructures are themselves substructured. Software must be coded in a way that helps 
the user with bookkeeping and data management chores. Even so the user is advised to 
plan carefully and keep records.

10.12 PLANNING AN ANALYSIS

In order to plan an FE analysis, the analyst must have a good grasp of the physical prob­
lem,-understand the behavior and limitations of elements, and be aware of options and lim­
itations presented by the software. Otherwise the problem may not be well defined, the FE 
model may not capture its important features, loading and support conditions may be inap­
propriate, and too much faith may be placed in computed results. A preprocessor may gen­
erate a mesh that represents geometry but is inappropriate to analysis requirements, and a 
postprocessor can present an attractive display that hides a need for mesh revision. Many 
users overestimate their FEA skills, underestimate the care required, and produce FE anal­
yses so flawed that a competent analysis based on tools such as statics and elementary 
mechanics of materials would be more reliable.

An analyst competent in the problem area should plan the work, whose purpose may 
range from evaluation of a trial design to analysis of why an existing design has failed. In 
any case the analyst is likely to have some knowledge of the purpose of analysis, what 
information is sought, and what accuracy is required. This knowledge influences the num­
ber and type of assumptions and simplifications incorporated in mathematical models and 
in FE models. It is better to start with such considerations and a plan, which will almost 
certainly be revised as more is learned, than to start without a clear direction. Planning an 
FE project involves the following considerations.
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Understanding the Problem. The broad goal of any analysis is to obtain adequate 
answers at reasonable cost in time and effort. In early steps the analyst surveys what is 
known and what is desired, considers simplifying assumptions, makes sketches, and gath­
ers information. Users comfortable with computers but hew to FEA may proceed too 
quickly, seeking answers to poorly defined questions. “Instant gratification” results are 
probably wrong. The process of preparing for FEA may sound tedious, but is likely to save 
more time than it takes, especially if the problem is complicated—and it probably is com­
plicated if FEA is to be undertaken.

Questions about physical behavior include the following. Is time-independent 
analysis appropriate? Does the problem involve vibration or shock loading? If time­
dependent, can damping be ignored? If not, how should it be represented? Are cou­
pled fields involved, as when displacements of an immersed structure interact with 
fluid motion? If material properties are temperature-dependent or anisotropic, is 
material data available? Are there nonlinearities, due to material behavior, gaps that 
may open or close, or displacements large enough to alter the way loads are applied 
or transmitted? Answers to these questions decide the general nature of the analysis 
project.

In devising a mathematical model, one attempts to predict physical behavior. 
Response to the loads applied may be three-dimensional or perhaps essentially planar, 
and if planar, may be classified as plane stress or plane strain. An axisymmetric vessel 
may be considered thin-walled or thick-walled. These distinctions are important because 
they influence the mathematical theory adopted as descriptive of anticipated physical 
behavior, and hence the kinds of elements chosen to implement the theory: plane ele­
ments cannot represent three-dimensional behavior; thin shell elements cannot represent 
thickness-direction stress.

More detailed questions also influence the nature of the mathematical model and its dis­
cretization. Do load cases involve concentrated or distributed loads, or body forces from 
self-weight or spinning about an axis? Are loads fixed in direction or do their directions 
change as load increases? Can symmetry be exploited? Are there elastic supports or con­
nections of uncertain stiffness? Are there cutouts that act as stress raisers, perhaps on a 
scale below mesh size? How reliable is data about geometry, loads, boundary conditions, 
and material properties?

Preliminary Analysis. Prior to performing FEA, some of the computed results should be 
anticipated qualitatively or quantitatively but preferably both. A preliminary analysis may 
be based on elementary theory, formulas from handbooks, analytical work, or 
experimental evidence. In almost all situations there is some way to obtain approximate 
answers to be compared with FEA results subsequently obtained. Even a crude 
preliminary analysis should be adequate to detect a computed displacement in the wrong 
direction, a strange pattern in a computed stress or temperature field, or a computed result 
in error by orders of magnitude. Often, strange FEA output results from a blunder in data 
input rather than from a serious misunderstanding.

There is a natural tendency to defend results that require considerable effort to obtain, 
as is the case for FEA results. For this reason, we recommend that approximate results, 
produced with comparatively little effort, be obtained before undertaking FEA. In addition 
to their use in checking FEA results, preliminary solutions provide insight that improves 
the FE model and sharpens analytical skills.
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Start with Simple FE Models and Improve Them. An adequate FE model is likely to 
develop from a sequence of models, each of which contains improvements suggested by 
results provided by previous models, until the last one includes enough detail and contains 
suitable elements in a suitable mesh. The term ‘’sequence of models* ’ may suggest a great 
deal of effort. However, the sequence may not be long and some models may differ little 
from one another. The sequential approach builds confidence in the final result. It also 
takes less time overall than an attempt to construct a very detailed model at the outset, only 
to discover that it is inadequate or inappropriate because of behavior that was not foreseen. 
As FE software becomes more widely available, pre- and post-processors improve, and 
computing costs decline, there is a tendency to use more and more elements in FE models. 
This is unwise if done as a substitute for understanding.

Any set of rules for FE modeling is likely to have exceptions. This said, the 
following rules are often helpful. Include all of the structure in the FE model; do not 
omit part of it on the assumption that it is lightly stressed or does not influence the 
remainder of the structure. Use a finer mesh to obtain stresses (or mode shapes of 
vibration) than to obtain displacements (or natural frequencies of vibration). Use a 
finer mesh for thermal stress analysis than for temperature analysis of the same object. 
If the problem involves nonlinearity or anisotropy, analyze a linear or isotropic version 
of the problem first. If there are dynamic effects, do a static analysis first, using loads 
that approximate the major dynamic loads. Linear and static analyses are easier to 
perform and interpret, and may disclose flaws in the FE model that also affect 
nonlinear and dynamic analyses. A linear analysis may also disclose that local 
buckling is possible, or that stresses are so large that plastic action will develop. At 
present, software will not automatically decide that a buckling or elastic-plastic 
analysis is needed and then proceed to do it. Instead the analyst must make the 
decision and activate the type of analysis required.

The foregoing suggestions lead naturally to a sequence of FE models and analyses. 
Small detail such as fillets and oil holes have very little influence on overall behavior 
and can sometimes be taken into account by stress concentration factors rather than by 
refined FEA. Detail is likely to be added to subsequent models, as the mesh is refined 
or otherwise revised in regions of interest and in regions that influence overall 
behavior. Sometimes it is possible to begin the sequence with a “stick model,” which 
is a model built of a few bar or beam elements. We do not suggest that the initial model 
be crude, only that it be comparatively simple. Some models in the sequence, probably 
the later models, may be produced by adaptive meshing, as described in Section 9.11. 
The analyst should not trust that adaptive meshing will always work properly. It 
cannot converge toward correct results for the problem intended if, due to user 
mistakes, it operates on a model that represents a different problem. It cannot convert a 
stick model to a plane model or a plane model to a solid model, or resurrect geometric 
detail initially discarded. Enough elements must be used to adequately model 
geometry. If shapes are complicated, this consideration may favor use of many 
elements with few nodes each rather than higher-order elements. The simpler elements 
may also provide better accuracy per unit of computational expense. It may happen 
that adequate geometric representation produces a very large number of d.o.f., 
especially if the model is a 3D solid. Where possible, 3D solid models (if needed) 
should be the final models in a sequence because they are the most tedious to prepare 
and the most demanding of computer resources.
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Check the Model and the Results. Defects of modeling that prevent execution are often 
identified by error messages from the software. Defects that produce unreliable results 
usually must be detected by the analyst. Computed results must be carefully examined. 
These important matters are discussed in Sections 10.13 to 10.15.

Numerical Experiments in Design. In improving a design, one may want to learn how a 
quantity of interest is affected by changes in certain design variables. For example, we 
might have the goal of reducing a high stress or a high temperature, and have reason to 
believe that the goal can be accomplished by changes in a certain thickness, a certain 
material property, and a certain hole radius. Analyses using different numerical values of 
the design variables can be undertaken after the FE model is deemed acceptable (provided 
that changes in design variables are not so great that the model is no longer appropriate). 
By doing analyses in which each design variable is altered, we hope to learn the sensitivity 
of the quantity of interest to changes in each design variable, and to changes made in com­
bination, so as to select the most favorable values. Procedures for planning these numeri­
cal experiments and interpreting results are part of the study called design of experiments, 
which for many years has been applied to physical experiments in an effort to obtain as 
much information as possible from a small number of tests. Many books are available; 
also see [10.25] for an introduction. See also Section 10.16, which summarizes automa­
tion of the design process.

10.13 COMMON MISTAKES

In this section we cite common errors in FE modeling and blunders in data preparation. 
Section 10.14 surveys more systematic searches for errors. Corrections for the errors are 
either obvious or are discussed elsewhere.

Broadly speaking, mistakes in modeling result from insufficient familiarity: with the 
physical problem, with element behavior, with analysis limitations, and with software. 
Failure to correct mistakes results from the same causes, from disregard of warning mes­
sages produced by software, and from insufficient discipline to check computed results.

An element matrix [k] is null if a common multiplier such as element thickness is zero. 
If unspecified, element thickness may default to unity, depending on the software. As ele­
ment stiffness matrices are generated, division by zero will occur if Poisson’s ratio is 0.5 
in a plane strain, axisymmetric, or 3D solid problem. A global matrix [K] that is singular 
or nearly so may be caused by any of the following items, many of which can result from 
blunders in data input.

♦ Material properties such as elastic moduli are zero in all elements that share a node.
• One or more structure nodes are not connected to any element.
• One or more parts of a structure are not connected to the remainder.
• Boundary conditions are unspecified or are insufficient.
• A spurious mode (mechanism) is possible because of inadequate connections (as in 

the hinge connection of Fig. 10.7-lb).
• Too many releases are prescribed at a joint.
• There are large stiffness differences, as described in Section 9.2.
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• Part of the structure has buckled. (This is possible if “stress stiffening” is included 
and negative stiffening has reduced a net stiffness coefficient to zero or less.)

• In nonlinear analysis, supports or connections have reached zero stiffness, so that part 
or all of the structure is inadequately supported.

Some instances of these blunders are as follows. Independently meshed parts of a structure 
may have coincident nodes, but software may not have been instructed that coincident nodes 
are to be considered identical. Instead these nodes are left unconnected. With 3D models, it 
is easy to forget that six rigid-body motions are possible, and thus forget to provide adequate 
support conditions. If a structural member that acts as a bar is modeled by several bar ele­
ments end to end (which is quite probably pointless), elements are connected with transla­
tional d.o.f. only. Like a chain, the bar assembly is then a mechanism many times over.

If software reports that [K] is singular but the cause is not apparent, it may help to ana­
lyze the model for its lowest vibration modes (perhaps as many as six modes for a 3D 
problem). Vibration analysis does not require that [K] be nonsingular. Any mode that has 
zero frequency is made possible by restraints that are inadequate for static analysis. An 
animated plot of such a mode may quickly suggest what additional restraint is required.

A singular [K] usually triggers a warning message and halts execution. If execution 
stops, or continues but produces bizarre results, it is clear that something is wrong and that 
a search for the cause is needed. The situation is more dangerous if there are errors that lead 
to results that appear reasonable upon casual inspection but in fact are seriously flawed. 
Errors in this category include the following.

• Elements are of the wrong type; for example, shell elements used where 3D solid ele­
ments are required.

• The mesh is too coarse, or element capability is too limited.
• Boundary conditions are wrong in location, type, or direction. (Supports can be too 

many as well as too few. They may impose complete fixity rather than a hinge, or may 
overconstrain rather than merely impose symmetry).

• Loads are wrong in location, type, direction, or magnitude. If symmetry is exploited, 
load in a plane of symmetry may not have been divided by 2, or stiffness of a beam 

That straddles a plane of symmetry may not have been divided by 2.
♦ Decimal points may be misplaced or units may be mixed. It is easy to supply a data 

item with the wrong power of 10. Angular velocity might be supplied as radians per 
second rather than revolutions per second (or vice versa), or feet may not have been 
converted to inches.

• An element may have been defined twice. Duplication may be overlooked because it 
is not seen on a display of the mesh. The result is a “stiff spot” in the FE model.

• Element connections may be poor (Fig. 10.3-3) or physically meaningless (Fig. 10.7-la).
• Data provided for an axisymmetric analysis uses z as the axis of revolution, while 

software uses the y axis.

It is important to keep records of the status and progress of a project. Files should be 
identified with the name of the project, date created, date modified, nature of modification, 
the name of the analyst, and the name and version of software used. Records should be 
kept of information sources, assumptions made, pilot studies conducted, load cases 
treated, and checks performed. Small but important items that are easily forgotten should 
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be recorded. Records become important if work must be resumed after interruption or 
must be reviewed by someone else or some time after completion. Without records there is 
confusion. Where did data used to prepare the model come from? Did I remember to make 
changes X, Y, and Z or not? Which data files correspond to which model? Does the title 
line of the analysis refer to the current model or to a previous model?

10.14 CHECKING THE MODEL

A model should be checked prior to computation, both to make success more likely and to 
avoid making the task more distasteful by postponing it. Some checking can be done as the 
model is being prepared, using graphical features of preprocessors. It is easier to locate 
and correct mistakes as soon as they appear than to do so later. Mistakes can be made any­
where, even with simple data. Undetected mistakes can prevent execution, or lead to 
bizarre results, or lead to results that are plausible but wrong.

Checking Done by the Analyst, A mesh can be generated automatically, based on input 
data that describes the type of element to be used, the region to be meshed, and the mesh 
density required in selected parts of the region. The plotted mesh should be examined, to 
see if it “looks right”; that is, to see if the overall geometry is correct, if mesh densities 
seem appropriate, and if element shapes are not greatly distorted. Overly distorted ele­
ments are likely to be flagged by the software, but software examines separate details, 
while the analyst can survey the whole. The domain can be remeshed if necessary, or its 
unsatisfactory details corrected. If fine detail such as certain node locations are important, 
a numerical list of data should be examined as well as the graphical display. A numerical 
list must be examined to check material properties and cross-sectional properties of beams.

Graphical display cart provide more than a plot of structure geometry with a mesh 
drawn on it. An exploded view, or a “shrink plot” in which individual elements are reduced 
in size about 20% (Fig. 10.14-lb), shows immediately if an element is missing. Mesh 
checking becomes more difficult for 3D models, but additional graphical devices can help, 
by including views of sections through the FE model, views from various directions, per­
spective, and enlargement of a chosen portion. Selective scaling is possible, so that only 
the smaller dimension of a slender model may be enlarged. Support conditions are usually 
identified by special symbols that indicate direction and type (displacement or rotation) at 
each support. Loads can be displayed in similar fashion. The boundary of a plane model 
can be plotted. If part of it looks like a crack in the model, then some nodes are adjacent or 
coincident but unconnected, perhaps intentionally but perhaps not. For easy identification, 
it may be possible to assign different colors to regions of different modulus, or to indepen­
dently generated meshes that are connected in some way to form an assembly.

Actual mesh Shrink plot

I I II I I □□□□□

Figure 10.14-1. A shrink plot shows that an 
(a) (b) element has not been defined.
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Checking Done by the Software. Commercial software does some checking automati­
cally. In particular, element geometry is compared with internally stored numerical lim­
its that define acceptability. Excessive distortions of the types shown in Fig. 10.3-1 are 
flagged, typically with each element graded “pass/’ “pass with warning,” or “fail.” Any­
thing but “pass” produces a warning message or an error message; “fail” may also pre­
vent execution. Numerical limits are somewhat arbitrary. What is unacceptable in one 
situation may be acceptable in another. Nevertheless all warning and error messages 
should be taken seriously, and changes made as required. Conditions that software may 
check include the following.

• A node is not connected to any element.
• Nodes are close or even coincident but unconnected. This circumstance does not nec­

essarily indicate an error. The check may be most useful for a large 3D model. Some 
preprocessors can automatically connect nodes discovered to be close together.

• Elements share a node but do not use the same set of d.o.f. at that node.
• Comer and side nodes are connected; that is, there is a “bad connection” as in Fig. 10.3-3.
• Element shapes depart too greatly from the ideal, as in Fig. 10.3-1. Additional tests of 

element geometry, some using Jacobians of isoparametric elements, have been pro­
posed [6.21,10.26-10.28]. See also Section 6.11.

♦ No loads have been supplied, or no boundary conditions, or no material properties.
• Prior to execution, software may be able to estimate the execution time and the 

amount of storage that will be required.

Automatic checking cannot disclose whether the problem intended has actually been 
defined, whether material property data is correct and units are consistent, whether loads 
and supports are properly located, and so on. The analyst must be vigilant.

Some additional tests of element geometry can be noted. A method of element stress 
smoothing provides a graphical display that shows the effects of shape distortion (Section 9.9, 
[9.17]). A similar test that compares element gradients with those obtained by patch recovery 
(Section 9.9) has been proposed [10.29]. This test requires that element stresses or other 
gradient information be computed, and therefore is not an a priori test. However, it can 
warn of excessive shape distortion based on actual performance, while a priori tests 
coded in a preprocessor offer only prediction based on element shape.

Software usually includes a restart capability, so that execution can be halted at various 
stages, then resumed. Execution might be halted by the software where an error is 
detected. The analyst might halt execution to investigate a warning message that has 
appeared, to examine intermediate results of an iterative solution, or to back up files. If an 
unanticipated load case must be investigated later, backup files may save time because 
most of the total computational effort precedes the processing of a load vector.

10.15 CRITIQUE OF COMPUTED RESULTS

Engineering errors can be expensive or even disastrous, so a solution should be checked in as 
many ways as reasonably possible. A single solution should not be trusted. As a first step in 
checking the results of FEA, we ask if they “look strange.” For example, we ask if displace­
ments are in unexpected places, unexpected directions, or are amazingly small or large; if 
support reactions have unexpected directions; if a stress disturbance appears in an unexpected 
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place; if heat seems to be flowing from cold to hot; and so on. Preanalysis planning should 
have provided at least qualitative expectations for checks such as these. If nothing is obvi­
ously wrong, we proceed to more detailed and quantitative checks, some of which are sug­
gested in what follows. If trouble is suspected, we must seekits source, which is typically in 
the FE solution, but might also be in preliminary analysis or in physical understanding of the 
problem. In any case the trouble must be identified and corrected, and work repeated (see 
Fig. 1.5-3). When the current analysis is considered satisfactory, one must decide if further 
analysis is required, and if so, how it should be influenced by the cunent analysis.

In comparing FE results with results obtained otherwise—from approximate solution, 
handbook formulas, alternative software, existing similar structures, or experiment—one 
must be sure that the physical situation that produces the various results is substantially the 
same. Between FE and experimental analysis, for example, it is not uncommon to discover 
differences in loading, boundary conditions, and even structure geometry, especially if 
analysts and experimentalists do not communicate well.

In structural mechanics, displacements should be examined first, scaled up in plots so as to be 
easily visible, and preferably animated so the structure appears to oscillate between its 
deformed and undeformed configurations. (Typically, software plots only straight lines between 
nodes, so curved shapes assumed by beam elements are not shown.) One should see that dis­
placements agree with intended boundary conditions; for example, that displacements are tan­
gent to a roller support, or are zero at a fixed boundary. A gap should not “overclose”; adjacent 
parts cannot interpenetrate. One can also plot contours of selected displacements or rotations.

In plotting deformations produced by temperature, software may assume that the 
undeformed configuration exists at zero temperature. The analyst probably considers that 
the undeformed configuration exists at the prescribed reference temperature, which need 
not be zero. This impediment, if encountered, can be avoided by choosing zero as the 
reference temperature.

Software may automatically compute the sum of support reactions along each coordinate axis, 
and the net moment of reactions about each coordinate axis. If support forces and moments are 
found not to balance the intended load, it is more likely that load was incorrectly applied than that 
reactions have been incorrectly computed. Note that each reaction in the sum must be referred to 
the same coordinate system, and that constraint relations (if used) may introduce fictitious forces.

Recall that a linear solution is based on equihbrium equations written with respect to the 
initial undeformed geometry. In Fig. 10.15-lb, a physically possible rotation of the block 
requires tension in the spring. Standard linear analysis provides compressive force 
F = P/z/h in the spring, regardless of the final configuration. For small rotation, F = Ph/b 
is a satisfactory solution. Then the configuration in Fig. 10.15-lb may be misleading if it is 
the result of exaggerating actual displacements so as to make them visible when plotted. If 
displacements are actually this large, a nonlinear analysis is required.

(c)(a) (b)

Figure 10.15-1. (a) Block supported by a hinge and a soft spring, (b) Possible displaced 
geometry produced by load P. (c) Reaction F computed by linear analysis.
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h (Mesh not shown)

Original shape

A * *

Plotted deformationB

(a) (b)

Figure 10.15-2. (a) Cantilever beam, loaded by tip moment, (b) Deformation 
from linear analysis, greatly exaggerated, as may be plotted by FE software.

Figure 10.15-2b shows a similar plot that may mislead. A small-deflection solution, which 
may be quite acceptable, has been scaled up a great amount. As plotted, it appears that the 
beam has gotten longer and that depth h has increased toward the right end. Closer inspection 
reveals that points A and B maintain their vertical separation and that the horizontal span of the 
beam centerline has not changed. The analyst must recognize that Fig. 10.15-2b does not rep­
resent a large-deflection solution, which can be obtained only by nonlinear analysis, in which 
equations to be solved must be based on the deformed configuration. A nonlinear solution 
iteratively constructs both the deformed configuration and matrix equations that describe it.

In conventional software, stresses are computed from displacement gradients, which 
means they are typically less accurate than computed displacements (see, however, the dis­
cussion in Section 9.9). In any case stresses should not be trusted if displacements are sus­
pect. In vibration analysis, mode shapes should not be trusted if vibration frequencies are 
suspect. In heat conduction analysis, flux should not be trusted if temperatures are suspect.

Before examining stresses or other gradients, the analyst must understand how they are 
presented by the software. Are they referred to global or local axes? If local, how are these 
axes oriented? Are stress resultants (such as bending moments) presented? If so, they must 
not be mistaken for stresses. Are stresses averaged at nodes? This is incorrect if coordinate 
systems do not match or if there are discontinuities of element thickness or material prop­
erties (Fig. 3.12-2). In beam, plate, and shell elements, stresses may be available at upper, 
middle, and lower element surfaces. In these elements, what surface is the upper surface as 
understood by the software? A given surface of a plate of shell structure may contain both 
“upper” and “lower” element surfaces, with obvious opportunity for confusion about 
stresses on structure surfaces (see Section 15.1).

Remarks about calculation and interpretation of stresses (or other gradients) appear in 
Sections 1.5, 3.12, 6.10, and 9.9. These remarks are not repeated here, except for the 
recommendation that tin averaged rather than averaged contours or bands be examined. 
Note also that if the model contains a plane of symmetry (of the FE mesh as well as 
loads, boundary conditions, and material properties), then contours will be continuous 
across that plane even if the mesh is far too coarse. A stress contour, which is the locus 
of points that have the same magnitude of a stress, contains no information about stress 
direction. Directional information is contained in stress trajectories (lines tangent to a 
principal stress direction), which may be plotted as arrows, with the length of each 
arrow proportional to the magnitude of principal stress at the tail of the arrow. In heat 
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conduction, analogous arrows represent heat flux. Stresses and other gradients can be 
viewed on user-defined cross sections of 3D solid models. Software may be able to 
report that a user-defined allowable stress has been exceeded, by how much and at what 
location. More specialized software can report on whether the model and computed 
results satisfy code requirements of a particular industry.

Some characteristics of an accurate stress field are as follows. At a boundary loaded 
only by normal pressure p, one of the principal stresses should be negative p (or zero for 
the common case of a load-free boundary). Principal stress trajectories should be normal 
or tangent to such boundaries. In an axially symmetric problem, radial and circumferential 
stresses should be equal on the axis of revolution. None of these conditions is likely to be 
met perfectly. The amount of imperfection is an indication of the amount of discretization 
error in the FE model.

Checking results in the manner described is likely to be most useful for the earliest 
models in a sequence, when blunders are most likely and the appropriateness of some 
assumptions may still be in question. Checking also provides insight as to how the model 
can be improved. Interelement discontinuity of gradient contours is one guide. The close­
ness of contours is another. Refinement is often advisable when an element spans several 
contours. Possibly the scope of analysis will have to be revised. This may happen if initial 
assumptions such as no buckling, no gap closure, or no plastic action are inconsistent with 
computed magnitudes of displacements and stresses.

10.16 DESIGN OPTIMIZATION

An optimal design might be defined as a design in which weight or cost is minimized. 
Other definitions of optimality are possible. To achieve an optimal design, design vari­
ables such as dimensions of its parts can be varied, with the constraint that allowable dis­
placements and/or allowable stresses cannot be exceeded. An optimum is achieved by 
analyzing a trial design, making helpful changes, reanalyzing, and repeating the cycle 
until convergence. This iterative process can be automated, and provision for it appears in 
some software.

Stated in more detail, the goal of design optimization is to minimize an objective 
function by selecting appropriate values of the design variables. The objective function 
may be weight, a certain frequency, or any other quantity that can be calculated by the 
software. To minimize cost, the designer must be able to provide a formula for it in 
terms of the design variables. If desired, a quantity can be maximized; in that case we 
minimize its negative. Design variables may include cross-sectional areas, thicknesses 
of plates, and radii of major cut-outs. The number of design variables should number 
less than roughly 15 in order to reduce computer cost and to avoid converging to a local 
minimum rather than a global minimum. Hence, for example, a thickness is likely to be 
represented by a single design variable rather than by several parameters that would 
permit a continuous variation of thickness. The minimum sought is the minimum per­
mitted by changes in the design variables adopted. The objective function is usually 
subject to constraints, such as limits on displacement or stress at several locations, and 
limits on design variables (such as a minimum allowable thickness). Many optimiza­
tion algorithms have been devised, about which the interested reader will find many 
books and papers.
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Related to optimal design is fully stressed design, defined as a design in which each 
member reaches its allowable stress under at least one of the applied load conditions. A 
fully stressed design is not necessarily a least weight design; indeed, no objective function 
is invoked. However, a fully stressed design can be calculated more quickly than an opti­
mal design, and is a good starting configuration for optimization. Procedures of fully 
stressed design are iterative, and can be automated.

10.17 SOFTWARE

Several commercial software packages provide power, versatility, and conveniences 
for preparation of input and examination of output. A choice among them should be 
made with care. It takes time to learn to use a large software package with compe­
tence and facility, and having made the investment of time and money there is reluc­
tance to change unless the software is found to have unacceptable shortcomings. 
Here we do not attempt to identify and compare popular programs, whose capabili­
ties continually change [2.20,10.30]. Instead we offer some remarks that seem to 
have durability.

Development and Documentation. Programs are written (for different reasons) by 
researchers, students, and software vendors. Programs are not written by the typical analyst. 
The cost of programming includes planning, coding, testing, and documentation. Including 
time spent on all these tasks, a study showed that the average programmer produces only 
200 lines of code per month [10.31]. In another study involving several programmers, the 
ratio of best to worst in coding speed was 25 to 1, and there was no correlation between pro­
ductivity and experience [10.32], Such anecdotes discourage an in-house programming 
project.

A large commercial analysis package may contain well over 150,000 lines of code 
and may represent an investment of tens of millions of dollars for development, mainte­
nance, and support. New analysis packages appear infrequently. Not only are costs high, 
but engineering software has few buyers in comparison with software for other pur­
poses. A vendor must work for years to penetrate a market in which users remain loyal 
to software they already know. Resistance to change may be justified. If there is little 
assurance that the vendor will remain in business and provide maintenance and support 
for several years, the cost of acquiring new software and learning to use it properly may 
not be warranted.

The language of most FE software has been Fortran. Not only has a large investment 
already been made in Fortran coding, but it remains powerful and portable, and it contin­
ues to evolve [10.33].

Documentation is usually provided both on paper and interactively via pull-down 
menus. It may be written by development staff familiar with the coding, but it is needed by 
less knowledgeable users, who are often confused and raise questions not anticipated by 
those who write the documentation. The writing of documentation may be regarded as an 
unpleasant labor, and perhaps postponed until software testing is well underway or even 
completed. It is preferable to regard the combination of documentation and software as the 
system to be tested [10.34], The process of deciding which software system to buy should 
include study of the documentation.
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Software Selection. In choosing a software vendor, a company may compile a list of can­
didates from advertisements in monthly magazines of engineering societies and by talking 
with associates at other companies. The list is shortened by discarding products that do not 
meet specific needs. Software that remains on the list is tested to see if it meets promo­
tional claims and if it can solve the company’s everyday problems. Compatibility with 
CAD systems currently in use may be important. The first package tested may stand out: if 
it is complicated, others may seem insufficiently comprehensive; if it is comparatively 
easy to use, others may seem too difficult.

Major vendors notify users when errors are detected in their software, and continue to 
correct, update, and extend the software. User support is provided, so that when users 
get into trouble, perhaps by exercising elements, options, and procedures in combina­
tions not anticipated by developers, the telephone is answered. Major vendors also send 
periodic newsletters, provide training courses, and organize user conferences. Advice on 
software selection is plentiful; references include [2.20,10.34-10.37], Reference 10.37 
also contains extensive discussion of modeling, pre- and post-processing, and integra­
tion with CAD.

10.18 CONCLUDING REMARKS

Even now, many years after FEA began to be used in industry, its most common use may 
be to certify a design already completed or to study a design that has failed [10.25,10.38]. 
This is due at least in part to the time required for an FE analysis project. Users say it takes 
too long to prepare input data, even with automatic meshers. In one study, the time 
required for an FEA project averaged 15 man-days, with a median of 5 man-days, so that 
FEA may retard projects rather than accelerate them, and may not be used in early phases 
of design, where its capabilities might be most helpful. Despite increasing use of FEA, the 
rate of prototype failures seems unaffected [10.38].

Software that is easier to use and employs adaptive meshing may result in more produc­
tive use of FEA. More capable software may also make it easier for less capable users to 
obtain results, whether or not the modeling describes the intended problem and of course 
whether or not the intended problem addresses questions that should have been posed. The 
software provider is not responsible for decisions prompted by its use, even if the software 
contains serious errors. Engineers and analysts establish the mathematical model, choose 
software and solution methods, check results and interpret them, and the engineer of 
record assumes liability for all of the work [10.39]. It remains necessary to be vigilant and 
objective, despite the versatility of FEA and the effort expended in obtaining results. 
Again we recommend that the analyst understand the physical problem, plan ahead, check 
carefully, revise as needed, and understand how finite elements behave.

ANALYTICAL PROBLEMS

10.9- 1 The three-node truss shown carries radial loads P. All of its bars are identical and 
each has axial stiffness k - AE/L. Use cyclic symmetry methods to determine the 
radial displacement at a typical node. Check results by use of elementary methods. 
Suggestion: Write a stiffness matrix that operates on radial displacements at (say) 
nodes 1 and 2, then enforce their equality.
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Problem 10*9-1

10.9-2 A long, uniform beam is supported and loaded in a repetitive pattern, as shown. 
Use cyclic symmetry methods to determine lateral displacement and in-plane 
rotations and at nodes 1 and 2 in terms of P, a, E, and I. Check results by use 
of elementary methods. Suggestion: Write a structure stiffness matrix that operates 
on nodal d.o.f. in a typical span between supports, then enforce equality of rota­
tions at ends of the span.

COMPUTATIONAL PROBLEMS

C10.1 Apply uniform pressure to one face of a rectangular 20-node brick. Support the 
opposite face by discrete springs at nodes, in the manner depicted by Fig. 10.8-2, 
so as to mimic uniform foundation pressure (see also Fig. 3.1 l-3d). Is uniform 
stress computed in the element? Investigate what happens if (a) the element is 
made vastly stiffer than the foundation, and (b) the foundation is made vastly stiffer 
than the element. Explain the results obtained.

Cl0.2 For each of the two plane structures shown, determine the principal stress of largest 
magnitude by using a coarse mesh and the method suggested in connection with 
Fig. 10.10-1. Choose dimensions that approximately preserve the proportions 

- shown. Then refine the mesh as needed to assess the adequacy of the result.

(a) Problem C10.2



CHAPTER*  1
FINITE ELEMENTS IN STRUCTURAL 

DYNAMICS AND VIBRATIONS

Formulation and solution of time-dependent structural problems are discussed in a finite 
element context. Alternatives for representation of mass and damping are described. Prob­
lems of structural dynamics are categorized, practical solution methods are considered, 
and suggestions for modeling are presented.

11.1 INTRODUCTION

Structural response is time-dependent if loading is time-dependent. However, if loading is 
cyclic and of frequency less than roughly one-quarter the structure’s lowest natural fre­
quency of vibration, dynamic response is scarcely larger than static response (only 7% 
larger for a single-d.o.f. spring-mass system). Then the problem can probably be classified 
as quasistatic and analyzed by methods discussed in preceding chapters. If loading is of 
higher frequency or is applied suddenly, dynamic analysis is required. Dynamic analysis 
uses the same stiffness matrix as static analysis, but also requires mass and damping matri­
ces. For a given magnitude of loading, dynamic response may be greater or less than static 
response. It will be much greater if loading is cyclic with frequency close to a natural fre­
quency of the structure. Some questions often posed in dynamic analysis are as follows.

• What are the natural frequencies of vibration and their mode shapes? Frequencies and 
mode shapes must be known in order to use some methods of dynamic response analy­
sis. In applications, one may seek a design whose natural frequencies are well-separated 
from frequencies of applied loading. To calculate frequencies and modes we solve an 
eigenvalue problem, which is an algebraic form that also appears in buckling analysis. A 
short discussion of the vibration eigenvalue problem appears in the present chapter. A 
more general discussion of eigenvalue problems appears in Appendix C.

• What is the response to harmonic loading? Harmonic loading varies with time as a sine 
or cosine function, and may be applied by rotating machinery attached to the structure. 
In harmonic analysis, transient response to the initiation of loading is ignored. Instead 
we seek the steady-state response (here “steady-state” means response that repeats in 
equal time intervals). Calculation methods for harmonic response use vibration 
frequencies and modes.

• What is the time-varying response to loading that is not periodic or is suddenly 
applied? Here we seek the transient response, which we call the response history 
(known also by the curious name “time history”). Solution requires that differential 
equations of motion be integrated in time. If loading excites only a few of the lowest 
frequencies and response must be calculated over a time span equal to several multi­
ples of the longest period of vibration, as is the case for earthquake loading, either the
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mode superposition method or an implicit method of direct integration may be appro­
priate. If loading excites many frequencies and response must be calculated for no 
more than a few multiples of the longest period, as is the case for impact loading, 
explicit direct integration may be appropriate. '--

• What is the maximum response to loading that is not periodic or is suddenly applied? 
The question is answered by response spectrum analysis. It makes use of vibration 
frequencies and modes of the structure, and the response history of a single-d.o.f. 
spring mass system subject to the given time-varying pattern of loading. The method 
is approximate but can serve as an economical substitute for calculating the response 
history of a multiple-d.o.f. structure.

Answers to the foregoing questions require that the loading be known as a function of 
time. When loading is random, additional analysis tools are needed, which are beyond the 
scope of this book.

Structural dynamics has an extensive literature, and many textbooks such as [11.1-11.3]. 
Calculation methods are largely independent of FEA because these methods presume the 
availability of stiffness, mass, and damping matrices but do not demand that they arise from 
FE discretization. Indeed, many methods still in use were developed before the advent of 
FEA, when finite difference discretization was the numerical method of choice. Today, anal­
ysis methods are tailored to fit FE models. In addition to methods for calculation of frequen­
cies and response history, methods that reduce the number of d.o.f. needed in these 
calculations have also been devised, in order to lessen computational requirements. Analysis 
tools discussed in the present chapter are common in FE software.

11.2 DYNAMIC EQUATIONS.
MASS AND DAMPING MATRICES

Single-d.o.f. System. Each system shown in Fig. 11.2-1 has a single mass m, a single lin­
ear spring of stiffness k, and a single viscous damper. The viscous damper, shown by the 
conventional dashpot symbol, provides a resisting force proportional to rate of deforma­
tion. Motion is described by the single d.o.f. u = u(t) and is governed by Newton’s second 
law, / = ma for one-dimensional motion. In conventional notation, velocity is r/ = du/dt 
and acceleration is a = u = d2u/d^. Thus, in Fig. 11.2-la,

/ = ma becomes r - ku - cu = mu or mu + cit +ku = r (11.2-1)

where r = r(t) is an externally applied load that varies with time in a known fashion. 
Dynamic load r may also be known as a forcing function, excitation, or external load. 
Force ku of the spring may be called an internal force.

In Fig. 11.2-lb, force r is removed, and what was a fixed support in Fig. 11.2-la is now 
given a prescribed motion ug - ug(f). Displacement of mass m is u relative to the support 
but is 5 = u + ug relative to a fixed reference frame. Elastic and damping forces depend on 
relative motion, while inertia force depends on absolute acceleration a - d2s/dt2. There­
fore/ = ma yields



11.2 Dynamic Equations. Mass and Damping Matrices 375

Figure 11.2-1. Single- 
d.o.f. systems, with 
displaced configurations 
shown by dashed lines, 
(a) Loading by time­
varying force r.
(b) Loading provided by 
support excitation.

-ku — cu = m(u + ug) or mu + cu + ku - -mug (11.2-2)

which is the same as Eq. 11.2-1 if r = -mug. Equation 11.2-2 is convenient when ug - 
u (t) is the known acceleration of an earthquake and displacement u is measured relative to 
the shaking earth.

General. The governing equation for structural dynamics, derived below, provides gen­
eral expressions for structural mass and damping. Computationally effective formulations 
for mass and damping are examined in more detail in Sections 11.3 and 11.5.

We choose to derive the equation of motion by requiring that work done by externally 
applied loads be equal to the sum of work absorbed by inertial, dissipative, and internal 
forces for any virtual displacement (that is, for any imagined small motion that satisfies 
compatibility and essential boundary conditions). For a single element of volume V and 
surface area S, this work balance becomes

n
{6uf{F} dV + j{5u}rW +

1=1

j({8u}rp{ii} + {8u}rc{u} + {8e}r{ff}j dV
(11.2-3)

where {F} and {0} represent prescribed body forces and surface tractions, {p}t and {8u}z- 
represent prescribed concentrated loads and their corresponding virtual displacements at a 
total of n points, p represents mass density, and c is a damping parameter analogous to vis­
cosity. Also, {8u} and {8e} represent virtual displacements and their corresponding 
strains, as explained in Section 3.3. In customary notation, FE discretization provides

{u} = [N]{d} {u} = [N]{d| {ii} = [N]{d } {fi} = [B]{dJ (11.2-4)

Shape functions [N] are functions of space while nodal d.o.f. {d} are functions of time. 
Thus Eqs. 11.2-4 represent a local separation of variables. Combination of Eqs. 11.2-3 and 
11.2-4 yields
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{8d}r p[N]T[N] dV {d} + ctNJ^N] dV {d}

f f "[Bf{<r} JV-J[N]r{F} dV-J [N]r{<»} dS-^{p},-
(11.2-5)

in which it is assumed that concentrated loads {p}z are located at nodes. The first two inte­
grals in Eq. 11.2-5 are identified as “consistent” element mass and damping matrices:

[m] = p[N]r[N]dV [c] = I c[N]r[N]dV (11.2-6)

The word “consistent” emphasizes that these forms follow directly from FE discretization, 
and use the same shape functions as the element stiffness matrix. We define the element 
internal force vector {rLnt} as forces—and also moments, if the element has rotational 
d.o.f.—applied to the element by nodes to resist stresses within the element.

{rint} = [BJTct} dV (11.2-7)

which is the negative of a term in Eq. 3.3-8. Similar notation is used to identify forces (and 
perhaps also moments) applied to nodes as a result of externally-applied loads on the element.

{rext} j[N]r{F}dV + j[N]T{0>}
n

dS +£{?},• (11.2-8)

The bracketed expression in Eq. 11.2-5 must vanish if the equation is to be true for arbi­
trary {3d}. Thus, in the notation of Eqs. 11.2-6 to 11.2-8, Eq. 11.2-5 yields

[m]{d} + [c]{d} +{^1 = {rext} (11.2-9)

Equations 11.2-7 and 11.2-9 are valid for both linear and nonlinear material properties. If 
the material is linearly elastic, then loads associated with element stresses are 
{rint} = [k]{d}, where [k] is the conventional element stiffness matrix, and Eq. 11.2-9 
becomes

[m]{d} +[c]{d} +[k]{d} = {rext} (11.2-10)

If[m]{d} is isolated on one side of the equation, Eqs. 11.2-9 and 11.2-10 can be regarded 
as multidimensional forms of Newton’s second law, F = ma, Global forms of Eqs. 11.2-9 
and 11.2-10, for a multi-element structure, are respectively

[M]{D} + [C]{D} +{Rint} = {Rext}[M]{D} +[C]{D} +[K]{D} = {Rext} (11.2-11)

(11.2-12)
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Both of these equations state that external loads are resisted, or dynamically equilibrated, 
by a combination of inertia forces, damping forces, and internal stresses. The first form, 
Eq. 11.2-11, is convenient for nonlinear material properties, but can be used whenever it 
seems appropriate to compute internal forces by assembling element stress contributions 
rather than by using a global stiffness matrix.

Remarks. Equations 11.2-11 and 11.2-12 are each a system of coupled, second-order 
ordinary differential equations in time. Each constitutes a semidiscretization: nodal d.o.f. 
{D} are discrete functions of space but continuous functions of time. In a solution by 
direct integration, the equations are also discretized in time.

Consistent mass and damping matrices, Eqs. 11.2-6, are both symmetric, full, and posi­
tive definite. Nonconsistent forms are also used; they are described subsequently. Global 
matrices [M] and [C] have the same sparse topology as [K]. They can be constructed by 
conceptual expansion of element matrices [m] and [c] to “structure size” and summation 
of overlapping terms, in the same way that [K] is constructed from element [k] matrices, 
as explained in Section 2.5.

Although structural damping is not viscous, it is usually small enough that a viscous 
representation is acceptable, and specific forms of [c] are chosen mainly for computational 
convenience (Section 11.5).

11.3 MASS MATRICES: CONSISTENT,
DIAGONAL, AND OTHER

A mass matrix is a discrete representation of a continuous mass distribution. The consis­
tent discrete representation is defined by Eq. 11.2-6. Simpler and historically earlier is the 
ad hoc “lumped” mass matrix obtained by placing particle masses at nodes. A lumped 
mass matrix is diagonal; a consistent mass matrix is not. The two representations have dif­
ferent merits, so that a particular analysis procedure may be best served by one or the 
other, or a combination of the two. An obvious advantage of lumping is computational; 
less storage space and processing time are required.

Particle Mass Lumping. Consider a uniform two-node bar element having length L, 
cross-sectional area A, and mass density p. Total element mass is therefore m = pAL. Par­
ticle lumping places a particle of mass m/2 at each node. As shown in Fig.T1.3-la, this 
lumping implies a discontinuous displacement field in which the two halves of the element 
translate separately. Thus for an element of mass m the lumped element mass matrix, and 
inertia forces associated with nodal accelerations vy and z)2, are

r .. m 1 0 
[m] = y , 

2 0 1
so that [m]

A. Fl
(11.3-1)

Inertia forces are equilibrated by nodal forces Fx and F2 shown in Fig. 11.3-la. The form 
of [m] in Eq. 11.3-1 prevails whether displacement is axial or lateral. If the two-node bar 
element is allowed to move in 3D space, its (diagonal) lumped mass matrix and nodal dis­
placement vector are
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la) (b)

Figure 11.3-1. Lateral displacements of a two-node bar element are shown by dashed lines.
(a) Implied by ad hoc lumping. and F2 are inertia forces, (b) Linear displacement field 
provides the consistent [m] of a bar element.

[m] = jFl 1 1 1 1 1J {d} - L«i Wi U2 v2 w2f (11.3-2)

Thus for translational acceleration a in any coordinate direction, the total inertia force 
associated with the element is ma.

For an arbitrarily shaped three-node triangular element of area A and uniform thickness 
t, particle lumping places particles of mass pAt/3 at each vertex. An eight-node rectangu­
lar hexahedron of volume V would have particles of mass pV/8 at each node.

Rotational d.o.f., in elements that have them, are not supplied with rotational inertia 
by the mere presence of mass particles. Rotational inertia must be added separately. 
Consider, for example, y-direction lateral displacement of a uniform two-node beam ele­
ment, Fig. 2.3-1. Nodal d.o.f. are {d} = |_v1 0zl v2 With a a number to be 
selected, lumped mass matrices for an element of total mass m are

Beam without rotary inertia: Beam with rotary inertia:

[m] = mFl/2 0 1/2 Oj [m] = mfl/2 aL2 1/2 aL2] (11.3-3)

An ad hoc way to prescribe a is to imagine that a uniform slender bar of length L/2 and 
mass m/2 is attached to each node and rotates with it. The associated mass moment of 
inertia is 1 = (m/2)(L/2)2/3, for which a = 1/24.

Consistent Mass Matrix. Displacement of the two-node bar element in Fig. 11.3-lb is 
linear in the axial coordinate. If y-direction lateral displacement v is the only displace­
ment, for a uniform element of total mass m = pAL, from Eq. 11.2-6, 

Bar: [N] = L~x x 
~L~ L

rL
[m] = [N]r[N]pA dx =

*0
(11.3-4)m 2 1

6 1 2

which operates on the nodal acceleration vector {d } = [v t i)2 Jr.
For a uniform two-node beam element with d.o.f. {d} = \yx 0Z1 v2 W’ Fig- 2-3-1, 

shape functions are stated in Fig. 2.3-1 and in Fig. 3.2-4, and the consistent mass matrix is
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thIt- m

’ 156

22L

22L

4L2

54 -13L ’

13L -3L2
Beam: [m] = jo[N]r[N]pAJx= ~

54 f3L 156 -22L

-13L -3L2 -22L 4L2

(11.3-5)

where m = pAL is the total element mass. If the beam element stiffness matrix accounts 
for transverse shear deformation, as in Eq. 2.3-6, it is implied that shape functions differ 
from those used to obtain Eq. 11.3-5. Consequently additional terms appear in the mass 
matrix, expressions for which may be found in [11.4,11.5].

As final examples, consider an arbitrarily shaped three-node triangle and a four-node rect­
angle, namely element CST (Sections 3.4 and 7.1, Eq. 7.3-7) and element Q4 (Section 3.6). 
For motion in a single coordinate direction, with m the total mass of each element, consis­
tent mass matrices for elements of uniform density and thickness are

2
1
1

CST: [m] m
12

(11.3-6)

If motion is allowed in all three coordinate directions, mass matrices are enlarged, with 
repetition of terms already present, in the same way that [m] of Eq. 11.3-1 is enlarged to 
become [m] of Eq. 11.3-2.

Combination Matrices. For a given number of elements in the FE model, computed 
vibration frequencies are often found to be more accurate if lumped and consistent mass 
matrices are combined. Taking the bar element as an example, with a number /3 in the 
range 0 < /3 < 1, we obtain from Eqs. 11.3-1 and 11.3-4

(1 - /3)*lumped  + /3*consistent:  Average, = 0.5:

r -i m
[m] = -r o

3-0 0
0 3-0 M = n 1 5 ' (1L3-7)

A combination [m] for a beam element can be similarly constructed from Eqs. 11.3-3 and 
11.3-5. Various combinations for various element types have been explored [11.6,11.7]. 
Selected results, in the form of computed vibration frequencies, appear in Table 11.3-1. 
For these bar and beam examples—but not in all problems—natural frequencies are 
underestimated by a particle-lumped [m] and overestimated by a consistent [m], by nearly 
equal amounts for the bar, but not so for the beam. Respectively, the bar and beam struc­
tures have 8 and 10 d.o.f., so modes 8 and 10 are the highest modes these models can pro­
vide. With particle masses, the beam has only four active d.o.f. with mass, so modes 
higher than four have infinite frequency. Note that the number of modes with adequate 
accuracy is roughly half the number of active d.o.f., at least in these examples.
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TABLE 11.3-1. Percentage errors of computed natural frequencies, using 
different mass matrices [11.7]. For beam elements with particle­
mass lumping, a = 0 in Eq. 11.3-3. Structures are uniform and 
modeled by elements of equal length. ,

Mode

number

Type of mass matrix used

Particle-mass lumps (%) Average [m] (%) Consistent [m] (%)

Axial vibration of an eight-element bar, one end fixed, the other free

1 -0.16 0.00 +0.16

2 -1.44 -0.03 +1.45

3 -3.97 -0.20 +4.05

4 -7.69 -0.79 +7.92

8 -32.42 -17.43 +15.94

Flexural vibration of a five-element cantilever beam

1 -1.80 -0.91 0.00

2 -5.90 -3.07 +0.05

3 -9.31 -5.03 +0.36

4 -13.62 -7.69 +1.17

10 Unavailable +91.77 + 67.83

With h a measure of element length, it has been found that lumped and consistent mass 
formulations for the bar element each provide natural frequency errors of order ft2 (in 
opposite directions) and that the average formulation provides error of order /z4 [2.13]. 
Thus the convergence rate with mesh refinement is much faster when the average formula­
tion is used. A similar improvement is possible with the beam element [2.13].

HRZ Lumping. The name “HRZ” identifies the authors of the procedure [11.8]. It is an 
ad hoc method but appears to be quite successful. The essential idea is to compute only 
diagonal terms of the consistent element mass matrix, then scale them so as to preserve the 
total element mass. The result is a diagonal mass matrix. Recognizing that there may be 
both translational and rotational d.o.f., which may describe motion in one, two, or three 
coordinate directions, the following steps might be followed for an element of total mass m.1. Compute only diagonal coefficients mu of the consistent element mass matrix.2. For each coordinate direction in which motion is described by the element d.o.f.:a. Determine a number 5 by adding the mu associated with translational d.o.f. (but 

not rotational d.o.f.).b. Multiply all coefficients associated with this direction by the ratio m/s.

Applying this procedure to [m] of the bar element, Eq. 11.3-4, we obtain [m] of Eq. 11.3-1. 
From [m] of the beam element, Eq. 11.3-5, we obtain the HRZ lumping

[m]=mri/2 L2/78 1/2 L2/78j (11.3-8)
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Serendipity element Lagrange element

(a) (b)

Figure 11.3-2. Rectangular plane elements, showing the fraction of total 
element mass associated with diagonal terms in HRZ lumping. First 
number: based on 2 by 2 Gauss quadrature. Second number (in parentheses): 
based on 3 by 3 Gauss quadrature.

Examples of HRZ lumping for plane elements having no rotational d.o.f. appear in 
Fig. 11.3-2.

Computed vibration frequencies of a plate appear in Table 11.3 -2 [ 11.8]. Elements have 
eight nodes each, and each node has one lateral translational d.o.f. and two rotational d.o.f. 
The ad hoc lumping used consists of equal mass particles at each element node. Half the 
plate was modeled, using a 4 by 2 mesh of square elements. In the “modes” column, and 
nw are the number of half-waves in each direction over the entire plate.

Optimal Lumping. Mass lumping can be regarded as the result of using an appropriate 
quadrature rule to evaluate Jp [N]r[N] dV. If integration points coincide with nodes of an 
element having translational d.o.f. only, then no off-diagonal terms are generated, so the 
resulting mass matrix is diagonal. If rotational d.o.f. are also present, blocks of terms 
appear along the diagonal. In what follows we consider elements having translational 
d.o.f. only.

TABLE 11.3-2. Percentage errors of computed natural 
FREQUENCES FOR LATERAL VIBRATION OF A SIMPLY 
SUPPORTED THICK SQUARE PLATE, USING DIFFERENT MASS 
matrices [11.8]. Reduced integration was used to 
OBTAIN ELEMENT STIFFNESS MATRICES.

Mode Type of mass matrix used

L Ad hoc lumping (%) HRZ lumping (%) Consistent [m] (%)

1 1 +0.32 +0.32 -0.11

2 1 -0.45 +0.45 -0.40

2 2 -4.12 -2.75 -0.35

3 1 -5.75 +0.05 +5.18

3 2 -10.15 -2.96 +4.68

3 3 -19.42 -5.18 +13.78

4 2 +31.70 +1.53 +16.88
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Figure 11.3-3. Optimal mass lumping for a uniform bar element, a triangular 
element, and two rectangular elements [11.11]. The total element mass of each 
element is m. Plane elements have uniform density and thickness.

Let p be the degree of the highest-order complete polynomial contained in [N] and md 
the highest-order derivative in the strain energy expression (md = 1 for elasticity, md = 2 
for bending). It has been shown that a quadrature rule with degree of precision at least 
2(p - wtj) will provide comparable accuracy and no loss in convergence rate relative to 
use of the consistent mass matrix [11.9,11.10]. A diagonal mass matrix integrated in this 
way is said to be optimally lumped.

As an example of optimal lumping, consider the three-node bar element shown in 
Fig. 6.1-1, for which p = 2 and md = 1. Let the element be uniform and have uniformly 
spaced nodes. The minimum order of integration for optimal lumping is n = 
2(2 - 1) = 2. Simpson’s integration rule is appropriate, as it has cubic precision, which 
is more than is required, and it has sampling points coincident with element nodes. In 
numerical integration, shape function products NtNj are zero when i j; that is, when i 
and j designate different nodes. Therefore, the mass matrix is diagonal, and an element 
of total mass m has diagonal entries m/6 for end nodes and 2m/3 for the center node 
(Fig. 11.3-3a).

Nodes of Lagrangian elements coincide with sampling points of the Lobatto quadrature 
rule [2.13]. Results for the plane quadratic Lagrange element are shown in Fig. 11.3-3d. 
Additional results appear in [11.11]. In higher-order Lagrange elements, nodal masses are 
positive but nodes must be at special positions in the element. For other element types, 
optimal lumping may produce zero or negative nodal masses. Sometimes HRZ and opti­
mal lumpings are the same; this is the case for the quadratic Lagrange element, as seen in 
Figs. 11.3-2b and 11.3-3d. For higher-order elements, HRZ and optimal lumpings differ, 
but such elements are rarely used in structural dynamics. For all elements in Fig. 11.3-3, 
the fractional mass allocation is the same as the fractional load allocation for uniformly 
distributed axial load or uniform surface pressure (Fig. 3.11-3).

Remarks. With any mass matrix, the product [m] {d} must provide the correct total force 
on an element according to Newton’s second law F = ma when {d} represents a rigid- 
body translational acceleration. This is the only motion experienced by an element if the 
mesh has been indefinitely refined.

A consistent mass matrix is positive definite. A lumped mass matrix is positive semidef- 
inite or indefinite if zero or negative masses, respectively, appear on its diagonal. Zeros on 
the diagonal may or may not make analysis awkward, depending on the algorithm, and 
negative masses usually require special solution algorithms.

If the FE mesh correctly represents the structure volume and geometry, elements are 
compatible and their stiffnesses not softened by low-order integration rules, and mass matri­
ces are consistent, then computed natural frequencies are upper bounds to exact frequencies 
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of the mathematical model. If any of these restrictions is violated, a bound cannot be guar­
anteed [5.1]. Thus in Table 11.3-2, where stiffness matrices are evaluated using reduced 
integration, we see that not even the consistent mass matrix always produces an upper 
bound.

With consistent mass matrices, the order of error of natural frequencies is
where, as in Section 9.6, h is a linear measure of element size, p is the degree of the 
highest-order complete polynomial in the approximating displacement field, and 2m is 
the highest-order displacement derivative in the governing differential equation [2.13]. 
For a two-node bar element, p + 1 -m = 1+1-1 = 1;for a standard cubic beam ele­
ment, /?+l-nz = 3+ l- 2 = 2. Thus with consistent [m] and a mesh that is not too 
coarse, doubling the number of elements by uniform mesh refinement reduces frequency 
errors by factors of 4 for bars and 16 for beams.

Elements integrated by one-point quadrature require stabilization, as summarized in 
Section 6.8. An assembly of such elements may contain nonphysical modes of lower fre­
quency than the realistic modes, depending on how stabilization is accomplished and what 
mass matrix is used. This defect can produce misleading results in vibration analysis and 
in response history analysis. One way to address the problem is to devise a mass matrix 
such that no kinetic energy is associated with nonphysical modes, so that nonphysical 
modes are shifted to the high end of the natural frequency spectrum [11.12].

Neither the lumped nor the consistent formulation is best for all problems. Consistent 
mass matrices are more accurate for flexural problems, such as beams and plates, and can 
bound frequencies from above, as previously noted. Lumped mass matrices usually, but 
not always, underestimate natural frequencies. In wave propagation problems, lumped 
masses provide greater accuracy because of fewer spurious oscillations. Lumped mass 
matrices are simpler to form and require less storage space. Some algorithms become pro­
hibitively expensive unless [M] is lumped, while others accommodate a consistent [M] 
with very little added expense. The need for economy is much greater in response history 
analysis than in vibration analysis.

Throughout this section we have considered only the mass of elements themselves. 
Commonly there is also nonstructural mass that may exceed the structural mass. Nonstruc- 
tural mass may be present in the form of attached machinery, snow, and so on. An attached 
machine might be modeled as a rigid mass or even a mass particle, while snow constitutes 
a distributed mass. A surrounding fluid such as water contributes added mass as described 
in Section 12.8, and also contributes to damping.

11.4 NATURAL FREQUENCIES AND MODES

We first review vibration of a simple spring-mass system, with and without damping. 
Next, undamped vibration of multiple-d.o.f. FE structures is discussed. Damping is con­
sidered further in Section 11.5, and is included in modal methods for analysis of response 
history and harmonic response, which are discussed in Sections 11.7 and 11.10.

Single-cLo.f. Free Vibration. “Free” vibration means that load r in Fig. 11.2-1 is zero. If 
there is no damping, motion is described by u = u sin cot, where u is the amplitude of 
vibration and m is its circular frequency (radians per second). The cyclic frequency is/ = 
co/217 (Hertz; cycles per second) and the period is T = 1//(seconds). Substitution of 
c = 0, r = 0, and u = u sin ort into Eq. 11.2-1 yields
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(a) (b)

Figure 11.4-1. (a) Undamped free vibration, (b) Damped free vibration, with 
c< Cc-

ku sin tot-mu co2 sincor = 0 from which to - Jk/m (11.4-1)

In general, natural frequencies are independent of amplitude if conditions remain linearly 
elastic, gaps do not open or close, and amplitudes are small in comparison with structural 
dimensions so that geometric nonlinearity does not appear.

If damping is present (c 0 in Eq. 11.2-1), basic vibration theory shows that there is a 
“critical” value cc = 2m*Jk/m.  If c > cc, motion decays without oscillation; if c < cc, the 
motion is oscillatory, and decays with time as shown in Fig. 11.4-lb. For c < cc, the damped 
vibration frequency tod is less than the natural frequency to = Jk/m ; specifically 

tod - tojl - £2 where £ = —
Cc

and cc = 2m*jk/m  - 2mto (11.4-2)

where £, the fraction of critical damping, is called the damping ratio. Structural damping 
is usually small - typically £ < 0.15 - so that tod ~ to. For small damping, the ratio of any 
two consecutive displacement peaks, w2/ui Fig*  11.4-lb, is related to £ by the equa­
tion 8 = ln(u2/wi) « “27r£, where 8 is called the logarithmic decrement. Thus the 
amplitude of motion is reduced by about half in one cycle of damped free vibration if 
£ = 0.10, and reduced about 10% per cycle if £ = 0.02. Damping is considered in more 
detail in Section 11.5.

For subsequent use (Section 11.7), we divide Eq. 11.2-1 by mass m and make use of 
Eqs. 11.4-2. Thus

.. c . k r . 2 r oxu + — u + — u = — becomes u + 2t;tou + to u = — (11.4-3)
m m m m

Undamped Multiple-d.o.f. Free Vibration. We ask for natural frequencies of vibration 
and their associated modes, without regard to which of them may be important in applica­
tion or how motion is initiated. Without damping, all d.o.f. move in phase with one 
another and at the same frequency to. Vibratory motion consists of nodal amplitudes {D} 
that vary sinusoidally with time relative to static equilibrium displacements {DsJ pro­
duced by time-independent loads. If these loads are zero, then {Dst} = {0} and {D} rep­



11.4 Natural Frequencies and Modes 385

resents excursions from the unstressed configuration. Otherwise vibration produces 
displacements and stresses that are superposed on displacements and stresses associated 
with static load. Natural frequencies in a linear problem.are independent of {Dst}. How­
ever, nonstructural mass that may be associated with static loads must be represented in 
[M]. Nodal displacements and accelerations associated with vibration are

{D} = {Djsinwr {D} = -<o2{D} sin art (11.4-4)

With damping matrix [C] omitted, Eqs. 11.2-12 and 11.4-4 yield the eigenproblem

Undamped free vibration: ( [K] - to2[M] ]{D} = {0} (11.4-5)

where cu2 is an eigenvalue, and co is a natural frequency. Matrix [K] - co2[M] is called a 
dynamic stiffness matrix. A physical interpretation of vibration comes from writing Eq. 11.4-5 
in the form [K] {D} = to2[M] {D} . It says that a vibration mode is a configuration in which 
elastic resistances are in balance with inertia loads.

Let {D} contain only d.o.f. that may assume nonzero values after all rigid-body modes 
and mechanisms (if any) are suppressed. Thus [K] is positive definite. If element mass 
matrices are consistent, or lumped with strictly positive diagonal coefficients, [M] is also 
positive definite. Then the number of nonzero a)£- is equal to the number of d.o.f. in {D} . 
Occasionally two or more are numerically equal. Then their associated vibration modes 
{D}z are not unique, but mutually orthogonal modes for the repeated coz can be established 
[2.14]. A partly or completely unconstrained structure, or a structure that contains a mech­
anism, has a positive semidefinite [K] and a zero eigenvalue associated with each possible 
rigid-body motion or mechanism. The associated mode shape describes the rigid-body 
motion or the mechanism motion. If [M] is lumped with some zero diagonal coefficients, 
an infinite eigenvalue is associated with each zero Degrees of freedom associated with 
zero Mu can be removed by static condensation before extracting eigenvalues, without 
affecting the remaining eigenvalues and mode shapes.

Eigenproblems and solution methods are surveyed in Appendix C. The following exam­
ples illustrate calculation of natural frequencies and modes in structural mechanics (acous­
tic modes are discussed in Section 12.7). The eigenvalue extraction method used in these 
examples is suitable only for hand calculation with very few d.o.f.

Example 1. A uniform slender cantilever beam is modeled by a single element (Fig. 11.4-2). 
Only flexural motion in the plane of the figure is considered. Degrees of freedom at node 1 are 
suppressed; only d.o.f. at node 2 are active. We elect to use the consistent mass matrix, Eq. 11.3-5. 
The element stiffness matrix is given by Eq. 2.3-5 (and by Eq. 3.3-14). Thus we obtain

El 12 -6L
Z,3 -6Z, 4L2

156
-22L

-22L
4L2

»2 0
0.

(11.4-6)2 m
M 420

where m is the total element mass. If there is to be a solution other than v2 = 0z2 = 0, 
the determinant of the complete matrix that multiplies these d.o.f. must vanish; that is
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(a) (b) (c)

Figure 11.4-2. (a) One-element model of a cantilever beam. (b,c) Shapes of the two modes of 
lowest frequency.

12-156a -6L + 22La n u w2mL3
? 9 = 0 where a =

-6L + 22La 4L-4La 42QEI
(11.4-7)

Solving for a and then evaluating the latter equation for co2, we obtain the frequencies of 
modes 1 and 2 in the mathematical model.

(
\l/2FJ

—3 
mL )

(11.4-8)

Theory of vibration for continuous systems shows that the exact multipliers of 
(E//mL3)1/2 are 3.516 for mode 1 and 22.03 for mode 2. As expected, the approximate 
is more accurate than the approximate w2, anc^ use °f the consistent mass matrix has pro­
duced upper bounds.

To obtain the eigenvector corresponding to a frequency co- by hand calculation, we first 
substitute cof into Eq. 11.4-6. Because makes the determinant of the coefficient matrix 
zero, one row is a constant times the other and a unique solution for |_v2 not
possible. A simple tactic is to substitute unity for one of the two d.o.f. (If applied to an 
arbitrary multiple-d.o.f. system, it is possible that the d.o.f. set to unity is actually zero. 
Then a solution will not be obtained, and another d.o.f. must be set to unity.) In the present 
example, for the first mode a> = oj1 and we may set v2 = 1. Thus we obtain

El 12 -6L El 156
L3 -6L 4L2 33.65L3 _22Z,

-22L
4L2

0

,0

i

1.38/L

1 
w « _ > 

IU

(11.4-9)

Similar calculation for the second mode yields v2 - 1, 0_,2 = 7.62/L. Note that if {D}z is 
an eigenvector, so is c{D}f, where c is a positive or negative constant. Hence any {D}- can 
be normalized (scaled), perhaps to satisfy Eq. C.3-13 of Appendix C. Mode shapes are 
shown by dashed lines in Fig. 11.4-2. These lines show only one extreme position; the 
other is obtained by reversing the algebraic signs of all d.o.f. Software graphics may be 
able to display only straight lines between nodes, and so may plot a straight line for both 
modes.

If particle masses are used, mass m/2 is associated with d.o.f. v2 only, so [m] = [m/2 Oj. 
With this modification, co2 = °o, the second of Eqs. 11.4-6 yields = 3v2/2L , and the first 
equation yields = 2.45 J EI/mL/ . HRZ lumping, Eq. 11.3-8, fares even worse for in 
this example, giving = 2.3%*]  EI/mL? andco2 = \%.2*j  EI/mL3 .
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(a)

Figure 11.4-3. (a) Unsupported two-d.o.f. uniform bar. (b) Modes for = 0 (rigid-body 
translation) and co2>0 (axial straining mode).

Example!. Consider axial vibration of the unsupported one-element bar of mass m 
shown in Fig. 11.4-3. We elect to use the consistent mass matrix, Eq. 11.3-4. The eigen­
value problem, and the statement that the determinant of the expression in parentheses 
must vanish, are

0
0

AS 
L

1 -1
-1 1

2m 2 1
- (O —

6 1 2
“1

^2.
and w2(mw2 - 12AE/L) = 0

(11.4-10)

Two eigenvalues and two eigenvectors can be computed by the same methods used in 
Example 1. Thus

First mode: Second mode:

r
= 0, o>2 = 3.464 a/AE/zkL, (11.4-11)

u2

The first mode is rigid-body translation and is computed exactly. The exact frequency of the 
second mode is = ir^AE/mL. If instead we use lumped masses, [m] in Eq. 11.4-10 
becomes the diagonal mass matrix m[l/2 1/2], and we obtain = 0 and 
a>2 = 2 jAE/mL. Frequency co2 is not an upper bound.

Rayleigh Quotient. Let Eq. 11.4-5 be premultiplied by {D }r. Thus for any mode i

{D£[K]{D}f = ^{D}f [M]{D}f (11.4-12)

This equation can be regarded as stating that, in any mode z, twice the maximum strain 
energy (when displacement is greatest and velocity is zero) equals twice the maximum 
kinetic energy (when velocity is greatest and displacement is zero). Solution of Eq. 11.4-12 
for a), yields

Rayleigh quotient:
^2 = {d£[K]{P}.
W' {D^[M]{D}f (11.4-13)
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It can be shown [2.14] that when an approximation for {D} ■ is used, the maximum and 
minimum ty values provided by the Rayleigh quotient are respectively less than the exact 
maximum co of the mathematical model and greater than its exact minimum co. Also, if 
{D},. approximates an exact eigenvector with first-order error, the Rayleigh quotient pro­
vides an co- that has only second-order error. Finally, the Rayleigh quotient is stationary 
(typically a relative maximum or minimum) when {D}z varies in the neighborhood of an 
exact eigenvector [5.1].

Remarks. Eigenvectors that correspond to different frequencies are orthogonal with 
respect to both stiffness and mass matrices; that is

{d£[K]{D}. = 0 and {d£[M]{D}- =0 for i*j  (11.4-14)

The argument that provides this result appears in Appendix C. It requires that coz co;-. A 
3D case for which coz = co;- in different modes (z j) is provided by a straight cantilever 
beam of circular cross section that lies along the x axis. Lateral vibration can take place in 
the xy plane or in the xz plane. A mode shape in one plane is repeated in the other, with the 
same frequency, but the modes are different because they appear in different planes, and 
eigenvectors that satisfy Eqs. 11.4-14 can be written.

In static analysis, one way to exploit symmetry is to analyze half the structure. How­
ever, mirror symmetry of structure and supports does not imply that all vibration modes 
are symmetric about the symmetry plane. By imposing mirror symmetry we exclude all 
antisymmetric modes. For this reason symmetry conditions should be used sparingly or 
not at all in vibration problems.

Spinning structures require special care. Tensile stress produced by rotation produces 
“stress stiffening” and raises natural frequencies. The effect is taken into account by a 
matrix that augments the conventional stiffness matrix (see Chapter 18). In some situa­
tions a “spin softening” acts to reduce natural frequencies (Section 18.6). Sometimes Cori­
olis forces are present. They multiply velocities and produce a skew-symmetric 
gyroscopic matrix (Gry = - G;7) that transfers energy from one mode to another. Refer­
ences include [11.13-11.19].

11.5 DAMPING

Damping dissipates energy, causing the amplitude of free vibration to decay with time, and 
limiting the amplitude of vibration produced by a loading whose frequency coincides with 
a natural frequency. Damping can be inherent or deliberately added, perhaps to limit peak 
response. Damping that influences structural dynamics can be categorized as follows.

• Viscous damping exerts force proportional to velocity, as exhibited by the term cu in 
Eq. 11.2-1. A formulation for this kind of damping was developed by Rayleigh 
[11.20]. Energy dissipated per cycle is proportional to frequency and to the square of 
amplitude. Viscous damping is supplied by surrounding gas or liquid or by viscous 
dampers added to the structure.

• Hysteresis damping, or solid damping, is inherent in the material and may result from 
plastic action on a very small scale, with nominal stresses in the elastic range. Energy 
dissipated per cycle is independent of frequency.



11.5 Damping 389

• Coulomb damping resembles hysteresis damping but is associated with dry friction, 
such as slippage in joints.

• Radiation damping refers to energy loss to a practically unbounded medium, such as soil 
that supports a structure [8.18]. Note that a surrounding medium also contributes mass. 
(Some analysis options for infinite media are noted in Section 8.8, and Section 12.7 dis­
cusses radiation damping in acoustics.)

Further discussion of structural damping appears in references such as [2.21,11.1-11.3, 
11.21,11.22]. With direct time integration methods of response analysis there is also the 
possibility of algorithmic damping or numerical dissipation, which is artificial damping 
introduced by the solution algorithm (Section 11.13).

Of the foregoing kinds of physical damping, only viscous damping is easy to represent 
in dynamic equations. Fortunately, damping in structural problems is usually small enough 
that, regardless of its actual source, its effect on structural response is modeled well 
enough by regarding it as viscous. “Small enough” usually means that damping forces 
[C]{D} are less than roughly 10% of the other forces in Eq. 11.2-11 or 11.2-12. Such is 
the case for the majority of structures loaded in the elastic range.

Two devices commonly used to represent viscous damping are called proportional 
damping and modal damping. Either is a computationally convenient choice, unless damp­
ing characteristics are different in different parts of the structure [11.1,11.3].

Proportional Damping. This device, also known as Rayleigh damping, defines the glo­
bal damping matrix [C] as a linear combination of the global mass and stiffness matrices.

[C] = a[M] + j8[K] (11.5-1)

This equation makes damping frequency-dependent, as shown in Fig. 11.5-1. For a single- 
d.o.f. system, Eq. 11.4-3, proportional damping becomes c = am + /3k, which yields the 
fraction of critical damping.

^(am + fik) = 2&> hence £ = + (11-5-2)

By selecting a design spectrum, identified as the frequency range of interest in Fig. 11.5-1, 
and choosing values of the desired fat points 1 and 2, we obtain from Eq. 11.5-2

Damping 
ratio £

Figure 11.5-1. Fraction of critical damping for the proportional-damping 
scheme.
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cl - 2ct)1ct)2(^1co2_^2coi)y/(aJ2_ ^1)
9 9 (11.5 3)

P = 2(^£o2-^1a>1)/(a)2-^)

An important property of proportional damping is that vibration modes are then orthogo­
nal with respect to [C] (this kind of orthogonality is described in Appendix C). Therefore 
the set of coupled equations, Eq. 11.2-12, can be transformed to a set of uncoupled equa­
tions, as described in Section 11.7.

The a[M] contribution damps lowest modes most heavily, while the /3[K] contribution 
damps highest modes most heavily. Proportional damping can be imagined as immersion of 
the structure in a nonphysical fluid whose viscosity becomes infinite for rigid-body motion 
of the structure (w = 0). For higher-frequency modes, viscosity acts to damp relative 
motion of d.o.f., with increasing effect as co increases. Therefore the /J[K] term may be 
used to damp nonphysical high-frequency vibrations (noise) from response simulations. 
Noise may also be reduced by modal damping and by algorithmic damping (Section 11.13).

Modal Damping. When dynamic equations are decoupled by the modal method, an 
equation having the second form in Eq. 11.4-3 appears for each individual natural fre­
quency of the structure. Each frequency may be assigned its own value of damping ratio £ 
See Section 11.7 for details.

11.6 REDUCTION OF THE NUMBER OF D.O.F.

General Summary. Analyses in dynamics often require repeated operations, each involv­
ing the computational effort of a single static solution for a single load vector. To reduce 
the amount of computation, it is sometimes helpful to reduce the size of matrices being 
manipulated. Reduction is accomplished by using a smaller set of d.o.f. to represent the 
full set of d.o.f. in the FE model. The two sets of d.o.f. are related by a transformation 
whose form depends on how the reduced set is constructed. D.o.f. in the reduced set need 
not be nodal d.o.f. of the FE model. They may be generalized d.o.f., like those used in the 
classical Rayleigh-Ritz method. Ideally, reduction is accomplished economically, without 
requiring decisions of the FE user, with little sacrifice in accuracy, and in a form that is 
easily implemented in subsequent dynamic analysis [11.23,11.24]. -

Various kinds of reduction can be identified. Each can be regarded as either a way of 
imposing an elastic constraint or as a way of providing a “reduced basis.” A basis is a set 
of linearly independent vectors that can be combined in various proportions to represent or 
approximate other vectors. In the context of structural vibration, “other vectors” implies 
the complete set of eigenvectors of the FE model. A basis is called “reduced” if it includes 
fewer vectors than the complete set.

Reduction can be accomplished by methods that range from intuitive to semi-rigorous. 
In Guyan reduction, discussed below, mass associated with some d.o.f. is ignored, and 
these d.o.f. are constrained to displace as dictated by elastic properties and displacements 
of other d.o.f. called “masters.” The reduced problem contains only master d.o.f., and its 
vibration modes constitute a reduced basis. In solving the eigenproblem (Appendix C), the 
set of trial vectors used in the Lanczos and subspace iteration methods can be regarded as
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a reduced basis for the entire set of eigenvectors. In the modal method of response history 
analysis (Section 11.7), one uses several of the lowest modes rather than the entire set. 
Component mode synthesis (Section 11.9) forms a reduced basis by assembling selected 
information from component substructures. "

It is not easy to say how many d.o.f. must appear in the reduced set. Similar concerns 
arise in modal analysis; see Section 11.7. There should be enough d.o.f. to represent the 
lowest vibration modes, as they are almost certain to be important. Few d.o.f. may be 
needed if the loading is simple in its spatial distribution, has only low-frequency content, 
and only displacement response is needed. If loading has complicated spatial distribution, 
or is suddenly applied, more d.o.f. are needed. More d.o.f. are needed to calculate velocity 
response, and yet more for acceleration response. In addition to the danger that the reduced 
set may have too few d.o.f., it is possible that the reduced set may not be able to represent 
a mode in the range of interest, while adequately representing modes of both lower and 
higher frequencies [11.21].

Why create an FE model having a great many d.o.f., then do additional work to obtain a 
reduced-basis model from it? A coarse-mesh FE model may not have sufficient detail in its 
stiffness and mass representations. Stress calculation often requires greater detail than 
dynamic analysis. A detailed FE model may already be available from previous analyses 
for static stresses.

Guyan Reduction. In this method, d.o.f. of the FE model are designated as either slaves 
or masters. Slave d.o.f. are required to move as dictated by the motion of masters and the 
content of [K], with inertia ignored, as is the case in static (or quasistatic) analysis. Only 
masters appear in the reduced equation set, whose order is equal to the number of masters.

To describe the method, we begin with the equation of undamped free vibration, Eq. 11.4-5, 
partitioned according to master d.o.f. {Dm} and slave d.o.f. {DJ.

0

0

IT

K?Lms
— 0) 

u <5 Rlu

(11.6-1)

We might solve the lower partition for {D5} and substitute into the upper partition, thus 
obtaining a smaller system that has only {Dm } as d.o.f., but matrices of such a reduced sys­
tem would be frequency-dependent. To obtain a frequency-independent transformation, 
Guyan [11.25] and Irons [11.26] suggested that the relation between slaves and masters be 
dictated entirely by stiffness coefficients. Accordingly, we ignore all mass coefficients in the 
lower partition of Eq. 11.6-1 and obtain from it

{DJ = - (11.6-2)

Overbars have been omitted in Eq. 11.6-2 because the master-slave transformation can be 
applied generally; its use is not restricted to eigenvalue problems. The entire set of d.o.f. is 
expressed in terms of masters by the equation

{D}
Dt

= m{Dm} where -<C_ (11.6-3)m = I
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where FlJ is a (diagonal) unit matrix. Physically, the Jth column of [T] represents the static 
displacement of the structure when the Jth master has unit displacement and all other mas­
ters have zero displacement. This displacement state is sometimes called a constraint mode.

Substitution of Eq. 11.6-3 into Eq. 11.4-5, followed by premultiplication by [T]r, yields 
the reduced eigenproblem.

, \ _ [K ] = [T]r[K][T][Kr] - w2[Mr] ){Dm} = {0} where (11.6-4)
7 [Mr] = [Tj[M][T]

Similar transformation of the basic equation of structural dynamics, Eq. 11.2-12, yields

.. . eM [Cr] = [T]r[C][T][Mr]{DM} + [Cr]{DJHKr]{Dm} = {R“‘} where
{R® } = [T] {R }

(11.6-5)

Equations 11.6-4 and 11.6-5 show that reduced mass and damping matrices are full, 
even if the original [C] and [M] matrices are sparse or diagonal. Therefore slaves must 
appreciably outnumber masters if Guyan reduction is to decrease overall cost rather than 
increase it. Also, because slave d.o.f. are not credited with mass, Guyan reduction pro­
duces a [Kr] identical to that produced by static condensation, Section 6.7. This observa­
tion may suggest an alternative to Guyan reduction: choose master d.o.f., lump masses at 
only these d.o.f., and reduce [K] by static condensation. However, this alternative is often 
less accurate, and requires expertise of the analyst.

If slave d.o.f. are to be recovered after solving for masters, one may use Eq. 11.6-2. For 
better accuracy in eigenvalue problems, one can recover slave d.o.f. of the ith mode from 
the lower partition of Eq. 11.6-1 with all mass coefficients retained [11.27]. Thus

{DJi [K„ - X]’’ [C - *>] ML] { Dm }f (11.6-6)

The example application in Fig. 11.6-1 shows that considerable reduction of order is 
possible. Reduction raises frequencies of the lowest modes because of displacement con­
straints imposed on the full system. Usually no more than the lower half of frequencies 
available from the reduced system have adequate accuracy. Accuracy can be estimated by 
reanalysis using more masters, or perhaps fewer.

Choice of Masters. In practice, the number of masters used in Guyan reduction may 
range from about one-tenth to one-half the total number of d.o.f. Some guidelines for 
choice of masters are:

• A master should have large mass, large deflection in modes of interest, or both. Large 
deflection implies a large mass-to-stiffhess ratio. Accordingly masters are usually d.o.f. 
normal to the surface of a plate or a shell rather than tangent to it, and rotational d.o.f. are 
usually not masters.
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Full system, 90 d.o.f. = 3.469 
(one displacement cu2 = 8.535

and two rotations w3 = 21.450
at each node) o>4 = 27.059

Reduced system, 6 mas- coj = 3.473
ter d.o.f. (lateral <o2 = 8.604
displacements at o>3 = 22.690
nodes circled) oj4 = 29.490

Figure 11.6-1. The first four vibration frequencies of a thin, square, cantilever plate of 
side length a and thickness t [11.28]. The number reported is the multiplier of *]D/ptaf  .

• Masters should not be clustered in a portion of the structure. With clustering, some 
modes may be poorly represented and others not represented at all.

• D.o.f. at which time-varying forces or displacements are to be prescribed should be 
retained as masters.

It is possible to automate the choice of masters, as described in what follows. If some 
choices made by software seem inappropriate or inadequate, the analyst may override or 
supplement them, based on good judgment and familiarity with the problem at hand.

Automatic selection of masters is based on heuristic argument. If d.o.f. with large mass- 
to-stiffness ratio should be masters, then d.o.f. with small mass-to-stiffness ratio should be 
slaves. An algorithm can scan diagonal entries in [K] and [M], searching for the d.o.f. i 
that has the smallest ratio M^/K^ This d.o.f. is removed by condensation, yielding 
reduced matrices [Kr] and [Mr] one order smaller than [K] and [M]. The reduced matrices 
are now scanned for d.o.f. with the smallest Mrii/Krii, and the reduction process repeated, 
again reducing matrix order by one.. The process continues until a user-prescribed number 
of d.o.f. remain; these are the master d.o.f. Alternatively, if frequency content alone gov­
erns the number of masters needed, the process can be stopped when the next d.o.f. to be 
eliminated has a mass-to-stiffness ratio m/k such that Jm/k represents a frequency about 
three times the largest frequency considered important. Symbolically, the foregoing one- 
at-a-time reduction amounts to repeated application of the transformation in Eq. 11.6-4, 
although this is not a computationally efficient way to organize the manipulations. Discus­
sion and numerical examples appear in [ 11.29-11.31].

Example. A one-element uniform beam is shown in Fig. 11.6-2. Nodal amplitudes of 
vibration are and 0z2 • Using the conventional beam element stiffness matrix and con­
sistent mass matrix, we obtain the eigenproblem

El 12

U 6L

6L 2 m 156
4L2 420 -13L

-i\

-13L J vx 
4L2J jl^2

0

0
(11.6-7)
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Figure 11.6-2. A uniform beam. The left end is allowed to 
displace but not to rotate. The right end is simply supported.

where m is the total mass of the element. For the first mode, exact results provided by 
beam theory, and approximate results provided by Eq. 11.6-7, are

Exact, by beam theory:
9 3

= 6.0881EI/mL

vr = 1, 0z2 = -1.5708/L

Approximate, by FEA:
W; = 6A362EI/mL3 

vl = 1, 0z2 = -1.5704/L
(11.6-8)

For Guyan reduction, we elect v j as master and 0z2 as slave, in accord with the guide­
lines. Using Eqs. 11.6-3 and 11.6-4, with Kss = 4EI/L and = GEI/I?, we obtain

[T] =
’ 1 '
-3/2L

and
^3EI 2 204rn 

------(di -------  
1 420 (11.6-9)1 = 0

2 3from which the fundamental frequency is = 6A765EI/mL . As expected, this result 
is higher than the approximate frequency in Eq. 11.6-8. With vx set to unity, recovery of 
0z2 from Eqs. 11.6-2 and 11.6-6 respectively yields the mode shapes

vx = 1, 0z2 = -1.5000/L and vx = 1, 0z2 = -1.5709/L (11.6-10)

A more accurate frequency than the approximate value in Eq. 11.6-8 can be obtained by 
substituting {D} = Ll -1.5709/L_lr into the Rayleigh quotient, Eq. 11.4-13, with [K] 
and [M] taken from Eq. 11.6-7. The result is w1 = 6.1362E//mL , as is also obtained 
from Eq. 11.6-7 without reduction. Note that the Rayleigh quotient would provide no 
improvement if we were to use the first of Eqs. 11.6-10, so that {D} = Ll -1.5000/Zjr.

For this problem, we can obtain a fundamental frequency based on a particle-lumped 
[m] without formal use of FEA. We place a particle mass = m/2 at node 1. The lateral 
stiffness coefficient associated with node 1 is obtained by applying a lateral force Fx at 
node 1, using beam theory to obtain the resulting lateral displacement = F^l}/3EI, 
from which the lateral stiffness coefficient at node 1 is Kx = Fx/vx - 3EI/L\ Hence the 
lumped-mass fundamental frequency is = 6EI/mL\ Note that this result is
not an upper bound.

11.7 RESPONSE HISTORY: 
MODAL METHODS

Response History. The question posed is this: given a loading of known distribution in 
space and known variation with time, what is the resulting motion? That is, what are the 
accelerations, velocities, and displacements of d.o.f. as functions of time? Modal methods, 
and related Ritz vector methods, answer the question by using an alternative (and reduced) 



11.7 Response History: Modal Methods 395

set of d.o.f., solving for these d.o.f. as functions of time, then transforming back to the orig­
inal physical d.o.f. Direct integration methods answer the question by retaining the original 
d.o.f. and integrating the equations of motion using time increments Ar. In practice, meth­
ods may be combined, as by using a direct method to integrate the reduced equation set of a 
modal method. Discussion of methods for calculating response history begins in this sec­
tion and continues in Sections 11.8 and 11.11 to 11.14.

Modal Equations. Let each eigenvector {D}. of Eq. 11.4-5 be normalized with respect to 
the mass matrix; that is, scaled so that the denominator of the Rayleigh quotient, Eq. 11.4-13, 
is unity. Thus

if {D}[ [M]{D}f = 1 then {D}[ [K]{D}(. = (11.7-1)

We define a modal matrix [$] whose columns are the eigenvectors, normalized with 
respect to the mass matrix, and a diagonal spectral matrix Fco2J whose entries are the 
squared natural frequencies of vibration.

[«►] = [Dj D2 - D„] r<o2J = r^ <o2 <o2J (11.7-2)

where n is the total number of d.o.f. not suppressed by boundary conditions or constraints. 
In Section C.3 of Appendix C it is shown that {D}^ [M]{D};- = 0 and {Dj^ [K]{D};. = 0 
when i * j; that is when {D} ■ and {D}^ are eigenvectors of different modes. Therefore, 
from Eqs. 11.7-1 and 11.7-2,

[O]r[M][0] = FlJ and [fcffKKfc] = T<o2J (11.7-3)

where FlJ is a unit matrix. An arbitrary displacement vector {D} can be expressed as a lin­
ear combination of the eigenvectors; that is, as {D} = {D}^ + {D}2Z2 + 
"■ + {D}„Z„. Thus

{D} = [$]{ZJ {D} = [4>]{Z} {D} = [$]{Z} (11.7-4)

The Zr are generalized d.o.f., often called modal coordinates or modal displacements. 
They define the fraction of each eigenvector that contributes to {D}. We propose to calcu­
late the Zz as functions of time, then use Eqs. 11.7-4 to obtain {D} as a function of time. 
Because of the modal combination expressed by Eqs. 11.7-4, the modal method is often 
called mode superposition.

For the time being we retain all n d.o.f. in the equations. By substituting Eqs. 11.7-4 
into Eqs. 11.2-12, premultiplying by and taking note of Eqs. 11.7-3, we obtain

{Z} +[C0]{Z} + Fco2J{Z} = {R^,} where {R$} = [<t»]r{Rext} (11.7-5)

If the proportional damping of Eq. 11.5-1 is used, [C$] is the diagonal matrix [C$] = 
aFlJ + ft F(i)2J. More often, the modal method uses modal damping, which is another rep­
resentation of viscous damping that has as much (or as little) physical justification as pro­
portional damping. To obtain modal damping we arbitrarily define [C<j>] in Eq. 11.7-5 as 
a diagonal matrix whose /th diagonal coefficient is 2^^, where is the damping ratio
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for mode i prescribed by the analyst. Thus it becomes possible to use an appropriate or 
experimentally-determined for each mode, or to selectively damp higher modes.

Because the damping matrix and Feo2 J are both diagonal, Eqs. 11.7-5 are uncoupled. 
With modal damping, the generic equation for any mode i is

Zt +2^ +^z(. = Pi where = {<<{Rext} (11.7-6)

Here {$} • is the zth column of [4>]. Thus {CE>}Z is the zth eigenvector {D}f, scaled so that 
the first of Eqs. 11.7-1 is satisfied. Modal load is therefore a known function of time. 
Equation 11.7-6 has the same form as Eq. 11.4-3, which is derived for a single-d.o.f. sys­
tem. For each z, Eq. 11.7-6 must be integrated in time. Exact integration is possible for 
some kinds of loading [11.1-11.3]. For general loading, direct integration as described in 
Section 11.13 can be used. Initial conditions are needed to begin integration. They are 
obtained by inverting Eqs. 11.7-4. If the first of Eqs. 11.7-3 is postmultiplied by we 
see that [<X>]-1 = [C>]r[M]. Therefore

{Z} = [O]r[M]{D} {Z} = [O]r[M]{D} (11.7-7)

from which {Z} and {Z} at time t - 0 can be determined from known values of {D} and 
{D}at time? = 0.

If the structure is partly or completely unconstrained, up to the first six columns of 
modal matrix [<E>] are rigid-body modes, which activate no elastic forces in the physical 
structure. If these modes have no damping, which is the usual case, Eq. 11.7-6 becomes 
simply Z. = for rigid-body motion. If desired, this contribution to total response can be 
evaluated separately from the deformation response [11.1].

Reduction of Order. With all n modes retained, Eqs. 11.7-6 are a mathematically exact 
representation of Eqs. 11.2-12. Only the form has been changed. The benefit of modal 
analysis is that, for many practical problems, only the lowest portion of the eigenspectrum 
need be retained. Thus in place of Eqs. 11.7-4 we write

m
{D} ~ (C>}fZf where {D} and {$}; are nX 1 and typically m « n (11.7-8) 

z=i

In effect, [$] is used as an n by m matrix rather than as an n by n matrix, so that its first 
few columns constitute a reduced basis. In many problems m« n provides the 
required accuracy. For a structure loaded by earthquake, m may be less than 20 while n 
exceeds 1000. Thus the eigensolver need extract only a few frequencies and modes 
from Eq. 11.4-5, and Eqs. 11.7-6 are few in number. Calculation of {D} from com­
puted Zr according to Eq. 11.7-8 may then be called expansion.

A measure of the error involved in modal analysis with m < n can be obtained from 
Eq. 11.2-12 [2.14]:

e(Z) =
IkRext} - [M]{P} - [C]{D} - [K]{D}|I 

II JRextlJ (11.7-9)
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where {D} and its time derivatives are obtained from Eq. 11.7-8, and ||*||  denotes any vec­
tor norm. The numerator is a measure of the difference between actual load and load gen­
erated by a truncated mode set. It is assumed that [Rext] {0} at the instant e(t) is 
computed. At other times, the numerator should approach zero. For the entire duration of 
the analysis, e(f) should be small (less than 1%, as a conjecture).

The reduced mode set must include all lower modes, without omission, up to a mode 
with a chosen frequency. But what frequency? Perhaps double the highest important fre­
quency contained in the loading. But this answer is simplistic, because the number of 
modes required depends not only on the frequency content of the loading, but also on its 
spatial complexity, whether results in addition to displacements are required, and with 
what accuracy. Modes retained must have frequencies that span the temporal variation of 
loading. Mode shapes of free vibration are unrelated to the complexity of loading, so 
enough modes must be retained to approximate displacements associated with the spatial 
variation of loading and such displacement derivatives as may be needed to obtain 
stresses. (Obviously the FE mesh must be fine enough to provide these modes and their 
frequencies to a good approximation.) Therefore, more modes are needed as the loading 
becomes more abrupt in time, more irregular in space, when bending moments and trans­
verse shears must be calculated, and when velocities and accelerations must be computed 
using Eqs. 11.7-4. Further discussion appears in Section 11.16. References include 
[2.14,2.21,10.6,11.3,11.21].

Static Correction. With a truncated mode set, {R^} in Eq. 11.7-5 is an approximate load 
vector, associated with lower modes, and producing a response representable by these 
modes. At any instant of time, the exact load vector minus the approximate load vector is a 
difference vector that contains load patterns having a more complicated spatial distribution 
than can be represented by modes retained. If modes retained span an adequate frequency 
range, the difference vector would produce little velocity or acceleration if even more 
modes were retained. Accordingly, response to the difference vector can be calculated by 
static analysis, and added as a correction to dynamic response calculated by the foregoing 
modal method. By including the correction, the spatial distribution of load is given better 
representation, and accuracy is increased for a given number of modes. Or, equivalent 
accuracy is obtained using fewer modes.

The correction can be accomplished by any of several methods. One group of methods is 
called mode acceleration methods [11.1,11.3,11.32-11.34]. This name distinguishes them 
from the foregoing modal method, which may be called the mode displacement method. 
The essential idea is to transform only the acceleration and velocity terms in Eq. 11.2-12 
by modal transformation, leaving a contribution to {D} to be computed as [K]-1 {Rext}.

Results comparable or even identical to those provided by the mode acceleration 
method can be obtained by static correction. The method is useful in treating a loading 
whose spatial complexity would require many modes but whose temporal complexity can 
be represented by a smaller number of modes [11.3]. The method appears in more than one 
form [2.14,11.3,11.33-11.35]. For a simple form, consider the load term in Eq. 11.7-5, 
with all modes retained, and make use of the first of Eqs. 11.7-3. Thus

{R*}  = [0]r{Rext} = [$]r[M][$] {R*}  hence {Rext} = [M][O]{R$}
(11.7-10)
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If the truncated mode set is used, the latter equation is the approximate load vector 
{Rext}approx represented by modes retained. The static correction {AD}, to be added to the 
{D} calculated by mode superposition, is

[K]{AD} = {Rext} - {Rext}approx where {Rext}approx = [M][O] [4>]r{Rext} 
nxl nxn nxmmxn nxl

(11.7-11)

The structure must be supported so that [K] in Eq. 11.7-11 is nonsingular. Matrix [K] need 
be reduced for equation-solving only once, although {AD} must be computed at each 
instant of time for which the correction is desired. If {Rext} represents a loading of fixed 
spatial distribution whose intensity changes with time, {AD} need only be scaled from one 
time instant to another.

Nonlinear Problems. Material nonlinearity makes [K] (and possibly [C]) time-dependent. 
Modal analysis according to Eqs. 11.7-1 to 11.7-8 becomes inapplicable because natural fre­
quencies and modes cease to be independent of time and because the principle of superposi­
tion ceases to be valid. However, nonlinearity can be accommodated by taking nonlinear 
terms to the right hand side and incorporating them with load vector {Rext}. At each time step, 
Eqs. 11.7-4 must be applied (because physical d.o.f. are needed to update the nonlinear terms) 
and modal loads {R$} must be recalculated. Thus the process may resemble repeated coordi­
nate transformation more than conventional mode superposition. This method may be appro­
priate when nonlinearities are neither severe nor widespread. Otherwise a direct integration 
method may be more appropriate. References include [11.36-11.38].

11.8 RESPONSE HISTORY: RITZ VECTORS

The modal method described in Section 11.7 has disadvantages. It incurs the computa­
tional expense of solving an eigenproblem. Eigenvectors are unrelated to the spatial distri­
bution of applied loading, so it is hard to foresee how many of them will be needed. An 
eigenvector whose frequency is contained in the loading will not contribute to response if 
it is orthogonal to the loading.

Rather than using eigenvectors as the basis for reduction, one can use Ritz vectors con­
structed from the loading. Static correction, a beneficial addition to the modal method, is 
automatically included in Ritz vectors. The Ritz vector method is in a sense opposite to the 
modal method: the modal method spans the frequency content of loading but approxi­
mates its spatial distribution, while the Ritz vector method spans the spatial distribution of 
loading but approximates its frequency content [11.34]. In one study, Ritz vectors were 
generated in one-tenth the time needed to determine eigenvectors, and the overall Ritz vec­
tor method required one-third the time of modal analysis [11.39]. However, natural fre­
quencies and modes will probably be computed anyway, to better understand structure 
behavior, and for use in harmonic response and response spectra analyses.

In what follows we summarize Ritz vectors in their original form [11.40]. Improve­
ments, such as predetermining how many are needed and error analysis, are left to refer­
ences [11.3,11.24,11.40,11.41].
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Generation of Ritz Vectors. Consider a time-dependent external loading that can be rep­
resented as

{Rext} = s{S} - (11.8-1)

where {S} describes the spatial distribution of {Rext} and s = s(t) is a scalar function of 
time that describes its amplitude. Let structural response to the loading be described by

{D} = [W]{a} {D} = [W]{aJ {D} = [W]{a} (11.8-2)

where [W] is a matrix whose columns are Ritz vectors and {a} is a vector of generalized 
d.o.f. whose individual terms az- are amplitudes of the corresponding Ritz vector. Like the 
truncated mode set in Eq. 11.7-8, [W] constitutes a reduced basis. The size of [W] is n by 
m, where n is the order of the full system and m is the number of Ritz vectors, where 
m « n in practice.

A more complicated external loading might have to be represented by superposing two 
or more loads of the type s{ S}. For linear conditions, structural response to each such load 
component can be superposed with response to another component. If I components are 
required to represent the loading, Eq. 11.8-1 and the first of Eqs. 11.8-2 are replaced by

i i i
{Rext} = and {D} = ^{D}y = ^[W]y{a}; (11.8-3)

>1 >1 J=1

Usually I is small; indeed I = 1 is often used for earthquake loading. In what follows we 
omit subscript;, with the understanding that {S} may represent any {S};-.

With [K] the n by n global stiffness matrix, we apply {S} as a static load and solve for 
the resulting displacement vector (w When normalized with respect to the mass 
matrix, {w Ji becomes the first Ritz vector {w}b which is entered as the first column of 
[W]. Thus

[K]{w*}j  = {S} b2 - {w*}[[M]{w*} 1 {wlj = (11.8-4)

With a) an arbitrary vibration frequency, ^[Mffw}! represents a vector of inertia-force 
loads not taken into account by Eq. 11.8-4. These loads can be regarded as an error vector, 
and applied as a static load in order to generate the next Ritz vector, {w}2. In similar fash­
ion u>2[M]{w}2 can be regarded as an error vector and used to generate {w}3, and so on. 
By this process all Ritz vectors generated have a form excited by the particular loading 
applied [11.40]. To generate Ritz vectors after the first, the following calculations are per­
formed. For i = 2, 3,..m,

[K]{w*} (. = [M]{w}m solve for {w*},  (11.8-5a)

z—1

{w**} ;- = {w*} t.-yCfc{w}fc where ck = {w}f [M]{w*},-  (U.8-5b)

*=1
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{w}£- = |{w**} z where b2 = {w**}^[M]{w**} f (11.8-5c)

In Eq. 11.8-5a, note that [K] need be reduced for equation-solving only once, but it must 
be nonsingular, so the structure cannot have rigid-body modes or mechanisms. 
Equation 11.8-5b makes each Ritz vector orthogonal to those preceding. Explanation of 
this orthogonalization and remarks on possible shortcomings appear in [11.3,11.41].

Substitution of Eqs. 11.8-1 and 11.8-2 into Eq. 11.2-12, followed by premultiplication 
by [W]r, yields the reduced system

T [CJ = [wf[C][W]
{a} + [CJ {a} + [KJ{a} = s[W]r{S} where (11.8-6)

[KJ = [W]r[K][W]

in which the coefficient of {a} is an implied unit matrix because Ritz vectors have been 
made mass-matrix orthogonal. Matrices [CJ and [KJ are full and of order m, but m is 
small, so dynamic response analysis by direct integration may be economical. Alterna­
tively, and perhaps preferably, eigenvectors of the reduced system can be extracted, and 
modal analysis applied to the reduced system. Eigenvectors of the original system are 
approximately [W] times eigenvectors of the reduced system.

If loading {S} is zero, as for a structure that moves freely after initial velocities {D}0 
are prescribed, Eqs. 11.8-4 fail to provide {w}P In this case one might simply set {w*}j  
equal to {D}0, then go to Eqs. 11.8-5.

11,9 COMPONENT MODE SYNTHESIS (CMS)

Alternative names for component mode synthesis (CMS) are modal synthesis, substruc­
ture synthesis, and dynamic substructuring. The method is analogous to static substructur­
ing, Section 10.11, but dynamic substructuring does not preserve the full information 
content of the complete system. As in static analysis, motivations for use of CMS in 
dynamics are partly economic and partly managerial. Reduction of order may be neces­
sary for economical computation. Substructuring becomes all the more attractive when a 
structural form is repeated several times. It is convenient for different design groups or 
organizations to work on different substructures. Redesign of one substructure does not 
affect component modes of others. After assembly of components, the reduced system can 
be used for the usual purposes of structural dynamics: calculating frequencies and modes 
of the complete structure, response history analysis, and so on.

Many variants of CMS are available; [2.20,11.1,11.21,11.42-11.46] are a few of the 
many references. Here we summarize only the Craig-Bampton method, which is the 
method most widely used [11.1]. Terminology is as follows.

Attachment d.o.f are d.o.f. at nodes on lines or surfaces where substructures are con­
nected together. Component modes are vibration modes of individual substructures with 
their attachment d.o.f. fixed. Constraint modes are static displacement patterns of individ­
ual substructures produced by applying a unit displacement to each attachment d.o.f. in 
turn while all other attachment d.o.f. are kept fixed. (Any additional d.o.f. subjected to con­
centrated external loading should be treated like attachment d.o.f. in these calculations.)
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In brief, CMS represents the many d.o.f. of a substructure by a much smaller number of 
constraint modes and component modes. The process of reducing substructure matrices can 
be regarded as a Ritz vector transformation, similar to that of Eqs. 11.8-6. The complete 
structure, in reduced form, is “synthesized” by assembling substructures along shared 
attachment nodes, in the same way that individual finite elements are assembled by 
connecting them at shared nodes. D.o.f. of the synthesized structure are its attachment d.o.f. 
and the component modes of substructures, which play the role of internal nodeless d.o.f. The 
method somewhat resembles Guyan reduction, Section 11.6, but with component modes as 
additional generalized d.o.f. Guyan reduction as described in Section 11.6 would be 
inappropriate because master d.o.f. would appear along lines or surfaces of attachment d.o.f., 
which would cluster them unfavorably. As in static substructuring, division into substructures 
for CMS should be made along shorter structural dimensions, so as to reduce the number of 
attachment d.o.f. (Fig. 10.11-la). Unlike static analysis, internal d.o.f. cannot be statically 
condensed, as described in Section 6.7, because their motion is determined by inertia forces as 
well as by elastic forces.

To obtain natural frequencies of the complete structure, wc solve an eigenvalue problem 
of the form

( 9 A([K]cms - < [M]cmsJ{z }z = {0} (11.9-1)

where i is the mode number, square matrices are stiffness and mass matrices of the synthe­
sized structure, and {z } is a vector of amplitudes of component modes and attachment 
d.o.f. We desire that the order of {z } be much less than the number of d.o.f. in the original 
structure. Because constraints are imposed to obtain Eq. 11.9-1, it yields eigenvalues 
higher than corresponding eigenvalues of the original FE structure, for which all d.o.f. are 
retained. Conceivably, all Ritz vectors used in obtaining the matrices of Eq. 11.9-1 are 
orthogonal to an eigenvector of the actual structure, in which case that mode will not be 
represented by Eq. 11.9-1. The possibility that an important lower mode will be missed 
becomes more remote as the number of component modes retained in analysis increases.

Formulation. Component modes of a typical substructure j are obtained by fixing all sub­
structure attachment d.o.f. and solving the usual undamped vibration problem

= {0} [0],. = [D, n2 - (11.9-2)

where subscript n is used to indicate those substructure d.o.f. that are not attachment d.o.f. 
Subscript I identifies a component (substructure) mode and k is the number of modes 
retained in modal matrix The number of modes retained is at the discretion of the 
analyst, but is typically much less than the number of d.o.f. in the substructure. With n 
non-attachment d.o.f., [C>]y is an n by k array.

Constraint modes of substructure j are obtained by static analysis, using the stiffness matrix 
of the substructure with attachment d.o.f. included. Subscript a identifies attachment d.o.f., 
and subscript n identifies all other substructure d.o.f., which are regarded as internal d.o.f.

0

Kaa I
A -U

R
j

(11.9-3)
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Here FlJ is a unit matrix, of size a by a if the substructure has a attachment d.o.f. Matrix 
TlJ describes unit displacement of each attachment d.o.f. in turn while others are held 
fixed. For a unit displacement of the mth attachment d.o.f., column m of pF] is the result­
ing vector of internal d.o.f., and column m of [R] is the resulting vector of reactions at 
attachment d.o.f. The upper partition of Eq. 11.9-3 yields

in = (u.9-4)

The transformation between original d.o.f. {D}j of substructure j and substitute d.o.f. used 
for synthesis is

{D}7. (11.9-5)

where {a}• is a vector of modal coordinates analogous to {Z} of Eq. 11.7-4, {Dn} contains 
substructure d.o.f. other than attachment d.o.f., and {Da} contains attachment d.o.f. 
Equation 11.9-5 resembles Eq. 11.6-3 of Guyan reduction, but with internal vibration 
modes added. The number of modes retained is at the discretion of the analyst. For the jth 
substructure, reduced stiffness and mass matrices are [W]. [K][W]; and [W];- [M][W]y, 
which operate on modal amplitudes {a}y- and attachment d.o.f. {Da};-. Assembly of reduced 
matrices yields Eq. 11.9-1. The process is illustrated by the following numerical example.

With lowest modes included in [®], CMS is effective at representing lower modes of the 
assembled structure. Success in representing higher modes near a chosen n)z- can be 
enhanced by including an adjustment analogous to that of Eq. 11.6-6 [11.46].

Example. Consider axial vibration of the nonuniform bar shown in Fig. 11.9-1. Stiffness 
and lumped mass matrices of the entire structure are

1-1 0 0 o’ ’1 0 0 0 o’
-1 2-1 0 0 0 2 0 0 0[KJ = 0-1 3-2 0 [M] = 0 0 3 0 0 (11.9-6)

Lt
0 0 -2 4 -2

£
0 0 0 4 0

0 0 0 -2 4 0 0 0 0 4

Two substructures are selected. The first consists of elements 1 and 2; the second of ele­
ments 3, 4, and 5. Node 3 provides the only attachment d.o.f. With node 3 fixed, matrices 
for substructure 1 are

rlz , aeT 1 -11 . pAlSl o’
[KnJl = -T 1 9 [M«J1 = n 9Zj —1 Z U Z

With node 3 and the right end fixed, matrices for substructure 2 are

rir n _ AeF 4 -21 ... . _ pALp o'[K«nl2 L |__2 4j [Mnnh 2 [o 4

(11.9-7)

(11.9-8)
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Figure 11.9-1. Bar of stepped 
cross section, modeled by 
five elements, each uniform 
and of length L.

For simplicity in what follows, we assume that AE/L = 1 and pAL/2 = 1. For substructure 
1, the eigenproblem of Eq. 11.9-2 is solved with the matrices of Eqs. 11.9-7. The result is

= 0.293 o>2 = L7()7 <Dih = <
1 

.75/2.

1

-5^/2.
► (11.9-9)=

where eigenvectors are normalized so that the first coefficient has unit amplitude. Similar 
solution, now for substructure 2 and with the matrices of Eqs. 11.9-8, yields

{DJ2 = |J ►2
= 0.500 ft>2 = 1.500 (11.9-10)W 2 = <

Next, we write the first substructure stiffness matrix, partitioned as in Eq. 11.9-3, and use 
Eq. 11.9-4 to obtain Eq. 11.9-5. Labels u2, and w3 are appended merely to indicate the 
d.o.f. involved. We elect to retain only the first component mode.

[W]! =
1 1

75/2 1
0 1

(11.9-11)

The first substructure has no fixed boundary. Therefore which appears in the second 
column of [W]p represents rigid-body translation.

The second substructure is treated similarly. Attachment d.o.f. m3 now precedes internal 
d.o.f. m4 and w5, so to construct [W]2 the submatrices in [W]y of Eq. 11.9-5 are rearranged 
by interchanging the two rows and the two columns. Again we elect to retain only the first 
component mode.

[W]2 =
1

2/3
1/3

0
1
1

(11.9-12)
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With no node fixed, reduced stiffness and mass matrices of substructure! are respectively

[W]f ’ 1 -1 o’
-1 

1
[WJi = 0.5858 0

0 0
-1

0
2

-1

1 0 o’
T 2 .000 2.414[W]{ 0 2 o rwi, =

1 2 .414 4.000
0 0 i *-

(11.9-13)

With only the rightmost node fixed, reduced stiffness and mass matrices of substructure 2 
are respectively

’2-2 O’ 2 0 O’ ~ —
T 2/3 O’ T 4.222 4.000

[W]2 -2 4 -2 [W]2 = , [W]2 0 4 0 [W]2 -
0 4 4.000 8.000

0-2 4 0 0 4

(11.9-14)

Node 3 is shared by the two substructures, whose matrices are assembled by overlapping 
them at the common d.o.f. w3. Vibration of the synthesized structure, Eq. 11.9-1, is 
described by the following equation, in which the first matrix is diagonal because there is 
only one attachment d.o.f. in this example.

0.5858
0
0

0 
0.6667

0 4.000

2.000
2.414 

0

2.414
8.222
4.000

(11.9-15)

Results obtained are shown in Table 11.9-1. As expected, the reduced model yields higher 
frequencies than the original model.

If we were to retain both component modes of both substructures, the transformation 
matrices would become, instead of Eqs. 11.9-11 and 11.9-12,

TABLE 11.9-1. Natural frequencies of the structure in Fig. 11.9-1, 
for the original structure and as computed by 
component mode synthesis.

Procedure <O2 O)3

Original structure (five d.o.f.) 0.2651 0.6156 1.000

CMS (2 component modes; three d.o.f.) 0.2653 0.6161 1.051

CMS (4 component modes; five d.o.f.) 0.2651 0.6156 1.000
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[Wh
1 1 1

72/2 -Ji/2 1
0 0 1

[W]2 =
1

2/3
1/3

(11.9-16)
0 0
1 1
1 -1

Of course, there is no practical reason for retaining all modes, because the “reduced” prob­
lem is then the same size as the original, but it is reassuring that in this case CMS incurs no 
loss of accuracy (Table 11.9-1).

11.10 HARMONIC RESPONSE

Harmonic response analysis seeks the amplitude of response to a load of known amplitude 
that varies sinusoidally with time at known frequency. Alternative names include fre­
quency response analysis and forced vibration, with the understanding that the forcing 
function varies harmonically. Harmonic loading may be applied to a structure by attached 
machinery that runs at constant speed. Harmonic response refers to vibration that contin­
ues at constant amplitude and at the frequency of the forcing function after initial tran­
sients have disappeared because of damping (Fig. 11.10-1). In what follows we outline the 
modal method of harmonic response analysis. Results obtained from an application appear 
in Section 11.17.

To begin, consider the single-d.o.f. system of Fig. 11.2-la, with loading r = Fo sin fir, 
where force Fo and frequency fl are both constant. As shown in basic vibration theory 
[11.1-11.3], the harmonic response is

1

[1 -p ) +(2^)2 where

w = wsin(flr- a)

a = arctan—
1-0 

p = ft/ft) 

co = Jk/m

(11.10-1)

and £is the damping ratio (Eq. 11.4-2). Harmonic response amplitude u is proportional to 
static displacement F$/k, modified by a dynamic magnification factor that depends on 
and £ Plots of amplitude u versus fi for several values of £ appear in Fig. 11.10-2. 
Response u lags forcing function r by phase angle a. Static displacement F$/k is most 
greatly amplified when fl ~ co. The fl for which amplification is greatest is called the res­
onant frequency [11.3], We see that large amplitudes are possible when £ < 0.1, as is the 
case in most structures. At a resonant frequency, damping is all that prevents vibration

D

(a)

Harmonic 
response

(b)

Figure 11.10-1. (a) A 
building frame, harmonically 
loaded, (b) Possible response 
of a particular d.o.f., showing 
decay of the transient 
component.
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Figure 11.10-2. Ratio of dynamic displacement amplitude u to static 
displacement F^/k, and phase angle a, for the single-d.o.f. system of 
Fig. 11.2-la with r = Fq sin (It.

amplitude from growing without limit, although at large amplitudes response may be lim­
ited by nonlinearities that develop. On the other hand, u < F$/k when /32 > 2, regardless 
of When /3 is large, the load changes direction so rapidly that the mass can scarcely 
respond.

A multiple-d.o.f. structure behaves qualitatively in the manner just described. The 
forced vibration amplitude of any d.o.f. selected can be plotted versus frequency fl of 
the forcing function. The structure has as many natural frequencies as there are unre­
strained d.o.f., so a plot analogous to Fig. 11.10-2 displays many peak amplitudes rather 
than only one. Peak amplitudes tend to decrease as fl increases. Each peak receives 
greatest contribution from the structure mode whose frequency is closest to fl. Contribu­
tions of other modes are much smaller but not necessarily negligible. This circumstance 
is conveniently accommodated by modal analysis, as follows.

Modal Analysis. As in any modal analysis, the first step is to obtain the lower frequencies 
and modes of the structure by solving an undamped eigenproblem. In the uncoupled modal 
equations, Eqs. 11.7-6, all terms in {Rext} are in the form of a magnitude times sin'fir. The 
solution of a generic modal equation has, of course, the same form as Eq. 11.10-1: 

__________ 1__________ w
_ -il/2z 2x2 
[1-^J +(2^)2

Zf = Z; sin (Ilf- aj

a - arctan------ -
where 1-/3; (11.10-2)

= fl/w.

where P t is the amplitude of the sinusoidally varying modal load, obtained from the sec­
ond of Eqs. 11.7-6. Equations 11.7-4 then provide physical displacements {D} from 
modal displacements Z? Phase angles at differ from one mode to another, so the fl that 
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provides a peak amplitude is not known a priori. To find it, software may try several ft’s 
on either side of a natural frequency of the structure. In constructing a plot of response 
versus fl (such as Fig. 11.17-3b), for each f) the harmonic response is calculated using all 
structural modes up to and including at least one mode whose frequency exceeds fl.

It is possible for loading to be periodic but not sinusoidal. Such a loading can be 
expressed as a sum of its Fourier series components, the foregoing analysis applied to each 
component, and results combined (Section 11.15).

11.11 RESPONSE HISTORY: DIRECT
INTEGRATION METHODS

Direct integration refers to calculation of response history using step-by-step integration 
in time, without first changing the form of dynamic equations, as is necessary in modal 
methods. Response is evaluated at instants separated by time increments Ar, so we com­
pute structure displacements at times Ar, 2 Ar, 3 Ar, ..., n At, and so on. At the nth time 
step, the equation of motion, Eq. 11.2-11 or Eq. 11.2-12, is

[M]{D}W + [C]{b}n + {Rint}n = {ReKt}„

or [M]{D}n + [C] {D} n + [K] {D} n = {Rext}„

The first form is better suited to a nonlinear problem in which [K] may change from one 
time step to the next.

Discretization in time is accomplished by using finite difference approximations of time 
derivatives. Many ways of doing so have been proposed. In this section we introduce the 
subject in a qualitative way. Details of some commonly used methods are discussed in the 
following three sections. In this discussion we assume that [M] is positive definite, but that 
(unless otherwise stated) [K] need only be positive semidefinite. Thus the structure is 
allowed to have rigid-body motion as part of its response. Similarly, a mechanism can be 
present, provided that it is not without mass. However, if there is a mechanism associated 
with an element instability, it may produce such large nonphysical displacements that 
results are unsatisfactory.

Methods of direct integration calculate conditions at time step n + 1 from the equation 
of motion, a difference expression, and known conditions at one or more preceding time 
steps. Algorithms can be classified as explicit or implicit. An explicit algorithm uses a dif­
ference expression of the general form

{D}„+1 = /({DUDMDMD}^,...) (11.11-2)

which contains only historical information on its right-hand side. The difference expres­
sion is combined with the equation of motion, Eq, 11.11-1, at time step n. An implicit 
algorithm uses a difference expression of the general form

{DUi =/({b}„+1,{D}„+1,{D}„,{b}„,{D}„,...) (11.11-3)

which is combined with the equation of motion at time step n + 1.
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Methods that originate with Eq. 11.11-2 or 11.11-3 are called single-step if the right­
hand side contains information dating back to time step n, or two-step if the information 
dates back to time step n - 1, and so on. We will discuss the central difference method, a 
two-step explicit method, and Newmark’s method, a single-stfe'p implicit method.

In practical application, important differences between explicit and implicit methods are 
related to stability and economy. Explicit methods are conditionally stable, which means 
there is a “critical” time step A?cr that must not be exceeded if the numerical process is not 
to “blow up” by becoming unstable. Because Azcr is quite small, a great many time steps 
are needed, but each is executed quickly. Commonly used implicit methods are uncondi­
tionally stable, which means that calculations remain stable regardless of how large Az 
becomes (although accuracy will suffer). In explicit methods, the coefficient matrix of 
{D}n+1 can be made diagonal, so that {D}n+1 is cheaply calculated in each time step. In 
implicit methods, the coefficient matrix of {D}w+1 cannot be made diagonal, so that cost 
per time step is greater, increasingly so as the FE mesh increases in dimensionality. As 
examples, using nonlinear test problems, the number of multiplications required per time 
step has been counted as an approximate indicator of computational effort [11.47,11.48]. 
The ratio of number of multiplications required, implicit/explicit per time step, was about 
1.8 for the computationally one-dimensional problem of an axisymmetric shell, from 15 to 
150 for two-dimensional problems, and 4000 for a three-dimensional problem. The ratio 
increases with dimensionality because matrices used in the implicit method become less 
narrowly banded. Another consequence of the difference in matrix topology is that an 
implicit method requires much more computer storage space than an explicit method.

Thus in direct integration we must choose between an explicit method, with low cost 
per time step but many steps required, and an implicit method, with higher cost per time 
step but fewer steps required. To make an appropriate choice we categorize a problem as 
of the wave propagation type or of the structural dynamics (or inertial) type.

A wave propagation problem is created by blast or impact loading, as in vehicle crash­
worthiness analysis. High-frequency modes must be represented in analysis. The number 
of significant modes may be large; perhaps two-thirds the number of d.o.f., or more if we 
wish to calculate accelerations as functions of time [2.14]. Response analysis usually need 
span only a small time interval.

A'structural dynamics problem is created by loads that vary more slowly, such as loads 
created by an earthquake. Response is dominated by the lower modes; modes higher than 
the tenth may be insignificant in some applications, regardless of the number of d.o.f. in 
the structure. Response analysis may have to span several periods of the lowest frequency. 
If the rise time and duration of the load exceeds a few multiples of the time required for a 
sound wave to travel through the structure, the problem is probably of the structural 
dynamics type [11.48].

The following characteristics of methods may help in making an appropriate choice.

• The modal method, Section 11.7, is suited to structural dynamics problems. A major 
expense of the method is in solving the eigenproblem, so efficiency is greatest when 
very few modes are needed. If the loading versus time relation can be idealized as a 
series of straight segments, integration of modal equations in time can be done analyt­
ically and exactly. Cost per time step becomes low. An additional loading function 
can be analyzed cheaply because the eigenproblem need be solved only once, regard­
less of the number of loadings. It is relatively awkward to accommodate nonlinearity 
in the modal method.
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• Implicit direct integration is suited to structural dynamics problems. It competes with 
the modal method, and may be cheaper where many modes would be needed in the 
modal method and when the analysis need not span as great a time. Cost per time step 
is substantial in 2D and 3D problems, but, in contrast-with explicit direct integration, 
the size of Ar is limited by considerations of accuracy rather than numerical stability. 
As compared with the modal method, implicit direct integration has the advantage 
that vibration frequencies and modes need not be computed; however, they are often 
computed anyway for other reasons. An additional loading function constitutes a new 
problem, without a cost-saving carryover from the preceding problem other than 
reuse of the previously computed [Keff] in its forward-reduced form for equation­
solving. Nonlinearity can be accommodated without great trouble.

• Explicit direct integration is best suited to wave propagation problems. Computer 
storage requirements are low. Cost per time step is small, but so is the critical time 
step, so the method is not well suited to structural dynamics problems. As is the case 
with implicit direct integration, frequencies and modes need not be computed, and an 
additional loading function constitutes a new problem. Nonlinearity can be accommo­
dated with relative ease.

11.12 EXPLICIT DIRECT INTEGRATION

In this section we consider two forms of the central difference method, discuss selection of 
an appropriate time step, and present computational examples.

Classical Central Differences. With At the time step, velocity and acceleration at time 
step n are approximated by the conventional central difference equations

{*>}„  = 2yr({DU-{Du) or {D}n+1 = {D}n_j +2 Ar{i>}„ (11.12-la)

{»}„ = “2{D}« + Wn-i) (11.12-lb)
At J

(Acceleration can be related to velocities as shown by Eqs. 11.12-4.) Equations 11.12-1 
can be obtained from Taylor series expansions of {D}n+1 and {D }n_x about time n At:

2 3

{D}„+1 - {D}„ + Ar{D}„ + + ■ ■ (11.12-2a)

2 3
{D}n_! - {D}„ - Ar{D}n + - ^{D}„ + - (11.12-2b)

Subtracting the latter equation from the former yields Eq. 11.12-la, while adding the two 
equations yields Eq. 11.12-lb. In both cases, terms that contain At to powers higher than 
second are discarded. The primary error term is therefore proportional to At2. This sug­
gests that {D} has second-order accuracy, so halving the time step should approximately 
quarter the error. Realistically, adequate accuracy in all but the inconsequential highest 
modes is likely to be provided by the small At needed for computational stability.
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Substitution of Eqs. 11.12-1 into the first of Eqs. 11.11-1 provides

~M + TKtC (D)-1 = tReX‘J« - + AtMlWn
Ar 2ZV _ Ar

(DU,

(11.12-3)

where, if linear conditions prevail, {Rint}„ = [K]{D}„.

Half-Step Central Differences. In place of Eqs. 11.12-1, we write [11.48,11.49]

{D}„_1/2 = £({»}»- IDLl) and {b}„+1/2 = ^({D)n+1- {D}„) (U.12-4a)

{DL = ^({D}b+i/2-{DU) = -2{D}„ + {»}„_!) (U.12-4b)

Also, we rewrite the equation of motion, Eq. 11.11-1, with velocity lagging by half a time 
step. Thus for the half-step method we use the equations

{D}„+1 = {D}„ + Ar{D}„+1/2 (11.12-5a)

{O}„+1/2 = {b}„_1/2 + Ar{D}„ (11.12-5b)

[M]{D}„ + [C]{D}„_1/2 + {Rint}„ - {Rext}„ (11.12-5c)

Equations 11.12-5aand 11.12-5b are like Eqs. 11.12-2, but with half-step velocities. Com­
bination of Eqs. 11.12-5 provides

Ar1 2 Ar v )

1 . 9 1_L[M]{D}„+1 = {Rext)n - {Rint} + LM-1c
Ar2 Ar2

(11.12-8)

(11.12-6)

For an alternative derivation of Eq. 11.12-6, let damping terms in Eq. 11.12-3 be gathered 
together and approximated, as follows. -

-{D]„+1j= 1[C]({D}^ -{D}„j (11.12-7)

With this substitution, Eq. 11.12-3 provides the following equation. It agrees with Eq. 11.12-6, 
but is in a different form (write Eq. 11.12-5a one time step earlier, and substitute the half-step 
quantity into Eq. 11.12-6).

<D>-- z?m4c

{»}„-!
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In contrast to Eq. 11.12-3, Eqs. 11.12-6 and 11.12-8 can only be guaranteed to have first- 
order accuracy because of the lagging viscous forces. For practical structures that have 
light damping and require a very small time step, classical and half-step central difference 
methods have almost the same accuracy. "

Remarks.

1. If [M] is diagonal in Eq. 11.12-6 or Eq. 11.12-8, as from lumped masses, each time 
step is executed very quickly because the solution of simultaneous equations is not 
required. The same is true of Eq. 11.12-3 if [C] is either zero or diagonal. However, 
we see from Eq. 11.5-1 that diagonal [C] corresponds to mass-proportional damping 
a[M] with diagonal [M], which damps lower modes most heavily. If damping is 
included, it is likely that stiffness-proportional damping /3[K] is also desired in order 
to damp high-frequency numerical noise, but then Eq. 11.12-3 requires the solution 
of simultaneous equations, which greatly increases cost per time step. Therefore, for 
general use, Eq. 11.12-6 or Eq. 11.12-8 is the preferred form of the central difference 
method.

2. Equation 11.12-3 is conditionally stable; that is, calculations “blow up” unless

7 7 'TT T ■
Az <------ = Az or, since &> = 2tt/ = —, then Ar <co cr T TTmax

(11.12-9)

where frequency <umax and its period 7^ correspond to the highest natural frequency 
of([K] - co2[M]){D} = {0}. The critical time step for Eq. 11.12-3, AzCT = 2/comax, is 
independent of damping. Instability caused by too large a time step is recognized by an 
unbounded solution that may grow by orders of magnitude per time step, is obviously 
wrong (although instability in a nonlinear problem may be as obvious), and causes the 
computer program to stop due to overflow.

The case Az = 2/comax might be called “limiting stability.” At Az = 2/(omax the 
solution may diverge in certain cases, but only in arithmetic fashion. If Ar > 2/zumax 
divergence is exponential. Further discussion of this matter appears in Section 11.14.

The critical Az for Eqs. 11.2-6 and 11.12-8 depends on damping ratio £ With i the 
mode number and § the damping ratio in that mode, numerical stability requires 
[11.48] '

Az < min but usually

(11.12-10)

where, in the latter equation, £ is the damping ratio in the <umax mode. The latter 
equation usually prevails because £ is likely to be small for all modes, so that comax 
and its £ dominate. When damping is not zero, Eq. 11.12-10 is more restrictive than 
Eq. 11.12-9.

3. For a small FE model, [K] of the entire structure can be formed and stored in fast com­
puter memory, and internal forces at any time step n obtained by the multiplication 
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) where {rint}„ = J[B]t{ct}„ dV (11.12-11)

{Rmt}n = [K]{D}„. An attractive alternative, especially for a nonlinear problem, is to 
generate {Rmt}„ in element-by-element fashion, by summing element contributions:

*elS f - -
{Rint}„ = £({rint}„

Z=1

For rate-independent plasticity, element stresses {cr} are not linearly related to ele­
ment strains but can be calculated using element displacements contained in {D}rt. 
Similar remarks can be made for stiffness-proportional damping, if present. Because 
element [k] and [c] matrices need be neither formed nor stored, explicit methods can 
treat even large three-dimensional FE models with comparatively modest computer 
storage requirements.

Evaluation of the integral in Eq. 11.12-11 requires the same order of quadrature as 
the element stiffness matrix. Calculation of {Rint} is a large portion of the per-time- 
step cost of explicit integration, so one seeks to minimize the number of quadrature 
points per element. For example, use of one point rather than four, if possible, quar­
ters the cost. Use of one-point quadrature demands attention to stress fields related to 
element instabilities; see the summary in Section 6.8 and papers, many by 
Belytschko, cited in Chapters 6,15, and 16.

4, With n = 0, {D} x appears on the left-hand side of Eq. 11.12-6, and to compute it, 
{b}_i/2 is needed on the right-hand side. A backward difference approximation yields

Wo = AT/of^o-W-i/d hence {D}_1/2 = {D} *'{D} 0 (11.12-12)

where {D}0 is obtained by evaluating Eq. 11.11-1 at n = 0, which provides

{D}0 = [M]-^{Rext}0 - [K]{D}0 - [C]{D}0) (11.12-13)

Thus can be determined from known initial values of {Rext}, {D}, and
{b}. "

To use Eq. 11.12-8 as an alternative form of Eq. 11.12-6, or to use Eq. 11.12-3, 
{D }_j is needed on the right hand side to start the procedure. It is obtained from 
Eq. 11.12-2b, with powers of Az higher than second omitted.

A 2 
{DU = {D}0— Az{D}0 + ^{D}0 (11.12-14)

where {D}0 comes from Eq. 11.12-13.
5. Conceivably, one may know conditions at present and require conditions in the past. 

The central difference method can be run in reverse, using a negative time step. Sta­
bility criteria then apply to the magnitude of Az.

Stability: Estimation of Azcr. If Az is too large, explicit integration fails; if Az is unneces­
sarily small, calculations are too expensive. Therefore it is necessary to determine rnmax, or 
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accurately bound it, for use in Eq. 11.12-9 or Eq. 11.12-10. An analyst may wish to avoid 
calculating the exact comax, because [K] must be assembled and an eigenvalue problem 
solved.

One way to bound o?max of the FE mesh is to note that it must be less than the largest 
a>max °f anY unassembled and unsupported element of the mesh [11.48,11.50]. The latter 
frequency can sometimes be obtained by hand calculation. Consider the unsupported two- 
node bar element of Fig. 11.4-3a. With lumped masses, the highest frequency is calculated 
in Example 2 of Section 11.4 to be

o lAE . .r 2 !e 2c
"max = but m = pAL SO Wmax = -J- = — (11.12-15)

where c = jE/p is the speed of sound in the material. With this estimate, the critical 
time step 2/rnmax for an undamped material is

Atcr<| (11.12-16)

which is called the CFL condition after Courant, Friedrichs, and Lewy [11.51,11.52]. The 
physical interpretation is that Ar must be small enough that information does not propa­
gate more than the distance between adjacent nodes during a single time step. Unfortu­
nately, this estimate is not conservative for all clement types, and it is inconvenient to 
calculate L for all adjacent pairs of nodes [11.50]. Also, if elements have rotational d.o.f., 
A/cr may be governed by flexural modes, whose natural frequencies do not depend on 
nodal separation alone [2.14]. Formulas adapted to particular elements are available; see 
[11.53] and references it cites. If there is plastic action, mmax is unchanged in elements that 
remain elastic, and not increased in elements that yield, so the global estimate of comax 
need not be revised if there is yielding.

Use of the highest element frequency to approximate suggests an important obser­
vation. Example 2 of Section 11.4 shows that changing from lumped masses to the consis­
tent mass formulation raises the highest natural frequency of the unsupported bar element 
by a factor of 1.732 and consequently decreases A/cr by a factor of 0.577, according to the 
element-frequency estimate of <umax. Thus, as compared with the consistent mass formula­
tion, lumped masses not only reduce the cost per time step, they also increase the allow­
able time step. In Section 11.14 we argue that lumped masses are also likely to provide 
better accuracy.

An alternative estimate of cumax is provided by the Gerschgorin bound [11.52], which 
may be stated in the following form for a lumped (diagonal) mass matrix.

where i = 1,2, ...,n (11.12-17)

where n is the matrix order; that is, the number of d.o.f. Thus for each row we add magni­
tudes of stiffness coefficients, divide by the corresponding lumped mass, and identify the 
largest such result as an upper bound of the correct wmax.
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A convenient measure of the time step actually used is the Courant number, defined as

C„ = A^actual (11.12-18)

where Atcr is the maximum time step consistent with numerical stability. Use of a smaller 
Ar may actually decrease accuracy [2.13,2.14].

Higher-order elements have higher frequencies than lower-order elements and tend to 
produce noise when stress waves move across an FE mesh. For these reasons, it may be 
best to avoid higher-order elements when using explicit integration. Similarly, one should 
avoid penalty constraints, and very small lumped masses, either of which make o)max very 
large. Note that a single small element (with its large stiffness) or a single small mass may 
seriously reduce Arcr for the entire FE mesh, even if the physical significance of a small 
element or a small mass may be negligible.

Example: Wave Propagation. Consider a uniform steel bar, without damping and ini­
tially at rest, loaded by a suddenly applied axial tip force (Fig. 11.12-1). The FE model 
consists of 40 two-node bar elements of equal length, so that each uniform-strain element 
has length L - LT/AQ - 0.50 in. Using the algorithm of Eq. 11.12-6 with a lumped mass 
matrix, we will calculate axial stress versus time at x = 9.75 in, which is the middle of the 
twentieth element (nodes and elements are numbered left to right). Conditions are 
assumed to be linearly elastic.

In this example, {Rint} is assembled as follows. Let u denote axial displacement and 
subscripts indicate node and element numbers. Axial force Fi in the zth element, positive in 
tension, is computed for all elements. {Rint} receives a contribution from only the first ele­
ment at node 1, but from two elements at internal nodes. Thus

Fi = Aat = AEUi+1L Ui- R\nl = -F} /?"“ = F^ - F, for i = 2,3, ...,20

(11.12-19)

The highest element frequency is given by Eq. 11.12-15 as

("maA = = o|o |W05_ = 8.0539(105)rad/s (11.12-20)

U.DUA/ p U.OU/^y.4(10 J

The same value is obtained from Eq. 11.12-17 (however, it is rare that element and 
Gerschgorin bounds are identical). This value is very close to the computed maximum 
frequency of the FE model, which is tumax = 8.0523(105) rad/s. Using this ct)max in Eq.
11.12 -10 with f = 0, we obtain At = 2/8.0523(105) = 2.484(10-6) s as the critical

P®

Figure 11.12-1. One-dimensional uniform bar with instantaneous axial tip 
loading. A = 1.0 in2, E = 30(106) psi, p = 7.4(10-4) lb-s2/in4, Ef = 20 in.
Load Po = 100 lb is applied at t = 0.
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Figure 11.12-2. Axial stress 
versus time for a 40-element 
model of the bar in Fig. 11.12-1. 
Central difference solution with
Az = 2.400(10^) s
(Cn = 0.966). Inset shows 
instability that results from too 
large a Az (Az = ZSOOCIO-6) s, 
for which Cn = 1.007).

time step. Calculations are begun from at-rest initial conditions. Equation 11.12-6 is used, 
with {b}_1/2 obtained from Eq. 11.12-12.

Results computed using Ar = 2.400(10~6) s, for which Cn = 0.966, are shown in Fig. 
11.12-2. The analysis duration of 83 time steps allows a stress wave to travel the length 
of the bar and back again. Stress at x = 9.75 in. is zero until the time required for a 
stress wave to travel from the left end to this location (0.048 milliseconds). The change 
in mean stress from -100 psi to -200 psi at 0.15 ms is due to wave reflection from the 
fixed end. The inset in Fig. 11.12-2 shows that a Ar only slightly greater than the stabil­
ity limit produces a solution that soon increases wildly with each time step until the 
computer terminates execution due to overflow.

Figure 11.12-3a shows the result of using a Ar barely under the stability limit. Numeri­
cal noise is scarcely noticeable. Comparison with Fig. 11.12-2 shows that accuracy is 
reduced by using a smaller Ar (with an implicit method, accuracy increases as Ar is 
reduced). Figure 11.12-3b shows that large oscillations appear if Eq. 11.12-12 is ignored, 
which results in taking {D}_1/2 as zero. Figure 11.12-4 shows what happens if the tip load

Stress (psi)
2001 I I I I I I I I I I I i I I

-100

-150

-200

-250

Time (ms)

: Cn = 0.9997
100“ Eq. 11.12-12 ignored

({O}-1/2 = W)

-300 L I I 1 I J-i-l. 1 I i-i I i I 
0 0.1 0.2

Time (ms)

(a) (b)

Figure 11.12-3. Central difference solutions for axial stress versus time for a 40- 
element model of the bar in Fig. 11.12-1. Az = 2.483(10-6) s (Cn = 0.9997), 
proper and improper initial conditions.
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Figure 11.12-4. Central difference solutions for axial stress versus time for a 
40-element model of the bar in Fig. 11.12-1. Zero initial velocity; load applied 
after starting.

is applied after five time steps rather than initially. Thus {D}_1/2 is taken as zero. From 
collected results such as those in Figs. 11.12-3 and 11.12-4, we conclude that values of Cn 
in the range 0.95 to 0.98 may be best for general use.

Concluding Remarks. When an explicit method is used to solve a single ordinary differ­
ential equation, accuracy depends strongly on the time step. For a system of FE equations, 
perhaps any number greater than 20, it is typically observed that a At only slightly less 
than A?cr provides excellent accuracy. The reason is that the stability criterion is based on 
the /zzg/zesz^frequency, or smallest-timescale phenomenon that the FE mesh can represent, 
and the mesh contains a broad frequency spectrum. Motions associated with the smallest 
timescale are not accurately resolved, as evidenced by oscillations in Figs. 11.12-2 to 
11.12-4. Fortunately, these oscillations contribute little to structural response, which is 
usually dominated by lower-frequency, longer-timescale phenomena that are accurately 
resolved. In other words, we do not require that the highest-frequency phenomena be 
accurately resolved; all we ask is that they be stably integrated. Thus a Af adequate for 
stability is likely to guarantee accuracy. Even so, the maximum allowable A? is so small 
that a great many time steps may be needed to span the required duration of an analysis.

11.13 IMPLICIT DIRECT INTEGRATION

Some implicit methods are conditionally stable, but those in common use are uncondition­
ally stable: even very large values of A/ do not make calculations blow up (but may 
destroy accuracy). Conditionally stable implicit methods are rarely used in practice 
because of the severe constraint placed on A? and the substantial cost per time step of an 
implicit method in 2D and 3D problems.

In what follows we emphasize the Newmark family of methods. It includes the constant- 
or average-acceleration method, which is unconditionally stable in linear problems and is 



11.13 Implicit Direct Integration 417

probably the most widely used implicit method. Numerical results produced by this method 
appear in Section 11.18.

Some Single-d.o.f. Formulas. Let t be a value of time t within a typical time step Az, so 
that 0 < t < Az and Az = ztt+1 - tn. Also let u = u(t) be a dependent variable such as axial 
displacement of a bar. Let us assume that acceleration is constant over a time step, and 
equal to the average of final and initial values. Thus

ii(r) = l(«„+1 + «n) (11.13-la)

Integration and the initial condition zi(r) = itn at r = 0 yield

«(r) = + + (11.13-lb)

Integration and the initial condition u(t) = un at r = 0 yield

2

«(t) = M„ + ™n + j(«n+l +«») (11.13-lc)

Alternatively, we might assume that acceleration is linear over a time step. Then Eqs. 11.13-1 
are replaced by

m(t) = n w+1 (11.13-2a)

h(t) = 2
“n + T»n + 2^(“n+l-“n) (11.13-2b)

u(r) =
2 3T T - u„)n n w 6 Azx n+^ n/ (11.13-2c)

If the foregoing equations for velocity and displacement are evaluated at time step n + 1 
where t = Az, we obtain the following results. '

Average Acceleration (Eqs. 11.13-1):

«n+l = «n + + “J

1 2
“n+l = Mn + AZ“n + 4^

Linear Acceleration (Eqs. 11.13-2):

«„+i = »n + 2Ar<Mn+i+Mn)

a • a 2fl- 1-“B+l = un + ktun + &t lg«„+1 + 3M„

These difference equations are implicit because calculation of un+1 and zin+1 requires 
knowledge of un+1. That is, un+1 and un+i depend on more than only historical informa­
tion. By combining equations for the average acceleration algorithm so as to eliminate 
second-derivative terms, we obtain un+i = un + ± &t(un+1 + un), in which the latter set of 
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terms represents a trapezoidal area in a plot of u versus t. For this reason the average 
acceleration method is often called the trapezoidal rule.

Generalization. The foregoing relations can be regarded as special cases of the Newmark 
method [11.54], which contains numerical factors y and ft that control characteristics of 
the algorithm such as accuracy, numerical stability, and the amount of algorithmic damp­
ing. With {D} the vector of d.o.f., Newmark relations are

{D}„+1 - {D}„ + A/ [y{D}„+1 + (1 - y){D}„]

• 1 ?r •• ••{D}n+1 = {D}„ + Ar{D}n + iAr2 2/3{D}„+1 + (1

(11.13-3a)

(11.13-3b)

Respectively, the average acceleration and linear acceleration methods are given by 
y = | and by y = |. By solving Eq. 11.13-3b for {D}w+1, then substi­
tuting this expression into Eq. 11.13-3a, we obtain

{»L+1 = —2 f{D}n+1 - {D}„-Ar{b}„ W±_f){b}n (11.13-4a)
pan ' W J

{»}n+i = -A^-l){b}„ (11.13-4b)

These equations are substituted into the equation of motion, Eq. 11.2-12, written at time 
step n + 1, and then solved for {D}n+1. The result is

[Kcff]{D}„+1 = {Rext}„+1 + [M]

+ [C] 7rHD}„ + fr _ + Ar(^- -
/3Ar " V/3 7 \2/3 J " (11.13-5a)

where [Keff] = -J— [M] + [C] + [K]
£A? PAt

(11.13-5b)

Note that [Keff] cannot be a diagonal matrix, because it contains [K]. Therefore a diagonal 
mass matrix provides little computational economy. Indeed, as argued in Section 11.14, an 
implicit method is usually more accurate when [M] is the consistent mass matrix. If [M] is 
positive definite, then [Keft] is nonsingular even if the structure is unsupported or contains 
a mechanism.

If there are no nonlinearities and time step Ar is not changed during an analysis, [Keff] 
can be evaluated and factored for equation-solving at the outset, and thereafter need not be 
updated or re-factored. To begin calculation we require {D}0 , which can be obtained 
from Eq. 11.12-13. Equation 11.13-5a is then solved for {D}T as if solving a set of static 
equations with known load vector and stiffness matrix, and Eqs. 11.13-4 used to obtain 
Wi and {D}!. In the next step Eq. 11.13-5a is solved for {D} 2, and so on.
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The a method proposed by Hilber, Hughes, and Taylor [2.13,11.55] can be regarded as 
a generalization of Newmark methods. It is based on the Newmark difference relations, 
Eqs. 11.13-3, and the modified equation of motion

[M]{D}n+1 + (1 + a)[C]{D}n+1 -a[C]{D}n + (1 + «)[K]{D}n+1 - «[K]{D}„ = {Reffxt}

(11.13-6)

where {R®xt} is {Rext} evaluated at time (1 + a)rn+1 - atn = tn+i + a At. If loads vary 
linearly over a time step, this is the same as {R®xt} = (1 + a){Rext}n+1 - a{Rext}n. If 
a = 0, Eq. 11.13-6 reduces to the equation used in Newmark methods. Algorithmic 
damping is introduced by using a < 0. Algorithmic damping can be introduced in 
Newmark methods, but only first-order accuracy can be guaranteed. That is, the order of 
error in computed displacements may decline from OCA/2) to O(A^). The a method allows 
algorithmic damping while retaining second-order accuracy.

Rather than calculating total displacements, as in Eqs. 11.13-5, implicit integration for­
mulas can be restated so as to calculate displacement increments [2.14,11.3]. Incremental 
forms are effective for nonlinear problems, where [Keff] changes from one time step to the 
next (Section 17.7).

Accuracy, Stability, Damping. To obtain starting conditions for direct integration we 
must solve Eq. 11.12-13 for {D}0 • This calculation requires that [M] be assembled and 
reduced for equation-solving. With an implicit method the calculation is not trivial, 
because the [M] used is usually not diagonal. It is tempting to skip these calculations and 
set {D}0 = {0}. Unfortunately, doing so may reduce accuracy from second-order to first- 
order [11.56]. In a two-d.o.f. example in which At is 10 times the smaller period of vibra­
tion [2.14], setting initial accelerations to zero leads to computed displacements that are 
scarcely more than half the values computed when the correct initial accelerations are 
used.

It can be shown [2.13,11.57] that Newmark methods have unconditional stability when

20>y>t (11.13-7)

and conditional stability when

y>t Az < (11.13-8)
2 2 (Omnv 2 77

where a>max and Tmin have the same meanings as in Eq. 11.12-9, and Qcrit is defined as

(11.13-9)

in which £is the damping ratio (Eq. 11.4-2). We see that damping has no effect on stability 
when y = j, and that when y > ~ the allowable time step is increased by damping. (In 
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contrast, damping decreases the allowable Ar of an explicit method such as Eqs. 11.12-6 or 
Eq. 11.12-8.) In Eq. 11.13-9, small damping has small effect, so when damping is 
uncertain, a conservative flcrLt is obtained by using £ = 0, for which flcrit = (y/2 -/3)-1/2.

Some results of stability and accuracy analysis appear hr Table 11.13-1. When £>0 
accuracy is likely to decline, at most from O(A?) to O(Ar), or from O(A?) to <9(A?) in the 
case of the Fox-Goodwin version. Stability is discussed further in Section 11.14.

To damp high-frequency modes, which may be of little interest or constitute only unde­
sirable nonphysical oscillations associated with discretization, it is natural to consider the 
arbitrary addition of viscous damping, by increasing £ Hughes [2.13] shows that using 
this strategy with the average-acceleration method may damp mainly the middle modes, 
leaving the highest and lowest almost unaffected. It is better to use algorithmic damping.

When y > i, Newmark methods display algorithmic damping, at the cost of reducing 
guaranteed accuracy from second-order to first-order. To obtain the highest possible high- 
frequency dissipation, while retaining unconditional stability, the following choice of /3 is 
appropriate [2.13].

1 If 1Vfor use /3 = y+ i I (11.13-10)

In the a method of Eq. 11.13-6, to introduce algorithmic damping and retain unconditional 
stability, < a < 0 is recommended, with y and ft chosen as indicated in Table 11.13-1. 
Although both the Newmark method and the a method can effectively damp higher 
modes, the a method introduces less damping in lower modes, thus tending to preserve 
their accuracy (Fig. 11.13-1).

Operator Splitting. It may happen that mass and stiffness characteristics are quite differ­
ent in different parts of a mathematical model. This may happen in a fluid-structure inter­
action problem, where response may be regarded as wave propagation in the fluid and 
vibration in the structure [2.14]. Also, nonlinearity such as gap closure may be confined to 
a part of the structure, which suggests use of an explicit method for that part alone and an

TABLE 11.13-1. Stability and accuracy of selected implicit direct integration 
methods.

Version [or references] 7 P Stability condition
Error in {D} 

for £ = 0

Newmark Methods

Average acceleration i
2

1 
4

Unconditional O(A?)

Linear acceleration I 
2

1 
6

= 3.464 iff = 0 O(Az7)

Fox-Goodwin 1
2 12

flcrit = 2.449 iff = 0 ©(Az4)

Algorithmically damped > 1 
“ 2 Unconditional O(Az)

Hilber-Hughes-Taylor (a-method), 1 IA
 

R IA
 O

[2.13,11.55] *(1 -2a) -«)2 Unconditional ©(Az2)
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-<------ Lower modes Higher modes —>-

Figure 11.13-1. Algorithmic 
damping ratios provided by 
implicit integration methods, 
where T is the period of the mode 
for which £a is depicted [11.57].

implicit method elsewhere. Use of a mixture of explicit and implicit temporal integration 
methods in a single problem, so as to make best use of the characteristics of each, is 
known as operator splitting or mixed time integration. References include 
[2.13,2.14,11.48,11.57-11.61].

11.14 DIRECT INTEGRATION: STABILITY
AND ACCURACY ANALYSIS

To examine stability, it is sufficient to let {Rext} = {0} in the equation of motion, for the 
reason that if an algorithm is stable for {Rext} = {0}, it is also stable when {Rext} is 
nonzero but bounded. Broadly speaking, stability can be analyzed by two methods. One is 
spectral or Fourier stability analysis, which examines the equation of motion of a single 
d.o.f. The justification is that a single equation is representative of a typical modal equation, 
and modal decomposition of a multiple-d.o.f. structure represents the structure exactly if all 
modes are retained. The second method is energy stability analysis, which examines 
equations of the original system and establishes conditions under which a norm of the 
solution is bounded as time increases. Spectral stability usually provides more insight and 
sometimes more precise results, while energy stability can be applied to more complicated 
problems. References include [2.13,11.57,11.59,11.61,11.62].

In what follows we consider the (explicit) central difference method and the (implicit) 
average acceleration method, both without damping. '

Central Difference Method: Spectral Stability. Let us apply the central difference 
method to undamped motion of a single d.o.f. With zero external load, we obtain from the 
generic modal equation (Eq. 11.7-6), with subscript i omitted for simplicity,

Z+<o2Z = 0 (11.14-1)

This equation describes oscillatory motion (Eq. 11.14-14b). A central difference approxi­
mation is obtained by substituting Eq. 11.12-lb into Eq. 11.14-1 written at time step n. 
Thus

Z„+1 + (to2 St2 -2)Z„ + Z„_! = 0 (11.14-2)
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We seek a solution of the form Z = kn. Thus Zn+1 = An+1 and Zn_x - A”"1. Making these 
substitutions and dividing by A"'1, we obtain

A2 + (^Ar2 — 2)A + 1 = 0 (11.14-3)

which is called the characteristic equation. Solving this quadratic equation for its roots Aj 
and A2, we obtain

ai,2 = - "2 Af2 ± " ArJ<«2Az2-4 j (11.14-4)

Roots may be real or complex. For the time being, we assume that roots are distinct, 
Aj A2. Then the solution of Eq. 11.4-2 is

Z„ = Ci A" + C2A2 when Aj # A2 (11.14-5)

If | A! | <1 and | A2| < 1, then Zn decays or remains steady with time, providing stable 
computation. But if [ Ax [ > 1 or if | A21 >1, then Zn becomes unbounded; this is instabil­
ity. To investigate these possibilities we note that roots of the quadratic equation 
aA2 + bk + c = 0 satisfy the relation AjA2 = c/a9 where c/a = 1 for Eq. 11.14-3. If the 
radicand in Eq. 11.14-4 is positive, then both Aj and A2 are real, and, with our assumption 
that Ax and A2 are distinct, A^2 = 1 indicates that one root is greater than unity while the 
other is less. Thus instability results. But if the radicand in Eq. 11.14-4 is negative, then Aj 
and A2 are complex conjugates, each of unit modulus (that is, each of unit magnitude) by 
virtue of A^2 = 1. Thus stable computation always results if the radicand in Eq. 11.14-4 
is negative. Hence

w2 Ar2 - 4 < 0 yields Ar < - (11.14-6)
Ct)

Next consider the case of repeated roots. If the radicand in Eq. 11.14-4 is zero, then 
o>Ar = 2, Ai = A2 = -1, and the solution of Eq. 11.4-2 is [11.63]

Z„ = CjA" + n Af C2A" when Aj = A2 (11.14-7)

Because n appears linearly in the second term of this equation, Zn diverges in arithmetic 
fashion.

Recall that Eq. 11.14-1 is but one of many uncoupled modal equations that represent the 
complete structure. Our intent is to use direct integration to solve a system of coupled 
equations that represents the complete structure. The allowable Ar is governed by the 
modal equation that is most restrictive. Therefore, we must consider all natural frequen­
cies of the numerical model and use the largest in Eq. 11.14-6. Thus we obtain the stability 
condition

Ar < — (11.14-8)
^max

Equation 11.14-8 is usually stated in the literature as Ar < 2/comax. This equation ignores 
the possibility of arithmetic divergence due to repeated roots, Eq. 11.14-7. In practice this 
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situation is not likely to be encountered, especially when comax is bounded from above by 
an approximation such as the Gerschgorin bound, Eq. 11.12-17.

Average Acceleration: Spectral Stability. We begin by*  writing the undamped, single- 
d.o.f. equation of motion, Eq. 11.14-1, at time steps n, n + 1, and n + 2, and adding the 
three equations that result. Thus

Z„+2 + 2Zn+1 + Zn + to2(Zn+2 + 2Z„+1 + Z„) = 0 (11.14-9)

The average acceleration method is given by y = 1/2 and fl = 1/4 in Eqs. 11.13-3. 
Fbr the present argument we replace {D} by the single dependent variable Z. Thus Eq. 11.13-3b 
expresses Zn+1. We also express Zn+2 by advancing the time step, then write Zn+2 - Zn+i. The 
result contains Zn+i - Zn, which, from Eq. 11.13-3a, is Ar (Zn+1 + Zn )/2. Thus Eqs. 11.13-3 
yield

A 2/ \
Z„+2-2Zn+1 + Z„ = ^[z„+2 + 2Z„+1+Z„J (11.14-10)

Use of Eq. 11.14-9 to eliminate acceleration terms in Eq. 11.14-10 yields

2.2
(1 + h)Zn+2 + (2h - 2)Z„+1 + (1 + h)Zn = 0 where h = (11.14-11)

We seek a solution of the form Z = A". Thus Zn+2 = ^"+2 and ZK+1 = A”+1. Making these 
substitutions and dividing by Aw, we obtain

(1 + /i)A2 + (2h - 2)A + (1 + h) =0 (11.14-12)

Solving this quadratic equation for its roots Aj and A2, we obtain

. 1 -h±2j^h , j a)2 At2 1yl 1O.
Ai 9 = ----- -—— where h = —-— (11.14-13)

1 + h 4

The equation for Zn is Eq. 11.14-5. Applying the argument that follows Eq. 11.14-5, we obtain 
A^2 = 1 for the average acceleration method. In addition, the radicand of Eq. 11.14-13 is 
always negative. Therefore Aj and A2 are complex conjugates, hence distinct, and each of unit 
modulus. Thus | Ax | = | A2 | =1 regardless of the value of /z, and Zn does not grow as n 
increases. Accordingly, computation is stable regardless of the value of h (and hence of Ar). 
The same is true when damping is included, although we have not proved it here.

Amplitude and Period Errors. An approximate solution obtained by direct integration 
may display amplitude error and/or period error, as illustrated in Fig. 11.14-1. Amplitude 
error can be either amplitude increase, which is the same as instability, or amplitude decay, 
which is called algorithmic damping. Period error can consist of either period elongation 
or period contraction.
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Figure 11.14-1. Possible amplitude and 
period errors in direct integration.

To investigate these errors, in both central difference and average acceleration methods, 
we again consider the undamped equation of motion of a single d.o.f., Eq. 11.14-1. The 
solution is harmonic, and can be written either in polar form or in trigonometric form:

Zexact = CieiM + C2e'ia,t i = J-Lwhere

Zexact = (cosM + isincor) + C2(cos cor- isinM)

(11.14-14a)

(11.14-14b)

in which and C2 are determined by initial conditions. For co At < 2, Eq. 11.14-4 of the 
central difference method can be written as

2a#2ix = -12 - co At I
A12 = x ± iy where (11.14-15)

y = ^co Ar^4 - co2Ar2

By proper choice of real constants a and b, we can write A! and A2 as

A1 = e(a+ib)At = eaAteibAt = ^(cos Ar + z sin Ar) (11.14-16a)

A2 = e^a~lb^Ai = eaAte~lbAt = eaAt(cos bAt - isin bAt) (11.14-16b)

Hence Eq. 11.14-5 becomes

Zn = C^^^cos bnAt + zsin bnAt) + C2eanAt(cos bn At - isin bnAt) (11.14-17)

With n At = t in Eq. 11.14-17, comparison of Eqs. 11.14-14b and 11.14-17 shows that 
amplitude error will result unless a = 0 and period error will result unless b = co. Period 
error is addressed first.

Period Error. We define period error P as

^approx _ 'lir/b _ co

Pexact " " b
where

P > 1 period elongation

P = 1 no period error

P < 1 period contraction

(11.14-18)
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FromEqs. 11.14-15, 11.14-16, and 11.14-17, withn = 1,

, A sinZ? Az y , , 1 - a)2 At2
tan b Az = -----—- = - hence b = —arctan------------—-— (11.14-19)

cost Ar X Ar 2-«2Ar2

P = (x) 
b

to At (X) arctan—
Ar^4 - <u2Ar2 

2 - <o2Ar2
(11.14-20)

in which the angle obtained from the arctangent function is required to be positive. 
Equation 11.14-20 represents period contraction; it is plotted in Fig. 11.14-2.

For the average acceleration method, derivation of period errors is the same except that 
x and y in Eq. 11.14-15 must be redefined to agree with Eq. 11.14-13. Specifically, we 
now have

1-h

x+h < d a.f . 4wAftanfeAr = P = wAr arctan------ z—z
2-Jh x~h L 4-<o2Ar2
1+h 

(11.14-21)

in which the angle obtained from the arctangent function is required to be positive. 
Equation 11.14-21 represents period elongation; it is plotted in Fig. 11.14-2.

We emphasize that Fig. 11.14-2 pertains to the mode whose frequency is to. A multiple- 
d.o.f. structure has many modes. For numerical analysis one should select a At such that 
a) &t is small for all modes of practical interest.

Figure 11.14-2 provides guidance as to the choice of mass matrix in direct integration. 
Use of a lumped mass matrix often underestimates natural frequencies, which means that a 
lumped mass matrix often elongates periods. This discretization error partially compen­
sates for the algorithmic error of period contraction in the central difference method. With 

Figure 11.14-2.
Period errors of 
central 
difference and 
average­
acceleration 
methods.
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the average acceleration method, the situation is reversed: consistent mass matrices over­
estimate frequencies and thus contract periods, which partially compensates for the algo­
rithmic error of period elongation in the average acceleration method. Respectively, these 
observations are true of explicit methods and implicit methods in general. It is fortunate 
that these choices of mass matrix, lumped for explicit and consistent for implicit, are not 
only beneficial to accuracy but are also beneficial to computational economy (or, in 
implicit methods, not very detrimental). Poor choices would be consistent [M] with 
explicit methods and lumped [M] with implicit methods.

Amplitude Error. The central difference and average acceleration methods are both free 
of amplitude error, as may be seen by review of arguments pertaining to stability. For both 
methods, Zn is given by Eq. 11.14-5. As argued following Eqs. 11.14-5 and 11.14-13, Aj 
and A2 are complex conjugates of unit modulus. Therefore Eq. 11.14-5 shows that Z„ nei­
ther grows nor decays as n increases.

To show in another way that the central difference method has no amplitude error, con­
sider the sum A! + A2, which may be written in two ways, first using Eq. 11.14-4, then 
using Eq. 11.14-16 with the polar forms of elb and e~lh Thus

2-to2 A? = 2eaA'cos6Ar (11.14-22)

Substituting for b At from Eq. 11.14-19 provides an equation for a Arthat reduces to a At = 0 
for all values of co Ar (with co Ar < 2 for stability). For the average acceleration method, we use 
an equation analogous to Eq. 11.14-22, obtained by combining Eqs. 11.14-13 and 11.14-16, 
then substitute for &Ar from Eq. 11.14-21, and after manipulation similarly conclude that 
a Ar = 0 for all values of co Ar. Completion of these arguments is left as an exercise.

Saying that the central difference method has no amplitude error does not mean that com­
puted amplitudes will be exact. We argue as follows. When A! and A2 are appreciably differ­
ent, and C2 in Eq. 11.14-17 are approximately the same as Cx and C2 in Eq. 11.14-14b. 
But when Ar is very close to the stability limit, Aj and A2 are almost equal, and the two par­
enthetic expressions in Eq. 11.14-17 are almost equal. In this situation, C1 and C2 may differ 
greatly from Cx and C2. What is meant by the statement that the central difference method 
has no amplitude error is that the envelope of the numerical solution does not grow or decay.

11.15 ANALYSIS BY RESPONSE SPECTRA

Imagine that a trial design is to be analyzed for its response to an anticipated dynamic 
loading of known form (other than harmonic loading, for which harmonic response analy­
sis is appropriate). Then analysis may seek the maximum displacement, stress, or accelera­
tion at one or more locations in a structure, regardless of when the maximum appears 
during the response history. A possible method is to use the modal method or direct inte­
gration to calculate the entire response history, then discard all results except the single 
maximum value. Maxima can be calculated more directly by using response spectra, espe­
cially if they are already available, as is the case for “standard” earthquake excitation. If 
response analysis must be preceded by calculation of response spectra, it is not clear that 
overall effort and computational expense will be less than that of modal analysis or direct 
integration.
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In brief, response spectra are used to calculate the maximum response of each structural 
mode to a given excitation, then modal maxima are combined in such a way as to estimate 
the maximum response of the structure itself. In the following summary, conditions are 
presumed to be linearly elastic. Textbook references include [11.2,11.3,11.64-11.66]. 
Widely used FE software supports use of response spectra in calculations.

Response Spectra. A response spectrum is a plot, for a prescribed dynamic loading and 
for a single-d.o.f system, of the maximum magnitude of response versus either the natural 
frequency of the system or its period. “Response” may be any calculated quantity. Typi­
cally, displacement and acceleration are plotted. If the dynamic loading is a single impulse 
load, a response spectrum may be called a “shock response spectrum” or simply a “shock 
spectrum.”

Consider a single-d.o.f. system, Fig. 11.15-la, and its equation of motion (Eq. 11.2-1 or 
Eq. 11.4-3) Assume that response spectra for displacement are required. The natural fre­
quency of the system is co = fk/m • A value of co is selected, and the displacement 
response history produced by the known forcing function r = r(f) is calculated by any 
appropriate method (perhaps by direct integration). Results are scanned for the maximum 
magnitude of displacement, at whatever time it appears. Thus we obtain a single point in 
the plot of wmax versus co. Another value of co is selected and calculations repeated to 
obtain a second point. The second point represents a wmax that probably appears at a differ­
ent time than the first. Times at which maxima appear play no role in the construction of 
response spectra (but may be tabulated separately). After calculating a great many points 
we connect the points to obtain one response spectrum, such as one of the wmax versus co 
curves shown in Fig. 11.15-1. The entire process can be repeated with a different value of 
damping ratio £ to obtain the curve that represents another response spectrum. The ordi­
nate may be stated not as umax but as an amplification factor, S = 5(co), which is the ratio 
of umax = umax(co) to the static displacement wst = rmax//c, where rmax is the maximum 
magnitude of r = r(r). Thus, 5 is independent of the magnitude of forcing function r; only 
its variation with time is of importance.

Note that the abscissa for plotted spectra is not time, but either frequency or period. Recall 
that co is the natural frequency of the single-d.o.f. system and has nothing to do with frequen­
cies that may be present in the forcing function. Figure 11.10-2 shows response spectra for 
sinusoidal loading. A harmonic response plot, such as the example in Fig. 11.17-3b, is not a 
response spectrum. It depicts displacement of a particular d.o.f. in a multiple-d.o.f. system

(a) (b)

Figure 11.15-1. (a) Single-d.o.f. system with forcing function r = r(t). 
(b) Hypothetical displacement response spectra for a known (but here 
unspecified) forcing function.
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rather than displacement of a single-d.o.f. system, and the abscissa is frequency of an applied 
sinusoidal load rather than a frequency of the system.

For earthquake excitation, ground acceleration ug is known from recorded seismic data. 
Therefore forcing function -mug in Eq. 11.2-2 is known, and a response spectrum for 
this forcing function and a prescribed damping ratio g can be constructed. Different earth­
quakes yield different spectra, but when plotted on the same axes there is a similarity 
among them. A “standard” spectrum can be obtained from the spectra of several earth­
quakes, perhaps by drawing a smooth bounding line or by a statistical smoothing process. 
The exercise can be repeated for other values of £ The resulting spectra can be used for 
design of any structure subjected to the same earthquake loading. Clearly, despite having a 
single-d.o.f. system, construction of response spectra requires considerable computation. 
For each £ hundreds of single-d.o.f. equations must be integrated (each based on a differ­
ent co), with hundreds of time steps per equation if direct integration is used. However, 
once calculated, spectra for a given forcing function need never be recalculated, and may 
be applied to any linear multiple-d.o.f. structure excited by the same forcing function, 
regardless of the structure’s form or how many d.o.f. it has.

As a simple single-d.o.f. application, imagine a water tank atop a prismatic pipe. What, 
approximately, is the maximum flexural stress in the pipe due to an earthquake whose 
response spectrum is known? Let us idealize the structure as a particle mass m at the end of a 
massless cantilever beam of length L. The natural frequency is co = fk/m = j3EI/mL? . 
A response spectrum provides wmax for this co, where wmax represents lateral tip displacement 
relative to the ground in this case. The static lateral tip load that would produce umax is 
P = 3E7umax/Z?; bending moment at the base is M = PL; flexural stress is Mc/I. An 
increase in pipe diameter may increase or decrease flexural stress, depending on the shape of 
the spectrum.

Modal Combination Rules. Response spectra derived for a single-d.o.f. system can be 
applied to a multiple-d.o.f. structure loaded by the same excitation under the assumption 
that each individual mode of the structure responds like the single-d. of system. We also 
assume that individual nodal loads in {Rext} all vary with time in the same way, so that 
r - r(t) can represent these loads. For any mode of frequency cuf and damping ratio £, a 
response spectrum provides displacement amplification factor S- . From Eq. 11.4-3 the 
maximum magnitude of displacement is

max
ui

max max , max .r- /m r. /m
Si±rr- = Si-L^r~1 k/m 1 (11.15-1)

For a multiple-d.o.f. structure we use modal quantities rather than physical quantities. So, 
in similar fashion to Eq. 11.15-1, we apply to Eq. 11.7-6. With Pf**  the maximum 
magnitude of modal load, we obtain the modal maximum

pinax

zT = srf = (11.15-2)

With L<Uj y the yth row of the mass-normalized modal matrix, Eq. 11.7-4 yields
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Dj = LfcJ/Z} or Dj = ^Ay. where = && (11.15-3)

i
in which Zf and consequently A;7 are functions of time. Now consider the Aj7 at a particular 
time, specifically when Z™ax appears. The associated A7, denoted by an overbar, is

= 0..Z“« (11.15-4)

For example, A32 is the value of d.o.f. D3 produced by Z™^ of the second mode. Because 
$j7 may be positive or negative, so may A32. To obtain an estimate of the largest magnitude 
of D3 at any instant of time, the contributions of all A3. must be included. We cannot simply 
add them, as may be suggested by Eq. 11.15-3, because for different modes i the A3- values 
associated with the various Z™*  values in general appear at different times. However, by 
doing so we obtain an upper bound on the maximum magnitude of displacement d.o.f.

Upperbound: D™*  = ^JAj7-| Ingeneral: Djnax < ^TjA^I (11.15-5)
i i

There is no mathematically rigorous method for combining modal maxima to produce the 
physical maximum. If frequencies of contributing modes are well-separated, good results 
are often obtained by using the square root of the sum of the squares (SRSS):

SRSS method: = (11.15-6)

The NRL-Sum method [11.67] uses the mode of largest magnitude, which we call , 
and applies SRSS to all other modes:

NRL-Sum method: pr = iAJ+ OT2
/y i^m

(11.15-7)

Additional combination methods are discussed in other references.
Chopra [11.3] warns against a pitfall in calculating a quantity that depends on relative nodal 

displacements, such as curvature in a beam element, from which flexural stress is calculated. 
The correct way is to combine modal contributions to the same response quantity, in this case 
to curvature, and calculate its maximum. It would be incorrect to calculate curvature from 
separate maxima of the d.o.f. that contribute to curvature.

The foregoing discussion tacitly assumes that the forcing function has a single spatial 
component. That is, it might be the north-south component of earthquake motion. East-west 
and vertical components, and even rotational components, may also be present. Discussion 
of such complications appears in [11.65].

Some calculation details appear in the latter part of Section 11.18.

11.16 REMARKS. MODELING 
CONSIDERATIONS

Dynamic analysis is more complicated than static analysis. Loadings have the additional 
dimension of time, goals of analysis may be more varied, and there are more computational
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Figure 11.16-1. (a) Cantilever beams under static and dynamic loads, (b) Portal 
frame under static load q.

procedures that may lead to each goal. Dynamic analysis is more expensive than static 
analysis, both in demands on the analyst’s time and demands on computer resources. It is 
more difficult to anticipate structural response, so it is more difficult to do preliminary 
analysis, plan the numerical work, and judge the quality of computed results.

Nevertheless, general advice like that given in Chapter 10 is appropriate. Understand 
the physical problem, structural dynamics concepts, and analysis procedures. Study soft­
ware documentation and heed warning messages produced by software. Start simply, with 
pilot studies and coarse-mesh models. Expect to revise and improve models. Critically 
examine computed results. Keep records of data sources, assumptions made, pilot studies 
conducted, load cases considered, and methods used. The reader may wish to review 
Chapter 10 for additional advice that may be applied to dynamics as well as to statics.

Static and dynamic loads may create quite different responses in a given structure. In 
Fig. 11.16-la, the right-hand part of the beam contributes nothing to static response due to 
load R Dynamically, the right-hand part contributes substantially. For a given magnitude 
of P, dynamic stresses may substantially exceed their static counterparts, and their spatial 
distribution will probably not be obvious. In Fig. 11.16-lb, dynamic analysis is influenced 
by the frame’s stiffness, which is less in horizontal directions than the vertical direction, 
and is reduced by connections to an extent that special connection modeling may be used 
[11.68]. Static analysis may emphasize stresses produced by vertical loading, but earth­
quake excitation is more likely to produce horizontal loading. Similarly, a structure may 
have flat panels that act as membranes to carry static load, but vibrate laterally with bend­
ing deformation under dynamic loading.

If dynamic analysis must be undertaken, several preliminary questions must be answered 
[2.21]. What is the goal of analysis? How much accuracy is required? What simplifications 
are possible? Is damping important? If so, how should it be represented? Are there material or 
geometric nonlinearities? What frequencies are implicitly contained in the loads, and what 
frequencies are important in the structure? What computational procedures are appropriate, 
and are they available in the software to be used? What output is appropriate? How will the 
large volume of output be sorted, stored, displayed, and checked?

Subsections that follow remark on practical aspects of matters discussed previously and 
add modeling suggestions.

Mass Representation. The mass matrix of a finite element can be written in various 
ways, such as particle-lumped (diagonal), diagonalized by algorithm, or consistent (full). 
Which way is best? Some considerations that influence the choice are as follows.



11.16 Remarks. Modeling Considerations 431

(a) (b) (c)

Figure 11.16-2. (a) Stiff machine of mass m attached to a building frame, (b) Acceptable model, 
(c) Poor model.

If element deformation fields are interelement-compatible, stiffness matrices are not 
softened by low-order quadrature rules, and mass matrices are consistent, then the FE 
model will provide natural frequencies of vibration that are upper bounds on the exact fre­
quencies of the mathematical model. Particle-lumped mass matrices often (but not always) 
produce natural frequencies that are lower than exact. A solution algorithm that demands 
nonzero diagonal entries in [M] will fail if [M] is particle-lumped and there are rotational 
d.o.f., unless rotary inertia is arbitrarily assigned to rotational d.o.f. Usually the value 
assigned need not be accurate, because rotary inertia has little influence on the important 
lower modes of the FE model. However, for direct integration by a conditionally stable 
method, rotary inertia should not be so small as to make the allowable time step less than 
that dictated by the particle masses. With explicit direct integration, a lumped [M] is pre­
ferred for accuracy and is needed for economy. With implicit direct integration, a consis­
tent [M] is preferred for accuracy and is only slightly detrimental to economy.

The frame in Fig. 11.16-2 supports a heavy machine of mass m, which is a “nonstructuraT 
mass because it is considered practically rigid in comparison with the frame. It is acceptable to 
model the machine as a particle mass attached to the frame by a rigid link. To avoid the 
artificial introduction of a high-frequency mode, the link should be rigid, not merely of large 
stiffness (Sections 8.5 and 9.2). Motion of m is governed by both translational and rotational 
d.o.f. at node ?, so off-diagonal terms appear in [M]. An ad hoc diagonalization scheme should 
not result in simply placing m at node i, as in Fig. 11.16-2c, as then realistic interaction 
between rotational and translational d.o.f. at node i would be lost. More generally, but for the 
same reason, a multi-point constraint that rigidly couples d.o.f. with mass should retain d.o.f. 
at the mass center of the rigid assembly as master d.o.f. [11.21]. -

Vibration Calculations*  The eigenvalue problem, Eq. 11.4-5, can be solved by various 
algorithms (Appendix C). They differ in applicability and efficiency according to matrix 
sparsity, matrix topology, the number of frequencies to be calculated, and other factors. Soft­
ware typically offers a choice of algorithms. Usually only the several lowest frequencies are 
calculated, perhaps the lowest 10% or so, as no more are needed for many analyses.

If a structure is not fully supported or has mechanisms, [K] will be singular, and each 
possible rigid-body mode or mechanism mode will display zero frequency. This circum­
stance may indicate modeling error. When [K] is intentionally singular, the user may have 
to invoke an “eigenvalue shift” to enable computation. If singularities have been avoided 
by introduction of a low-stiffness stabilization device, the important lower eigenspectrum 
will be cluttered with nonphysical low-frequency modes. At the other extreme, if [M] is 
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singular because it is diagonal and has some zero coefficients Mib an infinite frequency is 
implied by each such occurrence, and the eigensolver may balk.

Different modes may have the same frequency. The common example is a 3D cantilever 
beam of circular cross section, where each mode in one transverse plane has a mode of the 
same shape and frequency in the perpendicular transverse plane. This simple problem can 
be used as a test case to see if the eigensolver can detect repeated frequencies and can sep­
arate the associated modes. A Sturm sequence check (Appendix C) can discover if the 
eigensolver has missed any natural frequencies. If so, the solution can be repeated, this 
time with a greater number of frequencies requested. The missed frequencies may now 
appear [11.21].

Preliminary Frequency Estimates. As part of preliminary analysis that precedes FEA, it 
is sometimes possible to approximate the fundamental frequency using simple calculation, 
by reducing the system to an equivalent mass m supported by an equivalent spring of stiff­
ness k. Both k and m may be approximate. Example applications of this method appear at 
the end of Section 11.6 and in Section 11.17. The Rayleigh quotient, Eq. 11.4-13, can also 
be used with an assumed mode shape.

If an equivalent stiffness k cannot be easily obtained by hand calculation, it can be 
obtained from the FE model itself, by applying a static load P. Load P must be located and 
directed so as to produce a deflected shape that resembles the anticipated mode shape. If A 
is the computed static displacement of P, the desired stiffness is k - P/&. Software can 
compute total structure mass and the mass center location.

The Rayleigh quotient (Eq. 11.4-13) can sometimes be used to rank the frequencies of 
possible modes. The magnitude of {D}f does not matter, so it is convenient to imagine 
that each mode has the same maximum displacement. Thus, if we compare modes 1 and 2 
in Fig. 11.16-3, we see that curvatures are greater for mode 2, which indicates that mode 2 
produces the greater numerator in a Rayleigh quotient. Also, mode 2 has a point of zero 
displacement that mode 1 does not, which produces a smaller denominator. Thus we con­
clude that a)1 < Similar comparisons that involve mode 3 can be made [11.7].

Stress concentrations are local effects that have little influence on overall displacement 
modes. Accordingly, in view of the Rayleigh quotient, they have little influence on vibra­
tion frequencies, and, depending on analysis goals, might be modeled crudely, at least in 
initial analyses.

Response History: Modal Analysis. The greatest computational expense is likely to be 
solving the eigenproblem for the necessary mode and frequency information. This infor­
mation may be available from a previous phase of the investigation. Uncoupled modal 
equations are cheaply integrated. By adjustment of modal damping ratios, algorithmic 
damping can be supplied to higher modes without affecting lower modes. The modal 
method is especially attractive if the effects of several different time-dependent loadings

Mode 1 Mode 2 Mode 3

Figure 11.16-3. The first three vibration modes of a simply supported beam. Displacements are 
exaggerated.



11.16 Remarks. Modeling Considerations 433

are to be studied, because the same modes and frequencies are used for each. In contrast, 
direct integration requires complete re-solution for each different loading.

The modal method is best suited to structural dynamics problems, such as associated 
with earthquake loading, where only the lowest several modes 'are needed to calculate 
response. Modal analysis is not suited to wave propagation problems, such as associated 
with blast or impact loading, because the large number of modes needed would make the 
method uneconomical.

How many modes are needed? No easy answer is available. Some considerations that 
influence the decision appear in Section 11.7. Considering only the frequency content of 
the applied loading, some suggestions are as follows [2.14,2.21,10.6,11.3,11.21]. Let 
be the circular frequency of the highest significant component in the loading, as deter­
mined from a Fourier series representation of the loading. The response spectrum appro­
priate to the quantity of interest, be it displacement, velocity, or acceleration, may be 
useful in identifying flM. As shown by a single-d.o.f. system under sinusoidal loading, 
structural modes of frequency higher than about 4fla respond to load in almost static fash­
ion, while modes of frequency less than 4OM respond dynamically. A “cutoff’ frequency 

identifies the highest modal frequency that need be used in most analyses, where 
£lco = 1.5flw (at least) or £lco = 4flM (at most). The larger values of £lco are used if veloc­
ities or accelerations must be computed in addition to displacements.

The highest frequency the FE mesh must be able to represent may also be taken as £lco. 
However, if the spatial distribution of the load is complicated, or if stresses as well as dis­
placements must be computed, a finer mesh may be needed in order to allow a more com­
plicated deformation state, and enough modes must be retained to represent that state. 
Obviously an ultra-coarse mesh will not suffice if the load distribution is complicated, 
even if the load varies with time in simple sinusoidal fashion, nor will very few modes 
unless static correction is applied.

Response History: Direct Integration. With a direct method, there is no need to calcu­
late modes and frequencies (although they may be calculated anyway for other reasons). If 
there are several different time-dependent loadings, a separate direct integration solution 
must be undertaken for each.

Again, direct integration may be explicit or implicit. Differences between the two methods, 
and problems for which each is best suited, are summarized in Section 11.11. Explicit meth­
ods are conditionally stable. Implicit methods used in practice are unconditionally stable.

The time step Ar used in a conditionally stable method is limited by a stability criterion. 
The largest stable Ar provides adequate temporal discretization; indeed, in the central dif­
ference method (CDM), use of a smaller Ar may decrease accuracy rather than increase it 
[2.14]. If [M] is diagonal, the CDM (Eq. 11.12-6 or Eq. 11.12-8) requires very little com­
puter storage and very little computation per time step, especially if [C] is also diagonal. 
However the allowable Ar is so small that most practical application of CDM is to short­
time-scale phenomena such as blast and impact problems. Such problems often involve 
nonlinearity, which is accommodated with greater ease and efficiency by CDM than by an 
implicit method, because there is no need to repeatedly form and factor a changing stiff­
ness matrix, and stiffness-related terms can instead be taken into account by summing ele­
ment contributions that are based on historical information.

With CDM, a uniform mesh allows waves to propagate uniformly in all directions. 
Abrupt element size changes create numerical noise and artificial wave reflections [11.69].
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Low-order elements are better than higher-order elements at modeling akhock wavefront. 
A lumped [M] creates fewer spurious oscillations than a consistent [M] and also allows a 
larger Al The trick of using a very stiff element as a support (Section 9.2) has the effect of 
raising <wmax, thus decreasing the allowable Ar, and should therefore be avoided. Reduction 
(Sections 11.6 and 11.8) should also be avoided because it discards higher-frequency 
information that is needed for a wave-propagation problem.

With an unconditionally stable implicit method (USIM), Ar is limited only by consider­
ations of accuracy. USIM may be competitive with the modal method, but less so when 
more than one time-dependent load must be investigated. Cost per time step in USIM is 
high because the coefficient matrix ([Keff] of Eq. 11.13-5) is not diagonal, and in a nonlin­
ear problem changes from one time step to the next, thus requiring repeated factorization. 
A consistent [M] is helpful to accuracy and only slightly detrimental to economy. With 
USIM one uses the largest Ar consistent with the accuracy required. From 10 to 30 time 
steps per period of cut-off frequency £lc0 have been suggested, where £lco is defined in 
foregoing remarks about modal analysis. Thus one would use Ar in the range 2tt/30 £lca < Ar < 2tt/10 As a partial check for accuracy, analysis can be repeated 
with a smaller time step. If computed results are much the same, the original time step was 
probably small enough.

Symmetry. In static analysis, symmetry of geometry, material properties, boundary con­
ditions, and loads makes it possible to analyze part of a structure as representative of the 
whole. Symmetry can also be exploited in vibration analysis, but it is easy to overlook 
modes. For example, let the left half of a simply supported beam be modeled. If the right 
end of this model is simply supported, only antisymmetric modes of the original beam are 
represented. To capture symmetric modes, the left-half model must be analyzed again, this 
time with its right end allowed to displace laterally but not allowed to rotate. A shell of 
revolution might be modeled as axisymmetric in static analysis, but most of its vibration 
modes will display waves around the circumference. It is recommended that symmetry 
conditions not be used in vibration problems or other dynamic analysis.

Stress Calculation. If provided with an approximate mode shape, the Rayleigh quotient, 
Eq. 11.4-13, produces a frequency that has less error than the mode shape. Because 
stresses are calculated from the mode shape, we conclude that accurate stresses require a 
finer mesh than accurate frequencies. A computed vibration mode defines relative ampli­
tudes of d.o.f. it contains, but does not state actual displacement magnitudes. Unless the 
mode is scaled to agree with the actual displacement amplitude, magnitudes of stresses 
computed from the mode are not physically meaningful.

Stresses can be computed from nodal d.o.f., just as in static analysis. For beam elements, 
accuracy can be improved by superposing stresses that result from loading the element by 
inertia load associated with its motion. The procedure is described for static load in 
connection with Figs. 2.9-1 and 2.9-2.

Checking for Errors. Errors and blunders of static analysis, and more, are possible with 
dynamic analysis. As in static analysis one can check that nodes are suitably placed, that 
supports are of the proper type and properly located, and so on. Data blunders are more 
likely in dynamic analysis because more data is needed. Mass must be specified, in units 
consistent with other data, and p may mean mass density or weight density, depending on 
the software. Damping ratios must be provided, as fractions or percentages as software
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requires. Computed co’s must not be interpreted as circular frequency if they are presented 
as cyclic frequency.

An FE model should first be analyzed statically, using a load that seems likely to pro­
duce an approximation of the lowest vibration mode. Static analysis is comparatively 
easy and cheap, and may disclose modeling errors that affect dynamic response as well. 
One can direct software to compute total structure mass and the mass center location. 
Results should have reasonable agreement with expectations. Vibration frequencies and 
modes can also be computed even if the analysis contemplated does not require them, as 
a further check and to gain insight needed to make decisions demanded by harmonic 
response, response history, and response spectrum analyses. Zero frequencies indicate a 
lack of support (which may be intentional) or the presence of a mechanism. Absurdly 
high or low frequencies suggest an error in data. Modes should be plotted, animated, and 
viewed from different directions if the model is not planar. Are the modes compatible 
with intended support conditions, and are they physically reasonable?

In dynamics, it may be difficult for even an experienced analyst to predict the nature 
of response. Modeling may therefore be difficult, and it may even be hard to foresee 
what sort of response should be investigated. Thus it is recommended that an unfamiliar 
analysis project begin with pilot studies. One may also make use of a restart option in 
software. For example, results of dynamic response analysis can be examined after a 
short time and computation resumed only if it seems to be working properly.

Comparison with Experiment. Experimentalists and analysts must work together to 
ensure that both groups address the same problem. They must agree on geometry, elastic 
properties, damping, structural mass, nonstructural mass (magnitude, location, and 
method of attachment), supports (hinged, elastic, or other, and location), excitation (type, 
magnitude, location, and direction), response to be investigated (type, location, and 
direction), and perhaps other considerations [11.21]. The structure is no doubt more 
complicated than its FE model, so the model may not represent some vibration modes of 
the structure. Nodes of the FE model should appear at locations where measurements are 
to be taken from the structure. Perhaps the FE model is linear but the structure is not. To 
find out, the structure could be subjected to two or more levels of excitation at a given 
frequency, and results plotted to see if response is directly proportional to excitation 
level.

Miscellaneous. A dynamic load may move over a structure rather than acting at a fixed 
location on it. For example, if a heavy vehicle moves along a beam, it loads the beam in a 
way that depends on vehicle speed, mass, suspension stiffness and damping, and the shape 
of the path followed (that is, on the deflection of the beam). A rolling tire is loaded by 
localized pressure that moves around the circumference relative to the tire. References for 
such problems include [11.70-11.74].

To avoid complete re-solution of a revised model, or as part of a design process to 
achieve desired dynamic behavior, it is helpful to predict rates of change of eigenvalues 
and eigenvectors with respect to changes in system parameters. This study is known as 
sensitivity analysis. Somewhat related is the improvement of an FE model, based on test 
data, so that FEA predictions agree better with observed behavior. This study is known by 
several names, perhaps primarily as system identification, but also as structural identifica­
tion, model updating, parameter updating, parameter estimation, and the inverse problem 
of dynamics. A few references, of a great many available, are [11.75-11.79].



436 Finite Elements in Structural dynamics and Vibrations

For some static problems, such as uniform beams under concentrated loads, FEA can 
solve the mathematical model exactly. Such is not the case in dynamics because elements 
based on polynomial fields cannot represent a mode shape exactly (the lateral displace­
ment mode of a vibrating beam is sinusoidal, not cubic as imthe standard beam element). 
Thus there is discretization error in stiffness representation. Mass representation also has 
discretization error. Lumped masses, which often produce frequencies that are too low, 
tend to compensate for the overstiffness inherent in compatible displacement-based ele­
ments. If, for a given FE mesh, the eigenproblem is solved twice, using a lumped [M] and 
then a consistent [M], good agreement of the two eigensolutions suggests that there is little 
discretization error. Mesh discretization error has not been so well-studied in dynamics as 
in statics. References include [11.80-11.83].

Estimates of error associated with the time step used in implicit direct integration are 
available, and can be used to automatically adjust the time step as solution proceeds 
[11.83-11.85].

Cautionary Remarks. Remarks in [11.86] about numerical modeling of impact phenom­
ena can also be applied, with little modification, to FEA in general. The paper advises 
thorough understanding of the physics of the problem, of dynamics, and of numerical 
modeling. Otherwise the numerical problem may differ considerably from the physical 
problem. “In no way can today’s computer programs for wave propagation and impact be 
treated as ‘black boxes.’ A minimum of 6 months to 2 years of experience is needed to be 
able to use such programs successfully. There is no shortcut, no royal road, to this pro­
cess.” The reference also warns against using a mesh more suited to computational conve­
nience than to the physics of the problem, and ascribing a physical cause to numerical 
artifacts or instabilities that are not recognized as such.

11.17 AN APPLICATION: VIBRATION
AND HARMONIC RESPONSE

The structure we consider is the right-angle frame ABC shown in Fig. 11.17-la. The frame is 
uniform, pinned at A, and roller-supported at C. It is modeled by 50 beam elements, each of 
length 1.0 m. Selected nodes of the discretization (not shown in Fig. 11.17-1) are numbered. 
Displacements are confined to the plane of the paper. The simplicity of the structure allows us 
to emphasize dynamics rather than geometric modeling and to display results easily. We will 
calculate natural frequencies of vibration, then harmonic response with £ = 0.02 as the 
damping ratio for all modes. Lumped masses with rotary inertia are generated by the software 
used, but its documentation offers no details about the formulation.

Preliminary Analysis. The fundamental vibration frequency is easy to estimate by 
reducing the problem to a single d.o.f., then calculating ~ Jk/m . Let us assume that 
the fundamental vibration mode resembles static deformation that results from applying 
horizontal load F at C (Fig. 11.17-1). Static deflection uc can be obtained using either 
simple energy methods or beam theory, and is

15 Fa F FJuc = hence k = — = = lll,100N/m (11.17-1)
EI uc 15a3
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1.5 m

1.5 m

£ = 200(109) Pa 
v = 0.29
G = 77.5(109) pa 
p = 7860 kg/m3
. 0.14

• 16 12

Cross section

(b)

Figure 11.17-1. (a) Plane frame structure and its properties. Numbers 1, 16, 31, 41, and 51 are 
node numbers used in the FE model, (b) Static loading used in preliminary analysis. Here 
a = 1.0 m.

(a)

All the mass of BC has horizontal displacement uc, but only some of the mass of AB. An 
accurate evaluation based on deflected shape can be made but it is not worth the trouble. 
We will arbitrarily assume that half the mass of AB has horizontal displacement uc. Thus, 
multiplying mass density by volume, we obtain 7860(2.0 + 1.5)(0.1)(0.1) = 275 kg as the 
effective mass m. Hence

toj ~ fk/m = 20.1/s and = ct^/277 ~ 3.20 Hz (11.17-2)

Frequencies and shapes of higher modes become increasingly difficult to estimate. As for 
harmonic response, we expect a peak response when the forcing function has frequency 
almost equal to a natural frequency.

Critique of Vibration Results. The first five frequencies and modes computed by FEA are 
shown in Fig. 11.17-2. There is excellent agreement between fa as computed by FEA and the 
preliminary estimate (Eq. 11.17-2). Displacement amplitudes, having been exaggerated for 
plotting, have no significance. Recalling the argument associated with Fig. 11.16-3, we see

Figure 11.17-2. Computed mode shapes and cyclic frequencies f = a)/2ir.
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TABLE 11,17-1. Vibration of the frame in Fig. 11.17-1: ' 
selected terms of the mass-normalized 
eigenvector {D}- (that is, nodal amplitudes 
in mode i, with Eq. 11.7-1 satisfied) for 
selected nodes, each multiplied by 1000.

d.o.f. Node Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

u 16 38.6 -81.5 23.8 -27.7 62.7

41 1.0 7.0 -19.4 52.6 248.9

il 51 62.3 33.1 -3.4 21.6 9.2

that modes shown in Fig. 11.17-2 imply an ordering of frequencies that agrees with values 
computed. Each wave of these modes is spanned by several elements, so the FE mesh 
appears adequate for these modes, and seems likely to be adequate up to at least mode 25, for 
which each complete sine wave of displacement would be spanned by four elements. 
Additional computed frequencies in hertz (Hz) are /6 = 269.4, f7 = 396.6, /8 = 420.8, 
f9 = 552.3, and/i0 = 649.6. The FE model has a total of 150 frequencies. Amplitudes of 
selected d.o.f. in the first five modes, [M]-normalized according to Eq. 11.7-1, appear in 
Table 11.17-1. Algebraic signs in this table agree with what is shown in Fig. 11.17-2.

Harmonic Response Analysis. Let force F = 3000 sin flz, in units of newtons, act in the 
horizontal direction at node 51. Harmonic response is to be computed for each of several 
load frequencies fl. The damping ratio is £ = 0.02 for all modes. Figure 11.17-3a shows 
the forced vibration mode for fl = 122 Hz, which is not quite equal to the natural fre­
quency of mode 4. By solving Eq. 11.10-2 for each of several values of fl and converting 
from modal amplitude to physical amplitude, a plot that shows physical amplitude versus 
fl can be constructed for any chosen d.o.f. Figure 11.17-3b shows such a plot for the 
amplitude of horizontal motion at node 16, over an arbitrarily chosen range of fl. As 
expected, peaks are observed near fl = ci)3 and near fl = w4. Only five modes were used 
in the modal analysis, so results for fl > a>4 are questionable. However, reanalysis with 
only four modes produced almost identical results in the range plotted.

Using modal data from Table 11.17-1, peak amplitudes in Fig. 11.17-3b can be checked. 
Consider the contribution of mode 4 to the peak near 122.7 Hz. The only nonzero entry in the 
load amplitude vector {Rext} is 3000 N rightward at node 51. Therefore, from Table 11.17-1 
and Eq. 11.7-6, the amplitude of modal load in mode 4 is P4 = 0.0216(3000) = 64.8. With 
co4 = 2tt(122.7) = 770.9/s, £4 = 0.02, and 04 = 1.0, Eq. 11.10-2yields

^4
P4/^4 

2^4

64.8/770.92
2(0.02)

0.00273 (11.17-3)

Finally, to calculate the horizontal amplitude at node 16 due to mode 4, we read the top 
line of Table 11.17-1, and obtain 0.0277Z4 = 75.5(10-6) m. This value agrees fairly 
well with the peak value in Fig. 11.17-3b, which suggests that other modes contribute 
little to this peak. Static deflection due to the 3000-N load would be over 300 times
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F - 3000 sin Qr 
Q = 2rt(122)/s

(b)

Figure 11,17-3. Harmonic response, (a) Vibration shape for forcing function frequency 
f = 122 Hz. (b) Amplitude of horizontal displacement at node 16 versus frequency fl of the 
forcing function in an arbitrarily selected range of fl

greater. However, the amplitude of horizontal reaction at node 1 was found to be about 
4800 N when fl = cu4; that is, about 1.6 times the amplitude of the forcing function.

Note: Data in this section and the next come from three different computer programs 
because none of the programs available at the time provided all results desired. All three 
provided modes and frequencies, but they did not quite agree. For this reason there are 
slight inconsistencies in numerical results reported.

11.18 AN APPLICATION:
RESPONSE HISTORY

In this section, we consider impulse loading of the frame whose data appears in Fig. 11.17-1. 
As-shown in Fig. 11.18-1, a horizontal force of 100,000 N is applied at node 51 for 0.01 sec­
onds. The structure is initially undeformed and at rest. We will consider the response history 
of displacement and velocity, using both the modal method and direct integration by the 
average-acceleration (implicit) method. Because the load is suddenly applied it is a shock

F, newtons

105--------
q = 0.01 s

A 1

(a)

Figure 11.18-1. (a) Frame
°0 q 56000(18 loaded at point C by 

horizontal force F 
(b) Prescribed variation of 
force F with time.
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loading, for which the modal method is not well suited. We use it anywa^y to show how it 
fares when applied to such a problem. The purpose of these analyses is more to illustrate the 
behavior of methods than to solve the problem.

Preliminary Analysis. We continue the analysis begun with Eq. 11.17-1, and now esti­
mate the maximum horizontal acceleration, velocity, and displacement of node 51. Over 
the 0.01-second time span of loading, displacements are as yet so small that elastic forces 
have almost no influence on the horizontal acceleration of portion BC. Accordingly we 
use simple equations of particle dynamics. Newton’s second law F = ma provides accel­
eration at time t = 0 as

ii51 = F/m « 100,000/275 = 364 m/s2 (11.18-1)

Impulse FtY is equal to the change of linear momentum, which we take to be mw51. Hence 
at/ = tj

zi51 = Fz/m - 100,000(0.01)7275 = 3.64 m/s (11.18-2)

To estimate maximum displacement, we equate maximum kinetic and maximum strain 
energies in mode 1, whose approximate stiffness k is available from Eq. 11.17-1. Thus

1 .2 1, 2
2mM5i = 2fcM5i hence

.2 
mu5i

1/2 1/2
2

275(3.64)
111,100

= 0.181m (11.18-3)m51 “ k

Finite Element Analysis. The FE discretization is the same as used in Section 11.17. For 
modal analysis, we use frequencies and modes computed in Section 11.17, and damping 
ratio £ = 0.02. To investigate the effects of retaining different numbers of modes in the 
analysis, response history is computed several times by the modal method, each time add­
ing another mode to the modal matrix, up to a total of 15 modes retained. The frequency of 
mode 15 is/15 = 1268 Hz. In each analysis the time step used for direct integration of 
Eq. 11.7-6 is Az = 0.0001 s, which is about 7.9 time steps per period of mode 15.

The same problem is also solved by direct integration, using Eqs. 11.13-5 with y = 
0.50 and /3 = 0.25. The form of damping used in modal analysis, £ - 0.02 for each mode, 
is not available in direct integration. If Eqs. 11.5-3 are used, with = £2 = 0-02 and coj 
and co2 the frequencies of modes 1 and 15, the a and /3 obtained provide a minimum £ of 
0.002 at a) = 407/s (f = 64.8 Hz) from Eq. 11.5-2. We elect to omit damping. Its effects 
may be negligible over the short time span to which we will apply direct integration. 
Results produced using different time steps will be shown; the shortest time step used is 
Az = 20(10“6) s.

Would explicit direct integration be faster? To answer, we must estimate Azcr for explicit 
integration. Consider a typical element of the frame. The element bound for axial defor­
mation, Eq. 11.12-15, gives co = 2c/L = 0.10(106)/s. But flexure yields a higher fre­
quency. Vibration analysis of a single beam element with shear deformation neglected and 
both ends simply supported, for the higher of its two modes, yields the maximum fre­
quency co = 0.73(106)/s, for which Eq. 11.12-9 yields Azcr = 2/comax = 2.7(H)"6) s as 
the largest time step allowed in the central difference method. If Az = 20(10-6) s is the 
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smallest time step actually desired, and the cost-per-time-step ratio noted in Section 11.11 
for a one-dimensional problem is accepted, the implicit method is faster (not accounting 
for the one-time cost of factoring [K] in the implicit method). The implicit method would 
be uneconomical if the problem were two- or three-dimensional. "

Critique of Results. Computed maxima of horizontal acceleration, velocity, and displace­
ment at node 51, from modal analysis with 15 modes retained, are respectively 173 m/s2, 
4.27 m/s, and 0.181 m. The agreement of velocity and displacement with Eqs. 11.8-2 and 
11.8-3 is good to excellent. The agreement of acceleration with Eq. 11.18-1 is poor, and 
reflects the inappropriateness of modal analysis for shock loading.

We arbitrarily decide to present computed results for displacement, velocity, and accel­
eration of the rotational d.o.f. at node 41. Figure 11.18-2a, with only two modes retained 
in modal analysis, shows that the higher mode decays more quickly. This is reasonable in 
view of the discussion that follows Eq. 11.4-2, according to which damping £ = 0.02 
reduces amplitude about 10% per cycle. Mode 2 executes more cycles than mode 1 in a 
given time, so it decays sooner.

The initial portion of Fig. 11.18-2a is shown in Fig. 11.18-2b, but with 15 modes used. 
The contribution of modes higher than second is evident, but it appears that most of the 
maximum displacement is represented by the first two modes. Similar results computed by 
direct integration appear as Figs. 11.18-2c and 11.18-2d. The latter results suggest that yet 
more modes would be advisable in modal analysis, and that damping may have a notice­
able effect, even in the small time span displayed.

2 Modes used, £ = 0.02

ft,41(rad) .... . .Modal analysis

-0.0034

t(s)

(a)

(Expanded scale)

(b)

0.0040

0.0020

0z41 (rad) Direct integration 
At = 0.0001,^=0

0.05
r(s) 

0.10

(d)

Figure 11.18-2. Rotation 0z (radians) at node 41 versus time t (seconds) for the loading of 
Fig. 11.18-lb. (a,b) Computed by modal analysis. (c,d) Computed by direct integration, average 
acceleration method.

0



442 Finite Elements in Structural Dynamics and Vibrations

TABLE 11.18-1. Rotation 0z at node 41 in Fig. 11.18-1: maximum magnitudes of 0z41 
(radians) and its time derivatives dOz4{/dt AND d20z41/d? , IN TIME 

RANGES INDICATED, COMPUTED BY MODAL ANALYSIS AND BY IMPLICIT 
DIRECT INTEGRATION. -

Quantity Range of t

Modal analysis Average acceleration method

2 modes 15 modes Az = ICT3 s Az = KT4 s Az = 2(10-5) s

^41 0 to 0.10 s 0.00337 0.00347 0.00386 0.00413 0.00410
^41 0 to 0.02 s 0.15 0.60 0.24 0.84 1.44
^z41 0 to 0.02 s 40 1524 171 3402 21,790

Similar plots, now for rotational velocity at node 41, appear in Fig. 11.18-3. Clearly, 
two modes are utterly inadequate for computation of 0z41. Indeed, direct integration 
results show that 15 modes are also inadequate, and suggest that a yet smaller time step 
should be used for direct integration analysis. Results for acceleration 0z41, not shown 
graphically, display even greater disparities, as shown by data in Table 11.18-1. Again the 
conclusion is that modal analysis is not suited to shock loading and that smaller time steps 
are needed in direct integration, at least if velocities and accelerations are to be calculated.

Response Spectrum Analysis. If we require only the maximum magnitude of response, 
without regard to when it appears, we can obtain estimates by response spectrum analysis 
(Section 11.15). Such calculations are supported by FE software, but for illustration we 
will do them by hand. The preliminary modal analysis has been done; results appear in 
Table 11.17-1. This information is applied to rotation 0z at node 41 as follows.

For the rectangular pulse load in Fig. 11.18-lb, amplification factor of Eq. 11.15-2 is 
given by an analytical formula [11.2,11.3,11.66]:

= ZsinTTt^- for ^/JcO.5 = 2 for ^>0.5 (11.18-4)

Thus for frequencies/- reported in Fig. 11.17-2,

Si = 2 sin7r(0.01)(3.315) = 0.208 S2 = 2 shut (0.01)(35.08) = 1.784 (11.18-5) 

and S3 = S4 = ••• = 2.000. Using Eq. 11.7-6 and data in Table 11.17-1, we obtain modal 
loads '

p = {<&}f{Rext} = 0.0623(100,000) = 6230,
T (11.18-6)

P2 = {«>}2{Rext} = 0.0331(100,000) = 3310,

and so on. Modal maxima, from Eq. 11.15-2, are

Z7“ = 0.208---- 6230 = 2.99, = 1.784---- 3310 = 0.122,(11.18-7)
(2 77 3.315) (2tt 35.08)

and so on. To apply these results to 6Z at node 41, we use the middle line in Table 11.17-1 
and Eq. 11.15-4. Let (A41). represent rotation at node 41 due to . Thus
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(A^ = 0.0010(2.99) = 299(10-5), (A«)2 = 0.0070(0.122) =*85(10 “5), (11.18-8)

and so on (magnitudes of A41 for modes 3 through 15, all multiplied by IO-5, are 7,38,22, 
22, 0, 3, 0, 3, 4, 1, 1, 0, and 1). Finally we combine modes according the procedures of 
Eqs. 11.15-5 to 11.15-7. Thus, estimates of the maximum magnitude of rotation 0z at node 
41 are, using the first 5 modes and then the first 15 modes,

Upper bound: = 0.00451 (5 modes), 0^“ = 0.00486 (15 modes)

SRSS: = 0.00314 (5 modes), 0^“ = 0.00315 (15 modes) (11.18-9)

NRL: 0^ = 0.00395 (5 modes), 0^ = 0.00398 (15 modes)

Note that modal amplitudes of 0z41 in Table 11.17-1 increase strongly with a>, while modal 
amplitudes of u do not. This suggests that results for displacements will be better-behaved 
than results for rotations.

2 Modes used (not enough!)

0,41 (rad/s) .. . . , .
Modal analysis 0_41 (rad/s) .... . .241 Modal analysis

15 Modes used (not enough!)

0,6-------------------------K-----------------

0 f(s>

-0.6 ---------------------- --------------------------
0.01 0.02 

(Expanded scale)

(a) (b)

(rad/s) Direct integration 
At = 0.00010 s

0.01 0.02

Direct integration 
Ar = 0.00002 s

0,41 (rad/s)

(c) (d)

Figure 11.18-3. Angular velocity 6Z (rad/s) at node 41 versus time t (s) for the loading of 
Fig. 11.18-lb. (a,b) Computed by modal analysis. (c,d) Computed by direct integration, 
average acceleration method.
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ANALYTICAL PROBLEMS

11.2-1 A differential element having mass dm and velocity v has kinetic energy v2dm/2. 
Show that the kinetic energy of a finite element is therefore {d} [m]{d}/2, 
where [m] is the consistent element mass matrix and {d} is the vector of element 
nodal d.o.f.

11.2-2 Show that with nodal accelerations {d}, element nodal inertial loads [m]{d} 
are the same as body force loads given by Eq. 3.3-8 (and by Eq. 4.8-15b).

11.3-1 (a) Is it possible to have a negative diagonal coefficient in a consistent mass 
matrix? Explain.
(b) Imagine that a uniform straight beam vibrates in such a way that inflection 
points of the vibration mode coincide with nodes of the FE mesh. What a) is 
obtained by using the second [m] in Eq. 11.3-3 with a = 1/24? The exact result 
is cd = T^jEI/mL3 , where L and m are respectively the distance and mass 
between nodes.

11.3-2 Consider the kinetic energies of two-node elements in the following three rigid- 
body plane motions: lateral translation, rotation about the mass center, and rota­
tion about the left end. Do the following mass matrices provide the correct kinetic 
energies or not?
(a) Bar element, lumped mass matrix (Eq. 11.3-1).
(b) Bar element, consistent mass matrix (Eq. 11.3-4).
(c) Beam element, consistent mass matrix (Eq. 11.3-5).

11.3-3 Cross-sectional area of the bar shown varies linearly from Ao at the left end to 
yA0 at the right end, where y is a constant. Determine the consistent mass matrix 
that operates on axial d.o.f. ux and u2-

Problem 113-3 Problem 11.3-4

11.3-4 For the uniform quadratic-displacement bar shown, derive the consistent mass 
matrix that operates on axial d.o.f. tq, zq, and Wa­

ll.3-5 Let a uniform beam element rotate about its mass center. What are the percentage 
errors in kinetic energy associated with HRZ lumping (Eq. 11.3-8) and with particle­
mass lumping (a = OinEq. 11.3-3)?

11.3-6 Determine a in Eq. 11.3-3 such that a uniform beam element has the correct 
kinetic energy of rotation about its mass center. Then consider use of the resulting 
FmJ to model a simply supported beam by one element and determine its natural 
frequencies of vibration. What conclusion can be drawn from this example?

11.3-7 (a) By derivation, verify the CST mass matrix stated in Eq. 11.3-6. The element 
has uniform density and thickness.
(b) Expand this mass matrix to obtain a form applicable to motion in the xy plane, 
with nodal d.o.f. in the order {d} = |_ Mi w2 v2 u3 v3 J7-
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11.3- 8 The four-node parallelogram element shown has uniform density and thickness.
Shape functions are given by Eqs. 6.2-3. By integration, determine the consistent 
mass matrix.

Problem 11.3-8

m

Problem 11.3-9

11.3- 9 Rigid and massless link AB in the sketch connects a particle mass m at A to node 
B. In terms of d.o.f. shown at node B, what is the 3 by 3 mass matrix associated 
with mi? Suggestion: Recall Section 8.3. Physically and qualitatively, what sort of 
error would be associated with a diagonalized form of this matrix?

11.3- 10 Verify the nodal masses shown in parentheses in (a) Fig. 11.3-2a, and (b) Fig. 11.3-2b.
11.3- 11 For a uniform beam element having the usual d.o.f. {d} = L 0z\ ^2 0z2Jrin 

two dimensions, consider the following lateral displacement function, in which 
£ = x/L,

t \ ( oxv — l-£ l^-r]L/2 f ^+^L/2]{d}

(a) Show that v is linear in x if 0zl - 0z2- Also show that this field yields the cor­
rect forms for lateral displacement v and curvature when nodal d.o.f. are con­
sistent with pure bending.
(b) Use this function and Eq. 11.2-6 to evaluate the mass matrix.
(c) Hence, obtain a diagonal mass matrix by the HRZ procedure.

11.4- 1 Imagine that a redesign produces small changes in [M] and [K]. Hence, the natu­
ral frequency of each mode is slightly changed, by an amount AA-, where 
Af = cot . Using the Rayleigh quotient and neglecting terms of higher order, 
derive an expression for AA( in terms of Ar-, {D} ■, [M], [AK], and [AM].

11.4- 2 (a) Let the following matrices be applicable to a certain problem of axial vibra­
tion with two d.o.f.:

2 -2
■2 5

[M] = 1
0

0
1

Exact eigenvalues and eigenvectors are A! = 1 and {D}^ = [_ 2 1J for mode 1 
and A2 = 6 and {D}2 = L 1 “2 JT for mode 2. Consider the approximate eigen­
vectors [ 1.7 1.0 Jr and [ 1.2 -2.0 Jr, and show that the Rayleigh quotient provides 
good estimates of Aj and A2 (in Eq. 11.4-13, Af = ).
(b) In Example 1 of Section 11.4, estimate the fundamental frequency by using 
the Rayleigh quotient and a reasonable guess for the vibration mode.
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11.4 -3 Consider axial vibration of a uniform bar of length L and mass'm = pAL, free at 
one end and fixed at the other. Using two-node elements, model the bar first by one 
element, then by two elements of equal length L/2. For each mesh, calculate the 
lowest natural frequency using the following mass matrix formulations. (The exact 
result is = ( tt/2) jAE/mL .) 
(a) The consistent [m], Eq. 11.3-4.
(b) The lumped [m], Eq. 11.3-1.
(c) The average [m], Eq. 11.3-7.
(d) For what value of ft in Eq. 11.3-7 does a one-element model produce the 
exact euj?

11.4- 4 In Problem 11.4-3, consider the convergence rates of as the mesh is refined. 
Do they agree with rates predicted in the discussion that follows Eq. 11.3-7?

11.4- 5 The stiffness, consistent mass, and HRZ-lumped mass matrices for the three-node 
bar element shown in Problem 11.3-4 are respectively

AE
3L

7
-8

1

-8
16
-8

where m is the total element mass. Exact natural frequencies of axial vibration of 
an unsupported uniform bar of length L are = 0, to2 = rrjAE/mL , and 
o)3 = 2<w2.
(a) Determine the mode shapes and percentage errors of calculated frequencies 
provided by the consistent mass matrix.
(b) Repeat part (a) using the HRZ-lumped mass matrix.

11.4- 6 Fix the left end of the three-node bar element treated in Problem 11.4-5. Deter­
mine the two natural frequencies of axial vibration and their mode shapes.
(a) Use the consistent mass matrix.
(b) Use the HRZ-lumped mass matrix.

- (c) Use ad hoc lumping: place a particle of mass m/3 at each of the three nodes.
(d) For each of parts (a), (b), and (c), estimate the lowest frequency by means of 
the Rayleigh quotient and the assumed displacement mode =0, u2 = 1, 
w3 = 2.

11.4-7 Model a simply supported uniform beam of length 2L by a single element. Calcu­
late natural frequencies of vibration, where possible, by using the mass matrices 
cited. The element [k] is given by Eq. 2.3-5 (and by Eq. 3.3-14). The exact funda­
mental frequency for a beam of length 2L is = (ir/2L) jEI/pA .
(a) The consistent [m], Eq. 11.3-5.
(b) The lumped [m] of Eq. 11.3-3 with a = 0.
(c) The lumped [m] of Eq. 11.3-3 with a - 1/24.
(d) The HRZ-lumped [m] of Eq. 11.3-8.
(e) The [m] calculated in Problem 11.3-11(b).

11.4- 8 Model a uniform cantilever beam of mass m and length L by a single element. 
Repeat parts (c) and (e) of Problem 11.4-7. The exact fundamental frequency is 
a>! = 3.516 jEI/mL3.
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11.4- 9 An argument given in Section C.3 of Appendix C shows that different modes are 
mass-matrix orthogonal, but the argument presumes that different modes have 
different frequencies. Consider a one-element model of a cantilever beam of cir­
cular cross section, and two modes that have the same frequency and are identical 
in shape but appear in different planes. Demonstrate that the two modes are mass­
matrix orthogonal.

11.4- 10 Consider axial vibration of a uniform bar of mass m, fixed at one end and free at 
the other. The squared fundamental frequency is = cAE/mL, where c = tt2/4 
for the exact result. For meshes N = 1 and N = 2 respectively, calculated values 
of c in Problem 11.4-3 (using consistent, lumped, and average mass matrices) are 
(a) 3.000 and 2.597, (b) 2.000 and 2.343, and (c) 2.400 and 2.463. Use Eq. 9.7-1 to 
extrapolate to N = <>  for each of the three sequences of two values.*

11.5- 1 (a) Determine proportional damping parameters a and /3 for £ = 0.03 at 5 Hz and 
£ = 0.20 at 15 Hz.
(b) For these values of a and , sketch a graph like Fig. 11.5-1. Comment on 
the combined £ at frequencies less than 5 Hz and greater than 15 Hz. Is caution 
indicated?

11.6- 1 (a) Show that Eq. 11.6-4 yields [KJ = [KJ - [KmJ[K„r1[KmJr. Where has 
this relation been seen before?
(b) Derive a similar expression for [Mr] in Eq. 11.6-4.

11.6-2 If &>2[M]{D}inEq. 11.4-5 is regarded as a vector of inertia loads {RJ, and [K] is 
inverted to provide the flexibility matrix [F], we obtain [F]{RJ = {D} .
(a) Partition this equation into m master and 5 slave d.o.f., as in Eq. 11.6-1, and let {Rs} = {0}. Then derive the transformation

Dm

where [T][T]{Dm}
IFT F-1ms mm

(b) Show that this transformation is mathematically the same as that of Eq. 11.6-3. 
(c) How can [Fmm] be computed from [K], and what is its physical meaning?
(d) Why is the transformation of part (a) likely to be more computationally efficient 
than the form used in Eq. 11.6-3?

11.6-3 Consider the two-d.o.f. unsupported bar of Fig. 11.4-3. What is the reduced stiffness­
matrix that results from taking w2 as the slave d.o.f.? Is this result reasonable?

11.6-4 (a) In the example problem associated with Fig. 11.6-2, the choice is vx as mas­
ter and 0z2 as slave. Is this choice consistent with the rule that masters have 
larger mass-to-stiffness ratio?
(b) Make the other choice, as master and v} as slave, and compute the fre­
quency and mode shape (analogous to Eqs. 11.6-9 and 11.6-10).
(c) Seek to improve the estimate of by using the mode shape from part (b) in 
the Rayleigh quotient, with [K] and [M] taken from Eq. 11.6-7. Try Eq. 11.6-3 
and then Eq. 11.6-6 for recovery of slave d.o.f.

11.6- 5 Only axial motion is permitted in the system shown. Let k = 1 and m = 2. Deter­
mine the fundamental vibration frequency &)1 of the given system. Then calculate 

after condensing the system to a single d.o.f. Calculate the fundamental mode, 
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using first Eq. 11.6-3 and then Eq. 11.6-6 to recover slave d.o.f Finally use these 
modes in the Rayleigh quotient to see if either produces an improved value of top

Problem 11.6-5

11.7- 1 In terms of matrix products, determine the expression for damping matrix [C] in 
Eq. 11.2-12 that is implied by Eq. 11.7-6. (The resulting [C] is full, and depends 
on [<t>] and a diagonal matrix containing terms 2£o>z.)

11.7- 2 Consider the 2 by 2 stiffness and lumped mass matrices given in Problem 11.4-2a. 
Derive the system of two uncoupled differential equations for a modal analysis.

11.7- 3 The sketch shows three equal particle masses connected by three springs, each of 
stiffness k. Only axial motion is permitted. Vibration modes, scaled so that the 
largest d.o.f. of each is unity, are {D^ = 1.000 0.802 0.445_|r,
{D}2 = L -0-802 0.445 1.000JT, and {D}3 = |_ -0-445 1.000 -0.802jr.
(a) Sketch these modes, and show by multiplication that they are mass-matrix 
orthogonal. Are they alsostiffness matrix orthogonal?
(b) Let the two modes { D}T and {D}2 be used to form modal matrix [<£]. Also 
let m = 1 for each particle mass. What must be Z2 if - 1 and the physical dis­
placement of node 1 is zero? Sketch the displaced shape of the structure thus 
obtained.
(c) For comparison, use ux and u2 as masters in Guyan reduction (Section 11.6). 
For ux = 0 and u2 = 1, sketch the displaced shape of the structure predicted by 
the reduced system.

Problem 11.7-3

11.7-4 (a) In the sketch for Problem 11.6-5, let k = m = 1. Let the system be set in axial 
motion with initial conditions = u2 = = 0, ii2 = 1. Calculate w1 and u2 at
times t = 1, 2, 3, 4, and 5 by the modal method. Include both modes of the phys­
ical system in [<&]. Note that the modal equations can be integrated exactly.
(b) Use results of part (a) to show that the numerator of the error expression, 
Eq. 11.7-9, is zero.
(c) Imagine now that only the lowest mode is retained, so that [<>] becomes a col­
umn vector. Estimate the largest percentage errors in ux and u2.

11.7- 5 Again consider the two-spring, two-mass system treated in Problem 11.7-4. Let 
the system be undeformed and at rest at time t = 0. Steady axial force F2 = 1 is 
applied to node 2 at t = 0. Use the modal method to calculate - iq(0 and 
u2 - u2^ at times t = 2, 4, 6, 8, and 10.
(a) Retain only the lowest mode in the transformation.
(b) Obtain similar results from the second mode, and add them to the results of 
part (a) to obtain the exact result. (Partial answer: w2 = 1.483 at t = 2.)
(c) Evaluate the error estimate, Eq. 11.7-9, for part (a). What conclusion is indi­
cated? What is e(t) if both modes are used?
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(d) Adjust results obtained in part (a) by applying the static correction, Eq. 11.7-11. 
What e(t) is obtained if the static correction is included?

11.8- 1 In the sketch for problem 11.6-5, let k = m = 1. Consider the application of Ritz 
vector analysis to this system, as follows.
(a) Externally-applied loads are zero, so arbitrarily assign {w}j  = L 1 0 Jr. 
Hence, establish the 2 by 2 array [W] of Ritz vectors and the transformed system 
of Eq. 11.8-6.

*

(b) Repeat part (a), now using {w}  j = L 0 1 Jr.*
(c) If we arbitrarily assume that {w^  = |_ 1 2 JTand use no additional vectors, 
what is the resulting form of Eq. 11.8-6? What fundamental frequency does this 
equation yield? What other name identifies this method of calculation?

*

11.9- 1 Consider axial vibration of the system of springs and masses shown, with k = 1 
and m = 1. Natural frequencies are co1 = 0.9246, co2 = 1.574, and co3 = 2.381. 
Create two substructures, one consisting of springs to the left of node 2, the other 
of springs to the right of node 2. Show that, in this case, component mode synthe­
sis yields exact frequencies. ~

Problem 11.9-1

11.10- 1 A single-d.o.f. spring-mass system without damping has natural frequency 
co = Jk/m. It is excited by a force Po sin fir, where Po is a constant. For what 
range of the frequency ratio fl/co is the amplitude of motion more than 10% 
greater than the static displacement?

11.12- 1 Forward and backward Euler direct integration methods are defined by

Forward: {D}„+1 = {D}„ + Ar{D}„

Backward: {D}„+1 = {D}„ + Az{D}„+1

Determine the order of accuracy of these methods by using Taylor series expansion.
11.12- 2 Show that Eq. 11.12-6 reduces to Eq. 11.12-3 if damping is zero.
11.12- 3 Consider a single uniform two-node bar element with lumped masses and one 

end fixed. For this model, do the Gerschgorin bound, Eq. 11.12-17, and the ele­
ment bound, Eq. 11.12-15, show good agreement with the exact frequency?

11.12- 4 (a) Consider axial vibration of a uniform unsupported bar modeled by two-node 
elements of equal length. The maximum frequency of the entire model agrees 
with the maximum frequency of a single unconstrained element. Why?
(b) In the numerical example of Section 11.12, the element bound agrees almost 
exactly with the maximum mesh frequency. Should agreement be expected to 
improve or decline as the number of elements in the FE model is increased? Why?

11.12- 5 A particle of unit mass is supported by a spring of unit stiffness, so co = 1. 
There is no damping or external load. At time t = 0, the particle has zero dis­
placement, zero acceleration, but unit velocity. Use the central difference 
method, Eq. 11.12-3, to calculate displacement versus time over five time steps. 
Use (a) St = 1, (b) St = ^2, (c) Az = 2, and (d) St = 3.
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11.12- 6 A particle of unit mass is supported by a spring of unit stiffness, so co = 1. There 
is no damping. At time t = 0, when the particle has zero displacement and zero 
velocity, a unit force is applied and maintained. Use the central difference 
method, Eq. 11.12-3, to calculate displacement versus time over successive time 
steps as follows.
(a) Use Az = 0.5 and go to t = 7.0.
(b) Use Az = 1.0 and go to t = 7.0.
(c) Use Ar = 2.0 and go to t = 10.0.
(d) Use Ar = 3.0 and go to z = 15.0.
(e) Obtain the exact solution and compare the results of part (a) with it.

11.12- 7 In the half-step central difference algorithm with proportional damping, 
viscous forces can be approximated as a[M]{D}W + ffK] {D}„_1/2- For the 
mass-proportional portion, use Eq. 11.12-1 a to approximate {D}„. The 

' stiffness-proportional portion can be obtained by summation of element 
contributions [B]r{o,}M_1/2c/K (verify that this is so). Thus obtain a revised 
form of Eq. 11.12-6.

11.13- 1 Derive the equation un+i = iiw + ^Az(wn+1 + un) by use of Taylor series, and 
show that un^ is approximated with error of OCAz2). Suggestion: Write Taylor 
series for un+1 about time n &t9 and for un about time (n + 1) Az, and combine 
results to obtain the desired relation plus higher-order terms.

11.13- 2 Repeat Problem 11.12-5, but use the average acceleration method with four time 
steps, of magnitude (a) Az = 2.0, and (b) Az = 1.0.

11.14- 1 Consider a single-d.o.f. equation of motion with damping but without inertia: 
2f<oZ+ o?Z = 0. Investigate the stability criterion, if this equation is integrated by 
(a) The central difference method, Eq. 11.12-la.
(b) The average acceleration method. Suggestion: Write the equation of motion at 
time step n and at time step n + 1, add the results, and use the equation 
Zn+1 = Zn + ^Az(Zk+1 +Zh) to eliminate velocities.
(c) The forward Euler method, Zn+1 = Zn + &tZn .
(d) The backward Euler method, Z„+1 = Zn + A?Zn+1.

11.14-2 Consider the central difference solutions obtained in Problem 11.12-5, parts (a), 
(b), and (c). What is the period error in each? Check that these values agree with 
Eq. 11.14-20.

11.14-3 Consider the average-acceleration solutions obtained in Problem 11.13-2, parts 
(a) and (b). Approximating as necessary, determine the period and period error of 
each. Check that these values agree with Eq. 11.14-21.

11.14-4 (a) For ct) Az = 0, 1, 72, and 2, numerically evaluate Eq. 11.14-20 to obtain 
period errors of the central difference method.
(b) For a) Az = 0, 1, 2, and 4, numerically evaluate Eq. 11.14-21 to obtain period 
errors of the average acceleration method.

11.14-5 Derive equations requested in parts (a) and (b), and show that they reduce to 
forms that yield a Az = 0 for all values of co Az.
(a) The equation for the central difference method that results from using 
Eq. 11.14-22 in the manner described following that equation.
(b) The similar equation for the average acceleration method.



Computational Problems 451

11.14- 6 Consider Problem 11.12-5 again, in which the central difference method (Eq. 11.12-3) 
is applied to a spring-mass system for which k = m = = 1. Now use Ar = 73.96,
and start the algorithm using mq = 0 and = - 1. Follow the motion for at least 30 
time steps, and observe that the computed amplitude displays “beating” but no net 
growth.

11.17- 1 Determine the contribution of mode 3 in Fig. 11.17-2 to the first peak in Fig. 11.17-3b. 
Use the method described in connection with Eq. 11.17-3.

COMPUTATIONAL PROBLEMS

Where dimensions, loads, or material properties are not assigned, choose values 
that seem reasonable or convenient. When additional assumptions are required, 
clearly state what they are. When mesh refinement is used, estimate the maximum 
percentage error of results provided by the finest FE mesh. Apply the analysis 
methodology suggested in Section 1.5.

Cl 1.1 Let displacements of the structure shown be confined to the plane of the figure. 
The structure may be regarded as a truss (bar elements and pinned member 
connections) or a frame (beam elements and rigid member connections). For 
simplicity, assume that member cross sections are square, each h units on a side. 
One might, for example, use steel as the material, with H = L = 6.0 m and 
h = 50 mm. Using a single element to represent each of the ten members, 
investigate natural frequencies and modes under the following conditions.
(a) Truss model, consistent element mass matrices.
(b) Truss model, particle-lumped element mass matrices.
(c) Frame model, consistent element mass matrices.
(d) Frame model, particle-lumped element mass matrices.

H-------------------------3@L = HProblem Cll.l
Cl 1.2 (a) Repeat Problem Cll.l, but remove the left support.

(b) Repeat Problem Cll.l, this time using two or more elements of equal length 
to model each of the ten structural members.

Cl 1.3 The sketch shows a building frame of n stories, each h units high. Investigate nat­
ural frequencies and modes.

Cl 1.4 The structure shown consists of six identical slender bars of uniform circular 
cross section. The six bars are welded together with equal angles between them to 
form a plane structure with the weld at mass center C. Investigate the first eight 
nonzero natural frequencies and their modes. Confine displacements to the plane 
of the paper, and consider that center C is (a) unsupported, and (b) allowed to 
translate but not rotate.
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Problem C11.3 Problem C11.4

Cl 1.5 (a) Repeat Problem Cl 1.4 with three-dimensional motion allowed.
(b) Repeat Problem Cl 1.4 with one of the bars doubled in mass.

C11.6 Repeat Problem C11.4, but with different support conditions: now provide simple 
support at the outer end of each bar and let center C be unsupported. Let displace­
ments be (a) confined to the plane of the paper, and (b) allowed in any direction.

Cl 1.7 By prescribing dimensions, design the steel tuning fork shown so that the sound 
heard has frequency 440 Hz.

!->• A 
:l=i

*—>"A 
~~l

Section AA: Y///A

Problem C11.7

Cl 1.8 Investigate natural frequencies and modes of a flat square panel of uniform­
thickness material in the xy plane, with displacements confined to the xy plane. 
As boundary conditions, let edges be (a) all free, (b) all free but one, and 
(c) opposite edges free, the other two fixed.

Cll'.9 Investigate natural frequencies and modes of lateral vibration of flat plates. For 
comparison with computed results, analytically-determined results are available 
for many cases of rectangular and circular plates [11.66].

Cl 1.10 Investigate the fundamental frequency and vibration mode of a plate on an elastic 
foundation (Section 15.6).
(a) Ignore the mass of the foundation.
(b) Include the mass of the foundation. Assume, for example, that it is an elas­
tic layer between the plate and a parallel rigid plane. Approximate as seems 
appropriate.

Cl 1.11 Look at sketches in other chapters, especially Chapter 16 (Shells). Many prob­
lems used as examples or test cases under static load may also be examined 
dynamically, for modes and frequencies, or response to time-varying loads. Great 
variety is possible in temporal variation and spatial distribution of forcing func­
tions that may be chosen.

Cl 1.12 Reduction can be applied to most dynamic problems. One might examine the 
change in results as progressively fewer modes or Ritz vectors are used, or as the 
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number of master d.o.f. in Guyan reduction is decreased. Also, a poof set of mas­
ter d.o.f. might be deliberately chosen, and results compared with results pro­
duced by a good set and by the full system.

Cl 1.13 The structure shown consists of equal-length lightweight beams AE, BE, CE, and 
DE that support heavy particles of slightly differing mass at A, B, C, and D, At £, 
the four beams are welded together and to a vertical beam EF that is fixed at F. 
Investigate the response history after an initial velocity is imparted to the particle 
at A. Let this velocity be in (a) the y direction, and (b) the z direction.

Cl 1.14 Repeat the example problem of Section 11.12 (Fig. 11.12-1). Try using elements 
of unequal lengths (perhaps long in one half and short in the other), or consistent 
mass matrices, or substantially reducing the time step in a central difference solu­
tion. Try similar experiments with an implicit direct solution. Investigate the num­
ber of modes needed for accurate solution by the modal method.

Cl 1.15 Apply response spectrum analysis to a problem for which response history has 
been computed. See if the maximum response is predicted with good accuracy.



CHAPTER

HEAT TRANSFER AND 
SELECTED FLUID PROBLEMS

Most of this chapter deals with the calculation of temperature distribution and heat flow in 
a solid body. Attention is given to both steady-state and transient conditions, and to non­
linearity associated with radiation boundary conditions. Other applications based on the 
same form of differential equation are noted. Acoustic modes in cavities, fluid-structure 
interaction, and plane incompressible irrotational flow are discussed.

12.1 HEAT TRANSFER: INTRODUCTION

Overview. In general, heat transfer analysis treats solids, liquids, and gases. Applications 
include heat exchangers, engines, electronic components, and chemical processes. When stress 
analysis is the goal, heat transfer calculations are applied to solids in order to determine a tem­
perature field, so that associated thermal stresses may be determined. In FEA it is convenient, 
and usually possible, to use a single FE mesh for both temperature calculation and stress analysis 
by instructing software to transfer computed nodal temperatures to subsequent stress analysis. 
This two-step procedure is suited to the common case when coupling is sequential; that is, when 
temperature influences stress but stress has practically no influence on temperature.

Heat flows within a solid body by conduction. Heat is transferred to or from a solid 
body by convection of adjacent fluid and by radiation (Fig. 12.1-1). Also, heat may be 
generated internally, from such causes as resistance to electric current, absorption of 
microwave radiation, and radioactive decay. In a mathematical model of heat transfer, heat 
flow across a boundary and internal heat generation are respectively analogous to the 
stress analysis loads of surface traction and body force.

Heat flow across boundary 'A 
due to convection A

(to or from a surrounding fluid) \

Prescribed rate of heat 
- flow across boundary 

(in or out)

Heat generated internally 
(e.g. due to electric current)

Insulated (no heat flow 
across boundary)

Heat flow across boundary 
due to radiation (in or out)

Temperature prescribed

Figure 12.1-1. An 
arbitrary solid, 
showing various 
thermal loads and 
boundary conditions.

454
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Conductivity and other thermal properties may be functions of temperature, just as elas­
tic moduli may be temperature-dependent. Temperature-dependence does not make a 
stress analysis problem nonlinear, but does make a heat conduction problem nonlinear. A 
heat conduction problem is certain to be nonlinear if there is a radiation boundary condi­
tion because the associated heat flux depends on the difference of fourth powers of abso­
lute temperature rather than on simple temperature differences. (Radiation is discussed in 
Section 12.3.)

The thermal problem we consider is that of determining the temperature field in a solid 
when physical properties are known and boundary conditions are prescribed. The temper­
ature field may be steady-state or it may be transient, in which case we must determine the 
field as a function of time. In FEA, prominent matrices are a conductivity matrix [K], 
which is analogous to a stiffness matrix, and a heat capacity matrix [C], which is analo­
gous to a mass matrix. Primary unknowns are nodal temperatures. Heat flux, if desired, is 
obtained from temperature gradients.

Nomenclature and Units. Quantities frequently used in subsequent discussion of heat 
transfer are as follows. In the SI system the unit of heat is the same as the unit of energy, 
namely the joule; 1 J = 1 N • m. The unit of power is the watt; 1 W = 1 J/s = 1 N • m/s. 
Temperature units are kelvins; degrees Celsius may be used instead unless radiation is 
involved (°C = K-273).

c - specific heat (J/kg • K)
f ~ heat flux (W/m2)
h = convective heat transfer coefficient (W/m2 • K)
k = thermal conductivity (W/m • K)
Q = rate of internal heat generation per unit volume (W/m3)
T - temperature (K; optionally °C if radiation is not involved)

Tq = temperature of adjacent fluid outside the boundary layer (K)

t = 8T/3r(K/s)
t = time (s)
p = mass density (kg/m3)
a = Stefan-Boltzman constant (a = 5.670 (10-8) W/m2 • K4)

In the foregoing units, actual fluids and solids have numerical values in the approximate 
ranges 102< c< IO4, 5< h< 105, and 0.01 < k< 300[12.1]. Large values of h are associ­
ated with boiling or condensation.

Flux across a boundary S due to convection is given by the following equation, which is 
called Newton’s law of cooling:

f^htTn-Ts) (12.1-1)

where flux f is normal to the boundary and regarded as positive inward. Temperature in 
the fluid varies from to the surface temperature Ts through the thickness of a boundary 
layer adjacent to the solid. Typically h is determined by experiment, as its calculation pre­
sents a complicated problem of fluid mechanics, involving surface geometry and rough­
ness, and the velocity, viscosity, density, and specific heat of the fluid, some of which may 
be temperature-dependent [12.2]. Tabulated data may state only a typical range of values 
for selected conditions.
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Figure 12.1-2. A layered material 
with principal directions r and s.

Governing Equations. Heat conduction analysis is based on the Fourier equation 
fs = -k (dT/ds), which states that heat flux in a direction s is proportional to temperature 
gradient, and flows in the opposite direction. In what follows we expand upon this rela­
tion, first for the two-dimensional case.

Consider a thermally orthotropic material, Fig. 12.1-2. Heat fluxes are

fr = -krT’r 

fs = ~ksT,s

kr 0 fT,rl 
o dw (12.1-2)

where kr and ks are thermal conductivities in principal material directions r and 5. Temper­
ature gradients l\x and T,y in x and y directions are related to temperature gradients T,r and 
7\s by chain rule differentiation:

T,
= [AU

T’X

7\ L
where [A] =

x,r y,

y>s

cos p sin p

_ -sin p cos p
(12.1-3)

T± ’5 J

Heat flux is a vector quantity and transforms in the same way as displacement; that is, 
[fx fy]T = [A]r|_/r fs\T-Combining this result with Eqs. 12.1-2 and 12.1-3, we obtain

0’X where [K] =
kx 

^xy

^xy 

ky
= [A]r kr 

0
[A] (12.1-4)

Because temperature is a scalar quantity, not a vector, it requires no coordinate transformation.
For a body of unit thickness, the rate of heat generation in a differential element dx dy 

is Q dx dy. Heat flux across sides of a differential element in the xy plane is shown in 
Fig. 12.1-3. For the time being we assume that lateral surfaces of the body (parallel to 
the xy plane) are insulated. Then the net rate of heat flow into a differential element of 
unit thickness is

Qdx dy-(Jxxdx)dy-(fyydy)dx or (Q-fxx-fyy)dxdy (12.1-5)

+ fy,y

Figure 12.1-3. Heat flux through sides of a plane 
differential element.
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Inward heat flow produces an increase of stored energy, specifically cp dxdy t. Hence

Q-fX,X~fy,y = ^Pt (12.1-6)

Combination of Eqs. 12.1-4 and 12.1-6 provides, for a body of unit thickness,

(kxT,x + k^) + (k^ + kyT,y) + Q-cpT = 0 (12.1-7)

If the medium is isotropic and homogeneous, then = 0 and kx = ky = k, and Eq. 12.1-7 
reduces to

k(Tixx + T,yy) + Q-cpt = 0 (12.1-8)

If in addition Q = 0 and steady-state conditions prevail (T = 0), we obtain Laplace’s 
equation, + T,yy = 0.

Now let the thickness of the body be t, where r may be a function of x and y but is much 
smaller than dimensions in the xy plane. Also let lateral surfaces be uninsulated, with con­
vection heat transfer to or from a surrounding fluid. Heat flux into the body across each 
uninsulated lateral surface is then h(T^ ~T). If convection appears on both lateral sur­
faces, with h and the same on both, and T has negligible thickness-direction variation, 
then Eq. 12.1-7 is replaced by

^(VVVr’P + ^(kxy7Tix + kyTT,y)^7Q + 2h(T([-T)-cpTt =0 (12.1-9)

This equation can be used to analyze a cooling fin, including one that is tapered. A similar 
equation, applicable to one-dimensional heat flow in a bar whose cross-sectional area A 
and perimeter p may vary with axial coordinate x, is

£ (AkT,x) +AQ + hp(Ta -T)- Acpt = 0 (12.1-10)

This equation can be obtained by applying the same arguments as used to obtain Eq. 12.1-9, 
and can be used to analyze a “pin fin.”

On boundary 5 of a plane region, Fig. 12.1-4, heat flux is related to temperature gradi­
ent as follows. If the body is thermally isotropic, flux in direction v isfv = -kT,v. Accord­
ing to the chain rule,

T,v = T,xx,v + T,yy,v or T,v = T,xl + T,ym (12.1-11)

y v

\ S (boundary) Figure 12.1-4. Plane region with outward 
x normal direction v on its boundary 5.
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where I and m are direction cosines of v. Let/B be boundary flux, positive when directed 
into the body, so that/B = -fv. Then for isotropic and orthotropic materials respectively, 
flux normal to boundary S is

Isotropic: fB = k(T,xl + T,ym) (12.1-12a)

Orthotropic: fB = (kxT,x + kxyT,y)l + (kxyT,x + kyT,y)m (12.1-13a)

The latter equation is obtained from Eq. 12.1-4 and the equation/^ = ~\_l mj[fx .Flux 
fB may be prescribed or may be associated with convection or radiation. Boundary temperature 
may also be prescribed, but not on the same portion of a boundary where fB is prescribed.

In the foregoing formulation, boundary 5 is the edge of a plane region in a 2D problem 
and the ends of a bar in a ID problem. More generally, convection is of much greater 
importance on lateral surfaces than on edges and ends. Surface S becomes an important 
convection surface for plates, shells, and solids.

Solid Bodies. Equations for solids are obtained by direct extension of the foregoing argu­
ments. We choose to write equations in matrix format, using the following notation.

d/dx I 
m >{9} = < d/dy > (12.1-14)

d/dz

where /, m. and n are direction cosines of a normal to the boundary. Also let [k] be a 3 by 
3 conductivity matrix. If the material is isotropic, then [ k] = fc FlJ, where fl J is a 3 by 3 
unit matrix. If the material is orthotropic and has principal directions r, j, and r, then [k] = [Alr ks kt] [A], where [A] is the transformation matrix stated in Eq. 8.1-1. 
Thus, for a solid body in rectangular Cartesian coordinates,

Governing equation: {3}r([K]{Ta}) + Q - cpt = 0 (12.1-15a)

Boundary condition: fB = {|i}r[K]{T3} (12.1-15b)

in which, for example, fB = h(Tn - T) for a convection condition with temperature T on 
boundary 5. Equations 12.1-14 are analogous to Eqs. 12.1-7 and 12.1-12, and yield these 
equations if derivatives with respect to z are zero.

For a solid of revolution we adopt cylindrical coordinates. Equations 12.1-14 remain 
applicable if we use in place of Eqs. 12.1-13 the definitions

{9} =
(1/r) + 8/3r 

(l/r)3/30 {Ta} = (12.1-16)

where r replaces x and z is the axis of revolution. If conditions are axisymmetric, deriva­
tives with respect to 6 vanish and the problem is mathematically two-dimensional, with
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coordinates r and z playing the same role as coordinates x and y in a plane problem. If 0 is 
a principal material direction, a temperature field that lacks axial symmetry can be ana­
lyzed by Fourier series, as explained for stress analysis in Sections 14.4 and 14.5. Thus the 
temperature field is expressed as T = Tn cos n0. Here n is the harmonic number and 
temperature field Tn is a function of n, r, and z but is independent of 6. Solutions for 
n = 0, n = l,n = 2, and so on are obtained separately and superposed to produce the 
final result.

12.2 FINITE ELEMENT FORMULATION

Applicable FE formulations have been seen in previous chapters. In Section 4.8, an FE 
formulation is obtained from a functional, for a plane isotropic body without convection 
boundary conditions. In Section 5.5, an FE formulation for the plane quasiharmonic prob­
lem (which includes the plane heat conduction problem) is obtained by the Galerkin 
method. In what follows we elect to use the more compact statements provided by a func­
tional and the notation used in Eqs. 12.1-14. The functional is

11 = + ^[fBT + hTnT-^hT2^dS (12.2-1)

where, in the latter integral, T is evaluated on boundary 5. Procedures discussed in Section 
4.7 show that when T is subject to variation, 311 = 0 provides Eqs. 12.1-14. For FE for­
mulation we use shape function interpolation to express T in an element in terms of ele­
ment nodal temperatures {TJ. Thus

r=l_Nj{Te} and {Ta} = [B]{TJ where [B] = {3} LN J (12.2-2)

where {3) is given by Eq. 12.1-3 in Cartesian coordinates, but differs from Eq. 12.1-5 in 
cylindrical coordinates, being {3} = id/dr (l/r)d/dff d/dz]T in Eq. 12.2-2. 
Since T = Tt, T2 = TTT,andt = LNJ {Te}, Eq. 12.2-1 becomes, for one element,

ne = \ {Tc}r([k] + [h]j{TJ + {TJr([c]{Tc} - {rB} - {rj - {rGJ) (12.2-3)

where element matrices are

[k] = [B]t[k][B] dV 
Jv

{rB} =
J s

[h] = J LNjrLNj/irfS W = LNj^TfirfS (12.2-4)
J s

[c] = [ LNjTLNjcp dV 
Jv = f LNjrerfv

J V

Here V is the element volume, and 5 is the area of the element surface if it forms part of the 
boundary of the body. Surface integrals are zero for interior elements. Addition of element
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contributions IIe provides II of the assembled structure. Assembly implies the usual expan­
sion of element arrays to “structure size,” so that the array of global temperatures {T} replaces 
element arrays {Te}. Equations that make II stationary are {3II/3T} = {0}. Thus we obtain 
the following FE equation, in which assembled arrays are denoted by upper case letters.

[C]{TJ+ [Kr]{T} = {Rr} where
[Kr] = [K] + [H]

(12.2-5)
{Rr} = {RB} + {R*}  + {Rc}

In a plane problem with convection heat transfer across a lateral surface, additional terms 
appear, as described in connection with Eq. 12.1-9. For convection heat transfer across a 
single lateral surface parallel to the xy plane, we define the element arrays

[hls] = LNjrLNj hdxdy {rls} = (12.2-6)

Upon assembly of elements, global arrays [Hls]{T} and {Rls} are added to the left- and 
right-hand sides, respectively, of Eq. 12.2-5.

Remarks. We assign the following names to matrices and vectors defined by Eqs. 12.2-4, 
and note their analogues in matrices used in structural mechanics.

Matrix Descriptive name Structural analogue

[k] Conductivity matrix Conventional stiffness matrix

[h] Boundary convection matrix Elastic foundation stiffness matrix

[c] Specific heat (or capacity) matrix Mass matrix

{rfl} Heat flux vector Nodal loads due to surface traction

{Fft} Boundary convection vector (no direct analogue)

{re} Heat generation vector Nodal loads due to body force

Note, however, that [c] multiplies first time derivatives of temperature while [m] in struc­
tural dynamics multiplies second time derivatives of displacement. Like a mass matrix, [c] 
is a full matrix if generated according to Eq. 12.2-4, but [c] can also be generated as a 
diagonal or “lumped” matrix, or diagonalized from its consistent form, as described for 
mass matrices in Section 11.3. The crudest diagonalization, for an element of volume V 
and n nodes, is to define diagonal terms as c- = cpV/n. Similarly, [h] may be diagonal­
ized. A diagonal [h] is analogous to the elastic foundation stiffness matrix that arises from 
discrete springs at nodes rather than a continuous elastic support. One may regard [h] as 
associated with a zero-thickness “surface element” that is attached to a conventional ele­
ment when needed, and whose function is only to supply terms associated with [h].

Arrays [h], {rB}, and {rA} are null unless the element has an edge or face on boundary S 
and that portion of S is associated with either convection or prescribed flux fB (or with 
radiation, as noted in Section 12.3). A portion of S where {rB} or {r^} is applied cannot 
also have a prescribed temperature. In other words, at a given node one can prescribe flux 
or temperature but not both, just as in structural mechanics one may prescribe displace­
ment or load on a single d.o.f. but not both.
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A prescribed nodal temperature can be treated like a prescribed nodal displacement d.o.f. in 
structural mechanics. Applicable treatments include manipulating the form of the coefficient 
matrix, as described in Section 2.7, and the penalty method, as described in Section 13.3. The 
thermal equivalent of the penalty-method treatment applied in Fig. 9.2-3d is to add a large 
conductivity KD to the appropriate diagonal coefficient in [K] and augment the corresponding 
coefficient in the thermal load vector by KDT, where T is the desired nodal temperature. 
With one d.o.f. per node, large off-diagonal coefficients are not added to [K] and it does not 
become ill-conditioned. However, the treatment greatly increases the largest eigenvalue of [K] 
and may therefore require a very small time step if explicit direct integration is used to ana­
lyze thermal transients [12.3].

Example: Plane Element. Consider the isoparametric element depicted in Fig. 12.2-1. 
The element temperature field is T = |_N J {TJ = NXT\ + N2T2 + N3T3 + A4T4, where 
shape functions Nt are stated in Eq. 6.2-3. Temperature gradients are

{TaJ
N2,(

(12.2-7)

[B]

where Jacobian matrix [J] is stated in Eq. 6.2-6. The conductivity matrix [k] for an ele­
ment of thickness r becomes

r1 r1
[k] = [B]7'[k][B]t./^ dr,

J-lJ-l
(12.2-8)

in which r may be a function of £ and tj, and J is the determinant of [JJ.
Element boundary convection matrix [h] receives a contribution only from element side 

3-4. Along side 3-4, N3 = N2 = 0, N3 = (1 + £)/2, N4 = (1 - £)/2, and J = L34/2. 
Therefore, if t and h are independent of £ along side 3-4,

[h] = f LNfLNj/iTj^ = 
J-l O

0
0
0
0

0
0
0
0

0
0
2
1

0 
0
1
2

(12.2-9)

Boundary 5

Figure 12.2-1. Bilinear 
isoparametric element 
adjacent to boundary S of a 
plane structure, where 
convection heat transfer
occurs.
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A lumped (diagonal) form of [h] is [h] = (/irL34/2)rO 0 1 1 J. Boundary convection vec­
tor {rA} is obtained in a fashion similar to [h] of Eq. 12.2-9:

{rj = j (12.2-10)

Because nonzero terms in [hl and {r^} are associated with surface nodes only, terms that 
contribute to [H] and {} might be supplied by a surface element rather than by a surface 
of a 2D or 3D element. In Fig. 12.2-1, the appropriate surface element is a two-node ele­
ment that connects nodes 3 and 4.

If heat input QP (units: W) is prescribed at an arbitrary point P in the element, we obtain 
the resulting heat generation vector {r^} from Eq. 12.2-4 by saying that <2 = 0 except at 
point P With |_Np J the value of LN J at point P,

{rG} = jlNfedV = LNpf jQdV = [_NpJr QP (12.2-11)

12.3 RADIATION. NONLINEAR
HEAT TRANSFER PROBLEMS

Radiation. To introduce the subject of radiation, consider two parallel planes, both of 
infinite extent so that edge effects are not involved. Let each plane have uniform tempera­
ture, T\ for plane 1 and T2 for plane 2. Imagine that the planes are ideal blackbodies, so 
that each is a perfect absorber and a perfect radiator. Thus the plane of temperature 
absorbs heat flux aT2 and radiates heat flux aT\, where cr is the Stefan-Boltzmann con­
stant and temperatures are measured on an absolute scale [12.1,12.4]. Net heat fluxes 
received by the surfaces of absolute temperatures T\ and T2 are respectively

A = -r?) and (12.3-1)

If radiating and absorbing surfaces are not blackbodies, they are characterized by-emissiv­
ities and e2. Emissivity is defined as the ratio of actual emissive power to that of a 
blackbody of the same temperature. Thus 0 < e < 1. The value of s depends on surface 
roughness, degree of oxidation (if metal), temperature, wavelength of emitted energy, and 
may vary with the direction of radiation relative to the surface normal. As examples, 
s ~ 0.05 for aluminum foil, and e ~ 0.95 for paper at room temperature [12.4]. Absorptiv­
ity a of a surface describes the fraction of radiant energy absorbed. It is defined similarly 
to emissivity and depends on the same factors. Sometimes heat transfer calculations can 
be simplified by assuming that s = a. For infinite parallel planes 1 and 2, it can be shown 
that of Eq. 12.3-1 is replaced by [12.1,12.4]

_________ __________ (T 4 _ T 4^ 
(W + (1A2)- 11 2 y (12.3-2)
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COS 0« COS 0o02(pJ — 2

V1_ - '' ' dF2-^ = C0S °2 dAs Figure 12.3-1. View factor:

ZT dA = dF dA differential relations, with 5 the
x4A1 center-to-center distance.

which reduces to Eq. 12.3-1 if = e2 = 1. The next complication is that practical sur­
faces may not be parallel, are often not flat, and are certainly not infinite. These geometric 
complications are accounted for by a view factor F (also called a shape, angle, configuration, 
or interception factor). The view factor is a purely geometrical quantity that is unity for infi­
nite parallel planes but zero for two surfaces that cannot “see” one another, as for coplanar 
areas and for areas hidden from one another by an intervening surface. Consider two differ­
ential areas dA} and dA2 separated by distance 5 and having normal directions and v2 
(Fig. 12.3-1). Incremental view factor dF^2 is the fraction of flux that leaves dAx and is 
intercepted by dA2. In heat transfer calculation, large surfaces can be subdivided, and view 
factors can be considered constant over two finite subareas Aj and A2 if their separation is 
sufficiently great. In FEA, each element surface may be regarded as a subarea, and view fac­
tors may be calculated for each pair of subareas that exchange radiation with one another.

Let us symbolize the heat flux received by a surface of area A j and temperature Tx as

A = -T’j) (12.3-3)

where i/r incorporates the view factor and emissivities appropriate to the surfaces in 
question. This equation can be written as many times as there are surfaces that exchange 
radiant energy with A P If A i is not large, fx can be regarded as constant over AP By fac­
toring T2 - in Eq. 12.3-3, we can write

A = - rr) where ftrad = ^7^ + 7*  )(T2 + TJ (12.3-4)

Comparing this equation with the convection equation, Eq. 12.1-1, we see that the flux 
expressions have the same form. Therefore FEA can account for radiation if matrices hav­
ing the same form as convection matrices [h] and {rh} in Eqs. 12.2-6 are added to the for­
mulation, but with h replaced by 7zrad. Note that Zzrad is temperature-dependent; so much so 
that the heat transfer problem becomes highly nonlinear.

The foregoing is a brief summary of a large subject area. We have tacitly assumed that 
the medium between radiating surfaces is “nonparticipating;” that is, it does not radiate, 
absorb, or reflect. Such is the case for air, but certainly not for flames, and not for air con­
taminated with certain gases (H2O, CO2, and SO2, for example).

Solution of Nonlinear Problems. If there are appreciable temperature differences within 
a body, thermal conductivity may have to be regarded as a function of T Convection heat 
transfer coefficient h may also be temperature-dependent. For these reasons the problem 
may become nonlinear. The problem is certain to be nonlinear if radiation is involved, 
whether or not material properties are temperature-dependent. For nonlinear but steady­
state conditions, Eq. 12.2-5 can be symbolized as

[Kt]{TJ = {Ry} Where [Kr] = [Kr(D] and {Rr} = {RT(7’)} (12.3-5)
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To solve for {TJ, methods described in Section 17.2 can be applied. The simplest of these 
is direct substitution, in which the starting [Kr] and {Rr} are generated based on an initial 
estimate of {T}, a new {T} is computed from Eq. 12.3-5, then [Kr] and {Rr} are revised 
using Eq. 12.3-4, and so on. Thus we generate the sequence of solutions

{TJ = [KrOyr^Rrtfo)}, {T2} = and so on (12.3-6)

A similar alternative is the initial stiffness method, which modifies Eq. 12.3-5 by splitting 
[Kr] into linear and nonlinear parts so that all nonlinear terms may be taken to the right­
hand side. Strong linearity provided by radiation may require underrelaxation to prevent 
divergence (see Eq. 17.2-8, with /i = 0.5, perhaps). To check for convergence one may 
examine temperatures, heat fluxes, or both. One might say that convergence is achieved 
when, at every node, the change in temperature from one iteration to the next is less than 
an assigned number such as one degree. Or, if testing flux, one might compare the out-of­
balance flux with the total flux (see Eq. 17.2-10 and regard {R} as flux). Further discus­
sion of time-independent nonlinear thermal problems appears in [12.5].

12.4 TRANSIENT THERMAL ANALYSIS

The problem to be solved is that of Eq. 12.2-5, here repeated:

[C]{ t} + [Kr]{T} = {Rr} (12.4-1)

where {Rr} is an array of thermal loads that may be time-dependent. If radiation is 
present or material properties are temperature-dependent, then [C] and [Kr] are also time­
dependent, and the problem is nonlinear. In this section, unless stated otherwise, we pre­
sume that [C] and [Kr] are not time-dependent.

A time-varying solution may be obtained by the modal method or by direct time 
integration. The choice is guided by the same considerations that apply in structural 
mechanics. If the problem is linear and if the solution is dominated by lower eigenmodes 
and is required over an appreciable time span, the modal method is favored. If the problem 
is nonlinear or sharp transients must be represented in the solution, direct integration is 
favored. The following methods and equations will be recognized as similar to those 
described in Chapter 11. ■

Modal Method. The procedure is similar to that described in Section 11.7. It is outlined 
as follows. We first solve the eigenproblem

([Kr] - A[C]){T} = {0} (12.4-2)

Each eigenvector {T}z is normalized with respect to [C]; in other words, it is scaled so 
that {T} ■ [C]{T} • = 1. Let [<[>] be the modal matrix; that is, [<|>] is a square matrix whose 
zth column is the scaled eigenvector {T}t. Then

[<Mr[C][<|>] = FlJ and [<Hr[Kr][<|>] = TxJ (12.4-3)
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where Fl J is a unit matrix and F kJ is the (diagonal) spectral matrix Fk = FA i A2 • • • An J. 
Nodal temperatures {T} are related to generalized temperatures {Z} by

{T} = M>]{Z} (12.4-4)

where the Zz in {Z} state the fraction of each normalized eigenvector that contributes to {T}. 
We substitute Eq. 12.4-4 into Eq. 12.4-1, premultiply by [<|>]r, and take note of Eqs. 12.4-3. 
Thus for an n by n system we obtain n uncoupled equations, each having the form

Z( + kfr = Pi where Pi = {Ry} (12.4-5)

Here {<(>}/ is the zth column of [<|>], and i runs from 1 to m, where m is typically much less 
than the total number of d.o.f., so that only the first few columns of [<J>] are used in practi­
cal computation. After Eq. 12.4-5 is integrated with respect to time for each i used, 
{Z} = {Z(r)} is known, and Eq. 12.4-4 yields (T) = {T(r)J.

Reduced-basis methods such as described for structural problems in Section 11.6 can 
also be applied to thermal problems [12.6].

Direct Integration. Consider two temperature states, separated by time Ar and denoted as 
{T}n and {T)n+1. Temporal integration can be accomplished using the equation

{T}„+i = {T)„ + Ar (l-ZDV^j- (12.4-6)

Like Newmark’s method for the equations of structural dynamics, Eq. 12.4-6 contains a 
factor p that the analyst may choose. If the choice is P = 0.5, Eq. 12.4-6 is called the 
trapezoidal rule. We write Eq. 12.4-1 at time step n and again at time step n + 1, then mul­
tiply the first equation by 1 — /3 and the second by /3. Thus

(l-^[C]{T}n + [Kr]{T}nj = (l-/3){Rr}n

^[C]{T}„+1 + [Kr]{T}n+1) = 0{Rr}„+1
(12.4-7)

If [Kr] and [C] do not change with time, we can add these two equations, then use Eq. 12.4-6 
to eliminate time derivatives of temperature. The result is 

(^[C] + /3[Kr]){T}„+1 = (1[C] - (1 -iB)[Kr]]{T}„ + (l-)8){R7.}n + iB{R7.}n+1

(12.4-8)

Starting with a known {T}0 at t = 0, Eq. 12.4-8 provides {T}x at t = Ar, then {T}2 at 
t - 2 Ar, and so on. If Ar is not changed, the matrix that multiplies {T }n+1 need be gener­
ated and processed for equation-solving only once; the equation set is then repeatedly 
solved for a sequence of right-hand sides.

If p < 0.5 the algorithm is conditionally stable. The maximum time step for which it is 
numerically stable is [12.7]

. _ 2
“ - (l-2^)Amax (12.4-9)
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where Amax is the largest eigenvalue of Eq. 12.4-2. If /3 > 0.5 the algorithm is uncondition­
ally stable in linear problems; that is, numerical stability (but not accuracy!) is guaranteed 
as Ar becomes indefinitely large. Names associated with various values of /3 are

3 = 0
p = 1

0 = !
3 = 1

Forward difference or Euler 
Crank-Nicolson or trapezoidal rule 
Galerkin
Backward difference

(conditionally stable)
(unconditionally stable) 
(unconditionally stable) 
(unconditionally stable)

If = 0 and [C] is diagonal, computational effort per time step is small, but so is Arcr. 
Among unconditionally stable methods, the Crank-Nicolson method is widely used. It is 
also second-order accurate. For ft 1, only first-order accuracy can be guaranteed. 
Unconditional stability in a nonlinear problem requires ft = 1 in Eq. 12.4-8 [12.7].

An incremental algorithm suitable for nonlinear thermal problems can be obtained in 
the same way as Eq. 17.7-5, which pertains to structural mechanics. We assume that [C] is 
constant but that [Kr] may be a function of temperature. At time step n, rather than 
[Kr]n{T}„, we introduce flux {f} within elements, and T and h on element boundaries, 
and write

[B]T{f}n dV + LNJTTA dS > (12.4-10)

which sums element contributions and is appropriate when [k] and h may be temperature­
dependent. At time step n + 1, Eq. 12.4-1 becomes

[C]{T}„+1 + {R* rnt}„+1 = {Rr}„+1 (12.4-11)

With {AT} = {T}„+1 - {T}„, we define

{r?}^! = {r^ + EK^JAT} and {t}„+1 + {T}„ = ^{AT} (12.4-12)

Combination of Eqs. 12.4-11 and 12.4-12 yields

£[C] + [K-^){AT} = {RrL+1 - {R?}B + [C]{T}„ (12.4-13)

which agrees with Eq. 17.7-5 if [M] = [0], y = 1/2, and /3 = 1/4. Strong nonlinearity 
may require iteration with a time step, as described in the latter portion of Section 17.7.

Finally, again for linear problems, we note that the Crank-Nicolson method displays 
annoying oscillations in response to suddenly imposed temperature changes. An improved 
algorithm is based on combining Eq. 12.4-6 with the equation [12.8]

[C]{T}„+1 + [Kr]{(1 + «)T„+1 - aT„} = (1 + a){Rr}„+1 - a{Rr}„ (12.4-14)

The scheme is a form of the a method developed for structural dynamics, Eq. 11.13-6. 
Second-order accuracy is achieved if a + /3 = 1. Unconditional stability requires a > -i 
and /3 > 1. The values a = -0.25 and /3 = 0.75 are suggested [12.8].
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12.5 MODELING CONSIDERATIONS. 
REMARKS

Element types, sizes, and shapes for a thermal FE model may be dictated less by thermal 
considerations than by subsequent stress analysis that is to be based on the same mesh and 
its associated nodal temperatures. Mesh requirements of stress analysis are usually more 
severe. A coarse mesh may adequately represent a temperature field having small gradients, 
yet associated thermal stresses may be large and display large gradients, especially near 
stress raisers such as holes and grooves, so that stress analysis typically requires a finer 
mesh. Accordingly, if thermal analysis and stress analysis are to use the same mesh, one 
should avoid three-node triangles and elements markedly elongated in a direction of little 
temperature change. The thermal mesh should be planned based on anticipated stresses.

A temperature field that is linear in rectangular Cartesian coordinates produces defor­
mation but no stress in an unrestrained body that is isotropic or rectilinearly orthotropic. 
Thus a flat plate may become visibly curved when heated, yet be free of stress if tempera­
ture varies linearly from one lateral surface to the other. Temperature that varies linearly in 
the radial direction of cylindrical coordinates does produce stress. In a pipe of typical pro­
portions, with fluids of different temperature inside and outside, temperature and stress 
have approximately linear variation through the wall thickness.

As with any FE analysis, computed results may be misleading if details are not treated 
with care. Dimensions, constants, and thermal loads must be stated in a consistent system 
of units. Orthotropic material properties must be assigned to correct directions of the 
model, using local axes if principal material axes do not coincide with global coordinate 
axes. Some loads or boundary conditions on bodies of revolution must be input for the 
entire circumference or on a per-radian basis, according to conventions of the software 
used. Absolute temperatures are needed if there is radiation heat transfer. Software may 
allow the user to state temperatures on a nonabsolute scale provided an “offset” tempera­
ture is also supplied so that temperature conversion can be accomplished internally by 
adding the offset to temperatures stated. Computed fluxes may be reported in a local coor­
dinate system for some elements. Surface flux may be defined as positive inward or posi­
tive outward, depending on the software convention.

With all d.o.f. retained, a conductivity matrix [K] is singular. The analogous condition in 
structural mechanics is a stiffness matrix [K] that is singular because no d.o.f. have been pre­
scribed as boundary conditions (that is, there are no supports). The necessary “support con­
ditions” in thermal analysis can come from one or more prescribed nodal temperatures, from 
convection or radiation boundary conditions, or from some combination of these. In transient

(a) (b)

Figure 12.5-1. (a) Temperature contours and (b) heat flux in a two-dimensional bimaterial block 
with two isothermal boundaries and two insulated boundaries. Each material is isotropic. 
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thermal analysis a singular matrix [Kr] is acceptable, but all nodal temperatures must be 
prescribed as initial conditions. Typically, these temperatures are not all zero (in contrast to 
structural dynamics, where initial displacements and velocities are often all zero).

Only half (or less) of the structure need be modeled if there is symmetry of geometry, 
material properties, boundary conditions, and thermal loads with respect to one (or more) 
planes. Heat does not flow across a plane of symmetry, so nodes in a plane of symmetry 
become nodes on an insulated boundary of the portion of the structure that is modeled.

Boundary conditions are temperature-dependent if there is radiation or if convective 
heat transfer coefficients are temperature-dependent. Hence, in a transient problem, 
boundary conditions may be both temperature- and time-dependent. Sometimes boundary 
conditions are unclear [12.9]. Consider, for example, a rectangular plate, with two oppo­
site edges at 0 °C and the other two opposite edges at 500 °C. Edges of different tempera­
ture meet at a comer. Should comer temperatures be left unassigned, or assigned as 0 °C, 
250 °C, 500 °C, or something else? This problem is ill-posed and probably results from 
over-idealization of the physical situation. A similar uncertainty arises if temperature is 
prescribed along one edge and flux along an adjacent edge. At the node where two edges 
meet, which condition should be imposed? At a single node one can prescribe temperature 
or flux but not both.

As with structural FEA, a critique of computed results should begin by comparing computed 
results with a previously obtained approximation. Computed temperatures and fluxes at 
boundaries should be checked to verify that there are no disagreements with boundary 
conditions intended. Temperature contours (isotherms) should be parallel to a boundary of 
constant temperature, and normal to an insulated surface. Heat flux/can be plotted as a vector 
field, with each arrow pointing in the direction of local flux and having length proportional to 
the magnitude of flux. Computed flux should be parallel to insulated boundaries. These 
remarks are illustrated by Fig. 12.5-1. (Note that although the horizontal centerline is a line of 
geometric symmetry, the thermal problem is not symmetric with respect to this line because 
prescribed temperatures on horizontal boundaries are unequal.) Significant disagreement 
between results obtained and results expected suggests an error in understanding or an error in 
modeling. Stress analysis by FE and thermal analysis by FE are sufficiently similar that most 
remarks in Chapter 10 remain applicable in the present context. As with any problem area, 
thermal FEA is not likely to be successful if performed by someone unfamiliar with thermal 
analysis.

Temperature computed by thermal FEA is interelement-continuous, but flux may not be 
(unless spatial derivatives of temperature are included as nodal d.o.f.). In this way tempera­
ture is analogous to displacement and flux is analogous to stress, and concepts in Chapter 9 
regarding discretization error in stress analysis can be applied to thermal analysis. Accord­
ingly, flux contours should be plotted element-by-element, that is, without nodal averag­
ing, Significant interelement discontinuities warn of a need for mesh refinement. The 
difference between the element-by-element flux field and the flux field produced by a 
smoothing scheme can be regarded as an error measure and used to drive adaptive mesh­
ing, in the manner described in Section 9.11. Each element should span roughly the same 
number of flux contours.

Note that a temperature field defined by nodal temperatures cannot display a step 
change across an interelement boundary with nodes shared by elements on either side of 
the boundary. Stress analysis that simulates a shrink fit by a prescribed temperature change 
must either use element temperatures or use separate nodes on a boundary between tem­
perature zones.
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Related Problems. Several physical phenomena are described by tlie same form of differ­
ential equation that describes conduction heat transfer. For simplicity of explanation, we spe­
cialize conditions to time-independence, isotropic material, and constant material properties. 
Let the dependent variable be </> = </»(%,y,^). Consider the^goveming differential equation

£V2</> + Q = 0 (12.5-1)

which is the same as Eq. 12.1-8 for two dimensions, p = 7, and 7=0. Some additional 
phenomena described by Eq. 12.5-1 are as follows.

Ground water flow (</> = hydraulic head)
Pressurized membrane (<£ = lateral deflection)
Elastic torsion (<£ = warping function or Prandtl stress function)
Electrostatics (<£> = scalar potential)
Magnetostatics (0 = vector potential)
Potential flow (0 = velocity potential or stream function)

For the first three phenomena cited, k represents hydrodynamic conductivity, surface tension, 
and unity (for the warping function); Q is zero for simple ground water flow, represents lat­
eral pressure on a membrane, and is zero for the torsional warping function. In electrostatics, 
scalar potential <p represents voltage, Q represents charge density, and k represents the 
dielectric property of the medium. In magnetostatics, <p represents magnetic vector potential, 
Q represents current density, and k represents the medium's response to a magnetic field.

With appropriate definition of quantities involved, a problem described by Eq. 12.5-1 
can be addressed by software intended for thermal analysis. Obviously, great care must be 
exercised, as there may be subtle but important differences in how the equations are used 
in different disciplines. Software documentation is not likely to provide much guidance.

12.6 AN APPLICATION

Sections of a pipe are connected by a flanged joint (Fig. 12.6-1). Each flange has been 
slipped onto its section of pipe and attached to it by two circumferential welds. Bolts draw 
the flanges together and compress a gasket between them. Fluid in the pipe has temperature 
0 °C. Vapor that condenses on the outside of the pipe has temperature 100 °C. Convection

Figure 12.6-1. A 
flanged joint in a pipe, 
shown in cross 
section. Flanges are 
welded to the pipe. 
Welds are shown 
black in the figure.
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heat transfer coefficients h are 5000 W/m2 • °C inside the pipe and 20,000 W/m2 • °C out­
side. Radiation heat transfer is neglected. Material of the pipe and flange has thermal con­
ductivity k = 20 W/m • °C. Axisymmetric conditions are assumed to prevail. The steady­
state temperature field distribution is required, for use in subsequent stress analysis.

Preliminary Analysis. We anticipate computed results as follows. Surfaces must be warmer 
than 0 °C inside and cooler than 100 °C outside. In Fig. 12.6-2, locations where these limits 
would be most closely approached should be near B and near D respectively. Heat flux should 
be largest where the pipe wall is thin, near HA in Fig. 12.6-2. The upper limit of flux through 
the pipe wall is easy to approximate by regarding the wall as plane and using the Fourier equa­
tion fr = ~k(dT/dr) in radial direction r with the limiting surface temperatures:

= -^0.om_o°077 = (12'6-1)

where the negative sign indicates that heat flows inward. In the flange the temperature gra­
dient should be smaller, and temperature should increase with increasing radial and axial 
distance from B. Therefore flux should be directed mainly inward but should also have a 
component directed toward BC.

On the cylindrical surface between welds, I J in Fig. 12.6-2a, pipe and flange touch only 
at isolated points, if at all, so heat conduction across this surface is very low as compared 
with conduction in continuous metal. We will assume that no heat is transferred across IJ, 
and will therefore model IJ as an insulator. This is a pessimistic assumption for subsequent 
stress analysis because it increases nearby temperature gradients, and large temperature 
gradients are often associated with large stresses.

Finite Element Analysis. The FE model is a solid of revolution, shown in cross section in 
Fig. 12.6-2b. The mesh shown was generated automatically by the software, based on data 
that locate the lettered boundary lines and state the desired element size near lettered points. 
Element sizes are made smaller where larger temperature gradients are expected. The mesh 
shown is rather coarse,, especially if it is also to be used for subsequent stress analysis, as 
we shall discover. Elements are either six-node triangles or eight-node quadrilaterals. Each 

Figure 12.6-2. (a) Identification of conditions on surfaces in the left half of the structure. IJ is the 
unwelded pipe-flange interface, (b) FE mesh.
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element is a solid of revolution rather than a plane figure (see Chapter 14 for details). The 
apparent discontinuity along IJ is intentional; sets of nodes on either side of IJ are left 
unconnected to model an interface that transfers no heat. For simplicity, bolts and bolt holes 
are replaced by continuous material. Temperature gradients are expected to be low at bolt 
locations. Fluid in the gap between adjacent flanges is also ignored because convection 
there is expected to be very low. Thus BC is regarded as a symmetry plane of the structure, 
across which no heat flows. Temperature is not prescribed at any node. Convection bound­
ary conditions are prescribed along AB (inside) and along CDEFGH (outside).

Critique of Results. Computed temperature contours are shown in Fig. 12.6-3. Although 
six- and eight-node elements incorporate quadratic temperature fields, the software used 
plots temperature contours as straight line segnents. The lowest temperature is 3.59 °C 
along the right half of inside boundary AB. The highest temperature is 99.99 °C along the 
outer surface CDEFG. Temperature contours are interelement-continuous except along IJ, 
where the material is discontinuous. In the left portion of the model, temperature contours 
are parallel to the pipe axis, which suggests that if boundary AH were moved closer to G, 
computed temperatures would change very little. All these results agree with expectations. 
However, there are abrupt changes in contour directions near I and J, and contours are not 
quite normal to symmetry plane BC. so reanalysis with a finer mesh is indicated.

A vector plot of computed flux appears in Fig. 12.6-4a. Flux arrows are perpendicular 
to temperature contours because the material is isotropic. Arrows point in the direction of 
heat flow and arrow lengths are proportional to flux magnitude. Each arrow emanates 
from the center of an element. In the outer portion of the flange, flux is so small that 
arrows appear as dots. Computed radial flux near AH is 170,000 W/m2, which, as 
expected, is less than the limiting magnitude of 286,000 W/m2 (Eq. 12.6-1). Flux direc­
tions agree with expectations. Flux contours near/, Fig. 12.6-4b, show strong interelement 
discontinuities, again suggesting a need for mesh refinement, at least locally (some of the 
plotted contours coincide with interelement boundaries). Similar discontinuity appears 
near J and to a lesser extent near G. A relative error calculation, described in Section 9.10, 
provides 7/ = 0.03 when it is based on all elements of the mesh. This value is a global 
error measure and does not indicate the accuracy of local results.

Figure 12.6-3. Computed temperature contours, (a) Contours in the entire FE model, (b) Detail 
of contours near point I.
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(a) (b)

Figure 12.6-4. (a) Vector plot of the computed flux field, (b) Detail of computed flux contours 
near point L Flux units are thousands of watts per square meter (103 W/m2).

In summary, thermal results appear adequate except that refinement is needed near G, Z, 
and J. Precisely at these locations there can never be enough refinement because flux is 
theoretically infinite at a sharp reentrant comer. We will ignore these shortcomings and 
proceed, in order to show how the same mesh behaves when used for stress analysis.

Subsequent Stress Analysis. We now use computed temperatures to calculate thermal 
stresses, assuming (incorrectly, as we will see) that the FE mesh of Fig. 12.6-2b is adequate 
for stress analysis. Load from bolt tensions could also be applied, as described in Section 10.7, 
but we will not do so here. There are two significant concerns about boundary conditions. 
First, should nodes along IJ be allowed to move independently? If opposite sides of the 
interface tend to separate, the answer is yes, but if sides tend to overlap, nodes along IJ should 
be allowed relative axial motion but not relative radial motion. Second, should all nodes along 
BC be fixed against axial motion? Allowing movement gives no credit to resistance provided 
by the gasket and bolts, while full fixity gives too much credit. We elect to calculate stresses 
twice, first allowing axial motion along BC and second preventing it. Thus, were it not for 
discretization error, we would expect to bracket the correct results. Material data is taken as 
E = 200 GPa, v = 0.3, and a = ^(lO^/’C.

Before performing FEA we make the following predictions, which apply to both sets of 
boundary conditions. The cooler inside surface should contract relative to the warmer sur­
rounding material, pulling material toward the inside and opening a gap along IJ. As seen in 
Fig. 12.6-3a, material between IJ and inner surface Al? has relatively massive surroundings, 
which implies that its contraction is considerably restrained, both radially and axially. Mate­
rial fully restrained, uniaxially stressed, and cooled 100 °C relative to its supports would 
have the tensile stress a = aEM - 12(10"6) x 200(109) x 100 = 240 MPa. We expect 
that material between IJ and the inside surface may display stresses that approach this value. 
Similarly, temperatures at A and H are about 30 °C and 90 °C respectively, that is, each is 
30 °C different from the average temperature of 60 °C at the pipe midsurface. Therefore 
we expect circumferential and axial stresses to be about a = aEM = 12C10-6) x 
200(109) X 30 = 72 MPa, tensile inside and compressive outside.
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(a) (b)

Figure 12.6-5. (a) Displaced shape with axial displacement prevented only at point B. The 
magnification factor is 300. (b) Detail of computed contours of von Mises stress ae near 
point I. (The mesh is much too coarse.)

In the first analysis, axial motion is prevented only at B, in order to suppress rigid-body axial 
translation. Computed deformation, exaggerated for plotting, is shown dashed in Fig. 12.6-5a, 
superposed on the undeformed geometry. The software used assumes that the undeformed 
shape prevails at the reference temperature, which has been chosen as 0 °C in this application. 
Point C is found to move less than 0.1 mm to the right, which is probably not enough to meet 
its neighboring point on the other flange and create a gap-closure problem. In the first analysis 
(and in the second, in which axial motion is prevented all along BQ, a gap opens along IJ, as 
expected, which confirms the assumption made in thermal analysis that there is no conduction 
across IJ. The left portion of the deformed FE model, near AH, is not parallel to the pipe axis, 
which indicates that this portion is too short for accurate stress analysis. Circumferential and 
axial stresses at A and H are found to be approximately ±72 MPa, as predicted. Other com­
puted stresses appear in Table 12.6-1, and again have approximately the values predicted. 
Unfortunately, stress contours have gross interelement discontinuities (Fig. 12.6-5b). Similar 
results (not plotted) are produced by the second analysis, in which there is axial fixity of all 
nodes along BC. In each analysis, the computed stress field has a relative energy error of 
7] = 0.28, far larger than the = 0.03 obtained in thermal analysis. Clearly, considerable 
mesh refinement is needed. Generalizing, we conclude that a mesh adequate for thermal analy­
sis may be quite inadequate for stress analysis.

Only node B axially restrained All nodes on BC axially restrained

TABLE 12.6-1. Maximum and minimum stresses (in MPa) for different cases of axial 
RESTRAINT ALONG BC. STRESSES ARE ar (RADIAL), ae (CIRCUMFERENTIAL), 
az (AXIAL), AND ae (VON MlSES). LOCATIONS ARE IDENTIFIED BY LETTER IN 
Fig. 12.6-2. Stresses come from a coarse mesh (Fig. 12.6-2b).

ar ar

Maximum stress 113 216 244 222 105 229 257 242

Location of max. u L-N IJ J IJ M-B GJ

Minimum stress -68 -142 -199 8 -107 -225 -279 18

Location of min. G G G P G G G C
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12.7 ACOUSTIC FREQUENCIES AND MODES «

We consider a compressible fluid having no viscosity and no net flow, and whose density 
is uniform except for the small changes associated with sound waves. This idealization is 
satisfactory for calculation of acoustic vibrations in cavities. Areas of application include 
architectural enclosures and vehicle passenger compartments.

Wave Equation. Small motions of the fluid are associated with small pressure variations p 
relative to hydrostatic pressure. Pressure gradients in coordinate directions x, y, and z are related 
to accelerations u, i), and w in these directions, as shown for the x direction in Fig. 12.7-1. 
Collected results for all three coordinate directions are

P’x = ~Pa P’y = -pv P,z = -pw (12.7-1)

where p is the fluid mass density. We differentiate each of Eqs. 12.7-1 with respect to its 
own spatial coordinate, and add results. Thus

, d2
P’XX + P’yy + P’ZZ = ~P(“’x + E,y + ™>z) or V P = ~P~2 (Sx + Ey + e?) (12.7-2)

at

where ex = w,x and so on. Bulk modulus B is defined as the ratio of pressure to the frac­
tional volume change it produces:

P = P 
dV/V €x + sy + sz (12.7-3)

The negative sign appears because positive pressure is associated with a decrease in vol­
ume. Equations 12.7-2 and 12.7-3 yield the nondissipative wave equation

V2P = ^P or V2p = Ip (12.7-4)

where c is the speed of sound in the medium, c = *jB/p .
Equation 12.7-4 is to be solved in a volume K subject to boundary conditions oh its sur­

face S. The essential boundary condition is p = 0, which prevails on the free surface of a 
liquid surface with negligible surface waves. The nonessential boundary condition, which 
prevails on the solid boundary of a cavity, is

dp 
dn ~P»n (12.7-5)

Fx = max
p dy dz-(p + ^~ dx)dy dz 

ox
-{pdxdy dz}u

..=

Figure 12.7-1. The x component of 
acceleration of a differential element of mass 
density p.
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where n is the outward normal direction and un is the acceleration of the boundary in 
direction n. For a rigid boundary, un = 0, so dp/dn = 0. Both of these boundary condi­
tions, p = 0 and dp/dn = 0, reflect waves without absorbing energy.

A functional for a problem having uniform mass densify is

f/ 2 2 2 1 \ f
n = + P,y +P,z + 1 P \dv + I ~nP ds (12.7-6)

JI Cz I J

As in Eq. 12.7-4, 1/c2 may be replaced by p/B. The stationary condition 311 = 0 yields 
the governing differential equation and natural boundary condition, Eqs. 12.7-4 and 12.7-5 
(see Section 4.7).

An FE formulation follows the familiar pattern. Pressure p within an element is interpo­
lated from the vector of element d.o.f., {Pe}, which contains nodal pressures, and option­
ally spatial derivatives of nodal pressures as well. Thus

P = LNfJ{Pe} and P = (12.7-7)

We define the following global matrices, where summation signs indicate assembly of ele­
ment matrices.

(KF] = .drLN^J+lNf JrLNf.,J+LNf.JrLNr,.j)

(12.7-8)

[mf] = JlnfJtLnfJ = pXjl-Nf ds
In the latter integral, LN J is evaluated on the surface that experiences acceleration. After 
FE discretization, Eq. 12.7-6 is

n = {P}r[MF]{P} + 1 {P}T[KF]{P} + {P}r{RF} (12.7-9)

where {P} is the global array of nodal pressure d.o.f. The stationary condition 
{311/BP} = {0} yields the finite element formulation

[Mf]{PJ + [Kf](P} = -{Rf} (12.7-10)

Acoustic Modes. Let walls of a cavity be rigid and stationary, so that un = 0. Thus the 
forcing function becomes zero, and the medium vibrates in one of its natural modes. Pres­
sure becomes p = p sin tor, where to is the circular frequency of a mode and its amplitude 
p is a function of spatial coordinates but is independent of time. Equation 12.7-4 becomes

V2p +a)2^p =0 or V2p +co2^~p = 0 (12.7-11)
B c2

Equation 12.7-11 is known as the Helmholtz equation. To obtain the corresponding FE 
formulation we substitute {RF} = {0} and {P} = {P }sin cot in Eq. 12.7-10, and obtain

([Kf] - o»2[Mf]){P} = {0} (12.7-12)
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Solution of this eigenvalue problem yields natural frequencies and corresponding pres­
sure modes {P }r-. If the cavity has no openings, the boundary condition p = 0 is not 
imposed at any node, so [KF] is singular because all d.o.f. in {P} are retained. Then the 
lowest mode produced by Eq. 12.7-12 is the trivial solution &> = 0, for which all nodal 
pressures are equal. In subsequent modes, which are physically meaningful, nodal pres­
sures represent departures from a mean pressure.

One-Dimensional Case. A piping system may have curves and branches. The foregoing 
formulation can be applied with one-dimensional elements if transverse dimensions of the 
pipe are small in comparison with the wavelength [12.10]. Let x be the lengthwise coordi­
nate and A the cross-sectional area, where A = A(x). If derivatives with respect to y and z 
are discarded from Eqs. 12.7-8 we obtain, for a single element,

[kF] = J|_NFjcjrLNF,dAdr W = ^jLNdTLNFJArfx <12-7-13)

Possible elements include two-node and three-node elements (Fig. 12.7-2a,b), whose 
shape functions appear in Eqs. 3.3-9 and 6.1-4, respectively. Element matrices for the case 
A = A(x) appear in [12.10]. For a three-node element of constant cross-sectional area, 
with the internal node a distance L/2 from either end,

w = 4
7

-8 
1

-8 1
16 -8
-8 7

2
-1

2 -1
16 2
2 4

(12.7-14)r 3 _ AL
4

Figure 12.7-2c shows a two-element model of a pipe of uniform cross section. At a closed 
end, pressure amplitude is unknown. If both ends are closed in Fig. 12.7-2c the FE model 
corresponding to Eq. 12.7-12 has five d.o.f. and five eigenvalues, including the trivial solu­
tion a) = 0, which corresponds to the same pressure amplitude at all nodes. At an open 
end, p = 0. If both ends are open in Fig. 12.7-2c, the FE model has three d.o.f., and the 
lowest mode (for whichp2 = P4) is = 1.5767c/L. The mathematically exact result is 
cOj = 1.5708c/L. Results from this FE model are upper bounds because elements are 
compatible and the consistent form of matrix [mF] is used.

Boundary Absorption. In applications, walls of a cavity may be lined with sound-absorbing 
material that reduces the sound level produced by forced vibration. In an unbounded medium, 
waves generated by a vibrating structure radiate outward and do not return. A practical FE 
model of an unbounded medium must have an absorbing boundary at finite distance from the 
disturbance. A simple way of modeling an absorbing boundary is as follows.

Figure 12.7-2. One-dimensional acoustic elements, (a) Two nodes, (b) Three nodes, 
(c) Two three-node elements.
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The one-dimensional form of Eq. 12.7-4 is 

where n is the direction of propagation, which in the present discussion is normal to the 
boundary. The solution of this wave equation is

P = fo(n - ct) +fr(n + ct) (12.7-16)

where functions f0 and/r represent arbitrary disturbances, respectively traveling outward 
from and returning toward the source of disturbance. To eliminate the returning wave we 
set/r = 0. Thus p = f0(i(f)9 where if = n - ct, so

dp *f o , dp dp
- -=T7 and = ~c— hence (12.7-17)

dn dip at dip dn cdt

The latter equation is sometimes called the Sommerfeld radiation condition. Invoked as a 
boundary condition, it absorbs outgoing waves with no reflection. To incorporate the con­
dition in FE formulation, in a way that permits a variable amount of absorption of waves 
normal to a boundary, we augment II of Eq. 12.7-6 by a dissipation term. A numerical fac­
tor fl that can be determined by experiment is arbitrarily included, such that /? = 0 indi­
cates no absorption. Thus Eq. 12.7-6 becomes( 2 2 2 \

p,x+p, +p,z +1 „ dv+p rfi ds+r rPpds (12.7-18) 
2 C ) J cJ

The stationary condition 811 = 0 yields Eqs. 12.7-4, 12.7-5, and dp/dn = -(fi/c)p on a 
dissipating surface S. To represent Eq. 12.7-18, Eq. 12.7-9 is augmented by the term 
{P}r[Cf]{P}, where

[CF] = f2jLNFfLNFj dS (12.7-19)

in which the summation sign indicates assembly of elements and [~NFJ is evaluated on 
the surface in question. Equation 12.7-10 becomes *

[Mf]{P} + [CF]{P] + [Kf] {P} = -{Rf} (12.7-20)

The damping matrix can also be implemented by infinite elements (Section 8.8). Discus­
sion and formulations of damping at a boundary appear in [12.11-12.15].

12.8 FLUID-STRUCTURE INTERACTION

In this section we formulate equations applicable to such problems as vibration of a floating 
structure and earthquake loading of a totally or partially immersed structure. In contrast to 
the sequential coupling found in thermal stress analysis, where (typically) temperature 
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influences stress but not vice versa, motions of structure and fluid are directly coupled and 
must be considered simultaneously. A byproduct of the following formulation is an expres­
sion for the added “hydrodynamic” mass that is in effect attached to the structure because 
the structure drags fluid with it as it moves. Equations developed in Section 12.7 are used; 
therefore the following development incorporates the assumptions and restrictions of Sec­
tion 12.7.

Time-varying nodal loads on the fluid, {RF} in Eq. 12.7-20, are regarded as produced 
by motion of the structure, which is in contact with some surfaces of the acoustic FE 
mesh, and imparts displacement un and acceleration un to these surfaces. Let an element of 
the structure have nodal d.o.f. [d], and the usual displacement components «, r, and w in 
coordinate directions. Also let \_l m mJ be the array of direction cosines of the normal to 
the element surface (in this array only, n does not indicate the outward normal to an acous­
tic surface). Hence

u
un = LZ m \J m Mj[N]{d}

LNJ

(12.8-1)
w

where shape function matrix [N] is evaluated on the structure surface in contact with the 
fluid. Then, from Eqs. 12.7-8 and 12.8-1,

{Rf} = jLNFfLNjrfS{d} = p^[s]{d}j = p[S]{D} (12.8-2)

[s]

where the summation sign indicates assembly of elements. Equation 12.7-20 becomes

[Mf]{ P} + [CF]{ P} + [Kf]{P} = -p[S]{ D} (12.8-3)

Loads applied to the structure surface by fluid pressure p of Eq. 12.7-7 are

{R} = ^jLNjrpJS = jLNjTNFJ dS {PJ = [S]T{P} (12.8-4)

The dynamic equation of the structure, Eq. 11.2-12, becomes

[M]{DJ + [C]{D} + [K]{D} = {Rext} + [S]T{P} (12.8-5)

The coupled problem, from Eqs. 12.8-3 and 12.8-5, is

DPM pS 0 D C
mfJ lpJ L0

o lb
cfJ[p

-sr
Kf

Rext — < 0K 0 (12.8-6)
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Surface Waves. Let there be small-amplitude waves, with elevation relative to the 
mean surface level. Small waves are associated with pressure p = pgws, where g is the 
acceleration of gravity. Combining this pressure with p,z = -pws from Eq. 12.7-5, where 
z is the vertical coordinate, we obtain p,z = -p/g as the surface boundary condition when 
there are small-amplitude waves. To account for this term, the surface integral j(pp/g) dS 
is added to II of Eq. 12.7-18. The result of this addition is that the matrix that multiplies 
{P} in Eq. 12.7-20 contains another contribution; it becomes

[Mf + WF] where (WJ = 2/LNrfLNrJ ds (12.8-7)

Only element surfaces that coincide with the fluid surface make a contribution to [WF].

Added Mass. A simple but approximate expression for the fluid mass that the structure 
mobilizes as it moves can be obtained by saying that the fluid is incompressible, has nei­
ther surface waves nor boundary damping, and does not separate from the structure (cavi­
tate). Thus [Mf] = [WF] = [CF] = [0]. The lower partition of Eq. 12.8-6 becomes

p[S]{D} + [Kf]{PJ = {0} hence {P} = -p[KF]-1[S]{D} (12.8-8)

Substitution of this {P} into the upper partition of Eq. 12.8-6 yields, if [C] = [0],

/ \
[M] + p[S]r[KF]-1[S] {D} + [K]{D} = {Rext} (12.8-9)

\ added mass 7

The entire coefficient matrix that multiplies {D} is sometimes called the “virtual mass.” If 
there is simple harmonic motion, so that {D} = {D} sin art, Eq. 12.8-9 yields an eigen­
value problem analogous to Eq. 12.7-12.

The condition p = 0 is. imposed on a fluid surface without waves. Thus matrix [Kf] is 
rendered nonsingular and the inverse of [Kf] exists. Matrix [S] is sparse, so implementation 
will probably exploit sparse matrix techniques and an equation-solving strategy rather than 
the formal inversion and subsequent triple product computation indicated in Eq. 12.8-9. If 
physical behavior depends more on properties of the structure than of the fluid, a relatively 
coarse mesh may be adopted for the fluid, so that a single fluid element may contact two or 
more structure elements [12.16].

Equation 12.8-9 may be used to analyze the vibration of a ship hull. However, it is 
known that surface effects make the added mass frequency-dependent, especially for 
motions whose frequency is close to the dominant frequency of surface waves, so that low- 
frequency vibration has a much larger added mass than higher frequencies [12.17]. Indeed 
if surface-wave matrix [WF] of Eq. 12.8-7 is retained and both {D} and {P} are assumed 
to vary with time as sin art, the manipulations of Eqs. 12.8-8 and 12.8-9 produce an added 
mass expression that depends on a). Frequency dependence is observed to decrease with 
increasing frequency, so Eq. 12.8-9 may be acceptable for analysis of hull vibration pro­
duced by a mechanical excitation, whose frequency is much higher than wave frequencies. 
As structural frequency increases, the amount of fluid set in motion decreases, until only a 
boundary layer adjacent to the structure is involved.
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The assumption of incompressibility, used in obtaining Eq. 12.8-9, is not always 
acceptable. Analyses of dam-reservoir systems show that compressibility may greatly 
increase the fundamental vibration period when the fundamental frequency of water in 
the reservoir is less than the fundamental frequency of the-dam with reservoir empty 
[12.18]. Also, pressure load on the dam displays a large increase when the period of dam 
vibration is comparable to the time taken by sound in the fluid to travel twice the height 
of the dam [12.19].

Nevertheless there are many applications where surface waves are unimportant and for 
which Eq. 12.8-9 may be satisfactory.

An Alternative Formulation. An obvious disadvantage of Eq. 12.8-6 is that matrices are 
not symmetric. Symmetric matrices are produced by a formulation that uses displacement 
d.o.f. rather than pressure d.o.f. for the fluid. It is summarized as follows.

A fluid element can be formulated using the same nodal d.o.f. and shape functions as 
are used for a structural element. A fluid element and its structural counterpart have the 
same mass matrix. In formulating the fluid element stiffness matrix, material property 
matrix [E] is replaced by bulk modulus B, so that fluid elements resist volume change 
but not shearing deformation. A mesh of these fluid elements may have several zero­
frequency “circulation modes,” especially if elements are underintegrated. To suppress 
them a penalty matrix can be added to each element matrix. Structure matrices that 
describe a coupled fluid-structure problem are symmetric, but for a given number of 
nodes are larger in size than matrices in Eq. 12.8-6; each fluid node has three d.o.f. in a 
3D problem. References include [12.20-12.22].

The displacement-based fluid model has worked well for hydrostatics, for acoustic 
modes in rigid cavities, and for dynamics of a fluid in a flexible container. Unfortunately, 
it has not worked well at predicting vibration frequencies of an eleastic structure sur­
rounded by fluid [12.22],

12.9 PLANE INCOMPRESSIBLE
IRROTATIONAL FLOW

We briefly describe formulations for steady, irrotational flow of an incompressible fluid. 
Let u and v represent flow velocities in x and y directions, respectively. The conditions of 
irrotationality and continuity are stated by the equations

Irrotationality: u,y-v,x = 0 Continuity: u,x + v,y = 0 (12.9-1)

If u and v were displacement components rather than flow velocities, rotation would be 
defined as cu = (v,x - u,y)/2 in the theory of elasticity. Thus the irrotationality condition 
would be stated as dw/dt = 0. The continuity condition is conceptually the same as the 
equation of heat flux, Eq. 12.1-6, with Q and t both zero.

For analysis, we can use either a potential function = <f>(x,y) or a stream function 
i// = il/(x,y). Flow velocities are given by derivatives, as follows.

Potential function: u - <j>,x and v = </>, (12.9-2a)

Stream function: u = and v - -ip,x (12.9-2b)
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(Some authors prefer to write u - and v = &x.) If orthogonal coordinates ns were 
to replace coordinates xy in Eqs. 12.9-2, </>,n would represent flow velocity in the n direc­
tion and would represent flow velocity in the negative 5 direction. Substitution of 
either Eq. 12.9-2a or 12.9-2b into Eq. 12.9-1 yields 0 = 0 for one equation and Laplace’s 
equation for the other, so the problem is described by

V 2<f> = 0 or by V 2i// = 0 where V 2 = —- + —- 
dx2 dy2

(12.9-3)

Thus the governing equation for incompressible irrotational flow has the same form as the 
thermal equation V2T = 0, which describes steady-state heat flow in an isotropic 
medium without internal heat generation. A finite element occupies a fixed region of space 
through which fluid flows and uses nodal values of </> or as d.o.f. Global equations of an 
FE formulation are

= £{r} or (^[k]){<|,} = ^{r} (12.9-4)

where summation signs indicate assembly of elements. The element characteristic matrix 
[k] given by the first of Eqs. 12.2-4, with [k] a unit matrix. Load terms {r} come from 
{rs} in Eq. 12.2-4, with/5 now representing inward flow rate normal to a boundary.

An example application is depicted in Fig. 12.9-1. Uniform x-direction flow at velocity 
w0 enters at the left. Flow velocities in the neighborhood of the cylindrical obstacle are 
desired. Because of symmetry about horizontal and vertical centerlines, only one quadrant 
need be modeled. A coarse mesh of quadrilateral elements is shown. Known symmetries 
of the flow, when associated with Eqs. 12.9-2, dictate the boundary conditions shown. For 

(b)

Figure 12.9-1. (a) Flow around a cylindrical obstacle. (b,c) Boundary conditions associated with 
use of </> and if/ in the quadrant modeled.
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example,?; = 0 along AB, CD, and DE\ therefore <j>,y = 0 along these boundaries. Velocity 
normal to the cylinder is zero; therefore </>,n = 0 along BC, To make the coefficient matrix 
nonsingular, </> must be prescribed at some node. The numerical value assigned is added to 
all other d.o.f. in the solution vector {<|>}, but the numerical value is arbitrary because only 
derivatives of 0 are of interest. If </> = 0 is prescribed at C, the value </> = 0 is dictated at all 
nodes along CD because of the condition <$>, - 0 along CD, These are the only d.o.f. pre­
scribed. Loads {r} are prescribed along AE. Analogous remarks apply to use of ^rather than 
<f>, Then ip is prescribed at all boundary nodes but those along CD, and {r} = {0}.

When all d.o.f. are known, gradients are calculated (see Eq. 12.2-2, with nodal temperatures 
replaced by nodal values of or $), and flow velocities are then known according to Eqs. 12.9-2.

ANALYTICAL PROBLEMS

12.1-1 Derive Eq. 12.1-10, using the kind of argument that produces Eq. 12.1-6.
12.1- 2 Show that the plane flux transformation is as stated in the sentence that follows 

Eq. 12.1-3.
12.1- 3 Devise an example that shows why 0 must be a principal material direction if temper­

ature T in a solid of revolution is to be symmetric with respect to the 0 = 0 plane.
12.1- 4 Using conventional scalar notation (such as that in Eq. 12.1-9), write Eqs. 12.1-14 

for the following special cases.
(a) Solid of revolution with axisymmetric temperature T and isotropic material.
(b) Plane problem in polar coordinates. Do not assume that the material is isotropic.

12.1- 5 Derive the governing equation of Problem 12.1-4(b) from first principles; that is, 
by using the kind of argument that provides Eq. 12.1-7.

12.2- 1 Use Eq. 4.7-6 to show that the volume integral in Eq. 12.2-1 provides Eq. 12.1-14(a) 
for a plane problem.

12.2- 2 For a plane problem in xy coordinates, show that Eq. 12.2-1 yields the correct govern­
ing equation and natural boundary conditions from the variational statement 611 = 0.

12.2- 3 For the one-dimensional problem of Eq. 12.1-10, use the Galerkin method to 
obtain formulas for FE matrices. Results should agree with Eqs. 12.2-4, special­
ized to the bar problem.

12.2- 4 Assume that the three-node plane element shown is homogeneous, isotropic, and 
of unit thickness.
(a) Evaluate [k] in terms of conductivity k and nodal coordinates. -
(b) Evaluate [h] in terms of heat transfer coefficient h and nodal coordinates, if 
only side 1-3 transfers heat by convection.
(c) Write the “lumped” forms of [c] and [h].
(d) Write an expression for {r^} if Q is constant over the element.

*

Problem 12.2-4
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12.2- 5 Repeat Problem 12.2-4, but regard the element as a solid of revolution, so that r 
replaces x and axis of revolution z replaces y,

12.2- 6 The element shown in cross section is axisymmetric, homogeneous, isotropic, 
and of unit thickness in the z direction. Assume that lateral surfaces z = constant 
are insulated, that temperature in the element is a linear function of r, and that Q 
is uniform throughout the element. Evaluate matrices of Eqs. 12.2-4 in terms of 
element dimensions and physical constants.

12.2- 7 Lateral surfaces of the uniform bar shown are insulated. The bar is modeled by 
two elements, each of cross-sectional area A and length L. Node 3 is maintained 
at temperature T3. Constant heat flow qx = Afx is imposed at node 1. In terms of 
qx. dimensions, and constants, what are Tx and T2 relative to T31 Do these nodal 
temperatures provide the expected value of q at node 3? Make use of the conduc­
tivity matrix in the solution.

2

Problem 12.2-6

1___________ 2___________ 3
’i ~* t3

H----L--------------------- L-------->|

Problem 12.2-7

12.2- 8 Repeat Problem 12.2-7, but use a stepped bar rather than a uniform bar. Let ele­
ments 1-2 and 2-3 have the respective cross-sectional areas Ao and 2A0.

12.2- 9 Lateral surfaces of the uniform bar shown are insulated. The bar is modeled by 
three identical elements. Nodes 1 and 4 are maintained at the respective tempera­
tures 0 °C and 300 °C. What are the temperatures at nodes 2 and 3? Make use of 
the conductivity matrix in the solution.

1________2________ 3________ 4
o °c I I I I 300 °c

— L —>|<— L —>■{<— L —

Problem 12.2-9

12.2- 10 Repeat Problem 12.2-9, but use a stepped bar rather than a uniform bar. Let ele­
ments 1-2, 2-3, and 3-4 have the respective cross-sectional areas Ao, 2A0, and 3A0.

12.2- 11 A uniform bar is modeled by two identical two-node elements, as shown. Node 1 
is maintained at temperature Tx = 0 °C. The bar is surrounded by fluid of tem­
perature 7ft = 200 °C, which transfers heat across its cylindrical surface of area 
5. In units listed in Section 12.1, data are: A = 300(10-6), h = 600, k = 200, 
and the surface area of the entire bar is S = 0.020.
(a) Formulate element matrices.
(b) Assemble element matrices, impose I\ = 0 °C, and solve for T2 and T3.
(c) Repeat part (b), but alter the FE model so that the left element is half as long 
as the right element. The overall length remains 0.300 m.
(d) What conclusion might be drawn by comparing the results of parts (b) and (c)?
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H----- 0.150 m---------------------- 0.150 m--------- H

Problem 12.241 ”

12.2 -12 Imagine that nodal d.o.f. include first derivatives of temperature T as well as T itself, 
so that nodal d.o.f. in a plane problem are T, T,x, and T,y Let the material be isotro­
pic. For a straight boundary of the structure oriented normal to the x axis, state which 
of the three nodal d.o.f. are known (with the assistance of Eq. 12.1-4 if necessary), 
and which are unknown if the boundary is (a) insulated, (b) has prescribed tempera­
ture, (c) has prescribed normal heat flux, and (d) has convection heat transfer.

12.3 -1 Over the temperature range 0 °C < T < 500 °C, the thermal conductivity of a cer­
tain metal in W/m • °C may be taken as k = 73 - 0.067^ Assume that lateral sur­
faces of the uniform bar shown are insulated and that ends are maintained at the 
respective temperatures 0 °C and 500 °C. Calculate nodal temperatures T2 and T3 
and axial heat flux/ In calculation, let k be constant throughout an element and be 
determined based on the average of the element’s two nodal temperatures. Carry out 
three iterations: assume that T = = 0 °C throughout to start, and use Eq. 12.3-6
to solve successively for nodal temperature vectors {Tj}, {T2}, and {T3}.

10 mm —>|

Problem 12.34 Problem 12.3-2

12.3- 2 A flat plate ab of 10 mm thickness is shown in cross section. The plate is parallel to a 
flat wall c that radiates. Assume that k of the plate is 0.70 W/m • °C and that sb = 
ec = 0.6, all independent of temperature. If surfaces a and c are maintained at 20 °C 
and 600 °C respectively, what is the temperature of surface b? Solve iteratively by 
using Eq. 12.3-6 and Zirad of Eq. 12.3-4. Assume Tb = 100 °C to start the process.

12.4- 1 Prove Eqs. 12.4-3.
12.4-2 Assume that the sketch shows the actual variation of temperature T with time at a 

certain node. Imagine that we start at point A and use Eq. 12.4-6 to predict T at 
time fn+1. Consider ft = 0, (3 = 0.5, and ft = 1.0. Show on the sketch how the 
predicted temperature compares with TB.

12.4-3 Let temperature T at a certain point be governed by the equation 2T + 6T = 3. Ini­
tially, T = 0. Compute T as a function of time according to the following instructions, 
(a) To what temperature should T(f) converge as t becomes large?
(b) What is the exact solution for T - T(t)l
(c) What is Arcr for Euler’s method?
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*n tn+l t

Problem 12.4-2

In what follows, use Eq. 12.4-8 with the values of p and Ar given. Take five time 
steps in each case. Compare computed temperatures with exact values.
(d-g) With Ar = 0.1, take p as (d) 0, (e) 1/2, (f) 2/3, and (g) 1.0.
(h-k) With Ar = 1.0, take p as (h) 0, (i) 1/2, (j) 2/3, and (k) 1.0.

12.4-4 Let temperature T at a certain point be governed by the equation 6T + 2T = 8. Ini­
tially, T = 0. Compute T as a function of time according to the following instructions, 
(a) What is the exact solution for T = T(r)?
(b) Use Eq. 12.4-8 with P = 0.5. Take eight steps with Ar = 1.0.
(c) Use Eq. 12.4-8 with p = 0.5. Take eight steps with Ar = 10.0.

12.7-1 (a) Show that dV/V = £x + sy + ev as claimed in Eq. 12.7-3.
(b) Show that with II defined by Eq. 12.7-6, 811 = 0 yields Eqs. 12.7-4 and 12.7-5.
(c) Show that the functional II = J [p,2 + p,2 + p,2-(cop/c)2] cZV yields 
Eq. 12.7-11 from the stationary condition 811 = 0.

12.7- 2 Let a uniform pipe of length L have closed ends. Model the pipe by a single ele­
ment. Determine the lowest nonzero acoustic frequency by the following FE for­
mulations. The mathematically exact result is co = m/L.
(a) Use the linear element of Fig. 12.7-2a.
(b) Use a four-d.o.f. element whose d.o.f. at each end arep andp,x. See Eq. 18.2-6 
for a matrix similar to the required [kF].

12.7- 3 Verify the result = 1.5767c/L quoted following Eq. 12.7-14.
12.7- 4 The sketch represents a three-node FE model of air in a uniform pipe. The left 

end is open. Determine the acoustic mode of lowest frequency by the following 
FE formulations. The mathematically exact result is co = ttc/2L.
(a) Use two linear elements (Fig. 12.7-2a).
(b) Use a single quadratic element (Fig. 12.7-2b).

Problem 12.7-4 Problem 12.8-1

12.8 -1 The sketch represents the cross section of a rigid rectangular tank of liquid. The 
liquid surface is in contact with a thin elastic plate whose four edges are attached 
to walls of the tank. Without calculation, sketch the two plate vibration modes of 
lowest frequency, assuming that all motion is parallel to the plane of the figure. 
Redo the sketches for the case when fluid is absent.
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12.8- 2 Retain the matrix [WF] that accounts for surface waves. Then assume that 
{P} = {P} sin tot and {D} = {D} sin at and derive the expression for added 
mass that results (see Eq. 12.8-9).

COMPUTATIONAL PROBLEMS

In thermal problems that follow, compute temperature and heat flux (acoustic and 
interaction problems carry their own instructions). Exploit symmetry where possible. 
Examine temperature contours, flux contours (unaveraged!), and vector plots of the 
flux field. When mesh refinement is used, estimate the maximum percentage error of 
results provided by the finest FE mesh. Apply the analysis methodology suggested in 
Section 1.5.

Unless otherwise stated, assume that plane models are homogeneous, isotropic, have 
unit thickness, and that steady-state conditions prevail. As an option, transient problems 
can be created by assuming that temperature is initially uniform and changes with time 
toward a steady-state condition. Each thermal analysis can be followed by stress analysis 
if so desired.

Where dimensions or loads are not assigned, choose values that seem reasonable or 
convenient. Handbooks provide data on material properties and their temperature­
dependence.

C12.1 Let the plane annular sector shown be homogeneous (kx = k^). Thus, in this 
problem, k2, <£, /?, c, and d have no meaning.
(a) Let boundaries AB and CD be insulated. Impose temperatures 7\ along AD 
and T2 along BC.
(b) Let boundaries AD and AB be insulated. Impose heat flux/along BC and tem­
perature T\ along CD except at comer C.

Problems C12.1 and C12.2

C12.2 Repeat Problem C12.1, but let the sector be inhomogeneous (^ k^).
C12.3 The plane annular sector shown is orthotropic. Principal material axes ns have 

constant orientation 0 with respect to global Cartesian coordinates xy. Principal 
conductvities are kn and ks = ckn, where c is a number greater than zero. Follow 
the instructions of parts (a) and (b) of Problem Cl2.1.
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Cl2.4 The plane annular sector shown has prescribed temperature T\ along BC, CD, and 
DA, and prescribed temperature along AB. (These conditions present the “unde­
fined comer” difficulty noted in Section 12.5). Evaluate the temperature field and, in 
particular, the temperature at point E, whose radial coordinate is (2& + a)/3. Use 
coarse and fine meshes. At comers A and B, prescribe TA and Ts as follows, (a) 
Ta = Tb = Tp (b) TA = TB = T2. (c) Ta = Tb = (Tj + TJ/2. (d) Let TA and 
Tb be undefined (what then are their calculated values?).

D

Problem C12.3

C12.5 Repeat Problem C12.4, but prescribe T\ along AB, BC, and CD, and 7\ along DA. 
Parts (a) through (d) of the problem now refer to comers A and £>.

C12.6 A long pipe, shown in cross section, has inner and outer radii a and b. Fluid of 
temperature Tt flows in the pipe. A covering of insulation has outer radius c and is 
surrounded by fluid of temperature To. Ignore radiation. Investigate how heat flux 
across the pipe wall is related to c/a and c/b.

Problem C12.6

C12.7 In Problem C12.6, imagine that the outer pipe surface has emissivity 0.1 and the outer 
insulation surface has emissivity 0.9. Assume that 7} = 100 °C and To = 0 °C, and 
that outer surroundings do not reflect radiation. Heat is transferred by both convection 
and radiation. Investigate whether adding a thin layer of insulation reduces heat loss 
from the pipe. By numerical experiment, seek the insulation thickness c/b such that 
radiation and convection contribute equally to the heat loss.

C12.8 A spherical vessel has a cylindrical outlet (see the sketch for Problem C14.5). 
Water at temperature 7\ fills the vessel and its outlet. The vessel is surrounded by 
air at temperature T2. Investigate the temperature field in the vessel.

Cl2.9 The sketch represents the cross section of a pipe. Initially the pipe and fluid flowing 
through it are at temperature 7\. At time t = 0 a closely spaced cylindrical surface 



488 Heat Transfer and Selected fluid Problems

spanning angle 0 assumes and then maintains temperature T2, exchanging radiation 
with the outer surface of the pipe. Assume that conditions do not vary axially along 
the pipe. Compute (a) the transient solution, and (b) the steady-state solution.

Problem C12.9

C12.10 Use the analogy between conduction heat transfer and torsion to investigate the 
torsional stiffness and shear stress in prismatic shafts of noncircular cross section.

Cl2.11 For acoustic analysis assume that the Y-shaped region shown has unit thickness 
perpendicular to the plane of the figure and that the three arms are slender enough 
that one-dimensional finite elements can be used. Ends are shown closed but one 
or more may be opened if desired. Investigate acoustic frequencies and modes.

Problem C12.ll

C12.12 Repeat Problem C12.ll using two-dimensional acoustic elements. Thus non­
slender arms may be used, or the error associated with use of one-dimensional 
elements may be studied.

Cl2.13 The sketch represents water of depth H in a rectangular tank of span L. Two beams 
are shown, one horizontal and floating, the other vertical and cantilevered from the 
bottom. Vibration frequencies of the coupled fluid-structure problem are to be 
investigated. Assume that the problem may be regarded as two-dimensional.
(a) Omit the floating beam, (b) Omit the cantilevered beam, (c) Omit neither beam.

Problem C12.13



CHAPTER 13
CONSTRAINTS: PENALTY FORMS, LOCKING, 

AND CONSTRAINT COUNTING

Constraint conditions dictate values of d.o.f. or impose relationships among d.o.f. Explicit con­
straints can be imposed by transformation equations, Lagrange multipliers, or penalty func­
tions. Implicit constraints, constraint counting, and treatment of nearly incompressible 
materials are also discussed.

13.1 EXPLICIT CONSTRAINTS.
TRANSFORMATION EQUATIONS

Explicit constraints serve to dictate values of d.o.f., to impose an additional relationship 
among d.o.f. already related by global equations [K]{D} = {R}, or to couple separate 
elements or separate substructures together. (Subsequently, in Section 13.4, we encoun­
ter implicit constraints, which we define as constraints contained in the existing global 
equations.) A single-point constraint sets a single d.o.f. to a known value (often zero), 
while a multipoint constraint imposes a relationship among two or more d.o.f. For the 
three-bar truss depicted in Fig. 2.5-2, setting u2 = v2 = u3 = 0 as support conditions 
constitutes three single-point constraints. In Fig. 9.2-2a, d.o.f. uB and uc are already 
related by structural equations [K]{D} = {R}, but to avoid possible numerical error 
we impose the supplementary relation uB = uc as a multipoint constraint. In submodel­
ing and substructuring, multipoint constraints are used to couple d.o.f. along shared 
boundaries.

Some problems of constraint can be formulated directly as a coordinate transformation, as 
in Section 8.5. Then, for each equation of explicit constraint, one d.o.f. can be eliminated 
from the vector of unknowns, but doing so may require considerable bookkeeping in 
software and rearrangement of coefficients, especially for multipoint constraints. In the 
present section, constraints are formulated in a more general way, which also leads to 
transformation operations. Alternative constraint procedures—Lagrange multipliers and the 
penalty method—are described in subsequent sections. The Lagrange multiplier method 
adds to the number of equations but requires less manipulation. The penalty method leaves 
the number of unknowns unchanged but may produce an ill-conditioned set of equations.

Transformation Equations to Enforce Constraints. Constraint equations that relate 
d.o.f. in {D} can be written in the form

[C]{D}-{Q| = {0} (13.1-1)

489
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where [C] and {Q} contain constants. There are more d.o.f. in {D»} than constraint 
equations, so [C] has more columns than rows. For discussion, we imagine that {D} is 
partitioned, so that Eq. 13.1-1 becomes

[Cr Cc]{D}-{Q} = {0} where {D} = Dr

Dc
(13.1-2)

in which {Dr} and {Dc} are, respectively, d.o.f. to be retained and d.o.f. to be eliminated 
or “condensed out.”

Because there are as many d.o.f. {Dc} as there are independent equations of constraint, 
matrix [CJ is square and nonsingular. After solving Eq. 13.1-2 for {Dc}, the complete 
array of d.o.f. can be written in the form

JD4 < > 
lDcJ

I
-C^C {Dr} +

0 
C^Q or {D} = [T]{DJ + {Qo} (13.1-3)

where FlJ is a unit matrix. For a specific example of Eq. 13.1-3, see Eq. 8.5-6, in which 
[T] is obtained by direct geometric argument.

The original global equations are [K]{DJ = {R}. Let {D} be partitioned as in Eq. 13.1-2. 
Premultiplying the global equations by [T]r and substituting for {D} from Eq. 13.1-3, we 
obtain the reduced equation set

[Kr]{DrJ = {Rr} where
[Kr] = [T]t[K][T]
{Rr} = [T]r({R}-[K]{Q0}) (13.1-4)

After {Dr}is calculated from the first of Eqs. 13.1-4, Eq. 13.1-3 yields {DJ.
Although {Dc} are termed “d.o.f. to be condensed,” Eq. 13.1-4 differs from static conden­

sation, Section 6.7. Equation 13.1-4 imposes additional relations among d.o.f., while static 
condensation uses only relations already contained in global equations [K] {D} = {R}.

For single-point constraints, [Cr] is null and [Cc] is a unit matrix, so d.o.f. {DJhave the 
prescribed value {Q}. Thus, in effect, the reduced equation set of Eq. 13.1-4 is the result 
of taking known constants associated with {DJ to the right-hand side, then discarding 
rows and columns of [K] associated with d.o.f. {Dc}, as described in Eqs. 2.7-1 to 2.7-3. 
For multipoint constraints, the choice of which d.o.f. to place in {Dc} is not unique, but 
different choices should lead to the same final results.

Equation 13.1-4 requires partitioning of matrices and reordering of coefficients. In soft­
ware these operations can be avoided by suitable coding [13.1], or by applying constraints 
at the element level before assembly of global equations, when matrices are smaller and 
more manageable [13.2],

Example. Consider the three-element structure of Fig. 13.1-1. With only axial deforma­
tion allowed, and after the boundary condition u = 0 at x = 0 is imposed, structural 
equations [K]{D] = {R} are

(13.1-5)
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y

Figure 13.1-1. Three identical bar elements, each of axial stiffness 
k = AE/L.

Imagine that the multipoint constraint u2 = is to be imposed. With the choice 
Dc = w3, Eqs. 13.1-1 and 13.1-2 become

in which [Cr] = [0 1], [CJ = -1, and {Q} = 0 (13.1-6)

w3

The transformation matrix and the reduced equation system of Eqs. 13.1-3 and 13.1-4 are

[T] = and
2k -k ' P
-k k u2 2P

(13.1-7)
1
0
0

0
1
1

Solving Eq. 13.1-7 for and u2 and then Eq. 13.1-6 for u3, we obtain

[ui u2 u3J = 3P 
k

5P 5P 
k k (13.1-8)

Remark. When equilibrium equations [K]{D} = {R} are modified by application of 
multipoint constraints, the resulting solution may appear to violate equilibrium conditions. 
The problem depicted in Fig. 13.1-2 is a case in point. With only y-direction 
displacements allowed, the original equation system, and the equation that results from 
application of the constraint = u2 , are

Original: fc 0 vr _ P
0 k_ v2 0

Constrained: (2^)^ = P (13.1-9)

Hence = v2 = P/2k, and forces carried by the springs are kvx = kv2 = P/2. Net 
forces applied to the rigid bar, Fig. 13.1-2b, satisfy equilibrium of y-direction forces but 
not equilibrium of moments. Of course, the condensed structure is not the original struc­
ture of Fig. 13.1-2a; it is a single spring of stiffness 2k, loaded by force P
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(a) (b)

Figure 13.1-2. (a) Rigid bar supported by two springs, (b) External and elastic forces 
applied after the constraint vx = is imposed. Forces of constraint are not shown.

13.2 LAGRANGE MULTIPLIERS
TO ENFORCE CONSTRAINTS

Lagrange’s method of undetermined multipliers can be used to determine the maximum or 
minimum of a function of two or more variables that are not independent but must satisfy 
prescribed relations. In structural mechanics the function is potential energy IIp, the vari­
ables are d.o.f. in {D}, and the prescribed relations are multipoint constraints. System 
unknowns become {D} and the Lagrange multipliers.

To impose constraints by Lagrange multipliers, we premultiply the left-hand side of the 
constraint equations, Eq. 13.1-1, by a row vector {X}r that contains as many Lagrange 
multipliers Az as there are constraint equations, and add this expression to the potential 
energy expression, Eq. 4.8-20. Thus

np = 1 {Df[K]{D} - {D}t{RJ + {X}r[[C]{D} - {Q} ) (13.2-1)

The expression in parentheses is zero, so we have “added nothing” to IIp. Next, IIp is 
made stationary by writing the equations {dIIp/3D} = {0} and {8IIp/3X} = {0}. 
Using differentiation rules stated in Appendix A, we obtain the set of algebraic equations

k cT Id] = |r 
c o l[xj IQ

(13.2-2)

The lower partition of Eq. 13.2-2 is Eq. 13.1-1, the equations of constraint. Equations 
13.2-2 are solved for {D} and {X}. The Ar- may be interpreted as forces of constraint (see 
the following example).

The null submatrix in Eq. 13.2-2 becomes nonzero in the course of a Gauss elimination 
solution for unknowns, and the solution process proceeds normally if [K] is by itself positive 
definite. In contrast to the method of constraint equations, the number of unknowns is 
increased by the method of Lagrange multipliers, which suggests that the method is better- 
suited to problems in which there are few multipoint constraints. An advantage of Eq. 13.2-2 
is that the original [K] is not altered when constraints are applied. Therefore constraints can 
be changed without having to refactor [K]. This property can be helpful in problems where 
different load cases involve different constraints, or in a contact problem where constraints 
increase in number as the load level increases [10.6].
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Example. Again we impose the multipoint constraint w2 = u3 on the structure of Fig. 13.1-1.
The constraint equation is the first of Eqs. 13.1-6. A single Lagrange multiplier is needed.
Equation 13.2-2 becomes

(13.2-3)

which has the solution

। . । jr jt jr
L“i u2 u3 A J = — — — -P (13.2-4)

The result A = -P can be interpreted as the force of constraint applied through element 2-3, 
which now acts as a rigid link. The algebraic sign of A is not significant: had we used [C] = [0 -1 1] in Eq. 13.1-6, we would have obtained A = + P but the same values of 
Uy, W2’ ^d W3.

13.3 PENALTY FUNCTIONS TO 
ENFORCE CONSTRAINTS

From the constraint relation, Eq. 13.1-1, we define{t} = [C]{D} - {Q} (13.3-1)

so that {t} = {0} defines satisfaction of the constraints. The usual potential energy func­
tion lip can be augmented by a penalty function {t}r Fa J{ t}/2, where Fa J is a diagonal 
matrix of “penalty numbers” at. Thus

np = i {D}r[K]{D} - {D}r{R} + 1 {t}rr<xj{t} (13.3-2)

The penalty of constraint violation becomes greater as Fa J increases. From Eqs. 13.3-1 
and 13.3-2 and the minimum condition {dllp/dD} = {0}, we obtain

([K] + [C]rraJ[C] ){D} = {R} + [C]rFaJ{Q} (13.3-3)

in which [C]r FaJ[C] can be called a penalty matrix. If Fa J is null, constraints are 
ignored. As Fa J grows, {D} changes in such a way that constraints are more nearly satis­
fied. The analyst is responsible for selecting appropriate values of the ar For a positive 
definite [K], positive penalty numbers are used. If all penalty numbers are the same, then FaJ = ct Fl J, where FlJ is a unit matrix, and Eq. 13.3-3 simplifies slightly.

The penalty method does not increase the number of unknowns. However, it may alter 
the topology of the coefficient matrix and thus affect bookkeeping procedures in software. 
It also may cause error due to ill-conditioning, as discussed in remarks that follow.
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Figure 13.3-1. A two-element 
structure. Each bar has axial 
stiffness k = AE/L

Example. Use the penalty method to apply the multipoint constraint = u2 to the two- 
bar structure depicted in Fig. 13.3-1.

There is no unique way to write the constraint relation. We will write [C] in such a way 
that penalty numbers are dimensionless. Thus

[C] = [_Jk -Jk] {Q} = (13.3-4)
0
o

where k = AE/L. There is only one constraint equation, so Fa J = a, a scalar. Equation 
13.3-3 becomes

2k
-k

(13.3-5)
P
P

which has the solution

2P and 3 +2aAP A
1 + a \k) (13.3-6)

k
u2 =

If a =0, then u2 = 3P/k, as expected in the absence of constraint. As a becomes large, 
m2 approaches the value 2P/k, which is correct for the constrained system. Vector {t} is 
{t} = t = Jk{ux - u2), and Eqs 13.3-6 yield ux - u2 = ~(P/k)/(l + a). Thus we see 
that the coefficient of a in the penalty function, namely t2/2 = k(ur - u2)2/2 in the 
present example, approaches zero as a approaches infinity.

Remarks. Equations 13.3-6 are obtained by symbolic manipulations and are exact. If cal­
culations are done numerically, there may be substantial error due to ill-conditioning. The 
second square matrix in Eq. 13.3-5 is recognized as the stiffness matrix of a bar element 
connected to nodes 1 and 2. That is, the penalty method has in effect added a bar of axial 
stiffness ak to the structure. As a grows, the augmented structure becomes the error-prone 
case of a stiff region supported by a flexible region. The perils of this circumstance are dis­
cussed in Section 9.2. Indeed, we now recognize the boundary condition treatment 
depicted in Fig. 9.2-3c as a single-point penalty constraint. The penalty method of impos­
ing constraints requires penalty numbers that are large enough to be effective but not so 
large as to provoke numerical error. If numerical difficulties arise, iteration can improve 
accuracy [13.3].
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If multipoint constraints do not couple all d.o.f. in {D}, then [C] has more columns than 
rows, and [C]T Fa J[C] is certain to be a singular matrix. We want this matrix to be singu­
lar, as the following argument illustrates. For simplicity, let all. in Taj have the value a. 
Also let {Q} = {0}. Then, as a becomes large, Eq. 13.3-3 becomes

[C]r[C]l{D} = i{R} (13.3-7)
J a

Equation 13.3-7 shows that if [C]r[C] is nonsingular, then as a grows, the solution vector 
{D} approaches zero. In other words, the mesh locks. When [C]r[C] is singular, {D} can 
be nonzero, and the number of independent {D)’s that satisfy Eq. 13.3-7 is equal to the 
order of [C]r[C] minus its rank. The significance of this conclusion is particularly impor­
tant when dealing with implicit penalty constraints, discussed in sections that follow.

13.4 IMPLICIT PENALTY CONSTRAINTS
AND LOCKING

In Section 13.3, multipoint constraints are imposed by explicit addition of a penalty matrix to 
an existing coefficient matrix [K]. It is possible that [K] already contains a contribution that can 
be identified as a penalty matrix. An implicit constraint is inherent in the formulation, either 
because of characteristics of the numerical model or the nature of the physical problem. In this 
section we discuss two such formulations: transverse shear in beams (and, by extension, also in 
plates and shells), and incompressible media. Both can produce locking of the mesh for some 
choices of element type and integration rule. Physical interpretation of penalty constraints leads 
to understanding of reasons for locking and to ways of avoiding it. In the present section we 
describe the constraints, and in the following section we describe how to count them.

Mindlin Beam Element. A Mindlin beam element uses independent interpolation fields 
for lateral deflection and rotation of a cross section, and therefore takes transverse shear 
deformation into account. The element is a special case of similar formulations of plate 
and shell elements, and is not intended as a substitute for the beam element of Eq. 2.3-6. In 
formulating a Mindlin beam element it is assumed that plane cross sections initially nor­
mal to the beam axis remain plane but not necessarily normal to the deformed axis. Antic­
ipating application to plates, we call the lateral deflection w rather than v. Figure 13.4-lb 
shows that axial displacement u and axial strain ex depend only on rotation i/j of cross sec­
tions, while transverse shear strain y^ depends on both if/ and w. Specifically

EX = u>x = - z'Au and 7zx = w,x~'I' (13.4-1)
Thus, axial strain and the associated bending moment are coupled to lateral deflection 
only by transverse shear strain. For the two-node element shown in Fig. 13.4-la, w = 
w(x) is linearly interpolated between wj and w2, and i/f = $(x) is linearly interpolated 
between and ifa. Element strain energies Ub in bending and Us in transverse shear, and 
associated contributions to the element stiffness matrix [k] = [k^] + [k5], are

Ub = = = (13.4-2a)

Us = = f^^w,x-^)2dx = (13.4-2b)
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(a) (b)

Figure 13.4-1. (a) Mindlin beam element, (b) Displacements and rotations.

where A is the cross-sectional area and A5 is the “effective” cross-sectional area of the 
beam in resisting transverse shear deformation. For a rectangular cross section, y^ varies 
parabolically over dimension Hn Fig. 13.4-1, andA5 = 5A/6. If the distinction between 
[kJ and [kJ is maintained during assembly of elements, structural equations have the 
form

([KJ + [Kj){D| = {R} (13.4-3)

Details of the formulation are discussed in Section 15.4, in connection with elements 
for plate bending. There it is found that, in a one-element Mindlin cantilever beam, 
the contribution of bending to total deflection is reduced by the factor (t/L)2. Thus, 
as elements become more and more slender, [KJ acts as a penalty matrix that forces 
Eq. 13.4-3 to yield {D} « {0}—unless [KJ is singular, a condition achievable by use 
of selective or reduced integration. For a two-node Mindlin beam element this means 
integrating [kJ by using a single Gauss point rather than two (for further details, see 
Sections 13.5 and 15.4).

The foregoing development explains shear locking as an instance of penalty constraint. 
An alternative explanation, in terms of “parasitic shear,” appears in Section 3.6. Inclusion 
of transverse shear deformation does not automatically make a beam element susceptible 
to shear locking; it depends upon the formulation. The beam element of Eq. 2.3-6 has nei­
ther tendency to lock nor ill-conditioning of [k] as a beam becomes indefinitely slender.

Incompressible Materials. In terms of E and v, shear modulus G and bulk modulus B are

E E
G = 2(1 + v) B = 3(1-2p) (13.4-4)

Modulus B expresses the ratio of hydrostatic pressure to the fractional volume change 
AV/V it produces, where AV/V = £x + £y + ez if strains are small. That is, 
B - - p/(AV/V), where AV < 0 for positive pressure p. For an incompressible mate­
rial, AV = 0 and B = oo. Thus an incompressible isotropic material is characterized by 
v = 0.50. Although no real material is completely incompressible, B in a rubberlike mate­
rial is so much larger than G that the assumption of incompressibility is appropriate for 
most practical problems.
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In terms of G and B, material property matrix [E] can be written in the form

4
3

_2
3

_2
3 0 0 0 1 1 1 0 0 0

_2 
3

4
3

_2 
3 0 0 0 1 1 1 0 0 0[E] = G _2

3
_2

3
4
3 0 0 0 + B 1 1 1 0 0 0 (13.4-5)

0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0

Terms of [E] in conventional format are stated in Eq. 3.1-5. In more compact notation, we 
write Eq. 13.4-5 as [E] = G[Eg] + B[Eb]. Thus the element stiffness matrix, Eq. 3.3-7 or 
4.8-15a, becomes

[k] = G [B]r[EG][B] dV + B [B]r[EB] [B] dV

or [k] = G[kG] + B[k5] (13.4-6)

and structural equations have the form

(g[Kg] + B[Kb] ){D} = (R) (13.4-7)

As v approaches 0.50, matrix B[Kb] dominates the equation, thus acting as a penalty 
constraint and, unless [KB] is singular, locking the mesh. This behavior is called “volu­
metric” or “dilatational” locking, and is explained by physical argument in connection 
with Fig. 3.4-3. It is tempting to model a rubberlike material by arbitrarily choosing a 
value of p slightly less than 0.50, and not worrying about whether [KB] is singular, but 
stresses are sensitive to small changes in v when pis close to 0.50.

Remarks. Equations 13.4-3 and 13.4-7 correspond to homogeneous constraints; that is, to {Q} = {0} in Eq. 13.1-1. These constraints arise naturally from minimization of potential 
energy IIp that can be stated in the form '

IIp = \(F+ aH)dV + P (13.4-8)

Here F and H are proportional to strain energy densities, H is associated with implicit con­
straint, /3 is a common factor of F and 77, a is a mesh-independent penalty number, and P 
represents work done by loads of all types. A typical problem presents no unique way to 
write Eq. 13.4-8, but if possible, /? should be defined in a way that makes a dimensionless. 
A dimensionless a makes it easier to prescribe a suitable numerical value for it (see guide­
lines at the end of the present section). If the correct IIp is to be closely approximated, a 
large a must be associated with a near-zero value of 77.
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For a Mindlin beam, the correspondence between Eqs. 13.4-2 and 13.4-8 can be written 
as follows. Let the cross section be rectangular, of width b and depth t. Replace dV by dx 
in Eq. 13.4-8, and let

F =!«

P 12

2Lt

10GL2 5 (L-rf
a = Ft2 = 1 +

(13.4-9)

We use Lj rather than element length L because no discretization has yet been made. We 
see that a is proportional to The penalty constraint enforced is w,x = t/r, for 
which H = 0.

The incompressible case, Eq. 13.4-7, is obtained from Eq. 13.4-8 if

F = 4(IT7){e}r[E^E}

J3 = 1

H = f{E}r[EB]{E}
“ = 3(1-2p)

(13.4-10)

Penalty number a becomes large as v approaches the incompressibility value v = 0.50. 
Volumetric strain sv is sv = AV/V = sx + £y + ev hence H = Eefy/2. Therefore, 
enforcing the constraint of incompressibility makes H = 0.

Locking. Locking occurs when, due to such particulars as displacement interpolation used 
and quadrature rule chosen, a physically realistic displacement mode tends to be “locked 
out” of element response because the mode activates extraneous strains that require much 
greater energy input than do strains of the realistic mode. The Mindlin beam element 
develops large shear stress when bent. So does the plane Q4 element of Fig. 3.6-2b. Thus 
shear locking appears in these elements. If used to analyze a rubberlike material in a state 
of plane strain (sz = 0), bending of the Q4 element also produces volumetric strain 
AV/V = £x + which is strongly resisted as v approaches 0.50. Thus dilatational lock­
ing appears. However, in all these examples there are locations in elements where the 
unwanted strains are zero: at the midpoint of the Mindlin beam element and at the center of 
the Q4 element in Fig. 3.6-2b. Thus, locking might be avoided by reduced or selective inte­
gration, as described in the next section.

In common parlance, “locking” does not necessarily mean complete rigidity. The term 
can refer to unwanted high-stiffness behavior that influences the solution but does not 
overwhelm it, so that convergence with mesh refinement is slowed but not prevented. 
Thus, a slender beam modeled by Mindlin elements can provide accurate results if 
enough elements are used, even when [kJ is fully integrated. In other words, a large 
value of a in Eqs. 13.4-9 does not preclude convergence. However, to obtain satisfactory 
results with a fully integrated [kJ, the L/t ratio of individual beam elements may have 
to be less than unity. When a single Gauss point is used to integrate [kJ, a large a 
enforces the condition w,x- i// ~ 0, as is appropriate for a beam for which LT/t is large, 
but without producing a tendency to lock the mesh.
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Locking behavior may be associated with ill-conditioning of tfie global equations. In 
computer solutions, trouble due to ill-conditioning is associated with loss of information 
required for a unique solution, as essential information in stiffness coefficients is lost when 
large penalty numbers are added to these coefficients. Although this description may well 
apply to various implicit penalty constraints, in general, locking and ill-conditioning are 
not the same. A mesh may lock even if its global equations are well-conditioned. On the 
other hand, when a penalty matrix is made singular in order to avoid locking while yet 
enforcing the penalty constraint, ill-conditioning is likely.

Guideline for Choice of a. If the penalty matrix is singular and computer words repre­
sent approximately d decimal digits, experience has shown that a should not exceed lO6^2 
if numerical trouble associated with ill-conditioning is to be avoided. If this guideline is 
followed, coefficients of [K] in Eq. 13.3-3 influence the latter d/2 digits in computer 
words used to store the complete matrix [K + CraC]. Typically lO^2 is 103 or 104 in sin­
gle precision and 106 or 107 in double precision. If numerical data provides a larger value 
of a, it is appropriate to arbitrarily reduce it. In preceding examples, this amounts to arbi­
trary reduction of LT/t in Eq. 13.4-9 or of rin Eq. 13.4-10.

13.5 CONSTRAINT COUNTING

We seek criteria for choosing a suitable numerical integration formula in a problem where 
penalty constraints are inherent in the formulation. Specifically, if the number of con­
straints is proportional to the number of sampling points used to integrate the penalty 
matrix, how many points per element should be used?

In what follows we assume that all weight factors in quadrature rules are positive. Oth­
erwise, it is possible that terms in a summation would cancel one another. This would con­
fuse the counting rule.

Constraints and Quadrature Points. Numerical integration of matrices in Eqs. 13.4-2 
and 13.4-6 corresponds to evaluation of energy IIp by numerical integration. Accordingly 
Eq. 13.4-8 can be written as 

/=!

n m

>1

(13.5-1)

where and are values of functions F and H times Jacobian J, each eval­
uated at the ith or jth sampling point, and and Tj are positive weights (or weight prod­
ucts) appropriate to the integration rule. If n = m and sampling points i and j are the 
same, the integration scheme is uniform; otherwise it is selective. If the number of sampling 
points is adequate to provide exact integration of all stiffness coefficients when the element 
shape happens to be undistorted—such as rectangular with straight sides and midside 
nodes—the integration scheme is called full (even when the actual element shape is dis­
torted). If fewer sampling points are used—that is, if n or m is reduced—the integration 
scheme is called reduced and IIp is said to be underintegrated. There is no need to discuss 
use of more sampling points than required for full integration, which would only provide 
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redundant constraint relations. In what follows we assume that spurious modes (mecha­
nisms) are either impossible or are suppressed by boundary conditions. (Discussion of 
reduced integration and spurious modes appears in Section 6.8).

Consider the effect of letting a become large in Eq. 13.4-8. in order for the term aH to 
yield a finite result, such as a finite limit of dilatational strain energy in a nearly incompressible 
medium, a large value of a must be associated with a near-zero value of the second summation 
in Eq. 13.5-1. Because (ty and Tj are both positive, the implied condition is that = 0. 
Equations 13.4-9 and 13.4-10 show that H = 0 implies satisfaction of the constraint.

For the problems described by Eqs. 13.4-9 and 13.4-10, each sampling point used to 
integrate the penalty matrix imposes a constraint at that point. Therefore, the total number 
of constraints in the structure equals the number of elements times the number of penalty 
integration points per element. The number of “free” d.o.f. available to model structure 
behavior equals the total number of d.o.f. minus the number of d.o.f. imposed to satisfy 
boundary conditions and minus the number of penalty constraints. In choosing a selective 
integration rule, we seek to use a sufficient number of points for integration of the penalty 
matrix to adequately enforce constraints, but not so many as to either lock the mesh or 
leave so few free d.o.f. that structure behavior is poorly represented.

In other problems, each sampling point may impose more than one penalty constraint. For 
example, in a Mindlin plate element (Chapter 15), the matrix analogous to [kJ in Eq. 13.4-2b 
is associated with two transverse shear strains, and each sampling point imposes penalty con­
straints on both of them. In the remainder of the present chapter, unless stated otherwise, we 
assume that each sampling point imposes a single penalty constraint.

Constraint Counting and Constraint Ratios. Let the cantilever beam in Fig. 13.5-la be 
built of the Mindlin elements described in Section 13.4. Boundary conditions suppress w 
and (^at the leftmost node, leaving 27Vels active d.o.f. in {D}. If [KJ of Eq. 13.4-3 is exactly 
integrated, by use of two sampling points per element, there are 22Vels penalty constraints in 
the structure. Thus, if L^/r is large, all d.o.f. are occupied in satisfying the constraint 
w,x - = 0 and the computed deflection of load P is nearly zero (unless an extremely
large number of elements is used).

A similar situation prevails if the beam is built of a single layer of four-node plane Q4 
elements, as in Fig. 3.6-3, and elements are fully integrated by using a 2 by 2 Gauss rule. 
There are 4Nels active d.o.f. but also 4Nels “parasitic shear” constraints that lock the mesh 
when elements have large aspect ratio.

(a) (b)

Figure 13.5-1. Meshes that contain Nels elements, (a) Cantilever beam, (b) Mesh of four- 
node plane elements. A typical element (element 10; shaded) is being added to elements 1 
through 9 already in place.
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Let plane strain conditions prevail in Fig. 13.5-lb, so that ez = 0. Then the volumetric 
strain is AV/ V = u,x + v,y. Structural equations are Eqs. 13.4-7. With bilinear elements, no 
rotational d.o.f. at nodes, and full integration, there are 4Nels penalty constraints as v 
approaches 0.50, and only 2Arels active d.o.f., so the mesh is locked. In similar fashion, con­
straint counting shows that, for plane strain conditions, the mesh of three-node triangles in 
Fig. 3.4-3 is locked.

Locking can be avoided in the foregoing examples by use of selective integration, so that the 
penalty matrix is underintegrated. Thus to establish [KJ of Eq. 13.4-3 for Mindlin beam 
elements, and to establish [K5] of Eq. 13.4-7 for bilinear elements, a single integration point is 
used. For the Mindlin beam of Fig. 13.5-la, there are now 2Nels active d.o.f. and NeJs penalty 
constraints. Here the constraint ratio, which is the number of active d.o.f. divided by the number 
of penalty constraints, is r = 2/1. For the plane strain example of Fig. 13.5-lb, the same 
numbers apply: 2Nels active d.o.f. and 7Veis penalty constraints, so again r = 2/1. With full 
integration the respective constraint ratios would be 1/1 and 1/2.

The same numbers can be obtained more easily by considering the numbers of d.o.f. and pen­
alty constraints brought to the mesh when a single element is added. In Fig. 13.5-lb for exam­
ple, when element 10 is added with elements 1 to 9 already in place, the added element brings 
with it two active d.o.f. and either one or four penalty constraints, depending on whether the 
integration rule for the penalty matrix is reduced or full. Thus we obtain r = 2/1 or r = 1/2, 
as before. These numbers remain approximately correct if boundary conditions are changed, 
provided that A^els is large. Henceforth we will assume that this is so, and do constraint counting 
by examining the number of additional d.o.f. and penalty constraints brought to a mesh by a sin­
gle element, or perhaps by a single “superelement” built of two or more subelements.

Desirable Constraint Ratios. Examples. If constraint ratio r exceeds unity only slightly, 
the mesh is nearly locked. If r is much larger than unity, constraints are not sufficiently 
enforced. For incompressible media, Hughes [2.13] conjectures that the best value of r 
equals nde, the number of differential equations of equilibrium, divided by the number of 
constraints to be applied to these equations. For 2D and 3D solids respectively, nde = 2 
and nde = 3, and in each case there is one constraint (AV = 0). Thus the proposed opti­
mal r for near-incompressibility equals the spatial dimension of the problem.

Some examples pertinent to nearly incompressible media are as follows. Let ndof and 
npc refer to the number of d.o.f. and the number of penalty constraints brought to the 
mesh by a single element. Thus r = n^/n^. Let us consider 2D and 3D elements that 
have no rotational d.o.f. For bilinear elements, Fig. 13.5-lb, ndof = 2 and npc = 1 if 
one-point integration is used to evaluate [Kfi], so the constraint ratio is r = 2/1, which 
is the conjectured optimal value. With 2 by 2 integration, the QM6 element described in 
Section 6.6 also works well [13.4]: the counts are ndof = 6 and npc = 4. For the 
trilinear solid element without internal d.o.f., Fig. 13.5-2a, one-point integration of 
[K5] provides r = 3/1, the conjectured optimal value. Four-point integration of [KB] 
in Fig. 13.5-2b yields npc = 4. For eight- and nine-node versions of the element 
respectively, ndof = 6 and ndof = 8, for which the respective constraint ratios are 
r = 3/2 and r = 2/1. With one-point integration of [K5] in each subtriangle of the 
two-triangle superelement in Fig. 13.5-2c, npc = 2. Depending on whether the internal 
node is omitted or included, r = 1/1 (so that the mesh is locked) or r = 2/1. With 
three-point integration of [Ks] in each subtriangle of the superelement in Fig. 13.5-2d, 
npc = 6. Because ndof = 12 for the superelement, r = 2.
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(a) (b) (c) (d)

Figure 13.5-2. Solid element, and plane elements in plane strain conditions. 
For the purpose of constraint counting, elements shown are regarded as being 
added to a mesh. Nodes associated with open circles are optional.

Recall that the foregoing 2D examples are for plane strain conditions. For plane stress 
conditions, there is no locking or ill-conditioning even when v = 0.50.

If the conjecture regarding the optimal value of r is extended to the Mindlin beam, we 
count two differential equations of equilibrium (one for bending, one for transverse shear) 
and one constraint condition (that w,x - <]/ = 0 when the beam is slender). Thus r = 2 
may be the optimal value, and this value is achieved in Fig. 13.5-la by use of a single sam­
pling point per element to evaluate [K5] of Eq. 13.4-3. In the analogous Mindlin plate ele­
ment, there are three equilibrium equations, two for moment and one for transverse shear. 
There are two constraints per sampling point used to evaluate [K5], because two transverse 
shear strains, y^ and yyv are both forced toward zero as elements become thin. We con­
jecture that r= 3/2 is optimal for a Mindlin plate [2.13].

If elements in a mesh have distorted shapes, a reduced integration rule may not be able to 
represent element volume exactly. This defect tends to disappear with mesh refinement by 
subdivision of elements because elements tend to become parallelograms (2D) or parallele­
pipeds (3D), as shown by Fig. 6.13-lb. Reduced integration may have to be accompanied by 
an element stabilization device in order to avoid spurious modes.

13.6 REMARKS ABOUT TECHNIQUES 
FOR INCOMPRESSIBLE MEDIA

In notation introduced following Eq. 13.4-5, a state of stress {ct} can be written as

{ct} = {<rD} + {ov) where {op} = G[EG]{e) and {<rv} = B[E5]{e} <13.6-1)

where {o^} is a deviatoric state (which produces no change of volume) and {oy) is a 
dilatational state (which produces no change of shape). Equations 13.4-5 and 13.6-1 show 
that, regardless of the state of strain, {<rv} contains three equal normal stresses and no 
shear stresses. The first of Eqs. 13.6-1 becomes

{a} = {ctd} + All 1 1 0 0 Of (13.6-2)

where A is a hydrostatic stress (the same in all directions) that prevents volumetric strain 
when B approaches infinity. From Eqs. 13.4-5, 13.4-10, and 13.6-2 we obtain H = 1 ksv. 
Because A and ev have the same sign, H is positive whether the hydrostatic state is tensile 
or compressive.
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Figure 13.6-1. (a) “Checkerboard” pressure 
oscillations in a plane mesh, (b) Plane element 
with nine nodes and three pressure points, used 
in a consistent penalty method.

One may argue that the incompressible pressure field is, at each material point, the limit 
of the slightly compressible pressure A computed from Eq. 13.6-2. The penalty method 
provides a way to slightly “perturb” the exactly incompressible solution and thus obtain a 
good approximation of it.

Pressure Calculation in the Penalty Method. One can calculate pressure A by evaluat­
ing from the displacement field and then using Eq. 13.6-1. The error in A associated 
with use of a penalty constraint rather than an exact constraint is of order 10"^/2 if a is 
chosen as ICr 2, as suggested at the end of Section 13.4 [13.5]. However, this error esti­
mate is valid only when A is calculated at locations where the constraint is enforced, 
namely at sampling points used to integrate element matrices [k5], Thus, in the penalty 
method, the (reduced) volumetric integration points in Eq. 13.5-1 play more than one role: 
they are integration points, constraint points, and “pressure points.”

Many element types may allow pressure oscillations in the mesh. For example, with 
one-point integration for [k5], the bilinear elements of Fig. 13.5-lb may display 
“checkerboarding,” which is a pattern of spurious pressures superposed on the desired 
pressures (Fig. 13.6-la). This disorder is analogous to the “hourglassing” that can 
appear in conventional stress analysis under some conditions (Fig. 6.8-2). Pressure 
oscillations can be smoothed using techniques like those described for stress fields in 
Section 9.9 [2.13,13.6,13.7].

Consistent Penalty Method. In this method, selective integration is not required. Hydro­
static pressure is not derived from the displacement field. Instead it becomes an additional 
variable that functions as a Lagrange multiplier on the incompressibility constraint. The 
method may also be called a “mixed penalty method,” and regarded as a special case of 
the “B-bar method” [13.8,13.9]. Displacement and pressure are independently interpo­
lated; displacements in the usual way from nodal d.o.f., and pressure from “pressure 
points” that may reside entirely within an element. Because pressure is not differentiated 
in the functional used for the method, pressure need not be continuous between elements; 
it can be a C-1 field [13.10].

Like the method associated with Eqs. 13.4-10, the consistent penalty method can, depending 
on the penalty parameter and interpolations chosen, display locking, ill-conditioning of equa­
tions, and spurious pressure modes [2.20]. System equations that result resemble Eq. 13.2-2, 
except that {Q} = {0} and the [0] submatrix is replaced by a nonsingular square matrix that 
represents slight compressibility. However, an important advantage of the method is that ele­
ment pressure points are not shared by adjacent elements, even if they appear on element 
boundaries, so pressure d.o.f. can be condensed before assembly of elements and recovered 
after global equations are solved, as described in Section 6.7. The result is a set of equations 
like Eq. 13.4-7.
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Perhaps the best plane pressure-point element is that depicted in Fig. 13.6-lb [2.13,2.20]. 
Displacements are interpolated from u and v at the nine nodes shown by dots and pressures 
are interpolated from the three internal pressure points. The constraint count, which now indi­
cates the ratio of active displacement d.o.f. to pressure d.o.f,, is 8/3 rather than the conjectured 
optimal value of 2/1. Nevertheless, the element behaves well, does not display spurious pres­
sure modes, and passes the patch test [13.11]. There are rigorous error bounds for the element, 
which show that pressure is as accurate as strains in compressible elasticity [13.12]. Unfortu­
nately, an element of comparable quality for 3D problems does not seem to be available.

ANALYTICAL PROBLEMS

13.1-1 Let a plane eight-node element have straight sides and midside nodes (Fig. 6.4-la). 
Consider the constraint that displacement components u and v of each midside 
node are to be the average of u and v at the two adjacent comer nodes. Write the 
appropriate form of [T] in Eq. 13.1-3. For simplicity, consider displacement u only. 
Then, with LnJ the list of shape functions of the eight-node element, write LnJ[T] 
to obtain the new set of shape functions. What element is produced?

13.1-2 In the plane frame shown, let all three members be identical. Assume that fixity at 
the base and the conditions vA = vB = 0 have already been imposed, so that [K] 
operates on d.o.f. uA, 0A, uB, and 6B. Write [K] in terms of A, E, I, and L. Then 
transform [K] by imposing the constraint uA = uB, so that the new d.o.f. are uA, 
0A, and 0B.

Problem 13.1-2 Problem 13.1-3

13.1-3 The sketch shows small portions of two separate plane frames. The frames are to 
be connected by superposing nodes A and B in such a way that a hinge connection 
results. For simplicity consider only the d.o.f. shown, and write an appropriate 
form of Eq. 13.1-2. Identify matrices [Cr] and [Cc] in this result.

13.1-4 Write Eq. 8.5-6 in the form of Eq. 13.1-2. How many equations of constraint are there?
13.1-5 The two-node bar shown has axial stiffness AE/L and is initially unsupported. 

Write the 2 by 2 [k], then obtain the form of Eq. 13.1-4 and solve for if the con­
straint imposed is (a) u2 = 0, and(b)w2 = m, a constant.

Problem 13.1-5
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13.1-6 Two rigid links AB and BC are connected by a hinge at B and are supported by 
identical springs at A, B, and C, as shown. Write structural equations that use verti­
cal displacements at A, B, and C as d.o.f. Then impose the constraint that the hinge 
is locked and so allows no relative rotation between the rigid links. Finally, solve 
for the three d.o.f. vA, vB, and vc.

13.1-7 Imagine that three nodes lie on an x axis at coordinates xlf x2, and x3. Write a rela­
tion in the form of Eq. 13.1-1 that constrains their x-direction displacements to be 
directly proportional to x.

13.1-8 Write the 4 by 4 [K] for bending of the two-element uniform cantilever beam shown. 
Use conventional beam elements and ignore transverse shear deformation. Then impose 
the constraint that element 2-3 is to be made rigid. Thus eliminate d.o.f. at node 3. Solve 
for d.o.f. at node 2. Compare results with results obtained from elementary beam theory.

Problem 13.1-8 Problem 13.1-9

13.1- 9 The uniform beam shown is modeled by two conventional beam elements and is 
simply supported at nodes 1, 2, and 3. Ignore transverse shear deformation. Write 
the 3 by 3 [K] that operates on nodal rotations.
(a) Impose the constraint that nodal rotations at nodes 2 and 3 are equal. Then 
solve for all three nodal rotations in terms of Mo, E, Z, and L.
(b) Draw a free-body diagram, showing all externally applied forces and moments 
on the beam.

13.2- 1 The following question is strictly mathematical, and serves as a review of the 
Lagrange multiplier method. In terms of a and b, what is the area of the largest 
rectangle that can be inscribed in the ellipse (x/a)2 + (y/b)2 -1 = 0?

13.2- 2 Solve the problem of Fig. 13.1-2. That is, impose the constraint - v2 by means 
of a Lagrange multiplier A, and solve for v^v2, and A.

13.2- 3 A two-node bar has axial stiffness k - AE/L and axial nodal d.o.f. ux and u2 at 
left and right ends respectively. Rightward force P = 3 is applied to node 2. Use 
the Lagrange multiplier method to impose displacement ux = 2. Solve for u2.

13.2- 4 Model a uniform cantilever beam by a single conventional beam element, fixed at 
its left end. Neglect transverse shear deformation. For the following constraint 
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conditions, use the Lagrange multiplier method to determine the deflection of a 
transverse load P applied at the right end.
(a) The right end is to remain tangent to a straight line between the two ends. (The 
line rotates as the beam deforms.) -
(b) The right end is to rotate half as much as the midpoint of the beam, but in the 
opposite direction.

13.2 -5 Consider the equations 8^ - 4w2 = -20, + 8w2 = 4.
(a) To what simple arrangement of identical springs does this equation correspond? 
(b) Impose the constraint ux = 0 by the Lagrange multiplier method. Solve for w2 
and A and interpret the meaning of A.
(c) Impose the constraint ux = -1 by the Lagrange multiplier method. Solve for 
u2 and A, and interpret the meaning of A.

13.3 -1 (a) Verify that Eq. 13.3-3 follows from Eqs. 13.3-1 and 13.3-2.
(b) Revise the argument associated with Eq. 13.3-7: do not assume that all penalty 
numbers are equal or that {Q} = {0}. Is the same conclusion about locking 
obtained?

13.3- 2 Solve the problem of Fig. 13.1-2. That is, impose the constraint = v2 by 
means of a penalty number, and solve for and v2. Check the limiting cases 
a = 0 and a =

13.3- 3 Solve Problem 13.2-3, but use a penalty number rather than a Lagrange multiplier. 
Forfc = 1, tabulate computed values of u} and u2 for the multiplier values a = 1, 
4, 10, and 100.

13.3- 4 Use the penalty method to solve (a) Problem 13.2-4(a), and (b) Problem 13.2-4(b).
13.4- 1 (a) Let a single Mindlin beam element be simply supported at nodes 1 and 2 and 

loaded in pure bending. Use Eqs. 13.4-2 to show that exact integration gives an 
element strain energy U consistent with an effective moment of inertia 
Ie = Z(1 + GL2/1.2Ei2), where I = bz3/12 for a rectangular cross section.
(b) What is the effective moment of inertia if Us is integrated by one-point 
quadrature?

13.4-2 Use one Mindlin beam element to model a cantilever loaded by tip moment (see 
Fig. 15.4-lb; replace P by M2). The stiffness matrix appears in Eq. 15.4-5, in 
which I = L/3 for exact integration and As = 5bt/6 for a rectangular cross sec­
tion. If v = 0, for what value of L/t does the exactly integrated element provide a 
lateral deflection at node 2 that is 90% of the correct value? '

13.4-3 The constraint of no net volume change in a plane element under plane strain con­
ditions is JJ(^ + s?) dx dy = 0. For a rectangular bilinear element (Section 3.6), 
show that the same result is produced by setting sx + ey = 0 in a one-point 
quadrature rule.

13.5-1 Plane triangles (a) and (b) shown have homogeneous material, uniform thickness, 
straight sides, and uniformly spaced side nodes. Their stiffness matrices can be 
exactly integrated, by a six-point rule for triangle (a) and by a ten-point rule for tri­
angle (b). In a refined mesh, for an incompressible material, what constraint ratios 
do the respective elements provide?

13.5-2 (a) Show that A of Eq. 13.6-2 is A = (crx + ay + crz)/3.
(b) Show that flaH in Eq. 13.4-8 can be expressed as Bsv/2 .
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CHAPTER

SOLIDS OF REVOLUTION

Methods for analysis of axisymmetric solids are described in this chapter. The formulation 
for axisymmetric loading is described first, then the formulation for loads without axial 
symmetry. Stress analysis is emphasized; see Chapter 12 for other axisymmetric field 
problems.

14.1 INTRODUCTION. ELASTICITY
RELATIONS FOR AXIAL SYMMETRY

A solid of revolution is generated by revolving a planar area about an axis in the same 
plane. Everyday examples include a hose nozzle and a light bulb, although the light 
bulb has a thin wall and would be classified as a shell of revolution for analysis pur­
poses. Convenient coordinates for axisymmetric geometry are r (radial), 0 (circumfer­
ential), and z (axial). When geometry, elastic properties, loads, and boundary 
conditions are all axisymmetric, nothing varies in the 0 direction and material points 
have only the displacement components u and w, in radial and axial directions respec­
tively. Thus the problem is mathematically two-dimensional. Indeed, an FE mesh for 
an axisymmetric problem resembles a plane mesh, and minor changes in software 
allow subroutines originally intended for plane problems to apply also to axisymmetric 
problems. Due to the close relation between plane and axisymmetric FE analyses, soft­
ware may require an axisymmetric mesh to be constructed using axis labels x and y 
rather than axis labels r and z, which are favored in classical theory and are used in the 
present chapter.

Figure 14.1-1 depicts a single axisymmetric element of rectangular cross section. Ele­
ment geometry is toroidal, with nodal circles rather than nodal points. The cross section

(a) (b)

Figure 14.1-1. (a) An axisymmetric finite element, showing stresses associated with 
axisymmetric loading, (b) Hatching in the element cross section suggests an orthotropic material 
whose principal axes are x , y', and 0.

508



14.1 Introduction. Elasticity Relations for Axial Symmetry 509

of an axisymmetric solid meshed by elements of triangular cross-section is depicted in 
Fig. 1.4-1. By avoiding division into elements in the circumferential direction—that is, 
by not using a 3D mesh—computational demands are greatly reduced.

If the problem involves vibration or buckling, both symmetric and wnsymmetric dis­
placement modes are possible, even if geometry, elastic properties, and boundary condi­
tions are all axisymmetric. Unsymmetric modes are often the most important, and would 
be excluded by axisymmetric analysis.

Elasticity Relations. As usual, constitutive relations of a linearly elastic material can be 
written in the forms 

{a} = [E]{e} +{ct0} or {a} = [E]({eJ - {e0}) where {a0} = -[E]{e0} (14.1-1)

If the trivial relations = 0 and = 0 are omitted, the most general axisymmetric 
form of Eq. 14.1-1 is

(14.1-2)

If the material is orthotropic, Fig. 14.1-lb, principal material axes x' and y' must not 
change direction with 0, and the third principal material axis must not form a helix about 
the axis of revolution. If/3 = 0 in Fig. 14.1-lb, thenE^ = E24 = ^34 = 0. Finally, for 
the case of isotropy and thermal loading, Eq. 14.1-2 becomes

(l-r)E(1 + p)(1-2p) (14.1-3a)

in which (14.1-3b)

Here T is temperature change, usually relative to a reference temperature at which the body 
is considered free of stress, and a is a temperature-independent coefficient of thermal 
expansion. Remarks on a temperature-dependent a appear in Section 3.1. For isotropy, E44 
in Eq. 14.1-2 becomes G, the shear modulus.

At arbitrary radius r, circumferential strain is change in circumference divided by origi­
nal circumference:

_ 2-7r(r + «) - 2rrr _ u
Eq 2irr " r (14.1-4)
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The complete strain-displacement relations for axisymmetric conditions are

Sr 'd/dr 0 '

ee

ez
► = [3].

s 
* ► where [d] =

1/r 
0

0 
d/dz

(14.1-5)

yzr d/dz d/dr

Except for the change in axis labels and the addition of circumferential strain e#, these 
relations are the same as the first of Eqs. 3.1-9.

14.2 AXISYMMETRIC SOLID ELEMENTS

In the formulation of element matrices, axisymmetric elements and plane elements differ 
only in details. The displacement field of a four-node, eight-d.o.f. bilinear element is

U1

u
w

0 N2 0 N3 0 N4 0
0 0 N2 0 N3 0 N4

(14.2-1)

[N]
For a rectangular cross section, Fig. 14.2-1, individual shape functions Nt are as stated in 
Eqs. 3.6-4. The strain-displacement matrix is [B] = [3][N], Operator matrix [3] is given 
by Eq. 14.1-5, in which, for local axis labels x and y adopted in Fig. 14.2-1, r = rm + x, 
d/dx replaces d/dr, and d/dy replaces d/dz. Thus, using Eq. 3.3-7, the element stiffness 
matrix is

b a pit[k] = I [B]r[E] [B]rd0dxdy
8x8 8x4 4x44x8

where r = rm+x (14.2-2)

Figure 14.2-1. Geometry of an element 
of rectangular cross section.
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This formula is much the same as the [k] formula for a plane element, Eq. 3.6-7. For axial 
symmetry the integrand is independent of 0, so the limits of circumferential integration in 
Eq. 14.2-2 can be changed from -tt,?? to 0,1 if desired, provided that load terms are also 
formulated for a one-radian segment. If the axisymmetric element is isoparametric, its 
equation for [k] resembles Eq. 6.2-12 in the same way that Eq. 14.2-2 resembles Eq. 3.6-7. 
Thus, in changing from plane geometry to axisymmetric geometry, arrays in the integrand are 
expanded, circumferential integration is added, and r dO appears instead of thickness r, but the 
number of d.o.f. per element is not changed. Broadly speaking, any axisymmetric element 
differs from its plane relative by accounting for circumferential strain sq, which in terms of 
element shape functions and radial displacements ur in an element having n nodes is

Ee = -r(NlUl+N2U2+ ■■■+Nnun) (14.2-3)

Remarks. If the four-node element in Fig. 14.2-2a were plane rather than axisymmetric, it 
would have a rigid-body mode and could not support moment load M. For an axisymmetric 
element, M is a “ring rolling” moment, or moment per unit of circumferential length, 
whose dimensions are force • length/length or simply force. Ring rolling is resisted by cir­
cumferential strains, which for the direction of M shown are compressive around the upper 
portion, tensile around the lower portion, and vary linearly in the z direction [1.16,2.6].

If rm » 2a in Fig. 14.2-2a, element circumferential stiffness becomes much less than the 
stiffness with which the element resists deformation of its cross section in an rz plane. That is, 
we encounter the case of a large stiffness supported by a small stiffness, which tends to make 
equations ill-conditioned, as described in Section 9.2. Thus, mesh refinement that makes 
elements extremely slender may decrease accuracy rather than increase it [14.1],

Some displacement-based elements contain incompatible modes. Let the QM6 element 
described in Section 6.6 be formulated as axisymmetric. When loaded radially as shown in 
Fig. 14.2-2b, internal d.o.f. are activated, creating the spurious bulge shown [14.2]. The 
bulge is associated with spurious shear strain yzr at all points in the element but its hori­
zontal centerline, which suggests that during postprocessing yzr should be evaluated only 
at the center of a QM6 element. The bulge approaches zero for rm » 2a.

Some terms in the stiffness matrix integrand contain radius r in the denominator. With 
Gauss quadrature these terms do not become infinite because there are no Gauss points at 
r = 0. However, for elements close to the z axis, accuracy may be improved by use of 
more Gauss points in the radial direction than would be used for analogous plane ele­
ments. If [k] is to be integrated explicitly and the element has nodes on the z axis, one can 
formulate special “core” elements by using a displacement field in which u = 0 at r = 0 
and using L’Hopital’s rule to evaluate indeterminate forms 0/0.

(a) (b)

Figure 14.2-2. (a) A single axisymmetric element loaded by moment M. 
(b) Radial loads F on an axisymmetric element having incompatible modes. 
Dashed lines show the displaced shape.
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A uniform line load of intensity q around a circle of radius r is described as a force of 
magnitude 2'rrrq, even if the load is radially directed so that its resultant is statically equiv­
alent to zero. If integration spans one radian rather than the entire circle, the force is 
described as rq rather than 2irrq. For spinning at angular velocity w about the z axis, ele­
ment nodal loads are, from Eq. 3.3-8, 

pr<t> r de dA
21

(14.2-4)
0

where p is the mass density and A is the element cross-sectional area. For dynamic analy­
sis, an element mass matrix is needed. From Eq. 11.2-6,

[m] = J j [N]r[N]pr dO dA (14.2-5)

Note, however, that problems of vibration and dynamics are almost certain to require that 
nonaxisymmetric modes be taken into account.

As for boundary conditions, restraint of axial displacement w on a single nodal circle is 
sufficient to prevent rigid-body motion, as suggested for single elements in Fig. 14.2-2. 
Radial displacement u should be suppressed at all nodes that lie on the axis of revolution. 
Otherwise, u #= 0 at these nodes implies existence of a pinhole, which doubles the circum­
ferential stress at r = 0. General-purpose software may be coded so that the condition 
u = 0 is automatically assigned to nodes for which r = 0.

In calculation of strain and stress in elements that touch the axis of revolution, if strains 
are calculated at r = 0 rather than being extrapolated to r = 0 from Gauss point stresses, 
we encounter the calculation = 0/0. The situation can be avoided by instead calculat­
ing er = du/dr at r = 0, then equating to er. This trick exploits the theoretical 
requirement that - sr for points on r = 0. In software these considerations are hidden 
from the user, and it may be of interest to run a simple test case with isotropic material to 
discover if indeed ar = a# is computed at r = 0.

In a curved beam or pipe loaded by pure moment (Figs. 6.15-1 and 10.2-2), structure 
geometry is axisymmetric but the analysis problem is not because displacements have cir­
cumferential components as well as radial and axial components. An FE analysis that 
requires no discretization in the circumferential direction is available [14.3,14.4], but it 
requires that the usual array of nodal d.o.f. be augmented by a single “global’* d.o.f. that is 
associated with all elements, so the method is not contained in standard software, and a 3D 
analysis like that described in Section 6.15 may be required.

14.3 AN APPLICATION

Figure 14.3-1 depicts the cross section of an axisymmetric structure, already meshed with 
eight-node quadrilateral elements. The structure consists of an outer disk BEFC of uniform 
thickness, attached to a tapered inner disk DABE of the same material by means of a shrink fit. 
Physically, the shrink fit is accomplished by heating the outer disk, slipping it over the inner 
disk, then allowing the entire structure to return to the uniform initial temperature. Dimensions
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Figure 14.3-1. Mesh of eight-node elements on the cross section of a solid of revolution.

are such that when the outer disk is 100 °C hotter than the inner disk, the inner radius of the 
outer disk and the outer radius of the inner disk are both precisely 400 mm. We ask

1. What contact stresses along BE are produced by the shrink fit?
2. If the assemblage is set spinning about the z axis, at what angular velocity will the 

shrink fit loosen?

In seeking answers we will discover that question 1 has aspects not likely to be anticipated with­
out careful thought, and that question 2 is not well posed and requires some analytical thinking.

Preliminary Analysis. Consider first the contact pressure p produced by the shrink fit. For 
a simple approximation we choose a mathematical model in which inner and outer disks 
have the same uniform thickness (Fig. 14.3-2). For analysis we assume that dimension h is 
small enough that the outer disk can be treated by simple formulas applicable to a thin ring. 
Thus, with R the mean radius of the outer disk, cr0 = pR/h, ar = 0, 
sg = (erg - va^/E = pR/Eh, and = pRri/Eh is the approximate radial displace­
ment at the inner edge of the outer disk due to p. In addition, temperature change produces 
radial displacement = ar^T at the same location, where the temperature change is 
T = -100 °C in our case. In the inner disk, = ar = -p, and radial displacement at r = 
is it} = r^Q - r^ag - var)/E = -pr/l - v)/E. Equating the expressions, we obtain

p/?r; pr FrvT
-FT + ariT = hence p =------ (14.3-1)
tS rl th / * v lx

from which p = 95 MPa for the data of Figs. 14.3-1 and 14.3-2. Hence, in the outer disk, 
ag-pR/h = 174 MPa.

Outer disk

r(- = 400 mm 
R = 550 mm 
h = 300 mm 
T = -100 °C

Figure 14.3-2. Model for 
approximate analysis of shrink 
fit pressure p.
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For approximate analysis of stresses due to spinning, we use the safhe mathematical 
model and a handbook formula for radial stress in a thin flat disk with no central hole, of 
outer radius a, mass density p, spinning at angular velocity [1.16,2.6]:

3 + v 2 2 2(« -r) (14.3-2)
o

Using a = 0.700 m and setting ar = 95 MPa at r = 0.400 m, we obtain co = 298 rad/s 
as the approximate angular velocity at which the shrink fit should loosen.

Of course the inner disk is thicker and therefore stiffer than assumed in the foregoing 
approximation, which means that the actual shrink fit p is expected to be larger than 95 MPa. 
Also, the structure is not symmetric about a z = constant plane. The shape in Fig. 14.3-1 
leads us to expect that the outer part will bend downward due to the shrink fit and upward due 
to spinning. Near point E, radial flexural stress will increase the magnitude of (compressive) 
shrink fit contact stress and increase the magnitude of (tensile) radial stress due to spinning.

Finite Element Analysis. The FE mesh in Fig. 14.3-1 is perhaps overly refined for an ini­
tial model, but is easy to generate. Each node has two d.o.f., namely radial and axial dis­
placements. Both are set to zero at node D. At other nodes along AD, only radial 
displacement is set to zero. All nodes not on the z axis are unrestrained. Shrink fit loading is 
produced by stating that portion BEFC is uniformly decreased in temperature by 100 °C. 
Implicit in this procedure is the assumption that there is no slipping in the axial direction on 
the surface of contact. Spinning is treated as a separate load case. Spinning creates inertia 
(body force) loading, for which appropriate radial forces on individual nodes are computed 
automatically by the software. Details of the analysis for spinning are discussed in what 
follows.

Critique of Results. By inspection, deflected shapes (not shown) are found to agree 
with expectations. More specifically, animation of deflections shows that nodes along AD 
move only axially, as intended. The cross section shown in Fig. 14.3-1 deflects like a 
beam cantilevered from AD, downward for the shrink fit and upward due to spinning. In 
addition, tip CF moves radially a small amount, inward for the shrink fit and outward due 
to spinning.

Contours of radial stress <jr produced by the shrink fit are shown in Fig. 14.3-3a. Along 
BE the average magnitude of ar is in rough agreement with the predicted value of -95 MPa, 
but contours show severe interelement discontinuities. Is something wrong? Our FE model 
implies that a bond is created as soon as inner and outer disks make contact, and that the 
bond is thereafter unbroken. Therefore, the disks apply both r-direction and ^-direction 
forces to one another across interface BE, In simplifying the problem to obtain Eq. 14.3-1 
we have ignored the ^-direction forces. They arise because temperature decrease in the 
outer disk causes it to contract axially as well as radially. Additionally, circumferential 
stresses in inner and outer disks are, respectively, compressive and tensile. The associated 
Poisson-effect axial strains are, respectively, tensile and compressive, and therefore add to 
axial thermal strains. To maintain identical z-direction lengths along BE, as the foregoing 
FE model demands, inner and outer disks must apply z-direction forces to one another 
along BE, These forces perturb the stress field locally. Mesh refinement is needed in this 
region to provide more detail. Computed results for a bimetal problem, Fig. 3.15-3b, lead 
us to suspect that stress singularities exist at B and E.
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Figure 14.3-3. Stresses due to shrink fit: unaveraged stress contours from FEA in 
MPa. (a) Radial stress ar. (b) Circumferential stress

Circumferential stresses ctq produced by the shrink fit appear to be reliable (Fig. 14.3-3b). 
Viewing inner and outer disks separately, we see that interelement continuity of cr0 stress 
contours is fair to good near BE. Continuity of <tq across BE is neither seen nor expected. 
The relative error defined in Eq. 9.10-7 is 77 = 0.28, which is quite high—but this is for the 
entire FE model, which represents a misapplication of the error estimate, which should not 
include discontinuities such as the known discontinuity of <r0 across BE. The error estimate 
can legitimately be applied to the meshes of inner and outer disks separately, for which the 
respective values are 77 = 0.17 and 77 = 0.09. If we exclude from each mesh the three ele­
ments nearest BE (six elements altogether), we obtain the respective values 77 = 0.04 and 
77 = 0.02. Clearly, mesh refinement is needed near BE. For the case of spinning, discussed 
in what follows, no discontinuity of stress appears across BE, and 77 = 0.004 for the 
entire mesh.

Next consider spinning at to = 298 rad/s, which is the approximate loosening speed cal­
culated after Eq. 14.3-2. Stress contours due to this loading alone are shown in Fig. 14.3-4. 
Interelement continuity is good, and these plots give no reason to doubt the results. Radial 

Figure 14.3-4. Stresses due to spinning about the z axis at to = 298 rad/s: unaveraged 
stress contours from FEA in MPa. (a) Radial stress crr. (b) Circumferential stress
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stress near BE is approximately 100 MPa, about what is needed to cancellhe compressive 
radial stress due to the shrink fit. Does this mean that co = 298 rad/s is indeed the co at 
which the shrink fit will loosen? Because crr is not uniform along BE, we now realize that 
we have been unclear about what is meant by “loosen.” Is irwhen contact along BE is 
completely broken, or is it when the superposed results of shrink fit and spinning give zero 
ar at some point along BE? The speed for complete separation along BE can be obtained 
by writing an equation analogous to Eq. 14.3-1 and solving for co.

= co282 + artT (14.3-3)

where Sj is the largest radial deflection in the inner disk along BE, computed by FEA applied to 
the inner disk alone spinning at co = 1 rad/s, and 8} is the radial deflection along BE in the 
outer disk alone spinning at co = 1 rad/s, calculated by an available formula for spinning of a 
thin flat disk with a central hole [1.16]. In Eq. 14.3-3 we use co2, not co, because stresses and dis­
placements are proportional to the square of angular velocity. As in Eq. 14.3-1, T = -100 °C.

The other question, about the lowest speed for which the net ar falls to zero at some 
point along BE, requires accurate values of ar along BE due to shrink fit loading. At a 
node j along BE, let us symbolize shrink fit radial stress values by [(cr,.)^-. Let [(cr^Jy 
represent radial stress at node j due to spinning (of the entire disk) at angular velocity 
co = 1 rad/s. The latter stress is easily determined by dividing a nodal ar previously 
obtained by the co2 used to compute it. The co for which loosening would appear at node j 
is obtained by solving for co in the equation

"2[(«’r)J;+ [K)r]; = 0 (14.3-4)

The calculation must be done for all nodes j along BE. The smallest of the several calcu­
lated values of co is chosen as the desired result. Note that Eq. 14.3-4 is not applicable after 
the onset of loosening, as the continuity presumed by the FE model is then lost.

14.4 LOADS WITHOUT AXIAL SYMMETRY:
INTRODUCTION

If geometry and material properties are axisymmetric but loads and/or boundary condi­
tions are not, the problem is three-dimensional in the sense that every field quantity is a 
function of all three coordinates. Thus displacement components u (radial), v (circumfer­
ential), and w (axial) are each functions of r, 0, and z. Similarly, all six possible stress 
components (Fig. 14.4-1) are in general nonzero and are functions of r, 3, and z.

In what follows we consider how a load can be represented by components in the form 
of trigonometric series, an analysis made for each component separately, and results com­
bined to produce the solution for the original loading. Commercial software provides for 
this kind of analysis. Its advantage is that no division into elements in the 6 direction is 
required, so that instead of solving one large 3D problem, we instead solve a few 2D prob­
lems and combine results. Thus, data preparation is simplified and the analysis is much 
less demanding of computer resources.

In the present section we discuss basic relations of the analysis method. Specifics perti­
nent to FEA appear in Section 14.5.



14.4 Loads without Axial Symmetry: Introduction 517

Figure 14.4-1. Stresses and displacements in an 
axisymmetric body with nonaxisymmetric loads.

Loads. Loading applied to a solid or shell of revolution can be described as the sum of its 
series components. Let q represent load in general, such as normal pressure, line load, or 
temperature in thermal stress analysis. A Fourier series representation of q is

(14.4-1)

where qcn and qsn are load amplitudes that depend on n (but not on 0). Here n is an integer 
that represents the harmonic number. Loads described by q can be radial, axial, or circum­
ferential. A load state symmetric with respect to the 0 = 0 plane is described by the 
cosine series for radial and axial loads and by the sine series for circumferential loads. By 
locating the 0 = 0 plane appropriately, it often happens that only one of the two series is 
needed. Typical problems are solved accurately enough by using only the first few terms 
of the load series.

An example of a load series appears in Fig. 14.4-2a, where a radial load q, partly outward 
and partly inward but otherwise uniform, is represented by the sine series. Cosine terms of 
Eq. 14.4-1 are not needed (although the loading could be described by cosine terms alone if 
the 0 = 0 plane were placed 90° to the position shown). Load components associated with 
the first two nonzero terms of the sine series are shown in Fig. 14.4-2b,c. The initial term, 
Fig. 14.4-2b, might be used alone as a simple approximation of wind loading on (say) a 
power plant cooling tower.

Additional examples appear in Fig. 14.4-3. The radial load of Fig. 14.4-3a is described 
by the initial term (n = 0) of the cosine series. Here the load is axisymmetric and so is the 
structure’s response to it. The load of Fig. 14.4-3b is also described by the initial term of 
the cosine series, but because the load is torsional, the structure’s response is not symmet­
ric with respect to the 0 = 0 plane or any other radial plane. In Fig. 14.4-3c, concentrated 
loads P at 0 = ±tt/2, both radially outward, are represented by the series

2P 
mt

n=2,4,6,...

cos — cos n 0 (14.4-2)
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Figure 14.4-2. (a) A uniformly distributed load, alternately inward and outward, and its 
representation by a Fourier series. (b,c) Loads associated with the first two nonzero series terms.

In deriving this formula we imagine that a radial stress a acts on an area that spans t units 
axially and 2a0o units circumferentially at each load location, then let approach P 
as 0q approaches zero. The load becomes concentrated, rather than distributed along a strip 
of length t in an rz plane, as t approaches zero. The series of Eq. 14.4-2 does not converge, 
but it leads to convergent displacements and stresses in FEA. When loads are concentrated, 
many series terms may be needed for adequate accuracy. Loads that vary more gradually in 
the 0 direction require fewer series terms.

A load described by Eq. 14.4-1 may vary with r or z, or may be applied to a single nodal 
circle, in which case it represents a circumferential line load or perhaps one or more concen­
trated loads (as in Eq. 14.4-2). Prescribed nonzero displacements in the coordinate direc­
tions can be described by similar series. The series representation of a prescribed load or 
displacement function can be calculated by standard methods of Fourier series analysis. 
Results applicable to some common loadings may be found in standard mathematical 
tables. Typically, the software user can either calculate series terms and provide them as 
input data, or ask the software to calculate them from a description of the loading.

q = constant

(a)

q = constant

(b)

Figure 14.4-3.
Further examples of 
loads. The second is a

(c) torsional load.
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Stresses, Strains, and Displacements. With 6 a principal material direction, the most
general stress-strain relation {ct} = [E]{e} is

■^11 £12 ^13 ^14

^22 ^23 ^24

az £33 ^34

Tzr £44

Tre symmetric

T0z.

00 --
£r

0 0 se

0 0 z • (14.4-3)
0 0 ^zr

^55 ^56 yre

E66 7ez.

If r and z are also principal material directions, or if the material is isotropic, then 
E14 - #24 = ^34 = ^56 = 0- If the material is isotropic, then E55 = £66 = G, where 
G is the shear modulus.

Strain-displacement relations in cylindrical coordinates are [3.1]

(14.4-4)

£r

£e 

£z
► = 0],

u
V ► where [3] =

d/dr 
l/r
0

0 
(3/30)/r

0

0 ‘
0 

d/dz
^zr

w 3/dz 0 d/dr
yre (d/80)/r (d/dr- l/r) 0

y&z 0 d/dz (d/dff)/r

These relations are independent of material properties. Displacements w, v, and w may or 
may not be described by series.

Let displacement components be described by sine and cosine series:

Radial displacement:
00 00

u = un cos n0 + Un sin n0 (14.4-5a)
n=0 n=0
CO OQ

Circumferential displacement: v = vn sin n0 - cos n0 (14.4-5b)
«=0 k=0
00 00

Axial displacement: w = wn cos n0 + wn sin n0 (14.4-5c)
w=0 n=Q

where u fV un, ..., wn are amplitudes of displacement that in general depend on r, z, and 
n but are independent of ft Single-barred series describe displacement states that are sym­
metric with respect to 0 = 0; double-barred series describe displacement states that are 
antisymmetric with respect to 0 = 0. The motivation for the arbitrarily chosen negative 
sign in Eq. 14.4-5b is explained in remarks that follow Eq. 14.5-9.



520 Solids of Revolution

Consider a typical harmonic of displacement, say the nth. If we substitute Eqs. 14.4-5 
into Eqs. 14.4-4 and the resulting strains into Eq. 14.4-3, we find that stresses of the nth 
harmonic of the single-barred series have the form

(T (Tn (T T — (T (Tn (T T COS n 0 rn On zn zrn rn On zn zrn (14.4-6a)

(14.4-6b)^rOn T0zn f a Tn sin n 0 rOn 1 Ozn

where the barred terms are functions of r, z, and n but not 0. Analogous expressions are obtained 
from the double-barred series. When Eqs. 14.4-6 are substituted into the three differential 
equations of equilibrium expressed in cylindrical coordinates [3.1], we obtain expressions having 
the forms

Qjcosnfl = 0 22cosn^ = 0 <23sinn0 = 0 (14.4-7)

where the Q are functions of r, z, and n but not 0. Equations 14.4-7 must prevail for all 0; 
hence Q1 = Q2 = Q3 = 0. In the FE context, equations analogous to the equations 
2i = Qi = 03 = Oare

[K„]{D„}-{RJ = {0} (14.4-8)

in which [Kn] is independent of 0, and {Dn] and {Rn] respectively contain amplitudes of 
nodal d.o.f. and nodal load in the nth harmonic. The size of [Krt] is 3N by 3N for an FE 
model having N nodes and translational d.o.f. only. The same is true if double-barred 
series were used instead. If both series are used simultaneously, the size of [Kn] is dou­
bled. But in all these cases, Eq. 14.4-8 pertains to a single harmonic. Harmonic n of load 
produces only harmonic n of displacement; that is, the different Fourier harmonics are not 
coupled. A single FE mesh is used for analysis of each harmonic. Equation 14.4-8 is gen­
erated and solved for n = 1, then for n = 2, and so on. The number of harmonics needed 
depends on the accuracy required and the nature of the loading. Nodal amplitudes pro­
vided by the separate analyses must be superposed according to Eqs. 14.4-5, but no divi­
sion into elements in the circumferential direction is required.

Related Problems. The Fourier series treatment has been used in classical plate theory 
for well over 100 years. When applied to plates in an FE context, the Fourier series 
method is known as the^nzYe strip method [14.5]. For a brief explanation, consider finite 
strip analysis of a rectangular plate in the xy plane with its two x-parallel edges simply 
supported. By making cuts parallel to the y axis, the plate is sliced into narrow strips. In 
the y direction, a sine series for lateral deflection satisfies simply supported boundary con­
ditions. The pattern of loading in the y direction can also be expressed by a sine series. In 
the x direction, FE shape functions are used, so that each strip element has four d.o.f. A 
typical problem is solved by superposing solutions for a few of the lowest harmonics of 
load. In its more general form, the finite strip method does not require that opposite edges 
of a plate be simply supported. The method is also well suited to folded plates and to box 
beams, either straight or curved.

Prismatic solids can be analyzed by Fourier series, in which case the method may be 
called a “finite prism method” [14.5,14.6]. Conceptually, a prismatic geometry can be
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obtained by straightening an axially symmetric solid. This viewpoint suggests that a pris­
matic solid might be idealized as axisymmetric if it is described as a toroidal ring of very 
large radius. However, equations of the resulting FE structure may be ill-conditioned, as 
suggested in remarks that follow Eq. 14.2-3. -

14.5 LOADS WITHOUT AXIAL SYMMETRY: 
SOME DETAILS OF FEA

In the following discussion we give greatest attention to the single-barred displacement 
series of Eqs. 14.4-5. Within an element, one can interpolate Fourier amplitudes un, vn, and 

from nodal Fourier amplitudes uiw and where n is the harmonic number and i 
is the element node number. We symbolize this relation as {u„} = [N]{dn}, where [N] 
contains the same shape functions as would be used in a plane problem. For example, for 
harmonic n and the four-node element of Fig. 14.2-1, the relation resembles Eq. 14.2-1:

0 0 0 0 1 ••• 1
1 1

vn > zz 0 N1 0 N2
1 1

0 1 -1 ... {dj

™n. 0 0 1 0 0 N2 1 ••• 1 ...

1 2 3 4

where { dj — “in "in * i« “:2n »2n ™2n '... In
T

(14.5-la)

(14.5-lb)

An element having more than four nodes has more partitions in Eq. 14.5-la and more 
d.o.f. in {dn} and of course uses different shape functions. For a given element, regardless 
of the number of nodes it contains, different displacement components and different har­
monics can all use the same shape functions Nj.

Summation of the various Fourier harmonics provides displacements as stated by Eqs. 14.4-5. 
These displacements can be stated in matrix format by attaching cos nO to rows 1 and 3 in 
Eq. 14.5-la and sin nO to row 2, then summing the harmonics. Thus, for a typical element,

(14.5-2)

U an cos nd co AT] cos nd 0 0 AT2cos nd •••

< V -t- vn sin nd 0 Nj sin nd 0 0 ,{d„}
W n=Q *>n cos nd n=0 0 0 TVjCOS nd o •••

[NJ
in which n is the harmonic number and numerical subscripts on italic TV’s indicate element 
node numbers. With the summation written out, Eq. 14.5-2 is

u

= [n0 Nj n2
w

do di d2 or
u

<v> = [N]{d} = £[NJ{dJ (14.5-3)W n
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in which subscripts on bold N’s and d’s represent harmonic numbers. Column vector {d ) 
lists nodal Fourier amplitudes from all element nodes and all harmonics. The first har­
monic, n = 0, represents the axisymmetric case. From Eqs. 14.4-4 and 14.5-3,

u
{e} = [dB v ►

w

[d][N0 Nj N2 ••■] {d} = ^[B„]{dn}

[B] = [B0 Bj B2 •••] "

(14.5-4)

where [B] is the strain-displacement matrix, with submatrix [Brt] for harmonic n. With 
partitioning according to element nodes, element strains in the nth harmonic are, from 
Eqs. 14 .4-4 and 14.5-4,

Nr rcos nd

e0n

00

Nr
— cos nd

nNr
---- cos nd 0

N} ^cos nd Wln

?zrn

y&zn

zcos nd TV, rcos nd “2n
(14.5-5)

nNy
------ -sin nd NA ■— sin

Nj zsin nd

nd V2n

nN^
------ -sin nd

0

0

0

0

0

1 2.3.4...
where numerical subscripts indicate the node number and a comma indicates differentia­
tion with respect to the following literal subscript. Element shape functions N} depend on r 
and z. Therefore [B] is a function of r, z, n, and 0.

The element stiffness matrix is given by Eq. 14.2-2, but with arrays of larger size. Let 
there be J nodes per element and M harmonics included. Then the integrand matrix 
[B]r[E][B] is full and of size 3JM by 3JM, It is composed of an M by M array of 3 J by 3J 
submatrices. Off-diagonal submatrices contain sin md sin nd or cos md cos nd in every 
term, where m and n are different integers that represent different harmonics. With limits 
—tt to 77, integrals of these terms are zero. We are left with only M submatrices on the 
diagonal, which means that different Fourier harmonics are uncoupled. Each on-diagonal 
submatrix is 3J by 3J and contains sin2 nd or cos2 nd in every term. With limits -tt to tt, 
sin2 nd and cos2 nd each integrate to tt (or to 2tt for cos2 nd when n = 0). Integration 
with respect to r and z is done in the same way as for an axisymmetric problem. In similar 
fashion, the element mass matrix for harmonic n is, from Eqs. 14.2-5 and 14.5-2,

3Jx3J

M = jL

2 2cos nO

0

0

0
2 2Nj sin nd

0

0

0 

cos2n0

2
N1N2 cos nd ...

0 ...

0 ...
prdddA

•

(14.5-6)
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After assembly of elements in the usual way, structural equations for a time-independent 
problem have the form

[K]{D} = {R} (14.5-7)

where subscripts indicate the harmonic number, and barred quantities are Fourier ampli­
tudes. The several terms in a stiffness submatrix [Krt] are either independent of n or contain 
n or n2 as a multiplier. Accordingly, some stiffness coefficients increase as n increases. It is 
for this reason that a nonconvergent series for load such as that of Eq. 14.4-2, which pro­
vides nodal loads that merely alternate in sign from one harmonic to the next, can produce 
convergent results for displacement and stress. In practice we do not construct a stiffness 
matrix that contains all harmonics, as in Eq. 14.5-7; instead the separate subproblems 
[K„]{DJ = {R„} are constructed and solved serially. Final displacements are given by 
Eq. 14.5-3, final strains by Eq. 14.5-4, and final stresses by Eq. 14.4-3.

For M harmonics, element nodal loads, Eq. 3.3-8, include contributions such as

[N]T{F}r d6 dA
3JM*3 3x1

and If [B]r{ff0}r dd dA 
* * —77 3JM x 6 6x1

(14.5-8)

where [N] and [B] are given by Eqs. 14.5-3 and 14.5-4. For example, body forces associ­
ated with symmetric deformation have the form

Fr0 + Frlcos0 + Ff2cos 20 +
{F} = S 0 + Feisin0 + F02sin 20 + ••• ► (14.5-9)

F^o + Fzlcos0 + Fz2cos 20 + •••

Integration of Eq. 14.5-8 is accomplished in the manner described above Eq. 14.5-6. Thus 
we obtain {R} of Eq. 14.5-7, in which { Rq} contains only the zero-harmonic (axisymmet- 
ric) load terms, {Rj} contains only the first-harmonic load terms, and so on.

Remarks. If the double-barred series is used rather than the single-barred series, one finds 
that sin n0 and cos nd are interchanged in Eqs. 14.5-2, 14.5-5, 14.5-6, and 14.5-9. Also, 
algebraic signs are reversed in the last two rows of the rectangular matrix of Eq. 14.5-5. 
However, for n > 0, submatrices [Kn] in Eq. 14.5-7 turn out to be the same as those pro­
duced by the single-barred series. This convenience is the motivation for the arbitrarily 
chosen negative sign in Eq. 14.4-5b. If the sign were taken as positive, submatrices would 
differ between single- and double-barred series.

For n = 0, d.o.f. vni, uni, and wni have no stiffness associated with them. These d.o.f. 
must be suppressed at every node i to avoid a singular stiffness matrix. Also, for n = 0, 
axial translation must be suppressed on at least one nodal circle in order to prevent axial 
translation. For n = 1, rigid-body translations parallel to the rd plane are possible, and also 
rigid-body rotations about axes in this plane. As an example, small rotation </> about the axis 
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0 = 7t/2 produces displacement components u = fa cos 0, v = '"-fa sin 0, and 
w = -fa cos 0. To prevent singularity of [K^ these motions must be suppressed. For bod­
ies with nodes on the z axis, additional conditions on Fourier displacement amplitudes can 
be deduced from the requirement that strains remain finite at r- = 0 [14.7]. If these condi­
tions are ignored, some stiffness coefficients may be far larger than others. In dynamic anal­
ysis by explicit integration, this circumstance may dictate that a very small time step be used.

If 0is not a principal material direction, [E] in Eq. 14.4-3 becomes a full matrix. Barred 
and double-barred terms of Eqs. 14.4-5 become coupled in each harmonic, but different 
harmonics remain uncoupled [14.8]. If elastic moduli vary circumferentially, as for exam­
ple when moduli are temperature-dependent and temperature varies with 0, Fourier series 
can again be used, but all harmonics are coupled [14.9,14.10],

ANALYTICAL PROBLEMS

14.1- 1 If analysis of a solid of revolution is to be mathematically two-dimensional, cir­
cumferential displacement v must be zero. Devise an example in which v ^0 when 
0 is not a principal material direction, despite axisymmetric loading.

14.2- 1 In Fig. 6.8-1, dashed lines represent displaced positions of a four-node bilinear ele­
ment. If the element is axisymmetric rather than plane, x represents the radial 
direction and y is parallel to the axis of revolution (not shown). Which of the eight 
displacement modes are associated with zero strain energy in the element and 
which are not? Answer for each of the following situations.
(a) The element is plane and [k] is integrated by one Gauss point.
(b) The element is plane and [k] is integrated by four Gauss points.
(c) The element is axisymmetric and [k] is integrated by one Gauss point.
(d) The element is axisymmetric and [k] is integrated by four Gauss points.

14.2- 2 The sketch represents three nodes on az = constant face of an axisymmetric qua­
dratic element. Nodes shown are uniformly spaced. Determine the consistent nodal 
load vector if z-direction traction is applied to this face as follows.
(a) has the constant value p over the face.
(b) <t>z = i(f2- f)p4 + (1 - £2)p7 + i (£2 + £)p3, which is a parabolic variation 
based on nodal values p4, p7, and p3.

Problem 14.2-2

14.2-3 In the sketch for Problem 14.2-2, let r4 = 0, and imagine that w4>0 and 
= w3 = 0. Is such a deformation mode reasonable? Consider shear strain yzr 

atr = 0.
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14.2-4 Devise an argument that demonstrates the relation sr = at r = 0 in an axisym- 
metric problem. Suggestion: Consider the radial displacement series u - c^r + 
C2Z + + • • • . _

14.2-5 Devise an argument or an example that confirms the existence of a large stiffness 
difference in the case of a very slender element, as noted following Eq. 14.2-3.

14.2-6 The sketch shows the cross section of an element of uniform thickness z, shaped 
like a metal washer. D.o.f. are radial displacements and at nodal circles 1 and 
2. The material is isotropic and only in-plane strains sr and e# need be considered, 
(a) Formulate matrices [N] and [BJ.
(b) Let p = 0, and generate [k] by explicit integration over a one-radian segment.
(c) Let L - r2 ~ and rm = + r^/2. Simplify integration by assuming that
r ~ rm. Hence, determine [k] for a nonzero Poisson’s ratio. For what geometry is 
this [k] a good approximation?
(d) Show that the [k]’s of parts (b) and (c) agree when v = 0 and rm » L.
(e) From part (b), obtain [k] for the special case v = = ux - 0.
(f) From part (c), obtain [k] for the special case v = = ui = 0.

u

Problem 14.2-6

14.2- 7 For the four-node, eight-d.o.f. axisymmetric element shown in Fig. 14.2-1, evalu­
ate nodal loads {re} produced by spinning at angular velocity o) about the z axis. 
Include detail, but stop after setting up a triple integral over d0dxdy.

14.4- 1 (a) In Fig. 14.4-2a, rotate the r axis 90° counterclockwise, so that the 0 = 0 plane 
is vertical in the figure. Do not reposition the load. Write the Fourier series for load 
that applies to this arrangement. '
(b) Hence write a load series that applies to the following radial load: q = q0 out­
ward over 0 < 0 < tt/2, q = q0 inward over tt < 0 < 3tt/2, and q = 0 over the 
remaining two quadrants, where q0 is a constant.
(c) For the loading described in part (b), how might the 0 = 0 plane be positioned 
so that only the cosine series is needed?

14.4-2 A flat plate contains a circular hole of radius R and is loaded by axial force P and 
in-plane bending moment M, as shown. The region enclosed by the dashed line of 
radius c is to be isolated and analyzed as a solid of revolution. If t = plate thick­
ness and c » R, what load terms from Eq. 14.4-1 should be used in analysis? 
Express answers in terms of P, M, h, t, r9 n, and 0.
(a) Consider P only (let M - 0).
(b) Consider M only (let P = 0).
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Problem 14.4-2

14.4- 3 Write special forms of Eqs. 14.4-5 so as to describe each of the following rigid- 
body motions.
(a) Translation in the z direction.
(b) Translation in a radial direction and parallel to the plane 0 = 0.
(c) Translation in a radial direction and parallel to the plane 0 - it/2.
(d) Small rotation about the r axis located at 0 = 0.

14.4- 4 If {e} = {0}, Eqs. 14.4-4 have the solution

u 0 COS0 ZCOS0

V ► = 0 -sin0 -z sin0
w 1 0 —rcos 0

fll
0 sin0 z sin0
r COS0 z cos0 a2

0 0 -r sin 0

where the fy are constants. A displacement field that contains all these terms can 
represent all possible rigid-body motions.
(a) Show that this field does indeed yield {e} = {0}.
(b) Compare this field with Eqs. 14.4-5: identify columns of the rectangular matrix 
as to the value of n and as belonging to the single-barred series or to the double­
barred series.
(c) Describe the physical meaning of the displacement mode associated with each 
of the fy.

14.4 -5 It can be shown that the sinusoidal loading qn = qsn sin(n77x/L) on the uniform 
simply supported beam shown produces lateral deflection v that is also sinusoidal 
and is given by '

5 r 4 . ti'ttx
Vn = ----T^SinTEin it L

A Fourier series for load is q = ^^qsn and the associated lateral deflection is 
v - At midspan, for each of the following loadings, evaluate the lateral 
deflection and bending moment and their percentage errors. Use one, then two, 
then three series terms.
(a) Uniformly distributed load q0, for which qsn
(b) Concentrated force P at midspan, for which q
1,2,3,.... '

= 4^/^tt and zz = 1,3,5,....
'Sn - (2P/L)sin (htt/2) and n =



Computational Problems 527

y,v (n = 3 is shown)

Problem 14.4-5
14.5 -1 Repeat Problem 14.2-5, but now consider nonaxisymmetric deformation. More 

specifically, consider radial pressure q = q2 cos 20 and the associated radial dis­
placement u = u2 cos 20. Suggestion: Equate strain energy in bending to work 
done by the load, thus obtain w2, define a flexural stiffness using and compare 
it with circumferential stiffness. Assume that curvature is (ftu/ds1, where 5 = r0.

14.5- 2 (a) Write the form of the rectangular matrix in Eq. 14.5-5 appropriate to antisym­
metric displacements (the double-barred series in Eqs. 14.4-5).
(b) Show that, for n > 0, submatrices [Kn] in Eq. 14.5-7 are identical to those 
obtained when using the single-barred series. (Note that it is not necessary to write 
terms extraneous to the question posed.)
(c) Show that the conclusion reached in part (b) would not be true if the negative 
sign in Eq. 14.4-5b were changed to positive.

14.5-3 Assume that a certain axisymmetric pressure vessel can be adequately modeled by 
four-node elements having translational d.o.f. only (as in Fig. 14.2-lb). Let the 
mesh be 20 by 1, with one element spanning the wall thickness and 20 elements 
spanning the axial dimension. Assume that loading is adequately described by har­
monics 1 through 6 of the sine series in Eq. 14.4-1. Alternatively, one might con­
template a fully 3D analysis with a 20 by 1 by m mesh of eight-node solid 
elements, where m is the number of elements around the circumference.
(a) Estimate m so that the 3D model and the series solution have comparable accu­
racy. Assume that three elements per half-wave of displacement are acceptable.
(b) Estimate the cost ratio of the 3D solution to the series solution. Determine cost 
by estimating the number of multiplications needed to generate stiffness matrices 
by use of an order 2 Gauss rule.
(c) Repeat part (b), but now determine cost by estimating the number of multiplica­
tions needed to solve equations by Gauss elimination with a banded solver.

14.5-4 Consider the flat element of Problem 14.2-6. However, now allow circumferential dis­
placement as well as radial displacement, so that nonaxisymmetric loads can be treated. 
Element nodal d.o.f. become uy u2, and v2. Let 0 = 0 be a plane of symmetry for 
displacements. Formulate the strain-displacement matrix of this element (for harmonic 
n, as in the rectangular matrix of Eq. 14.5-5, but including partitions for both nodes).

COMPUTATIONAL PROBLEMS

In the following problems, compute peak values of displacement and stress. Exploit sym­
metry where possible. When mesh refinement is used, estimate the maximum percentage 
error of results provided by the finest FE mesh. Where dimensions or loads are not 
assigned, choose values that seem reasonable or convenient. Where material properties are 
needed but not stated, use properties of steel (and aluminum if necessary). Apply the anal­
ysis methodology suggested in Section 1.5.
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C14.1 (a) The sketch shows, in cross section, an axisynunetric FE modelof an isotropic 
circular disk. The outer edge is prevented from rotating in the rz plane and is 
loaded by total axial force 2F, uniformly distributed around the circumference. 
Compare computed results with theory [1.16,2.6] and with results proved by an 
improved mesh having the same number of elements (see Fig. 10.3-2). Are ar and 
(Tq equal at r = 0, as expected?
(b) Many other loadings on circular plates are possible, both symmetric and 
unsymmetric, for which solutions are provided by handbook formulas [1.16]. 
(Solid of revolution elements can be used, but axisynunetric plate elements are 
more appropriate for thin plates.)

Problem C14.1

Cl4.2 Consider a long, thick-walled cylindrical pressure vessel. Let one end be fixed, 
the other unsupported. Analyze for the following loadings, (a) Internal pressure, 
(b) Spinning about the axis at constant speed (in this case let both ends be unsup­
ported). (c) Pure torque about the axis, (d) Force at the unsupported end directed 
normal to the axis.

C14.3 Analyze a thick-walled spherical pressure vessel loaded by (a) internal pressure, 
and (b) spinning about the axis at constant speed.

C14.4 The sketch shows the cross section of a truncated cone built of two different materials. 
The cone becomes a cylinder if = R2 and a disk if - R2 = Ly + Loading is 
by temperature change T and/or by uniform circumferential line loads F\ and F2.
(a) Let T be uniform and F\ = F2 = 0.
(b) Let T vary linearly with s and F± = F2 = 0.
(c) Let T vary linearly in the direction of thickness rand Fx = F2 = 0.
(d) Let both materials be the same, T = 0, Fy =0, and F2 directed radially.
(e) Let T = 0 and let loads Fj and F2 be directed axially with F]R± = F2R2.
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C14.5 A spherical vessel has a radially directed cylindrical outlet, as shown in cross sec­
tion. The inside and/or outside may be reinforced by the axisymmetric enlarge­
ments shown: on the inside by AB perpendicular to the axis of the cylindrical part; 
on the outside by CD tangent to the outer surface of the spherical part. Let 
tc = 2tsrc/rs. Consider the following loadings.
(a) Internal pressure.
(b) Fluid temperatures 7} inside and To outside (see Chapter 12 for temperature 
field analysis).
(c) Torque applied to the nozzle (twisting about the z axis).
(d) Bending moment applied to the nozzle.

Problem C14,5

C14.6 (a,b) Solve Problem 14.4-2, parts (a) and (b). Apply the theory described in 
Sections 14.4 and 14.5.

C14.7 (a) A slender plane ring is pinched along a diameter by forces P (reverse the direc­
tions of forces shown in Fig. 14.4-3c). Apply the theory described in Sections 14.4 
and 14.5.
(b) Similarly, a hollow sphere is pinched by diametral forces P.
(c) A pipe rests lengthwise on a horizontal surface, loaded by its own weight.
(d) A hollow sphere rests on a horizontal surface, loaded by its own weight.



15CHAPTER I

PLATE BENDING

Elementary plate bending theory is reviewed in this chapter. Concepts used in formulating 
a variety of plate elements are presented. Defects of selected formulations are considered, 
as well as some methods of overcoming the defects. Boundary conditions and test cases 
for plates are discussed, and an example application is presented.

15.1 INTRODUCTION. PLATE BEHAVIOR

By plate we mean a flat body whose thickness is much smaller than its other dimensions. 
Because of this geometry, 3D finite elements are not used for analysis of plate bending. If 
3D elements were made thin in only the thickness direction there would be problems of 
shear locking and ill-conditioning, but if these problems were avoided by using a great 
many compact 3D elements, an FE structure would have far too many d.o.f. The problem 
of too many d.o.f. is avoided by basing elements on plate theory. Depending on the type of 
plate theory adopted, special formulation devices may be needed to avoid shear locking.

A flat plate, like a straight beam, carries lateral load by bending. In general, a plate 
develops bending moments in two directions and also a twisting moment. Because it is 
easy to formulate a satisfactory beam element, it might be supposed that the same is true 
of a plate element. Such is not the case. Early plate elements were plagued by troubles 
such as locking, a need for higher-order d.o.f. or many side nodes, differing d.o.f. arrange­
ments at different nodes of a single element, patch test failure, instability due to spurious 
modes, shape restrictions, or simply poor performance.

In this chapter we discuss two plate theories. The first prohibits transverse shear defor­
mation; the second accounts for it. In both, normal stress in the thickness direction is taken 
as zero. The first is called thin-plate theory or Kirchhoff theory, in recognition of Kirch­
hoff’s research on plate theory in 1850. The second dates from about 1950 and is usually 
known as Mindlin theory, although the names Mindlin-Reissner and Reissner-Mindlin are 
also used [15.1,15.2]. Either of the two theories provides a mathematical model that can be 
solved by FEA, using appropriately formulated plate elements. Each theory has been used 
to develop a great many finite elements. Formulation procedures include displacement­
based models, hybrid and mixed models, devices introduced to avoid difficulties, and 
more devices introduced to overcome new troubles associated with the previous devices. 
A 1984 survey paper cites some 150 FE formulations for plates [15.3]. Since then, the 
pace of development seems to have increased. A comprehensive survey is not undertaken 
in this chapter. Instead, we consider the more fundamental concepts and methods that have 
been widely used in FE plate theory, and cite useful references for further details, exten­
sions, and improvements. The reference list is not intended to imply priority of 
discovery.

530
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Rotations of a
used as nodal d.o.f. midsurface normal
Usual rotations

(a) (b) (c)

Figure 15.1-1. Notation for rotation components of a midsurface-normal and slopes of 
a plate surface.

Slopes of the 
plate surfaces

z

Most FE users who wish to improve the accuracy and reliability of computed results 
will profit more from careful use of available formulations and software than from a 
search for the optimal element.

Notation. We place plates in the xy plane. In preceding chapters, arrows that represent 
rotations 0x and 0y according to the right-hand rule are considered positive when they 
point in positive x and y directions respectively (Fig. 15.1-1). Representation of plate sur­
face slopes w,x and w9y by the right-hand rule produces arrows that point in the negative y 
and positive x directions respectively. We need both rotations and surface slopes to dis­
cuss plate elements. To reduce confusion, in the present chapter we reconcile signs and 
subscripts of rotations and slopes by replacing 0X by i[ry and 0y by negative if/x, as shown 
in Fig. 15.1-lb.

Plate Theory. A brief summary of plate theory and plate behavior is as follows 
[3.2,10.2]. A plate of thickness t has a midsurface at distance t/2 from each lateral sur­
face. For analysis, we locate the xy plane in the plate midsurface (Fig. 15.1-2a), so that 
z = 0 identifies the midsurface. In elementary plate bending theory it is assumed that 
bending of a homogeneous plate makes the midsurface a neutral surface; that is, 
ex = 8y = y^ = 0 at z = 0. If in-plane loading is present, perhaps associated with 
large lateral deflection, midsurface strains are not zero.

Behavior is idealized by saying that a line that is straight and normal to the midsurface 
before load is applied remains straight but not necessarily normal to the deformed midsur­
face. Rotation of this straight line has components if/x and ij/y. Thus a point not on the mid­
surface has the x-direction displacement u shown in Fig. 15.l-2b. A similar cross section, 

Figure 15.1-2. (a) A plate 
element with comer nodes, 
showing typical nodal d.o.f. 
(b) A deformed plate cross 
section, viewed in the +y 
direction. Thickness-direction 
lines are assumed to remain 
straight.(a) (b)
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viewed in the negative x direction, provides y-direction displacement r.Uence, for small 
displacements and rotations, strains are obtained from Eqs. 3.1-9:

u = ~^x £x = -zKx

V = -Zl/fy Sy = -Zlpy^y

Zcy z(>l>x,y^ ^y.x) 

y7z = W’y-^y 

?zx = ^x-tx

(15.1-1)

where a comma denotes differentiation with respect to the following subscript and w is the 
lateral (z-direction) deflection of the midsurface. An expression for thickness-direction 
strain ez is not needed. Equations 15.1-1 are the basis of Mindlin plate theory, which 
allows transverse shear deformation; that is, strains yyz and y^ need not be zero. In Kirch­
hoff plate theory, a straight line normal to the undeformed midsurface is assumed to 
remain straight and normal to the deformed midsurface. Thus w,y = and w,x = 
and transverse shear deformation is zero throughout a Kirchhoff plate (although transverse 
shear forces remain present). Many practical plates can be regarded as Kirchhoff plates 
because they are thin enough for transverse shear deformation to be negligible.

Stresses on cross sections are depicted in Fig. 15.1-3a. It is customary to associate these 
stresses with moments and forces per unit of length in the xy plane. For example, an incre­
ment of Mx is dMx = z(crx dA), where dA = (l)dz is an increment of cross-sectional area 
a distance z from the deformed midsurface. Thus

Qx

Mx crxzdz
rt/2

My = I ayzdz
J-t/2

rt/2
Mxy = TxyzdZ

J-t/2
(15.1-2a)

(15.1-2b)

These quantities are depicted in Fig. 15.1-3b, in directions consistent with stress directions 
in Fig. 15.1-3a. Moments Mx and My are bending moments, while Mxy is a twisting 
moment. Like stresses in Fig. 3.1-2a, quantities in Fig. 15.1-3b have rates of change with 
respect to the coordinates, although for simplicity they are not shown here. Deformation

(a) (b)

Figure 15.1-3. (a) Stresses and distributed lateral force q on a differential element of a plate.
(b) Moments and transverse shear forces associated with stresses in part (a).
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such as that depicted in Fig. 15.1-2b, in which lines originally normal to the midsurface 
are assumed to remain straight, produces stresses <rx, <ry, and rxy that vary linearly with z, 
as shown in Fig. 15.1-3a. Thus, for homogeneous material, Eqs. 15.1-2a yield stresses 
±6Mx/r2, ±6My/t2, and ±6Mxy/t2 at plate surfaces z ’= ±r/2, as if the flexure formula 
a = Mc/I had been applied to a rectangular cross section of depth t and unit width. 
Transverse shear stresses ryz and rzx are usually small in comparison with crx, ayy and rxy. 
For homogeneous material they vary parabolically through the thickness and have greatest 
magnitude at z = 0, where Tyz = 1.5Qy/f and rzx = 1.5Qx/t.

Customarily, normal stress az is considered negligible in comparison with ax, ay, and 
Txy. Then, for a linearly elastic and isotropic material, the stress-strain relation in each 
z-parallel layer of the plate is the familiar plane-stress expression

v
1

0
(15.1-3)

where ex§ and are initial strains. If material properties are not isotropic, the square 
matrix in Eq. 15.1-3 is in general a full matrix. Transformation of material properties, if 
required, can be accomplished as described in Section 8.2.

Kirchhoff Plate Theory. Transverse shear deformation is prohibited, so w,x = if/x and 
w,y = i[ty in Eqs. 15.1-1; hence ex = -zw,xx, ey = -zw,yy, and yxy = -2zw,xy. These 
strain-curvature relations may be substituted into Eq. 15.1-3 and the resulting expressions 
for stress into Eqs. 15.1-2. Thus the moment-curvature relations for a homogeneous and 
isotropic Kirchhoff plate are

{M} = _[D]({k} - {tc0}) (15.1-4a)or, written out,

where D = -----------— (Dis calledflexural rigidity) (15.1-4c)
12(1 - v )

D is analogous to flexural stiffness El of a beam. Indeed, for a unit width and v - 0, 
D = El = EY3/12. As an example of initial curvatures {kq}, let temperature vary lin­
early with z from To at z - -t/2 to -To at z = t/2. Then, with a the coefficient of ther­
mal expansion, {kq} = L2aTo/r 2aTo/t OJ7^ The state of deformation and stress 
throughout a Kirchhoff plate are completely described by a single field, namely lateral 
deflection w = w(x,y) of the midsurface.

Let a plate be bent to a cylindrical surface by moment My, as shown in Fig. 15.1-4a. 
Here w,yy is constant and w,xx = w,xy = 0. Equation 15.1-4b shows that Mx appears as
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z,w

Z,W

(a) (b) (c)

Figure 15.1-4. (a) Bending to the cylindrical surface wxy2. (b) Cross section 
exposed by the xz plane, showing deformation if Mx = 0 on edges x = ±a. 
(c) A state of pure twist, w x xy.

well as My) with Mx = vMy. The associated flexural stresses are crx = vay. If dimension 
a were comparable to thickness t the structure would behave as a beam lying along the y 
axis, so that ax ~ 0 and z-parallel sides of the beam would rotate with respect to one 
another. Similarly, if edges x = ± a of the plate are free, so that crx and Mx are both zero 
on edges x = ± a, these edges curl slightly as shown in Fig. 15.1-4b, so that the displaced 
shape is not cylindrical near edges x = ± a. Throughout most of the plate, the induced 
stress ax = vay constrains the plate from displaying the curvature wtxx that a beam would 
have, thereby stiffening the plate in comparison with a beam. In Eqs. 15.1-4, this stiffening 
effect appears as the divisor 1 - v2.

In Fig. 15.1-4c, lateral forces are applied to comers in alternating directions, so that the 
plate assumes a state of pure twist, namely w °c Xy, so that w,xy > 0 with w,xx - w,yy = 0. 
Within the twisted plate, from Eq. 15.1-4b, Mxy is a negative constant while Mx and My are 
both zero. In coordinates ns oriented at 45 degrees to coordinates xy in Fig. 15.1-4c, the 
twisted plate appears saddle-shaped, with equal and opposite curvatures wmn and but 
no twist w,„ v and with moments M„ = -Mv and M„ v = 0.

Mindlin Plate Theory. Three fields—w, ^x, and ipy—must each be expressed in terms of 
x and y in order to describe the state of deformation and stress throughout a Mindlin plate. 
With w, ipx, and i(/y retained as independent quantities in Eqs. 15.1-1, the process that 
yields Eq. 15.1-4 can be repeated. Thus, for homogeneous, isotropic, and linearly elastic 
material, relations analogous to Eqs. 15.1-4 but for a Mindlin plate are 

[D^] {kaJ

to
 is & > = -

0

[D]
3x3

0

0

0

kGt

0

0

0

0

r
^x,x

^y,y 

^x,y + -{Ko}

0 0

lej 0 0 0 0 kGt I ib — w, L Yy ™’y J
)

(15.1-5)

in which [D] is the same square matrix seen in Eq. 15.1-4. Factor k accounts for the para­
bolic ^-direction variation of transverse shear stress, and kt can be regarded as the effective 
thickness for transverse shear deformation. The accepted value of k for a homogeneous 
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plate is k = 5/6. In Mindlin theory, not only are three fields involved1, but the lateral 
deflection field is coupled to the rotation fields only by transverse shear deformation. Such 
a theory might seem more complicated than Kirchhoff theory but in fact makes it easier to 
obtain a variety of workable finite elements, although there are difficulties such as shear 
locking that must be overcome.

Remarks. As usual, material properties need not be isotropic. If principal directions of the 
material are other than x and y, a transformed [D] can be obtained in the same way that a 
transformed [E] is obtained (Section 8.2). A transformed lower-right 2 by 2 submatrix in 
Eq. 15.1-5 can be established as follows. Imagine that an orthotropic material has principal 
directions n and s in the xy plane, so that a matrix [G'] relates Qn and Qs to w,n - and

- i/js. Equilibrium of z-direction forces relates {Q'} = [Qn (2jrto {Q} = \QX Qy^ 
of Fig. 15.1-3b, so the relation {Q} = [T]r{Q'} can be written in terms of direction 
cosines between axes. If the required 2 by 2 submatrix in xy coordinates is called [G], it has 
the form [G] = [T]r[G'][T].

Because the material need not be homogeneous or isotropic, sandwich plates and other 
layered or fiber-reinforced construction can be accommodated. If material properties are 
symmetric with respect to the midsurface, the midsurface remains a neutral surface when 
the plate is bent. But in general, different layers may have different properties and may be 
anisotropic, so that locations where strains are zero depend on the loading applied. That is, 
bending and membrane states are coupled. Then in-plane displacements u and v must be 
added to the list of dependent variables. The coupling effect is pronounced in two-layer 
laminated plates [15.4]. Special elements for layered plates appear in commercial soft­
ware. Such elements may use one node or several nodes on a thickness-direction line, 
depending on the theory used in element formulation. Computational models for sandwich 
and layered plates are surveyed in [15.5]. For such plates, transverse shear deformation is 
often important.

Cylinders and cones are singly-curved surfaces and are developable, meaning that they 
can be unrolled to become flat. A doubly-curved surface such as a sphere is not develop­
able. Stated in reverse, a flat sheet of paper is easily rolled into a cylinder or a cone, but 
cannot be wrapped around a sphere (without wrinkling the paper). In terms of lateral 
deflection of an initially flat plate, a cylindrical or conical shape may have negligible 
membrane stress, but a spherical shape must develop membrane stress, perhaps enough for 
the plate to wrinkle (buckle). In most situations, the deflected plate midsurface is not 
developable, so that even if lateral deflection is small, membrane stresses arise, even when 
supports allow in-plane displacement. Membrane stresses support part of the lateral load, 
making lateral deflection smaller than it would be if load were supported by only by bend­
ing moments and transverse shear forces. If membrane stresses have appreciable effect, 
the situation is called a “large deflection” plate problem and is nonlinear because the 
intensity and distribution of membrane stresses are not known at the outset. In unfavorable 
circumstances, lateral deflection may be “large” if it is as little as half the plate thickness, 
the exact amount being dependent on the particulars of loading, support, and solution 
accuracy required. Similar remarks apply to a plate that is not initially flat: depending on 
the initial curvature and the nature of applied load, membrane stresses may be tensile or 
compressive, and buckling may be a concern. In summary, an analyst must be aware that 
linear plate analysis allows little departure from flatness, either before or after load is 
applied.
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Transverse shear deformation becomes negligible in a plate whose spah is much greater 
than its thickness. Plate elements should reflect this behavior, and not fail if the FE plate 
model is made extremely thin. However, failure by shear locking, in which computed 
deflections approach zero as thickness approaches zero, must be overcome in Mindlin 
plate elements. Failure may seem academic if it happens only when thickness is (say) a 
millionth of the element span, as no practical plate is this thin. Nevertheless such elements 
obviously are not foolproof, and software developers avoid them.

In the element library of FE software, one may find that plate elements are not identi­
fied as such, because shell elements serve as plate elements. A shell element is capable of 
modeling membrane action and bending action, either separately or in combination. A 
shell element functions as a plate-bending element if it is flat and if d.o.f. that model in­
plane deformation of the midsurface are set to zero. These d.o.f. are nodal displacements u 
and v and drilling d.o.f. 9Z (if present).

When applying loads and examining computed results, analysts must understand the soft­
ware’s definition of “upper surface” and its sign conventions for nodal rotations and bending 
moments. Shell elements in an FE model may have various orientations in global coordinates, 
and stresses tangent to element surfaces are desired, so an “upper surface” is defined using 
local information for each element. Software may define the upper surface of an element by 
applying the right-hand rule when element node numbers are taken in numerical order. Thus 
the (local) + z surface in Fig. 15.1-2a would be called the upper surface. A graphic display 
option may show the local + z direction of each element by an arrow. One desires that arrows 
of contiguous elements all point in the same direction if the model is a plate, or all point out­
ward (or perhaps all inward) if the model is a shell. An automatic mesh generator may produce 
a mesh for a plate or shell such that element upper surfaces (however defined) are not all on the 
same side of the plate or shell. Thus, on a surface of a plate or shell, a contour plot constructed 
from upper-surface element stresses would display extreme interelement discontinuities. Soft­
ware may provide a way to alter definitions after mesh generation, so that upper surfaces of all 
elements appear on the same side of the plate or shell. Reversal of upper and lower surface def­
initions also reverses the direction of distributed load, which, for a shell, may change the load­
ing from internal pressure to external pressure. In any case, analysts must be particularly 
cautious with FE models of plates and shells until they are familiar with software behavior.

15.2 C1 (KIRCHHOFF) PLATE ELEMENTS

Transverse shear deformation is prohibited by Kirchhoff plate theory. Therefore^ a plate 
problem is solved when lateral deflection w = w(x,y) of the midsurface has been deter­
mined. Strain energy in the plate due to nodal displacements can be expressed in terms 
of curvatures {k} = [w5XX w,yy 2w,^,Jr by setting yyz = = 0 in Eqs. 15.1-1, substi­
tuting strains into the general expression for U (Eq. 4.4-5), and integrating through the 
plate thickness. Thus, with initial curvature terms omitted,

U = J|{e}r[E]{e}rfV becomes U = {k}t[D]{k}dA (15.2-1)

where A is the midsurface area and [D] is given by Eqs. 15.1-4 for a homogeneous and 
isotropic plate. Following the usual procedure for formulation of a displacement-based 
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element, we define displacement over an element by shape-function interpolation from 
nodal d.o.f. {d}.

' 7/a? ‘
w = l_N_|{d} hence {<} = [B]{dJ where [B] = < d2/dy2

- 2d2/dxdy ■

<NJ (15.2-2)

Hence, with integration confined to a single element, Eq. 15.2-1 provides the element 
strain energy and element stiffness matrix [k].

U = l{d}r[k]{d} where [k] = f[B]r[D][B]JA (15.2-3)

Typically, but not necessarily, {d} contains three d.o.f. per node, as shown in Fig. 15.1-2a, 
with i/jxi = w,xi and i//yi = w,yi for a Kirchhoff element. A displacement field expressed in 
terms of generalized d.o.f. can be expressed in terms of d.o.f. {d} by applying proce­
dures described in Section 3.2. Because U involves second derivatives of w, continuity 
requires that first derivatives of w be interelement-continuous, at least in the limit of mesh 
refinement. Thus a Kirchhoff element is a C1 element.

If a Kirchhoff element uses only the three d.o.f. per node shown in Fig. 15.1-2a, it has 
been shown that an element can either achieve interelement continuity of slopes w,x and 

or a unique definition of twist w9xy at comers, but not both at once, regardless of ele­
ment shape [15.6]. The difficulty can be overcome by adding w9Xy to the list of nodal d.o.f. 
This option has not been widely used because boundary conditions become awkward and 
excessive interelement continuity may be enforced, as described in Section 8.6.

Development of Kirchhoff Elements. Early plate elements were 12-d.o.f. rectangles, with 
a node at each comer and three d.o.f. per node. One proposal for w = w(x,y) was the “crossed 
beam” function, which extends to two dimensions the cubic shape functions N^x) used for a 
beam along the x axis. Interelement compatibility of displacement and slope is obtained. How­
ever, inspection of the shape functions shows that the w - xy term is missing, so that a state 
of constant twist is not possible [2.2]. Thus the element fails a patch test and is unacceptable.

Another early proposal for a 12-d.o.f. rectangular element was the following 12-term 
polynomial, which is an incomplete quartic.

w = Ll x y x2 xy y2 x3 x2y xy2 y3 x3y xy3J{a} (15.2-4)

where the twelve in {a} are generalized d.o.f.. This element is incompatible in normal slope; 
for example, along a shared side x = constant, adjacent elements generally display different 
values of w,x. Incompatibilities approach zero with mesh refinement and the element performs 
satisfactorily, but the element cannot be generalized to nonrectangular shapes [3.3,15.7].

Triangular elements present different difficulties [3.3,15.7,15.8]. With three d.o.f. per node 
and vertex nodes only, nine d.o.f. are required. A complete cubic polynomial has 10 terms, 
including the cubic terms x3, x2y, xy2, and y3. If any one of them is omitted, the polynomial is 
unbalanced: the lateral displacement polynomial along an element side depends on the 
orientation of the side in xy coordinates, and the resulting element lacks geometric isotropy. If 
the middle two cubic terms are combined to form the term x2y + xy2, the transformation 
{d} = [A]{a}, described in Section 3.2, produces a singular matrix [A] for some element 
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shapes. If the nine vertex d.o.f. are supplemented by lateral displacement at the centroid, so as 
to use all 10 terms, the element fails to converge. The aforementioned troubles can be avoided 
by representing w = w(x,y) as a complete quartic (15 terms), but now an unfavorable 
arrangement of nodal d.o.f. is required, such as supplementing the usual nine d.o.f. by vertex 
d.o.f. wtxy and normal rotations at midsides. If midside d.o.f. are acceptable, a simple option is 
a six-d.o.f. constant-curvature element, based on a complete quadratic polynomial, but having 
an awkward arrangement of d.o.f.: lateral displacement at vertex nodes and normal rotations at 
midsides [15.9]. This element has a “mixed” form, also with six d.o.f., in which moment d.o.f. 
appear in place of rotational d.o.f., but this arrangement is even more awkward [15.10]. 
Remedies for some of these troubles include using area coordinates (Section 7.3) to assure 
geometric isotropy (Section 3.9), augmenting area-coordinate cubic terms by complicated 
quartic terms, and dividing the triangle into 10-d.o.f. subtriangles while enforcing continuity 
relations between subtriangles.

Efforts such as these have produced many elements that pass patch tests and converge 
properly with mesh refinement. They are all “strict” Kirchhoff elements, in which trans­
verse shear strain is zero throughout the element. In practice, such elements seem to have 
been supplanted by “discrete” Kirchhoff elements, in which the constraint of zero trans­
verse shear strain is enforced only at selected locations.

Discrete Kirchhoff (DK) Elements. Names often applied to these elements are DKT for 
a triangle and DKQ for a quadrilateral. Formulation begins with independent fields for lat­
eral displacement and for rotation of a midsurface-normal line. In this respect, DK ele­
ments resemble Mindlin elements. However, in Mindlin elements the fields are implicitly 
coupled by transverse shear stiffness of the material, while in DK elements the fields are 
explicitly coupled by enforcing zero transverse shear strain at selected locations. Formula­
tion of a DKT element is summarized as follows [15.11].

The starting point is a straight-sided triangle having vertex and midside nodes 
(Fig. 15.2-la). Rotation components of a thickness-direction line are interpolated from 
nodal rotations and ifjyb and are given by complete quadratic polynomials.

6 6

and (15.2-5)

1=1 Z=1

(a) (b)

Figure 15.2-1, (a) D.o.f. used in the formulation of a DKT element, (b) The final DKT 
element, which has the nine d.o.f. shown.
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Shape functions Nj are given by Eqs. 7.1-2 or 7.3-4. Lateral deflection w is defined only on ele­
ment sides, using d.o.f. of vertex nodes. On each side w is a cubic in the side-tangent coordinate 
5. Slope at midside can be obtained from beam shape functions, Fig. 2.3-1 (or Fig. 3.2-4), 
by differentiating once and evaluating at midspan. Thus, at the middle of side 2-3 for example,

3 1
W,j5 = 2]—(W3-w2)-4(w’S2 + w’s3) (15.2-6)

Similar expressions are written for each of the two remaining sides. Slope w,s is related to 
slopes w>x and w,y by the relation = -w,x sin /3 + w,y cos /3. Thus Eq. 15.2-6 relates 

to values of w, and w,y at nodes 2 and 3. Slopes at midsides are not introduced 
as additional d.o.f. but are needed in step 2 below.

At this point we have introduced 21 d.o.f.: t//xi and t/fyi at each of six nodes, and w,xi and 
w,yi at each of the three vertex nodes. To obtain a nine-d.o.f. element, whose d.o.f. are w,xi 
and w,yt- at each of the three vertex nodes, 12 constraints must be imposed. They are as follows.1. Transverse shear strains and yyz vanish at the vertex nodes. Thus, from Eqs. 15.1-1, 

we obtain the six constraints

= w>xi and $yi = Wyyi for i = 1>2,3 (15.2-7)2. Transverse shear strain ysz vanishes at midsides. Thus we obtain the three constraints 

if/si ~ w’$i f°r 1 = 4,5,6 where ips = sin cos jB (15.2-8)3. Normal slopes vary linearly along each side. Therefore

0n4 = |(w-nl+w,n2) <An5 = \ (w,„2 + wml) Kt = (w,n3 + Wml) (15.2-9)

where cos /? + ipy sin /? and w,n = w,x cos /? + w,y sin /3

After the foregoing 12 constraints have been applied, the 12 nodal rotations, i(/xi and 
for i = 1,2,.. .,6, are expressed in terms of the nine wh w,xi, and at vertex nodes. Sym­
bolically, using a transformation matrix as in Chapter 8, this relation is

1A1 'I'yl ^2 'lfy6]T = [T] |_wl W’xl w>yl w2 "• (15.2-10)
12x9

Element strains, from Eqs. 15.1-1, are

£x r iK] d/dx 0
sy > = - z[3]-

“ X
> where [3] = 0 d/dy

^xy * d/dy d/dx
(15.2-11)

Equations 15.2-5,15.2-10, and 15.2-11 yield strains {e} = Lfix £y y^J^.

{e} = -z[9]
Nj 0 N2 0 N6 0 

0 Nt 0 N2 0 N6
[T] [W1

[B]
w,xl w,yl w2

w-
... w,y3JT(15.2-12)
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Expressions such as Eq. 7.2-9 are used in forming derivatives of the ty. Strain energy in the 
element is given by the first of Eqs. 15.2-1. After integration through the thickness, the 9 by 
9 element stiffness matrix [k] is given by Eq. 15.2-3, in which, for an isotropic material, [D] 
is given by Eq. 15.1-4. Degrees of freedom [d] of Eq. 15.2-12 are shown in Fig. 15.2-lb. 
Degrees of freedom used in software may be 0xi in place of w,yi and -0yi in place of 
After nodal d.o.f. {d} have been computed by solving the FE model, Eq. 15.2-12 yields 
strains, Eq. 15.1-3 yields stresses, and Eq. 15.1-2 yields bending moments.

For an element of uniform thickness, [k] is exactly integrated by a three-point quadra­
ture rule. An explicit formulation is available [15.12], and Fortran coding for [k] appears 
in [15.13]. The original DKT formulation [15.14] was found to remain one of the best 
three-node plate elements over 10 years after its introduction [15.11]. By extending the 
foregoing formulation procedure to four sides, a quadrilateral element DKQ is produced 
[2.17]. Modifications of DKT and DKQ elements are reported in [2.17,15.15-15.17], with 
Fortran coding in [15.15].

Because w is defined only along element sides, consistent formulations for an element 
load vector and an elastic foundation stiffness matrix are not available. Serviceable forms 
can be obtained by defining w = w(x,y) in an ad hoc manner. Also, there is an alternative 
formulation of the DKT element that defines w within the element [2.17].

Numerical results produced by the DKT element, extracted from [15.14,15.17], are 
shown in Table 15.2-1. Meshes are uniform and use 2Ves elements per side of a plate quad­
rant, Fig. 15.2-2a. In each test case all four edges of the complete plate have the same 
boundary conditions, either clamped or simply supported (soft form; see Section 15.5). 
Distributed loads are lumped by assigning one-third the total force on an element to each 
of its vertex nodes. Results in Table 15.2-1 are for v = 0.3 and are reported as the ratio of 
computed deflection to the exact deflection as stated in [10.2]. Additional results, reported 
in [15.11,15.12], show that the DKT element performs well at large aspect ratios and satis­
factorily solves the “twisted strip” test case.

In software, an element that purports to be a quadrilateral may actually be composed of two 
or four triangles. With two triangles, Fig. 15.2-2a, division is made along the shorter diagonal 
if the quadrilateral is not rectangular. With four triangles, Fig.15.2-2b, both diagonals are 
used, producing two sets of triangles that overlap. Overlapping represents the quadrilateral 
twice, so the resulting stiffness matrix must be divided by two. Alternatively, four

TABLE 15.2-1. Center deflection wc and center bending moment Mc in a square 
PLATE, CALCULATED BY DKT ELEMENTS [15.14,15.17]. EXACT ■ 
VALUE = 1.000. SEE TEXT FOR DESCRIPTION.

Mesh

Fig. 15.2-2a

Uniformly loaded Concentrated center load

Simply supported Clamped Simply supported

wc

Clamped

Mc wc Mc

Nes = 1 1.025 1.355 1.500 2.258 1.076 1.012

Nes = 2 0.999 1.078 1.228 1.330 1.008 1.046

Nes = 4 1.001 1.017 1.069 1.089 1.003 1.019

= 8 1.001 — 1.021 — 1.001 1.007
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Figure 15.2-2. Mesh in one quadrant of a square plate. Sides x = 0 and y = 0 are 
supported and there is symmetry about both centerlines, (a) Triangles or two-triangle 
quadrilaterals, (b) Quadrilaterals, each built of four overlapping triangles.

nonoverlapping triangles might share an internal node, whose d.o.f. are condensed prior to 
assembling the quadrilateral into the FE structure. Four-triangle arrangements avoid some of 
the directional bias that can appear with two-triangle arrangements. Table 15.2-2 lists results 
provided by uniform meshes of quadrilaterals built of four overlapping DKT triangles, as 
shown in Fig. 15.2-2b. We see that this arrangement is not as flexible as that of Fig. 15.2-2a. 
This behavior is at least partly explained by noting that the triangle whose 90° angle is at 
x = y = 0 is more completely constrained by supports than are other triangles in the 
quadrilateral element; indeed for the clamped-edge case this triangle has no deformation at 
all. Also, the central plate node receives less load in Fig. 15.2-2b for the following reason. Let 
uniformly distributed load produce a force F on each triangle in Fig. 15.2-2a, so that force 
F/3 is applied to each triangle vertex. Consider the upper-right node in Fig. 15.2-2. It receives 
force 2(F/3) in Fig. 15.2-2a, and force 3(F/3)/2 = 1.5(F/3) in Fig. 15.2-2b.

TABLE 15.2-2. Uniformly loaded square plates. Elements are four-triangle
QUADRILATERALS (Fig. 15.2-2b). Wc = CENTER DEFLECTION, 
Mc = CENTER BENDING MOMENT, = TWISTING MOMENT AT 
X = y = 0, Mm = BENDING MOMENT AT MIDEDGE. EXACT 
VALUE = 1.000.

Mesh

Fig. 15.2-2b

Simply supported edges Clamped edges

MxyO Mc Mm

^es = 1 0.803 1.367 0.488 1.177 1.878 0.689

Nes = 2 0.945 1.095 0.849 1.084 1.277 0.935

JVes = 4 0.986 1.024 0.955 1.025 1.064 0.942

Wes = 8 0.997 1.006 0.987 1.010 1.010 0.961

Nes = 16 1.000 1.001 0.996 1.006 0.996 0.979
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15.3 C° (MINDLIN) PLATE ELEMENTS '

Early plate elements were Kirchhoff elements because of the influence of classical plate 
theory. Mindlin elements appeared later, as special forms of isoparametric elements for 3D 
solids. The 3D “parent” element of the plate element shown in Fig. 15.1-2a is an eight­
node solid element having 8x3 =24 d.o.f. The lateral displacement and rotation fields 
of a Mindlin plate element having n nodes can be stated as

plest and most obvious arrangement, but not the only arrangement possible and not neces­
sarily the best. Strain ez is present in the parent 3D element, but Eqs. 15.1-1 and 15.3-1 
leave strain ez undefined in the plate element, which avoids ill-conditioning due to small 
thickness. A plate element based on Eq. 15.3-1 is formulated in much the same way as a 
2D isoparametric element.

A Mindlin plate element and its 3D parent element are subject to the same disorders, 
such as shear locking when the element is thin and spurious modes when elements are 
underintegrated. Thus, despite conceptual simplicity, it is not easy to produce a Mindlin 
element robust enough for inclusion in user-oriented software. In the present section we 
describe element formulation, and some disorders discovered and remedies proposed 
soon after Mindlin elements were introduced. Additional remedies are summarized in 
Section 15.4.

Formulation. Terms for both curvature and transverse shear strain appear in array {k.^} 
of Eq. 15.1-5. With {u} = |_w if/x we obtain from Eqs. 15.1-1 and 15.1-5

Kx 0 d/dx 0
^y,y 0 0 d/dy

{kM} = < ^x,y + ^y,x ’ = td]{u} where [3] = 0 d/dy d/dx (15.3-2)
-d/dx 1 0 -
-d/dy 0 1

From Eqs. 15.3-1 and 15.3-2, for an element having n nodes,

0 *l,x 0 0

0 0 Nl,y Nn.y

{km} = [Bm] {d} where [BM] = [3][N] = 0 Nl,y *l,x Nn>x (15.3-3)
5 X 3n

-*l,x 0 0

_~Ni,y 0 Nn_
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Strain energy U in the element due to nodal displacements, and the element stiffness 
matrix, are

U = | {d}r[k]{d} and [k] = j[B^]r[DM][BM]d4 (15.3-4)

where [D^J is stated in Eq. 15.1-5. In general, isoparametric coordinates £ and rj are used 
in the midsurface, so dA = J di; dr], where J is the Jacobian determinant. For four- and 
eight-node plate elements respectively, shape functions TV, = N^r]) are given by 
Eqs. 6.2-3 and 6.4-1. Shape function derivatives, needed in Eq. 15.3-3, are given by the 
usual transformation (Eq. 6.2-7):

= rnM,f+r12i% Nky = v21n^+(15.3-5)

The element stiffness matrix can be represented as the sum of a bending stiffness [kJ and 
a transverse shear stiffness [kJ. To represent [B^] as the sum of bending terms and trans­
verse shear terms, we define [B^] as [B^] but with the last two rows null, and define [BJ 
as [B^] but with the first three rows null, so that [BM] = [BJ + [BJ. Then from 
Eq. 15.3-4,

[k] = |[BJr[Da/][BjdA + j[Bjr[DM][Bj dA (15.3-6)

[kfc] [kJ

Coupling terms [BJ [DM][BJ and [BJ [DM][BJ vanish because of the distribution of 
zeros in [D^]. The following discussion describes how separate consideration of [kJ and 
[k5] permits some (but not all) element defects to be overcome. Some details related to 
Eq. 15.3-6 appear in Section 15.4.

Element Behavior. Elements depicted in the first column of Fig. 15.3-1 are viewed edge­
wise, parallel to their midsurfaces, and are either bilinear (4 nodes) or quadratic (8 or 9 
nodes). They are loaded by prescribed rotations on opposite sides, so that displacements 
do not vary with y. A bilinear element and three quadratic elements are shown in plan view 
in Table 15.3-1, along with terminology for quadrature. For states of pure bending and 
pure twist, the contribution of [k^] is correctly evaluated by all quadrature rules. Trouble 
arises from [kJ of Eq. 15.3-6. Figure 15.3-1 suggests the order of Gauss quadrature 
needed to avoid shear locking. In the first example, pure bending of a bilinear element, 
transverse shear strain y& is correct only at x = L/2. This observation suggests that [kJ 
should be integrated using a single Gauss point at the element center. If instead [kJ were 
integrated using 2 by 2 Gauss quadrature, the element would display shear locking due to 
the element’s need to display transverse shear in order to represent bending. This behavior 
is exactly as described for a plane element in Section 3.6. Thus Eq. 3.6-11 shows that as a 
bilinear plate element becomes thin, 2 by 2 Gauss quadrature overestimates its bending 
stiffness by a factor of about (L/7)2. If the bilinear element is asked to display linearly 
varying moment—the second example in Fig. 15.3-1—there is no integration rule that 
avoids the element’s overestimate of y^.
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Nodal i}/x and 
Implied Deformation

Actual 
Deformation

Bilinear element

Shear yzx 
Implied (I), Actual (A)

Bilinear element

Quadratic element

Quadratic element

1 2^----- ^3

Figure 15.3-1. Edge views of Mindlin plate elements whose ^-parallel sides are 
caused to rotate as shown. Elements are viewed parallel to the y axis.

Each Gauss point used in formulation of a Mindlin plate element introduces shear con­
straints, which force transverse shear strains yyz and yzx at the Gauss point to approach 
zero as the span-to-thickness ratio becomes large. In other words [k5] functions as a pen­
alty matrix, as described in Chapter 13.

The latter two examples in Fig. 15.3-1 illustrate uniform bending and linearly varying 
bending of a quadratic element. We see that uniform bending can be correctly represented 
regardless of the quadrature rule. In the quadratic element, linearly varying bending is cor­
rectly represented only by an order 2 Gauss rule. To see that this is so, note that linearly- 
varying bending is accompanied by constant transverse shear force, which is associated 
with constant transverse shear rotation as shown in the last row of Fig. 15.3-1. A beam 
behaves in the same way, and elementary beam theory shows that if rotation due to bend­
ing is at ends, it is -ipb/2 at midspan. Thus, using shape functions from Eq. 6.1-4, rota­
tion ip as a function of dimensionless coordinate £ is

•A = \ M + (1 - f2)(~ + + 5 + ?™b + &) (15.3-7)

where £ = ±1 at beam ends and ip is taken as positive clockwise in this exercise. Curvature 
ip,x = (2/L)ip9^ and bending moment M vanish at midspan, as beam theory requires. But 
w = 0 throughout the element because w = 0 at all nodes, so transverse shear strain yzx is 
due entirely to ip. We set ip = ips to determine values of £ where yzx is correctly represented, 
and from Eq. 15.3-7 obtain £ = ± 1 / a/3, which are Gauss point locations of an order 2 rule.

The foregoing discussion suggests that reduced integration should be used to generate 
stiffness matrices of Mindlin plate elements. Reduced integration of both [k^J and [ks] 
causes rank deficiency of [k] due to spurious modes (mechanisms). One-point integration 
of the four-node bilinear element introduces only two shear constraints, one each on yyz
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Integration rule

TABLE 15.3-1. Data for selected Mindlin plate elements. Integration:
R = REDUCED, S = SELECTIVE, F = FULL; rtsc = NUMBER OF SHEAR 
CONSTRAINTS PER ELEMENT; ndof = NUMBER OF D.O.F. ADDED TO A LARGE 
MESH BY ONE ELEMENT; nmech = NUMBER-OF MECHANISMS PER 
UNSUPPORTED ELEMENT.

Element type Type [kJ [kJ wsc rtdof nmech

* ■*  Bilinear: R 1X1 1X1 2 3 4

4 nodes S 2X2 1X1 2 3 2

12 d.o.f. F 2X2 2X2 8 3 0

> •— Lagrange: R 2X2 2X2 8 12 4

' • 11 9 nodes S 3X3 2X2 8 12 1

• 27 d.o.f. F 3X3 3X3 18 12 0

> •--------- Serendipity: R 2X2 2X2 8 9 1

* ° 8 nodes S 3X3 2X2 8 9 0

' 24 d.o.f. F 3X3 3X3 18 9 0

> • j Heterosis: S 3x3 2X2 8 11 0

' ° " 9 nodes (Ref. [2.13]. D.o.f. w at the center node is

26 d.o.f. omitted; d.o.f. there are i/jx and ij/y only.)

and and allows four mechanisms to remain. For an element in which x = y = 0 at 
the center and with constants cb these mechanisms are: (1) w = = 0,- t//x = ^xy,
which resembles the first example in Fig. 15.3-1 but with y variation; (2) the similar mode 
w = = 0, tfry = c2xy; (3) w = 0, ipx = -c3y, ipy = c3x, in which upper and lower
element surfaces rotate in opposite directions about the z axis; and (4) the w-hourglass 
mode w = c4xy, t/sx = i//y = 0, which resembles the pure twist mode of Fig. 15.1-4c 
except that midsurface-normal lines do not rotate. The economy of one-point integration 
can be important in dynamic and nonlinear applications, with spurious modes suppressed 
by “stabilization” matrices, as described for plates in [15.18,15.19] and for other problems 
in [3.3,6.13-6.15].

Reduced (2 by 2) integration of quadratic plate elements does not suppress mechanisms 
that also appear in plane elements (for plate elements, substitute u = -ztyx and v = -z$y 
in Fig. 6.8-3). These modes comprise the single mechanism possible in a serendipity ele­
ment and three mechanisms possible in a Lagrange element. The fourth mechanism possible 
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in a Lagrange plate element, most simply stated for a square element two units on a side in 
which x = y = 0 at the center, is i/jx = i]sy = 0, w = cfix^y2 -x2 - y2), where c is a 
constant. This mechanism can cause displacement oscillations in comparatively thick 
Lagrange elements [2.13], but is not possible in the “heterosis” element of Table 15.3-1 
because the term x^y2 is not present in its w field.

Some troublesome mechanisms can be avoided by the device of selective integration, in 
which [kJ is integrated by a rule of lower order than the rule used for [k^]. The effect of 
using selective integration is seen in Table 15.3-1. The two mechanisms that remain in the 
bilinear element are those identified as (3) and (4) in the second preceding paragraph. 
Mechanism (3) is not communicable between elements, and so causes no trouble in a 
mesh of more than one element. Mechanism (4) is communicable. The remaining mecha­
nism of the Lagrange element is the aforementioned mechanism ipx = = 0,
w = e(3x2y2 -x2 - y2), which also is communicable. Communicable mechanisms can be 
troublesome, as when a load pattern excites the mechanism in elements distant from 
restraint that may be provided by supports.

The behavior of elements cited in Table 15.3-1 is shown in Fig. 15.3-2, which uses an 8 by 
8 mesh on a clamped square plate. Shear locking is in evidence. As a plate becomes thin, 
bilinear elements with full integration, and serendipity elements with any integration rule, all 
fail by grossly underestimating the center deflection. An explanation can be extracted from 
Table 15.3-1, using the same “constraint-counting” argument that is applied to Fig. 13.5-lb. 
Consider the addition of a single element to a large mesh, in the manner of adding element 
10 in Fig. 13.5-lb. Each added plate element brings ndof d.o.f. and nsc shear constraints to 
the mesh. If ndof - nsc is zero or negative, all added d.o.f. are occupied in satisfying shear 
constraints, with none left over to model structural response. However, some elements fail in 
Fig. 15.3-2, even though the “element count” is ndof - nsc = +1. This happens because 
boundary conditions impose enough additional constraints to make the corresponding

Figure 15.3-2. Center deflection of a uniformly loaded square plate of side length LT with 
all edges clamped, modeled by an 8 by 8 mesh [15.20,15.21]. Notation for integration rules 
appears in Table 15.3-1.
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“structure count” zero or negative, thus locking the mesh. For the serendipity element with 
selective integration, an N by N mesh on the entire plate, and clamped edges, the structure 
count is negative unless TV is 12 or more [15.22]. Only the heterosis element is free of trouble­
some mechanisms and is satisfactory in Fig. 15.3-2. But the heterosis element fails patch 
tests for elements shapes that are not rectangles or parallelograms [2.17,3.3]. Also, Lagrange 
and heterosis elements have side nodes and require more computation to formulate than a 
bilinear element. The expense may be detrimental in dynamic and nonlinear applications.

The indefinitely rising curve in the right hand part of Fig. 15.3-2 suggests divergence to 
numerical ill-conditioning in a mesh that does not suffer from shear locking. As penalty 
matrix [k5] becomes numerically large, it may overwhelm the useful information in [k^]. 
This kind of potential difficulty is also seen in the example problem of Section 13.3. 
Although associated with matrix [ky], this behavior is not locking because it is not caused 
by locking out a desired deformation mode.

We conclude that despite selective integration, none of the elements discussed in 
this section is entirely adequate. More devices used in the search for good C° plate ele­
ments are summarized in the next section.

15.4 MINDLIN BEAM. MORE DEVICES
FOR C° PLATE ELEMENTS

For all the troubles of Mindlin plate elements, developers have preferred them to Kirchhoff 
elements because they provide more options for possible improvement and because they 
are more readily extended to become shell elements. The goal is an element free of shear 
locking and spurious modes, which passes patch tests, is accurate without great mesh 
refinement, and loses little accuracy when element shapes are distorted. As might be 
expected, many devices have been explored, singly and in combination. In what follows we 
note some of them. Papers cited list many more references. A survey is included in [15.23].

We begin with analysis of a homogeneous and isotropic Mindlin beam element. The 
beam illustrates, in a simple way, some details of formulation and some devices for 
improvement that are also used in Mindlin plate elements.

Mindlin Beam. For the two-node plane Mindlin beam element in Fig. 15.4-1, lateral dis­
placement and rotation fields are

w = 0 N2 Oj{d}
(15.4-1){d} = [wx w2

(
I=bt3f12
As = 5br/6

pf

Figure 15.4-1.
(a) Mindlin beam 
element of rectangular 
cross section, (b) Tip- 
loaded cantilever 
beam.
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Strains are sx - -z&x and y^ = w,x - Element strain energies Ub in bending and Us 
in transverse shear are

u”=
r^i 2 i t —= J = l{df[kj{d} (15.4-2a)

Us = JJo dXdA = 0GA,(W’x" = 5{d}r[kJ{d} (15'4-2b)

where A is the cross-sectional area and is the “effective” cross-sectional area of the 
beam in resisting transverse shear deformation. For a rectangular cross section, y^ varies 
parabolically over dimension t in Fig. 15.4-1, and A5 = 5A/6. With a uniform beam and 
exact integration, Eqs. 15.4-1 and 15.4-2 yield

(15.4-3)

0 0 0 0 l/L 1/2 -l/L 1/2

[kJ = El 0 l/L 0 -l/L , [kJ = GAS 1/2 L/3 -1/2 L/6
0 0 0 0 —l/L -1/2 l/L -1/2
0 -l/L 0 l/L _ 1/2 L/6 -1/2 L/3

The same result is given by two-point Gauss quadrature. With one-point Gauss quadrature, 
Eqs. 15.4-1 and 15.4-2 yield

0 0 0 0 l/L 1/2 -l/L 1/2

[kJ = El 0 l/L 0 -l/L , [kJ = GAS 1/2 L/4 -1/2 L/4 (15.4-4)
0 0 0 0 -l/L -1/2 l/L -1/2
0 -l/L 0 l/L _ 1/2 L/4 -1/2 L/4

One-point quadrature provides the exact [kJ of a beam element but not of a plate element 
because a plate is two-dimensional.

Locking. Consider the one-element cantilever beam problem of Fig. 15.4-lb, for which

w2
A

P
El

0 l/L
+ GAS

l/L -1/2
-1/2 I

(15.4-5)0 0
0

where I = L/3 for exact integration and I = L/4 for one-point integration. With exact 
integration, I = L/3, Eq. 15.4-5 yields

?
12EI + 4GASL ( pL 
12EI+GASL2

6PL2
2

12EI+GASL
(15.4-6)

The significance of Eq. 15.4-6 is easier to see if we set v = 0, so that E = 2G, and con­
sider a rectanglar cross section, for which we substitute I = bt3/12 and = 5bt/6 in 
the large fraction terms. Thus

2
12(r/L) + 20/ PL
12(t/L)2 + 5

t/r2
30 r p 

12(r/L)2 + 5VGAs
(15.4-7)
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For a very deep beam the t/L terms dominate, and vv2 approaches the correct transverse 
shear deformation, PL/GAS. But for a slender beam t/L is small, and vv2 then approaches 
4PL/GA5, with no contribution from bending. This result is a clear indication of shear 
locking. In contrast, with reduced integration, for which I - L/4 in Eq. 15.4-5, we obtain

w2 (
\ 34EI \PL3

+ GAsL2)4Er
i - Pl2

2EI
(15.4-8)

Here <A2 is correct and is independent of As. As the beam becomes slender, I approaches zero 
faster than A5, and while the limiting deflection PI?/4EI is incorrect (it should be PI?/3EI) 
there is no locking behavior. This is the motivation for use of reduced integration to calculate 
[kJ of Mindlin elements for beams and plates. As argued following Eq. 13.4-3, [kJ is a pen­
alty matrix, which we wish to make singular, a goal achieved by one-point quadrature.

Modified Properties. It happens that Eqs. 15.4-8 produce correct results for both deep 
beams and slender beams if a modified shear stiffness GA*  is used in place of GAS. We can 
obtain an expression for GA*  by requiring that Eq. 15.4-8 produce the exact deflection 
when GAS is replaced by GA*.  Thus

w2. =
r 3EI Vl3
I + gasl2)3EI

' 4EI Vl3
( gal2Pei hence

* [l2 1 IA [12EZ GA,] (15.4-9)

MacNeal [3.3] calls this correction “residual bending flexibility” and dates the idea to no 
later than 1953. Thus modified, the Mindlin beam with one-point integration for [kJ 
behaves like the Timoshenko beam described by Eq. 2.3-6, not only for the tip-loaded can­
tilever, but for arbitrary supports and loads at ends of a two-node element. This kind of 
correction plays a role in several plate elements, including those of [15.24-15.28]. Use of 
GA*  also prevents terms in [kJ from becoming far larger than terms in [kJ as the beam 
becomes very slender.

The use of such adjustment factors is somewhat distasteful, and appropriate choices 
may be unclear if the material is inhomogeneous, anisotropic, or nonlinear.

Substitute Displacement Fields. In a Mindlin beam, transverse shear deformation is 
7zx = w>x ~ Eq. 15.4-1, w and ip are defined by linear shape functions, so that w,x is 
constant and ip is linear in x. One can say that shear locking results from this mismatch. By 
adopting the same quadratic used in Eq. 3.10-1 we can write lateral deflection as a qua­
dratic, while retaining the linear expression for ip. Thus

L~x x x(L-x), . . . , L-x , x ,
™ = ~T~W1 + Z^2 + 2L + L ^2 (15.4-10)

Hence

= L
w2 - + <fr2

2
(15.4-11)
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The same result is obtained by using linear interpolation for both w and and evaluating 
the average y^, namely 1/L times the integral of w,x - ifs over length L. The y^ at midspan 
provided by Eqs. 15.4-1, and by use of a single Gauss point for integration, is provided 
throughout the Mindlin beam by Eq. 15.4-11. Now selectiveintegration is of no benefit; 
one may proceed in more straightforward fashion by using full integration for both [k^J 
and [kJ. More elaborate substitute fields have been suggested for plates; references 
include [15.27,15.29,15.30]. Quadrilateral plate elements may use substitute fields that 
depend on transverse shear strains at midside locations or at interior points on the £and t? 
axes of isoparametric coordinates [2.13,2.14,3.3,15.29,15.31]. The addition of noncon­
forming displacement modes has also been explored [15.32].

‘Discrete Shear’ Elements. Instead of enforcing zero transverse shear deformation at 
selected points, as in discrete Kirchhoff elements, the correct shear deformation can be 
enforced at these points. An example of this approach is the “discrete shear triangle,” or 
DST plate element [15.33]. To explain the idea in terms of a beam we must imagine that 
the beam element of Fig. 15.4-la has a node at midspan where rotation ipm is defined, so 
that rotation if/ is a quadratic function of x, expressed in terms of nodal d.o.f. ifa, if/m, and 

Lateral deflection is initially taken as cubic in x, expressed in terms of w and w,x at end 
nodes 1 and 2. Let signs of bending moment M and transverse shear force Q have positive 
senses shown in Fig. 15.1-3. The equilibrium equation of transverse force and the 
moment-curvature relation are

2 1d ib Q El d iphence Q = -El —and y^ = —x (15.4-12)
dx2 GAs GAs dx2

But also, as in Eq. 15.4-2b, y^ = By equating the two expressions for y^ at each 
of the three beam nodes, we can eliminate w,xl, w,^, and midpoint rotation so that ele­
ment d.o.f. remaining are i/q, w2> and ifo- As the beam becomes indefinitely slender, 
the Kirchhoff constraint w9X = i// is enforced at both ends and at the center, without the 
appearance of large penalty constraint coefficients analogous to matrix [kJ of Eq. 15.4-4. 
For a triangular plate element [15.33], as thickness becomes small the formulation pro­
vides a nine d.o.f. element that reduces to the DKT element described in Section 15.2.

Other Variational Principles. Elements having displacement d.o.f. need not be based on 
the principle of stationary potential energy. Good plate elements have arisen from mixed 
and hybrid principles in their various forms, which allow independent assumptions of 
internal stresses, or strains, or displacements, or combinations of them; which permit equi­
librium equations within an element to be satisfied explicitly by the forms used or implic­
itly by Lagrange multipliers; and which allow freedom in the forms of boundary fields 
assumed. Devices summarized earlier in this section can be used with mixed and hybrid 
elements as well as with displacement-based elements. A shear-flexible beam element is 
formulated by a hybrid principle in the latter part of Section 4.10. From that development 
we see an advantage easily provided by the hybrid approach: as a beam becomes slender, 
or a plate becomes thin, there is no shear locking and no large penalty terms appear in the 
stiffness matrix. Papers that discuss mixed and hybrid plate elements include 
[15.23,15.27,15.29,15.30,15.34].

q = dx

M = -EI^
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15.5 BOUNDARY CONDITIONS.
TEST PROBLEMS

Boundary Conditions. The support condition at an edge of a plate may be free, clamped, 
or simply supported. A single support condition need not prevail along the entire plate 
boundary. If a plate contains a line of symmetry or antisymmetry, that line may become an 
edge of the FE model, with appropriate boundary conditions imposed. In the notation of 
Fig. 15.5-1, plate boundary conditions are as follows.

Free: Mn = 0 = 0 Qn = 0 (15.5-la)

Clamped: w = 0 = 0 •An = 0 (15.5-lb)

Simply Supported: w = 0 Mns = 0 Mn = 0 (15.5-lc)

Symmetric about s axis: <An = 0 Mns = 0 Qn = 0 (15.5-ld)

Antisymmetric about s axis: w = 0 = 0 Mn = 0 (15.5-le)

In typical FE formulations, only displacement d.o.f. appear in {D}, so that the M’s and g’s 
constitute load terms.

A practical interpretation of the foregoing conditions might allow some nonzero values. 
For example, along a plate edge, prescribed displacement can make w * 0 but leave 
Mns = Mn - 0, or the edge might carry externally-applied moment Mn while w remains 
zero there because the edge is supported. Physically, such an edge might be regarded as 
simply supported because the support applies no moment. Similarly, a line load Q might 
be applied along a free edge of a plate, just as a transverse force might be applied to the 
unrestrained end of a cantilever beam.

Simply supported conditions listed in Eq. 15.5-lc are called “soft” simple supports. Classical 
thin-plate theory uses = 0 in place of = 0, producing the “hard” simply supported 
conditions w = i(/s = 0. Unless simply supported edges are straight and intersect one another 
at right angles, hard simple supports overconstrain an FE model, so that a parallelogram-shaped 
plate behaves as if comers were clamped, and the piecewise-linear model of a continuously 
curved edge behaves as if the entire edge were clamped [2.13]. Although “hard” and “soft” sim­
ple supports provide comparable results for rectangular plates, in general it is recommended 
that simple supports be modeled as “soft,” so that w = 0 is the only boundary d.o.f. prescribed.

There is another reason to use soft rather than hard conditions to describe a simply sup­
ported edge. In Mindlin theory there is a “boundary layer,” extending into the plate a distance

Figure 15.5-1. An arbitrarily 
oriented edge of a plate, with 
edge-tangent coordinate 5. 
Displacement d.o.f and 
associated force and

(a) (b) moments are shown. 
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roughly equal to thickness r, in which Qn and Mns have large gradients. The gradients are cap­
tured by soft supports but not by hard supports [15.35-15.37]. Kirchhoff plate theory 
excludes the boundary layer by its restrictive assumption of zero transverse shear deforma­
tion. Instead, edges of Kirchhoff plates cany the net shear force'Vn = Qn + dMns/ds, which 
leads to concentrated comer reactions, of magnitude twice the value of Mns at comers [10.2]. 
In FEA of a Mindlin plate with soft simple supports there is a pronounced increase of Qn near 
comers, which is more realistic than concentrated comer reactions. The pronounced increase 
does not appear in FEA with hard simple supports [15.35,15.36].

Patch Tests. Stress Calculation. A patch of Kirchhoff elements must be able to display 
constant states of Mx, My, and A patch of Mindlin elements must be able to 
display constant states of Mx, My, Qx, and Qy. In testing for (say) the curvature 
state w,xx = constant (or i/jx,x = constant in a Mindlin plate), which should provide 
constant Mx and My = vMx, it will be necessary to set if/y = 0 at nodes on x-parallel 
boundaries of the patch. In testing for constant states of Qx and Qy, rotations at all 
nodes must be suppressed in order to prevent bending moments from developing.

In plates, “stress calculation” implies calculation of Mx, My, and possibly Qx and Qy as
well. Equations 15.1-4 or 15.1-5 may be used, or an alternative method such as that described 
in the latter portion of Section 6.10. When using Mindlin elements and Eqs. 15.1-5, we are 
likely to find that moments are most accurately calculated at Gauss points used in integration 
of [kJ. Similarly, as suggested by Fig. 15.3-1, we are likely to find that transverse shear 
forces are most accurately calculated at Gauss points used in reduced or selective integration 
of [kJ. Jirousek notes that Eq. 15.1-5 may provide inaccurate values of shear forces g, espe­
cially when plate thickness t is small, and suggests that more accurate values can be obtained 
from deflections of a stiff elastic edge support that provides w ~ 0 on a supported edge 
[15.35,15.38]. Of course, values of Q are often not of interest.

One expects that elements in commercial software have been patch-tested by developers 
and found satisfactory. A user may wish to do patch tests anyway to provide confidence in 
the software. Patch tests, like test cases described below, may also be helpful in learning to 
use unfamiliar software.

Test Cases. Rectangular and circular plates, Fig. 15.5-2a and 15.5-2b, are commonly 
used test cases for plate elements. For comparison with computed results, analytically 
determined formulas for lateral deflection and bending moments are readily available, for 
various loadings and boundary conditions [1.16,10.2].

(c) (d)

Figure 15.5-2. Test cases for plate elements. Coarse meshes are suggested by dashed 
lines. (a,b) Quadrants of rectangular and circular plates. 2Ves = number of elements per 
side, (c) Twisted strip, (d) Simply supported rhombic plate.
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The twisted strip test case, Fig. 15.5-2c, is often modeled by one rectangular element or 
two triangular elements, to test the effect of element aspect ratio as length L increases. 
There is a statically equivalent loading in which each unit force is replaced by a half-unit 
couple whose vector is directed parallel to dimension L. For either loading, with E = 107, 
v - 0.25, and t = 0.05, the correct comer deflection w3 is very nearly 
w3 = (3.0L - 0.6)10“3 [15.12]. The deflection is not simply w3 = 3.0L(10-3) because 
nodal rotation is suppressed at the fixed support, but this restraint is felt only very close to 
the support. Some proposed elements have done badly in this test case, displaying a w3 
that is almost independent of L.

The simply supported rhombic plate, Fig. 15.5-2d, is sometimes used as a test for skew 
element geometry. Under uniform load, with /3 = 30° and v = 0.3, analytically-determined 
results at the center of the plate are: w = 4.08(10-4)#a4/D, Mx = 0.0191<?a2, and 
My = 0.0108#a2 [15.39]. At obtuse comers A, Mx is negative infinity and My is positive 
infinity. If “hard” simple supports are used for this test case, results may be poor, even for a 
fine mesh. This problem is not a good test case for skewness because the singularities at 
comers A strongly influence the solution. Finite elements without built-in singularities are 
not very accurate near a singularity, where gradients change rapidly.

15.6 AN APPLICATION

A flat plate of large span and uniform thickness is loaded by a lateral force, applied at a 
point well away from plate edges. The only support is an elastic layer that exerts lateral 
pressure k$ MPa on the plate for each millimeter of lateral deflection (Fig. 15.6-la). Data 
is as follows:

E = 200 GPa L = 1650 mm kQ = 0.20MPa/mm

v = 0.3 t = 30 mm P = 1.0 N

The states of deformation and stress in the plate are to be examined. A unit load P is con­
venient in computation because a different load is accommodated by multiplying com­
puted results by that load. The choice L = 1650 mm is somewhat arbitrary and is 
explained in what follows.

Elastic layer Rigid base
(modulus Aq)

(a) (b)

Figure 15.6-1. (a) Cross section of a plate on an elastic foundation, (b) FE mesh on a 
quadrant, with z-direction force P/4 at x = y =0.
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Preliminary Analysis. We know that the plate has a large span, which implies that its 
outer portion, far from the load, is essentially undeflected and unstressed. How great a 
span should be modeled for FEA? Textbooks and handbooks provide formulas for elasti­
cally supported beams, but not for elastically supported plates. To plan the initial FE 
model, we make the bold assumption that a cross section containing load P has the same 
extent of downward deflection as an infinitely long beam, elastically supported and loaded 
by concentrated lateral force. A beam whose cross section has width b and depth 30 mm 
has moment of inertia I = 22506 mm4 and elastic foundation modulus k = 6£0. Pursuing 
the beam analysis in its usual terminology [1.16,2.6], we obtain = 0.00325/mm and 
x = 37t/4£ = 726 mm as the distance from the load at which deflection changes from 
downward to upward. For an initial FE model we guess that the mesh need span no more 
than about twice this distance.

To obtain an estimate of maximum deflection, for comparison with subsequent FE 
results, we will approximate the deflected shape of the plate, then write an equation stating 
that load P is equal to the force provided by foundation pressure on the plate. A simple 
assumption for deflected shape, in terms of radial distance r from load P, appears in 
Fig. 15.6-2a. We also assume that Iwl is negligible for r>R. The foundation pressure is 
p = The minus sign is needed so that negative (downward) w will produce positive 
(upward) pressure on the plate. For equilibrium of vertical forces,

f27rf/? 2ttP
I I prdrdf)-P = 0 hence = —------------ t (15.6-1)

Jo Jo 0 (772-4)fc„7?2

With R = 726 mm, as calculated above, we obtain w0 = lO^KT6) mm as the estimated 
deflection of load P. It seems pointless to also estimate bending moments using the cosine 
shape because d2w/dr2 is needed. In Fig. 15.6-2a, d2w/dr2 has the same magnitude at r = R 
as at r = 0, and clearly the actual d2w/ dr2 will have much larger magnitude at r = 0.

Finite Element Analysis. The problem has symmetry about the z axis, so the model could 
be a single row of elements in the shape of a narrow wedge, with rotations about radial lines 
restrained at all nodes. For illustrative purposes, we choose instead to use Cartesian coordi­
nates and rectangular elements. Figure 15.6-lb shows a quadrant of the plate, modeled by an 
11 by 11 mesh of four-node plate elements, each a 150 mm square, built of four overlapping 
DKT elements, as shown in Fig. 15.2-2b. Thus L = 1650 mm in Fig. 16.6-lb. The software 
used allows an elastic foundation to be included with element formulation. We adopt a uni­
form mesh because it is very easy to prepare and at this stage we are unsure about details of 

Z,w Z,w

Figure 15.6-2. (a) Deflected shape assumed in preliminary analysis.
(b) Deflected shape along y = 0, from FEA with the mesh of Fig. 15.6-lb.
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an improved mesh. Load P/4 is applied at x = y = 0 on the quadrant modeled. Symmetry 
is imposed by preventing rotation about the x axis for nodes on the x axis and rotation about 
the y axis for nodes on the y axis. Deflection w is unrestrained at all nodes.

Critique of Results. Software plots the deflected shape shown in Fig. 15.6-2b, with 
straight lines rather than curves between nodes. The computed deflection at x = y = 0 is 
12.7(10“6) mm downward, in good agreement with the estimate w0 = 10.2(10-6)mmfrom 
preliminary analysis. The computed deflection curve crosses the x axis at x - 825 mm, also 
in good agreement with the preliminary guess of 726 mm. The largest upward deflection is 
0.2(10”6) mm and appears far from x = y = 0, but within the quadrant modeled rather 
than at its boundaries.

Computed stress contours are shown in Fig. 15.6-3. As should be expected, contours of 
von Mises stress ae are symmetric about the line x = y, which implies only that we have 
not blundered in imposing loads and boundary conditions. Contours of cre should be con­
centric circles. Interelement continuity of the contours is fair. Were we to model the entire 
plate with a mesh symmetric with respect to both x and y axes, we would see perfect con­
tinuity of contours across x and y axes, but this continuity would have nothing to do with 
whether results are accurate or not. Similar remarks might be made regarding crx contours, 
Fig. 15.6-3b, although these contours are not expected to be concentric circles. If we had 
exploited symmetry using a single wedge-shaped row of elements, contour discontinuties 
of the kind shown in Fig. 15.6-3 would not be available.

We conclude that results are reasonable for an initial coarse-mesh analysis. Error mea­
sure 77, Eq. 9.10-7, is 0.20 for the entire mesh, which is too large for comfort. However, 
plate theory says that bending moments and stresses are infinite at a concentrated load. 
Elements nearest the load contribute most to t?. Standard plate elements will not represent 
the singularity, regardless of mesh refinement, so it would be better to omit these elements 
from the calculation of 17. But a truly concentrated load does not exist in reality. It is possi­
ble that applying the load as a distribution over a small area would be more realistic. An 
improved analysis would certainly use a finer mesh near x = y = 0, and would probably 
not suffer if a coarser mesh were used at more distant locations.

Figure 15.6-3. Contours of stresses cr€ and <rx on the upper surface of the plate near 
x = y = 0 in Fig. 15.6-lb. Stress units are Pa.
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Note that the foundation is assumed to remain in contact with the plate, and to pull down 
wherever the plate deflects upward. If only upward foundation pressure is possible because the 
plate can lift off its foundation, an iterative (nonlinear) analysis is required because in effect we 
do not know where to place the foundation until a cycle of calculation has told us (approxi­
mately) where w is upward and where it is downward. In the present problem, lift-off may 
make little difference in results, judging by the relatively small magnitude of upward deflection.

ANALYTICAL PROBLEMS

15.1-1 (a) Use Eq. 15.1-2 to show that, if ax is linear in z, then ax has magnitude 6Mx/t2 
at plate surfaces.
(b) Use Eq. 15.1-2 to show that, if Tyz is parabolic in z, then ryz has magnitude 
1.5 2^/7 at the plate midsurface.

15.1-2 In a plane problem, an equation used for stress transformation between xy axes and 
an axis n in the xy plane is crn = ~ (ax + ay) + (<ta - ay) cos 20 + sin20. What 
analogous expression relates bending moment Mn to bending and twisting 
moments Mr, Mv, and M?

15.1-3 (a) In Fig. 15.l-3b, presume that the Af’s and 2’s are functions of x and y, so that 
Mx dy acts along edge x = 0 and (Mx + Mx x dx) dy acts along the parallel edge, 
and so on. Show that the equilibrium equations are Qx x + Qy y - -q, 

= Qxj = Qy
(b) Hence, show that Mr rr + + Mv vv + q = 0.
(c) Use the result of part (b) and Eq. 15.1-4b to show that V w = q/D, where V 
is the biharmonic operator.

15.1-4 An isotropic thin rectangular plate has dimension a parallel to the x axis and 
dimension b parallel to the y axis. The x-parallel edges are simply supported; the y- 
parallel edges are free. Uniform downward pressure p is applied to the upper sur­
face. What are the principal stresses at the middle of the lower surface? What is the 
lateral deflection at the center of the plate?

15.1-5 An expression for {k0} in terms of To is stated following Eqs. 15.1-4. Verify the 
correctness of this expression.

15.1-6 Consider an isotropic thin square plate, with edges parallel to x and y axes, loaded 
only along its edges. Describe loads applied to the edges if the lateral deflection is 
(a) w = Cj(x2 + y2), and (b) w = c2(y2 - x2), where cj and c2 are constants.

15.1-7 One sometimes wonders how wide a beam can be before it should be regarded as a 
plate. How would you decide? Or what would you do if unable to decide?

15.1-8 Establish coordinates ns, rotated by angle (3 with respect to xy coordinates (as in 
Fig. 15.5-1, for example). Let n and 5 be principal axes of an orthotropic material. 
Express transverse shear coefficients in Eq. 15.1-5 in terms of and principal 
shear moduli Gn and Gs. A procedure is suggested in the text.

15.1- 9 Let a slender beam of length L and rectangular cross section (width b and depth t) 
carry uniformly distributed lateral load q. Supports at either end allow rotation but 
prevent beam ends from moving laterally or axially.
(a) Assume that lateral deflection w has the parabolic distribution 
w = 4wcx(L - x)/L2, where is the midspan deflection. Show that the fraction of q 
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supported by axial (membrane) stress is qm = (64/3)(E&/4/L4)(wc/r)3. Suggestions: 
Assume that tensile force is independent of x, and recall that for wc « L the change in 
centerline length is the integral of 0.5(dw/dx)2dx over length L.
(b) Approximate net load q as q = qm + q& where' q^ is supported by bending as 
in a simply supported beam. Show that when wc/t = 0.5, membrane and bending 
actions each support roughly half the load.

15.2 -1 (a) Let the element in Fig. 15.1-2a be a rectangular Kirchhoff element with the lat­
eral displacement field of Eq. 15.2-4. Without expressing w in terms of nodal 
d.o.f., devise an argument to show that interelement compatibility of normal slopes 
is lacking. For example, show that w,y along side 3-4 does not depend only on w9y 
at nodes 3 and 4.
(b) What can be said about interelement continuity of w and along side 3-4?
(c) In Eq. 15.2-4, terms a^y and a^xy3 might be replaced by anx4 and a^y4, 
but it is not wise to do so. Why?

15.2 -2 Imagine that lateral deflection w of a triangular Kirchhoff element is taken as a 
complete quintic in x and y (21 terms). For each of the two elements shown, and 
without calculation, allocate d.o.f. to nodes in a way that seems acceptable. Use 
higher-order d.o.f. as needed. Is interelement compatibility achieved?—without 
expressing w in terms of nodal d.o.f., answer by considering compatibility condi­
tions on edge x = 0.

(a) (b)

Problem 15.2-2

15.2 -3 In Fig. 15.2-1, let side 2-3 of the element be parallel to the y axis. By eliminating 
w,y at midside, express a quadratic variation of $y along this side in terms of L23, 

w3> w’y3’ & where £ is a dimensionless coordinate such that £ = -1 at
node 2 and £ = +1 at node 3.

15.2 -4 Imagine that, for the DKT element, a plausible if inexact formula has been devised 
for assigning nodal loads (a formula analogous to Eq. 3.3-8 or Eq. 4.8-15b). The 
imagined formula can provide nodal moments as well as nodal forces when dis­
tributed lateral load is applied.
(a) Which results in Table 15.2-1 would certainly not be changed by application of 
this formula?
(b) Which results would perhaps not be changed, or changed very little?
(c) Which results would probably be noticeably changed, and how?

15.2 -5 Assume that the formula referred to in Problem 15.2-4 is based on interpolation of 
lateral displacement w over the triangle from the three d.o.f. at each vertex node. 
Begin construction of this displacement field by using a quadratic w function along 
an edge of length L (see Eq. 15.4-10, for example). Hence, express the w field in 
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terms of nodal values of w, w,x, and w,y> nodal x and y coordinates*  and area coordi­
nates of the triangle (see Eqs. 7.3-1).

15.2- 6 In constructing [k] of the DKT element, why is numerical integration with three 
sampling points adequate to provide exact results? "

15.2- 7 (a) In Table 15.2-1, convergence is not monotonic for all deflections and moments 
listed. What might explain this behavior?
(b) Where a steady rate of monotonic convergence seems indicated in Table 15.2-1, 
what is the apparent order of error? That is, what is m in where h is the 
length of an element side?
(c) Repeat part (b) for the “simply supported edges” results in Table 15.2-2.

15.3- 1 Imagine that the four-node plate element of Fig. 15.1-2a is to be obtained by spe­
cialization of the eight-node solid element of Fig. 6.5-la and Eq. 6.5-4. Describe 
the substitutions required. For simplicity, consider only terms corresponding to 
i = 1 in Eq. 15.3-1.

15.3- 2 Show that Eq. 15.3-6 follows from Eq. 15.3-4 when [B^] and [BJ are defined as 
stated in the text.

15.3- 3 A uniformly distributed lateral load q acts upward on a rectangular C° plate ele­
ment of side lengths 2a and 2b. In the vector of consistent nodal loads, do nodal 
moments appear? Why? For each of the four elements listed in Table 15.3-1, what 
are the consistent loads at nodes?

15.3- 4 A rectangular plate with all edges clamped is to be analyzed. (All d.o.f. are sup­
pressed at a clamped boundary.) The loading is symmetric about both centerlines 
of the plate, so only one quadrant is modeled for FEA. Consider use of each ele­
ment type depicted in Table 15.3-1, with selective integration, to model the quad­
rant. After displacement boundary conditions are imposed, how many unknown 
d.o.f. appear in {D} ? And how many remain after subtracting the number of d.o.f. 
occupied in satisfying transverse shear constraints? Model the quadrant by (a) one 
element, (b) a 2 by 2 mesh, and (c) a 4 by 4 mesh.

15.3- 5 Consider the latter three elements in Table 15.3-1. For what states of displacement 
or deformation will yzx and yyz be correctly evaluated at all points in the element?

15.3- 6 (a) Let a rectangular Lagrange element have side lengths 2a and 2b. Sketch the ele­
ment in its deformed state if displacements are described by i(fx = ifjy = 0, 
w = c(3£2772 - f2 - 7?2), where c is a constant, and £ = x/a and 77 = y/b, with 
£ = 77 = 0 at the element center.
(b) Show that this deformation mode yields zero strains at Gauss points of a 2 by 2 
integration rule.

15.3-7 Sketch an unsupported 2 by 3 mesh of rectangular bilinear elements, viewed in the 
same perspective as the element in Fig. 15.1-2a. Superposed on this sketch, show 
the mesh with elements deformed into the w-hourglass mode.

15.3-8 Use Eq. 15.3-2 to evaluate { k^} for each of the four spurious modes possible 
in the bilinear element with reduced (one-point) integration of all terms. 
Hence, explain why two of these modes cease to be mechanisms when selec­
tive integration is used.

15.3-9 Imagine that the serendipity element of Table 15.3-1 is to be given a “discrete Kirch­
hoff” treatment by explicitly enforcing zero transverse shear strain at Gauss points of 
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a 2 by 2 rule, and eliminating some nodal d.o.f. as a result. How many d.o.f. can be 
eliminated? Which d.o.f. do you think it appropriate to retain in {d}, and why?

15.4-1 Verify that one-point quadrature produces Eqs. 15.4-4 from Eqs. 15.4-1 and 15.4-2.
15.4-2 Use a single uniform two-node Mindlin beam element to solve for nodal displace­

ment or rotation in each of the two beam problems shown. Use one-point integra­
tion and the modified shear properties GA*  defined by Eq. 15.4-9. Where possible, 
compare the solution with results provided by elementary beam theory.

(a) (b)

Problem 15.4-2

15.4-3 A single quadratic (three-node) Mindlin beam element is used to model a uniform 
and uniformly loaded beam fixed at each end, as shown. What GA*  value, analo­
gous to that in Eq. 15.4-9, is required if the exact midspan deflection is to be 
obtained as the beam becomes more and more slender? Use two-point Gauss 
quadrature to evaluate the stiffness coefficient (there is only one nonzero d.o.f.).

Problem 15.4-3

15.6-1 Assume that a plate is not bonded to an elastic foundation that supports it, so that 
portions of the plate may lift off when load is applied. Describe a simple algorithm 
that may converge to the correct solution.

COMPUTATIONAL PROBLEMS

In the following problems compute significant values of displacement, moment, or stress, 
as appropriate. Exploit symmetry where possible. When mesh refinement is used, estimate 
the maximum percentage error of results provided by the finest FE mesh. Where dimen­
sions or loads are not assigned, choose values that seem reasonable or convenient. Where 
material properties are needed but not stated, use properties of steel. Apply the analysis 
methodology suggested in Section 1.5.
Cl5.1 Patch-test the plate elements provided in software you use. Does it appear that 

transverse shear deformation is taken into account by any of these elements?
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C15.2 (a-b) Solve problems depicted as test cases in parts (a) and (b) of Fig. 15.5-2. Use 
uniform meshes Aes = 1,7Ves = 2, and Aes = 4, and determine, if possible, the 
convergence rate of computed deflection and bending moment versus Nes.
(c) Where loading is by concentrated force at the plate center, try using a refined 
mesh near the load point. Does it appear that displacements and/or bending 
moments converge with mesh refinement?
(d) In Fig. 15.5-2d, try using both “soft” and “hard” simple supports. Also, with 
mesh refinement, do bending moments at comers A seem to diverge in the manner 
expected?

Cl5.3 If C° elements are available, solve the problem of a uniformly loaded rectangular 
plate with clamped edges, using (say) a 6 by 6 mesh over the entire plate. If the 
software allows choice in integration rules, try using different numbers of Gauss 
points. What is the effect of changing the plate thickness, from perhaps one-eighth 
the length of the shorter side to very small? Is there evidence of locking?

Cl5.4 The plate shown has two supported edges, which are clamped and include angle 
2</>, and two free edges. A uniformly distributed line load in the z direction is 
applied along span 2c of the longer free edge.

Cl5.5 Solve the problem of an elastically-supported plate, either finite, semi-infinite, or 
infinite, under loadings such as:
(a) Uniform pressure over a circle of radius R.
(b) Uniformly distributed line load around a circle of radius R.
(c) Uniformly distributed line load along part of the edge of a finite or semi-infinite 
plate.

C15.6 The foregoing problems admit many modifications, such as:
(a) Add reinforcing beams to one side of the plate, along one or more edges or in 
other locations.
(b) Use orthotropic material properties.
(c) Load the plate by a temperature field of the form T = zf, where f is either a 
constant or a function of x and/or y.
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CHAPTER I

SHELLS

Shell behavior is summarized in this chapter. FE formulations for arches are discussed first, 
as an introduction to similar difficulties and techniques of shell elements. We consider ele­
ments for shells of revolution, then both flat and curved elements for shells of general 
shape. Test cases for FE formulations and an axisymmetric application are presented.

16.1 INTRODUCTION

Familiar examples of shells are an eggshell and a water tank. A shell has curved inner and 
outer surfaces separated by a thickness t that is small in comparison with overall dimen­
sions of the shell. The midsurface is a distance t/2 from both inner and outer surfaces. 
Thickness t may be constant or may vary either gradually or abruptly.

Stresses in a shell generate membrane forces N, which are forces per unit of length mea­
sured tangent to the shell surface:

rt/2
Nx = I ax dz 

J-t/2
(16.1-1)

where z is a direction normal to the midsurface and x and y are axes tangent to the midsur­
face. Bending and twisting moments, described for a plate by Eqs. 15.1-2a, are also 
present in a shell. The state of stress in x and y directions can be represented as the super­
position of membrane stresses mA flexural or bending stresses. If the shell is thin-walled 
and its material is linearly elastic and homogeneous, then (for practical purposes) mem­
brane stresses are independent of z and flexural stresses vary linearly with z. Thus, the net 
surface-tangent stresses at arbitrary z are

Try

^xy ^xy

' ?/12
(16.1-2)

Flexural stresses at shell surfaces are <rx = ± and so on. Flexural stresses are often 
large, and may be quite localized near loads or disturbances that cause them. Consider, for 
example, axisymmetric loads at the end of a cylindrical shell, Fig. 16.1-la. Dimensions of 
these loads are force/length for Vo and force • length/length for A70. The theory of cylindrical 
shells [1.16,2.6,10.2] shows that expressions for x-direction flexural stresses at inner and 
outer surfaces contain the terms e-A* sin Ax and e-A* cos Ax, where A = [3(1 -1^2)//?2/2]174. 
When 7?/Z = 250, for example, the exponential term e-Xx at x = 0.15R is only about 5% of 
its value at x =0, which means that large flexural stresses are confined to a very small

561
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(a) (b)

Figure 16.1-1. (a) Axisymmetric end loads on a cylindrical shell, (b) A shell of revolution 
having conical, cylindrical, and spherical parts.

length of the shell. An unwary FE user may not use a fine enough mesh in the neighbor­
hood of such disturbances to model them properly.

Loads without axial symmetry create disturbances that propagate far along a thin cylin­
drical shell. This behavior does not contradict Saint-Venant’s principle, which is applicable 
to relatively compact 2D and 3D isotropic bodies but not to general loading of thin-walled 
or highly anisotropic bodies.

A shell has two principal radii of curvature at every point. Each is measured normal to 
the shell, and each is the radius of a small arc drawn in the shell midsurface. The small 
arcs intersect at right angles. One radius is the largest, the other the smallest, of the radii of 
all possible arcs in the midsurface where the arcs intersect. In a conical shell, one principal 
radius of curvature is infinite and the other increases with distance from the apex of the 
cone (Fig. 16.1-lb). In a cylindrical shell, one radius is infinite and the other is constant. In 
a spherical shell, the two principal radii are equal and constant. When only one principal 
radius is finite, the shell is called singly curved; when both are finite the shell is called 
doubly curved. A shell is usually regarded as thin if the magnitude of is greater 
than about 20. For an eggshell, is roughly 50. For constructed shells, may 
approach 1000.

A shell can carry a large load if membrane stresses dominate, just as a thin wire can sus­
tain a large axial load but only a small load in bending. Thus, a shell is much stronger than 
a flat plate made of the same volume of the same material. Like a thin wire, a shell is sus­
ceptible to buckling if membrane stresses are compressive in all or part of the shell: Unlike 
a wire or a cable, whose curved shape must change when the pattern of lateral loading 
changes, a doubly curved shell of a given shape can carry a distributed lateral load of 
almost any pattern while displaying very little bending except near supports.

An abrupt change in radius of curvature creates local bending stresses, as would an abrupt 
change in thickness. Thus, in Fig. 16.1-lb we expect to find bending stresses close to cir­
cumferential lines BB and CC. Load F will produce bending, as will support conditions at 
circumferential line AA, where loads applied to the shell by the support include a distributed 
axial load as well as the distributed shear and moment loads shown in Fig. 16.1-la. These 
remarks apply to shells in general, not only to shells of revolution. In the argument that fol­
lows Eq. 16.1-2, a half-wave of sin Ar or cosAx is provided by Ax = tt, for which 
x ~ This result suggests a rough guideline for FE modeling of any shell: even an
initial coarse-mesh model should use at least two elements within a distance of jRt from a
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concentrated load, a line load, or a geometric discontinuity, where R is the smaller principal 
radius of curvature.

The preceding discussion uses axisymmetric shells as simple examples, but the goal of 
shell analysis, especially by FEA, is to analyze a shell of arbitrary shape. In a general shell, 
membrane and bending actions are both present, so a successful shell element must 
surmount possible shortcomings of plane elements (Chapters 3 and 6) and of plate 
elements (Chapter 15), and new difficulties that may arise because curved shell geometry 
causes membrane and bending actions to interact. Also, the membrane stiffness of a thin 
shell is much greater than its bending stiffness, which means that FE equations may be ill- 
conditioned, as described in Section 9.2.

Three approaches to finite elements for shells have been pursued:

1. Flat elements, formed by combining a plane membrane element with a plate bending 
element.

2. “Degenerated” solid elements, formed from 3D elements by specialization. The pro­
cedure is analogous to that used for Mindlin plate elements, Section 15.3.

3. Curved elements based on classical shell theory.

Merits of the first approach include simplicity, acceptable performance, and easy accom­
modation of standard beam elements as ribs and edge stiffeners. The second approach 
offers a better fit of curved shell geometry and can perform acceptably despite many pos­
sible element disorders, especially locking. The third approach has been much less pro­
ductive than the first two and will not be discussed here.

A very large body of literature is devoted to shell analysis, both by classical methods 
and by FEA. Surveys include [16.1-16.6]; [16.2] is a quite readable account of element 
development. As with plate elements in Chapter 15, we make no attempt to be comprehen­
sive. Instead we consider some concepts and methods that have been useful in formulating 
shell elements. References are cited for further details, extensions, and improvements. The 
reference list is not intended to represent priority of discovery.

16.2 CIRCULAR ARCHES AND
ARCH ELEMENTS

We discuss arches prior to shells because arches display many of the difficulties encoun­
tered in analysis of shells, but in a simpler context. Devices used to improve arch elements 
have also been used to improve shell elements. In this section we assume that arch radius 
R is constant and that loads and deformations are confined to the plane of the arch. Ini­
tially we assume that the arch is slender enough that transverse shear deformation can be 
ignored.

Arch Theory. A point on the arch midline has ^-direction (tangential) displacement w­
and z-direction (radial) displacement w (Fig. 16.2-1). Let es represent tangential strain at 
an arbitrary point, a distance z from the midline. With the aid of Fig. 16.2-2, we write

Ss = ds('Sa + 8c^ + R henCe Bs = U,s + R (16.2-1)
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(a)

Figure 16.2-1. (a) Semicircular arch with clamped ends and concentrated center load, 
(b) Arch element of arc length L.

(b)

where 5 is the tangential coordinate. Not all authors agree on the form of these equations; 
some may simply write 8a = u in Fig. 16.2-2a or may not make the approximation shown 
in Fig. 16.2-2b [16.7]. In alternative notation, Eq. 16.2-1 is

w
~ U's + 

es = £m + zk where

K = "r “ vv’s’5

(16.2-2a)

(16.2-2b)

Membrane strain sm appears along the arch midline and is associated with membrane 
force, which acts in the 5 direction. Curvature change k is associated with bending 
moment and is here considered positive when the radius of curvature decreases.

Strain energy U receives contributions from em and from k. For a linearly elastic and 
homogeneous element of arc length L,

pL/2 1 rL/2 .
U=Um + Ub = ^EA^ds+l ^EIkcLs 

' *-L/2 2 J-L/22
(16.2-3)

where E = elastic modulus, A = cross-sectional area, and I - moment of inertia of A 
about the neutral axis of bending. The expression for U can be derived by integration of 

(a) (b) (c)

Figure 16.2-2. Axial, radial, and rotational deformations of a thin arch (R »t). Rotation 
is presumed small and transverse shear deformation is neglected.
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strain energy density Ee^/2 through the arch thickness t. A term linear in z disappears, 
and terms shown in Eq. 16.2-3 remain. A stiffness matrix is obtained from U in the usual 
way (as in Section 4.8, for example).

For rigid-body motion, sm = 0 and k = 0. By combining Eqs. 16.2-2 and integrating, 
we obtain the displacement field for rigid-body motion of a circular segment:

u = cos 0 + b2 sin0 + b3 (16.2-4a)

w = by sin (b - Z?2 cos0 (16.2-4b)

where (f> = s/R. The bt are constants; by and b2 represent translations normal and tangent 
to the radial line 0=0 and b3 represents rotation about the center of curvature.

Under most loadings, a slender arch bends but has very little membrane strain. In the 
limit of slenderness, from Eq. 16.2-2a,

w
£m = 0 implies uis + — =0 (16.2-5)R

which is known as the inextensibility condition.

Straight Elements. A straight arch element is identical to a beam element that includes 
axial stiffness. One combines stiffness matrices of straight bar and straight beam elements, 
as in Eq. 2.3-6. In the notation of Fig. 16.2-3a, this result is the six-d.o.f. element

[k]{d} = where and {<M =

wi 

•Ai 

w2 

.^2.

(16.2-6)0 : k’b U

where subscripts m and b refer to membrane (bar) and bending (beam) contributions, 
respectively. Rotational d.o.f. are called 0 in anticipation of treating rotational d.o.f. in 
shells in the same way as they are treated in plates (see Fig. 15.1-1).

To assemble straight elements of different orientation, a common set of d.o.f. is needed 
at each node, as in Fig. 16.2-3b. The choice of directions for translational d.o.f. D is not 

(a)

Figure 16.2-3. (a) Straight element, showing d.o.f. in the local coordinate system, (b) A possible 
choice of directions for global d.o.f. D.
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unique. Whatever the choice, procedures described in Section 8.3 serve to replace u and w 
d.o.f. by Ds and Dr d.o.f. Because the problem is planar, d.o.f. if/ are not transformed.

It can be rigorously shown that a straight-element model of a curved arch converges to 
exact results. Indeed, for a given number of elements, the straight-element model is more 
accurate than the model provided by many formulations for curved elements [16.7-16.9]. 
The absence of membrane-bending coupling within a straight element, evidenced by the 
null off-diagonal submatrices in Eq. 16.2-6, does not prevent the element from working 
properly. Coupling between membrane and bending actions occurs in the assembled struc­
ture because adjacent elements are not collinear. For example, axial force in element 2-3 
of Fig. 16.2-3b applies force to node 2 that element 1-2 sees as having a lateral compo­
nent, which bends element 1-2.

In Fig. 16.2-3b, nodes lie on the circular arc of the actual arch, which implies an FE model in 
which element lengths are chords of the arc. This error of geometry makes the model 
somewhat stiff. In formulating [k], it is better to take element length as the actual arc length. 
For example, let R/t = 40 for the arch of Fig. 16.2-la, and let the entire arch be modeled by 
four straight elements, each of chord length L - 2R sin 22.5°. The computed displacement of 
load P is about 10% low. If instead the arc length L = irR/4 is used, the error is only about 2%.

A way to introduce membrane-bending coupling into a straight element is suggested by 
a membrane strain equation used for shallow shells. Consider the shallow parabolic arch 
shown in Fig. 16.2-4a. Membrane strain £m according to Marguerre shallow shell theory 
[16.10], and its average value over length L, are

du dl dw 1 f1 j
Sm~dx dxdx £m(ave) - L (16.2-7)

An expression for arch elevation z is given in Fig. 16.2-4. Let axial displacement be inter­
polated in the usual linear fashion, u = (1 - x/L)ux + (x/L)w2) and lateral displacement w 
by the usual cubic (Fig. 2.3-1 or Fig. 3.2-4). Thus we obtain the axial strain expression

^m(ave) = 7 («2 ~ «1) + 77 0A1 “ «fe) (16.2-8)L 3 Lt

The latter term in Eq. 16.2-8 can also be obtained by loading the arch in pure bending by 
nodal moments M, calculating the resulting x-direction separation of nodes by integration

(a) (b)

Figure 16.2-4. (a) Straight element used to model arch segment shown by dashed lines, 
(b) Element geometry implied by use of Eq. 16.2-8.
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of z(M dx/EI) over length L, dividing the result by L, and replacing M by its equivalent in 
terms of relative nodal rotation i/j2 - A physical interpretation of Eq. 16.2-8 is that the 
element remains straight, but that its nodes are offset from the element axis by rigid off­
sets of length 2h/3 (Fig. 16.2-4b). Equation 16.2-8 is used for em in the first integral of 
Eq. 16.2-3 and the usual cubic for k is used in the second integral. In contrast to many 
curved elements that use Eqs. 16.2-2 in their formulation, the element of Eq. 16.2-8 does 
not display the membrane locking described below.

With differing details in implementation, the shallow-shell concept has also been used 
to “add curvature” to conical axisymmetric shell elements [16.11] and to flat general shell 
elements [16.12-16.15]. In [16.12], z is taken as cubic in x and defined by slopes dz/dx at 
either end. The price paid for adding curvature is having to provide extra input data that 
defines z = z(x), for all arch elements or for all edges of shell elements.

Membrane Locking. The term “membrane locking” refers to excessive stiffness in bend­
ing. Not all curved elements suffer from this disorder. In those that do, strain fields in the ele­
ment interact unfavorably, so that nodal displacements that should be resisted only by 
bending are resisted by membrane deformation as well. Because membrane stiffness is far 
greater than bending stiffness in a slender arch (and in a thin shell), the desired bending mode 
tends to be excluded from element response to load. Straight arch elements do not suffer from 
membrane locking. Neither does the element of Eq. 16.2-8: when i/q i/f2» the two terms on 
the right-hand side can have equal magnitude but opposite sign, so that sm(ave) = 0.

The two-node element of Fig. 16.2-lb provides an example of membrane locking that 
may arise in a curved element based on low-order displacement fields. By analogy with 
displacement fields used for a straight beam, one might employ the radial and axial dis­
placement fields

U — (2} + 6^2*5

2 3w = a3 + a4s + a5s + a6sJ

(16.2-9a)

(16.2-9b)

where the are generalized d.o.f. From Eqs. 16.2-2 and 16.2-9, membrane strain stn and 
curvature change k are

Inextensibility (Eq. 16.2-5) is enforced as an arch becomes indefinitely slender. The con­
dition = 0 for all 5 requires that

If the conditions a2 + a3/R = a5 = a6 = 0 are enforced, then the only contribution to 
k comes from the membrane term a2. Stated another way, if the element is forced to bend, 
then nonzero values of the in Eq. 16.2-11 produce nonzero whose associated strain 
energy and stiffness are very large for a slender element. Thus, when bending load is 
applied, bending deformation tends to be “locked ouf’of element response. With a straight 
element, R = and locking does not occur.
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Membrane locking is also indicated by constraint counting (Sectioh 13.5). When a 
curved arch element of the type associated with Eqs. 16.2-9 is added to the structure, it 
brings three d.o.f. with it. But Eqs. 16.2-11 comprise four constraints. All d.o.f. are occu­
pied in satisfying constraints, so none are left to model structure behavior. With R/t = 40 
and four fully integrated two-node curved elements used to model the arch of Fig. 16.2-la, 
the computed displacement of load P is less than 5% of its correct value [16.16].

Equations 16.2-10 suggest the device of selective integration. If the Um term in 
Eq. 16.2-3 is integrated by one quadrature point (at the center, 5 = 0), then a4, a5, and a6 
do not appear in em. and inextensibility enforces only the first of Eqs. 16.2-11, thus mak­
ing curved elements behave more like straight elements. Now constraint counting shows 
that two d.o.f. per additional element are available to model structure behavior. This 
curved element does not suffer from membrane locking, and has about the same accuracy 
as a straight element [16.16].

Other Curved Elements. Exactly integrated curved elements can behave well if element 
fields are properly designed. For example, consider axial and radial displacement fields of 
the form [16.17]

u = ax + a2<t> + a3(/>2 + a4(p + a5(/>4 + a605 (16.2-12a)
w = -a2 - 2a3</> - 3a4<j>2 - 4a5<j>3 - 5a6(j>4 (16.2-12b)

where </> = s/R. These equations satisfy the inextensibility condition em = 0 for all 5. 
Because sm - 0, the element stiffness matrix comes entirely from bending stiffness. 
Equations 16.2-12 indicate that if displacement fields are to have enough d.o.f. for a six- 
d.o.f. curved arch element and are also to display sm = 0 for all <£, the axial field must be 
at least quintic and the radial displacement field one degree lower. By adding an internal 
d.o.f. a2 to Eq. 16.2-12b the element can display nonzero em. Either way, computed results 
for the displacement of load P in Fig. 16.2-la are less than 1% in error for a two-element 
solution in which each element spans a 90° arc [16.17]. However, it appears that such a 
high-order polynomial may cause difficulty in nonlinear analysis [16.13].

Neither the curved element of Eqs. 16.2-9 nor the curved element of Eqs. 16.2-12 explic­
itly includes the capability for rigid-body motion with strain. In series expansions of sine and 
cosine terms in the rigid-body motion equations, Eqs. 16.2-4, one sees terms that also appear 
in Eqs. 16.2-9 and 16.2-12. Thus one can argue that Eqs. 16.2-9 and 16.2-12 include the ini­
tial series terms required, and indeed rigid-body motion capability is recovered with mesh 
refinement. Early in the development of curved elements for arches and shells, it was 
assumed that poor performance was due to inability of elements to model rigid-body motion 
with little or no strain. But the good performance of elements based on Eqs. 16.2-12, as well 
as other studies [16.16,16.18,16.19], show that membrane locking is far more detrimental.

Mindlin Arch Elements. Displacements used in formulating a Mindlin arch element are 
tangential and radial displacements u and w of the arch midline and rotation if/ of a cross 
section that was radial before deformation. Strain energy is U = Um + Ub + Us, in which 
the respective contributions to U are due to membrane strain curvature change k, and 
transverse shear strain yzs. For an arch of midline length L, constant radius R, and cross­
section rotations redirected as shown in Fig. 16.2-3 [16.20],

pL/2 1
Um = 1-EAe^ ds

-L/2Z
where

w
£m = + £ (16.2-13a)
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fL/2 1Ub = J - EZk2 ds where
-l/2 x

eL/2 .
Us = I 5 GA.y^ ds where

-L/2Z

U’s 
K=

7& =

(16.2-13b)

(16.2-13c)

where As is the “effective” cross-sectional area that resists transverse shear deformation 
(A5 = 5A/6 for homogeneous material and a rectangular cross section).

A linear element, whether curved (Fig. 16.2-lb) or straight (Fig. 16.2-3a), can be based 
on the linear shape functions N1 = 0.5 - s/L and N2 = 0.5 + s/L. Thus, with general­
ized d.o.f. ait linear interpolations are

u = + a2s or u = NyU} + N2u2 (16.2-14a)

w = a3 + a4s or w = NjWi + N2w2 (16.2-14b)

= a5 + a6s or + N2if/2 (16.2-14c)

Arguments related to locking of this element are very similar to arguments made in con­
nection with Eqs. 16.2-9 to 16.2-11 and are summarized as follows. As arch thickness t 
approaches zero, all strain energy should be contained in bending, so that em and 
should vanish for all s, which implies, for a curved element,

a2 + — = 0 a4 = 0 a5 = 0 a6 = 0 (16.2-15)
A

or for a straight element (R = «»),

a2 = 0 a4-a5 = 0 = 0 (16.2-16)

In both cases, an element added to a thin arch brings three d.o.f. with it, but all are occu­
pied in satisfying constraints, and the mesh is locked. However, if Um and Us are inte­
grated with a single sampling point at s = 0, only two constraints are imposed per 
element, one each on em and yzs, and locking is avoided. Details of the two-node arch ele­
ment are very similar to those of the Mindlin beam element discussed in Section 15.4, and 
formulation options discussed there can also be applied to arch elements.

A quadratic Mindlin arch element has three nodes, one at either end (s = ±A/2) and 
one at the middle (5 = 0). It is based on the displacement fields

£ = —g L/2 (16.2-17)

Equations 16.2-13a and 16.2-17 yield the membrane strain

£m
2a,'}
---- + —
L R

(16.2-18)
L R r R 6 \ /
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To satisfy the inextensibility condition for all & the two parenthetic expressions must van­
ish, as must a6. The constraint a6 = 0 implies membrane locking, as it implies that is 
zero (note that w,5iS ® when die arch is slender). Reduced integration offers a remedy 
[16.20,16.21], Equation 16.2-18 can be rewritten in the form

e" - (-r+»M + + v RM1 (16-2'19) \ L K 3 ix. J \ L> t\ J a L Oj
If integration of membrane energy Um is performed by two-point Gauss quadrature, for 
which sampling points are at £ = ±1/73, the bracketed expression vanishes. Thus the 
constraint a6 = 0 is not enforced.

A similar argument can be applied to transverse shear strain. The condition yzs = 0 
implies that i/*,„  = 0 in the quadratic element. This is not a locking condition, but it 
degrades element performance. Again the remedy is reduced integration; a two-point 
Gauss rule is recommended for the stiffness contribution of yu.

The quadratic element does not explicitly contain the rigid-body motion capability 
described by Eqs. 16.2-4. However, these equations pertain to a circular geometry, 
and the shape of a three-node arch element is parabolic. The equations are approxi­
mately satisfied by an element that is not sharply curved. The capability for rigid- 
body motion without strain is not provided by all numerical integration procedures; 
see below Eq. 16.5-15.

Remarks. When reduced integration is used to evaluate strains in the process of generat­
ing [k], the same sampling points should be used to evaluate these strains when computing 
stresses in the postprocessing phase. Large spurious strains may appear at other locations, 
as in the examples of Figs. 6.8-2, 6.10-1, and 15.3-1.

Again we note that straight elements include rigid-body motion capability and are free 
of membrane locking. So are arch elements associated with Eq. 16.2-8 and initially flat 
shell elements that receive analogous modification. In a nonlinear problem where large 
displacements are possible, an initially straight element may become curved and thus have 
a tendency to lock if the element is of a type for which locking is possible.

Even when locking is avoided, a slender arch (or a thin shell) has a high ratio of mem­
brane stiffness to bending stiffness. Thus the structure stiffness equations tend to be ill- 
conditioned, as discussed in Section 9.2. *

Despite the large number of curved arch and beam elements available, new curved ele­
ments are continually developed, many based on hybrid and mixed variational principles. 
More recent contributions include [16.22-16.24]. Anti-locking devices cited in Section 15.4 
can be applied to arch elements, and of course to shell elements as well.

16.3 SHELLS OF REVOLUTION

The midsurface of a shell of revolution is generated by revolving a planar line about an 
axis in the same plane. If the line is straight, the shell is conical or cylindrical. A meridian 
is the intersection of the midsurface with a plane containing the axis. A parallel or parallel 
circle is the intersection of the midsurface with a plane normal to the axis. If geometry, 
loads, supports, and material properties are axisymmetric, so is response, and the problem
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is mathematically two-dimensional. Loads without axial symmetry can be treated by 
expressing the load in terms of its Fourier series components, analyzing for response due 
to each load component, and superposing results, as discussed for solids of revolution in 
Sections 14.4 and 14.5. -

Formulation options for axisymmetric shell elements are similar to options for arch ele­
ments, discussed in Section 16.2. Details of implementation resemble details used for sol­
ids of revolution, discussed in Section 14.2. Accordingly we will be brief, and consider 
only the axisymmetric case, and only elements having a straight meridian. Thus each ele­
ment is a conical frustum, which has been shown to work well for a continuously curved 
shell, just as straight beam elements have been shown to work well for an arch. Further 
details and references for curved shell-of-revolution elements appear in [15.7].

Numerical analysis of shells of revolution need not be done by FEA. A versatile 
computer program based on the finite difference method [16.25] has capability for 
stress, vibration, buckling, nonaxisymmetric response, creep, plastic action, and large 
deflection.

Thin-Shell Formulation. Equations 16.1-1 and 16.1-2 describe stresses in a shell of revolu­
tion, Fig. 16.3-1, if we replace x by s and y by 0, where s and 0 designate meridional and cir­
cumferential directions. Shear force Nsd and twisting moment Ms0 are zero for axisymmetric 
conditions. Forces and moments per unit length are related to membrane strains em and cur­
vature changes k, in s and 0 directions, by the relations

Ns
*6

(16.3-1)

in which, for an isotropic material of elastic modulus E and Poisson’s ratio r,

(a)

Figure 16.3-1. (a) Shell of revolution, showing normal stresses and associated 
membrane forces and moments when loading is axisymmetric. (b) Meridian of a 
conical frustum element. £ = 2s/L.
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Let u and w be displacements, respectively tangent and normal to the meridian, Fig. 16.3-la. 
For axisymmetric conditions and a conical element such as that in Fig. 16.3-lb, the strain­
displacement relation is [10.2]

e
K

= [9]{u]
3m0

Ks
K0 .

sin 
r

0

COS (ft 
r 

d2 
ds2

(16.3-3)

sin </> d
r ds

For the two-node conical element in Fig. 16.3-lb, a suitable displacement field is, with 
£ = 2s/L,

u = l(i -f)M1 + l(i+aw2+(i -^)«i

1
W " 4

2-3£+r)w1 + [2 + 3£-£3]w2

+ j[(l - f3) <Ai - (1 + h

(16.3-4a)

(16.3-4b)

where a{ is an optional nodeless d.o.f., whose associated mode serves to improve element 
performance when </> 0 and # m2, and which is to be condensed before assembly of 
elements [16.19]. (For application to nonaxisymmetric cases, with added modes in u and 
also in circumferential displacement v, see [16.26].) Cubic polynomials in Eq. 16.3-4b are 
the standard cubic expressions, Fig. 2.3-1 or Fig. 3.2-4, here written with the substitution 
x = (1 + £)L/2. Strain energy in the element is

(16.3-5)

where r = i(l - + |(1 + g)r2. The relation {e} = [B]{d], where [d}contains ele­
ment d.o.f., can be constructed from Eqs. 16.3-3 and 16.3-4. All ingredients are now at hand 
to produce element stiffness matrix [k], as described in Section 3.3 and in Section 4.8. Radius 
r appears in denominators of strain expressions, Eqs. 16.3-3, so a conical element with one 
end much closer to the axis of revolution than the other may benefit from more integration 
points than would be used if the element were cylindrical. Otherwise, two-point Gauss 
quadrature is effective. With optional internal d.o.f. included, [k] is a 7 by 7 matrix, to be 
condensed to a 6 by 6 matrix that operates on the nodal d.o.f. shown in Fig. 16.3-lb. If the fac­
tor 277 is omitted, [k] applies to a one-radian segment. For assembly with other elements, a 
common set of translational d.o.f. is required—typically radial and axial—which requires a 
transformation of the form [T]r[k][T], as described in Section 8.3. For final stress calculation 
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in directions tangent to the midsurface, element d.o.f. in the local element coordinate system 
are obtained by coordinate transformation of the appropriate global d.o.f.

As special cases, the foregoing formulation applies to thin cylindrical shells if </> = 0 
for all elements, and to thin circular plates if </> = tt/2 for'all elements. If transverse shear 
deformation must be taken into account, one may do so in the context of the foregoing 
development [16.27]. Or, one may use a Mindlin-type formulation, much as that described 
for beams in Section 15.4 and for arches in Section 16.2.

Mindlin-Shell Formulation. The following formulation takes transverse shear 
deformation into account. For a two-node conical shell element, Fig. 16.3-lb may 
again be used. Now shell-normal displacement w is interpolated independently of 
cross-sectional rotation ip. Consequently, curvature changes ks and k8 now depend on 
(// and its first derivative rather than on the first and second derivatives of w, and 
transverse shear strain is y = (dw/ds~) - </*.  The strain-displacement matrix of 
Eq. 16.3-3 becomes

sm0

Ks

Ke 

y

A
ds 

sin </> 
r

0

0

0

0

COS </> 

r

0

0

A
ds

0

£
ds

sin </>
r

(16.3-6)

The element displacement field can be taken as

u = + N2u2

w = Nlw1 +N2w2 + - <fe)
= i(l-£)

N2 = |(l + £)
(16.3-7)

•A = +N2tl/2

where g = 2s/L. The expression for w comes from Eq. 15.4-10 (with coordinate x instead 
of £), where it is presented as an option for formulation of a Mindlin beam element. The 
linear w of Eq. 16.2-14b could be used instead, but would require selective integration to 
avoid shear locking. Symbolically, Eq. 16.3-5 still applies, but the square matrix now 
becomes the 5 by 5 matrix

Em 0 0

0 0
0 0 5 Gt/6

(16.3-8)



574 Shells

Figure 16.3-2. (a) Meridional bending moment Ms at element centers in a 
cylindrical shell with simply supported ends under uniform internal pressure 
[16.28]. Each element spans 0.625 in. axially.

where G is the shear modulus and 5r/6 is the effective thickness in accounting for transverse 
shear deformation in homogeneous material. Again all ingredients are now at hand to pro­
duce a 6 by 6 element stiffness matrix [k] that operates on the six nodal d.o.f. shown in 
Fig. 16.3-lb. Tests of the element [16.28] show good accuracy (for example, Fig. 16.3-2). 
For the shell in Fig. 16.3-2, jRt = 1.0 in., and because less than two elements span this 
distance, the mesh near the end would be considered very coarse.

16.4 GENERAL SHELLS: THREE- AND
FOUR-NODE ELEMENTS

In this section we consider three-node triangles and four-node quadrilaterals, whose membrane 
and bending stiffnesses come from the corresponding plane and plate bending elements. These 
elements are formulated as flat, although an optional adjustment like that of Eq. 16.2-8 can 
couple membrane and bending stiffnesses within an element. A more necessary adjustment is 
invoked when nodes of a quadrilateral element are not coplanar. A nominally flat element is 
formulated in a local coordinate system, then transformed for assembly of elements based on 
d.o.f. in a global system. Shell elements formulated as “degraded” isoparametric solids, which 
are often curved elements having eight or nine nodes, are discussed in Section 16.5.

Triangular Elements. Physically, modeling a shell by triangles connected at their verti­
ces converts a doubly curved shell into a surface of triangular facets. With three transla­
tional and three rotational d.o.f. per node and vertex nodes only, each element has 18 d.o.f. 
Element matrices are most conveniently generated by placing the element in a local coor­
dinate system such as shown in Fig. 16.4-1, for which the element stiffness matrix can be 
written as -

[k]{d} =

[kj; co]’ 

9x?J_9x9 

■[Of'[kJ 
9x9 * 9x9

a
A. where
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Figure 16.4-1. Flat triangular element in a local xy plane, (a) Degrees of freedom associated 
with membrane deformation, (b) Degrees of freedom associated with bending deformation.

in which, for convenience of notation only, d.o.f. have been grouped as shown; {u;} = 
[uj m2 u3Jr, and so on. Degrees of freedom {dw] and {dfc} are respectively the nodal 
d.o.f. associated with membrane and bending deformations. Use of tfj for nodal rota­
tion corresponds to the nodal rotation used for plates in Fig. 15.2-la. Matrix [kfc] rep­
resents any good plate-bending element, such as element DKT described in Section 
15.2, or the shear-flexible DST element noted in Section 15.4. Matrix [km] represents a 
plane element, most simply the CST (constant-strain triangle) described in Section 3.4, 
although a better choice is a good element that has “drilling” d.o.f.; see Section 3.10 
and [16.29,16.30]. If [km] represents the CST, element drilling d.o.f. {0z/} have no 
stiffness associated with them, and [km] contains a 3 by 3 null submatrix. Thus, if any 
structure node happens to be surrounded by coplanar elements, the structure stiffness 
matrix is singular because rotation about the shell normal at that node is not resisted. 
When elements are not coplanar, resistance exists because normal rotation at a node in 
one element has a component that is resisted by bending stiffness in an adjacent ele­
ment.

Shell elements that lack resistance to drilling d.o.f. have been troublesome. One remedy 
is to supply the required resistance in ad hoc fashion. Zienkiewicz suggested the relation 
[15.7] 

^zl ■ 1.0 -0.5 -0.5' *zt
> = aEAt -0.5 1.0 -0.5 0z2

mz3 -0.5 -0.5 1.0
(16.4-2)

where E = elastic modulus, A = element area, t = element thickness, and a is an arbi­
trarily chosen number, perhaps 0.3 or less. The matrix of Eq.16.4-2 with its multiplier aEAt 
replaces what would otherwise be a null submatrix in [km]. The ad hoc stiffness offers no resis­
tance to the mode 0zl = 0a = 0z3 or to any other rigid-body motion. Hence an element with 
drilling d.o.f. must not allow ®zi ~ ®z2 - to be a spurious mode in [km].
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Another option, when shell elements have no resistance of their own to drilling d.o.f., 
is to omit rotation about the shell normal from the list of structure d.o.f. However, if ele­
ments (either flat or curved) do not have a common tangent plane at a node they share, 
the global shell-normal rotation d.o.f. has stiffness even without ad hoc additions to ele­
ments such as those in Eq. 16.42. Then suppression of the shell-normal rotation consti­
tutes constraint, and constraint implies a stiffening of the structure. Where plates meet at 
a sharp angle, as along a ridge line in a folded plate, any amount of such a constraint is 
overconstraint [16.31]. Indeed, along such a ridge line, or at a node where elements do 
not share a common tangent plane, how is the shell-normal direction to be defined? One 
option is to define the shell-normal direction as an average of element normals at the 
shared node. The shell-normal rotation at that node can be restrained when elements are 
“almost” coplanar according to some definition [3.3,16.31]. Here “restrain” can mean 
insertion of an arbitrary small stiffness, or setting the d.o.f. to zero, which may be accept­
able because fixity of a d.o.f. that has almost no3 stiffness associated with it has little 
effect on the structure.

Membrane-bending coupling can be added to a triangular element. The modification 
resembles that used for a straight arch element in Eqs. 16.2-7 and 16.2-8 [16.12,16.14]. 
Results of several test cases show that original and modified triangular elements have com­
parable accuracy in most cases [16.14]. An exception is the test case shown in Fig. 16.4-2, 
where the original formulation does not do well [16.12]. However, the poor result in 
Fig. 16.4-2a is explained by noting that in this example all nodes are placed on the surface of 
the actual shell, so that each four-element patch of straight-sided elements forms a shallow 
surface in the shape of a pyramid, which is much stiffer than desired. The modified formula­
tion, Fig. 16.4-2b, handles this node placement without difficulty. If center nodes in 
Fig. 16.4-2a are moved inward so that all triangles of a four-element patch are coplanar, the 
original formulation behaves well. In practical application, the modified formulation 
reduces chances for error, as it is common practice to locate all nodes on the midsurface of 
the actual shell.

Transformation of [k] from the local coordinates of Fig. 16.4-1 to global coordinates is 
as described in Section 8.3, and as applied to a beam element in Section 2.4. Rows of 
matrix [A], seen in Eqs. 2.4-9 and 8.1-1, can be regarded as direction cosines between 
local-direction vectors Vx, Vy, and Vz and global axes. These vectors are easily estab­
lished. Using global coordinates of nodes 1, 2, and 3 in Fig. 16.4-1, we use vector cross 
products to determine

v. = V!_2 V.zV.xV^ Ny = VzxNx (16.4-3)

(a)

Figure 16.4-2. Quarter-circle segment of a 
cylindrical shell, modeled by triangular 
elements. Exact deflection is v = 1.000, 
All nodes are located on the cylindrical 
surface.
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where, for example, = (x2 - %i)i + (y2 - ?i)j + (z2 - z0k in global coordinates, 
where i, j, and k are unit vectors in the global x, y, and z directions. Division of each vector 
V by its magnitude provides the required direction cosines. For final stress calculation in 
directions tangent to the midsurface, element d.o.f. in the local element coordinate system 
are recovered by coordinate transformation of the appropriate global d.o.f.

Quadrilateral Elements. As with triangular elements, a flat quadrilateral shell element is 
a combination of membrane and bending stiffnesses. Usually it is not so simple as would 
be suggested by changing labels “9 x 9” in Eq. 16.4-1 to “12 x 12,” because many ad hoc 
adjustments are apt to be required in order to achieve good performance. Among four- 
node elements that appear to work well are those of [15.29,15.34,16.32]. Various 
formulations use assumed displacement fields, assumed strain fields, and mixed and 
hybrid variational principles. There are also elements that use one-point quadrature, 
intended primarily for use in dynamic and nonlinear applications where economy of 
element formulation is important [16.33,16.34],

In general the four nodes of a quadrilateral shell element do not lie in the same plane; that 
is, the element is warped (Fig. 16.4-3a). When the element stiffness matrix is formulated as 
if the element were flat and in a reference plane, shown shaded in Fig. 16.4-3a, additional 
adjustment is needed. Without it, computed results may be orders of magnitude in error. 
What is needed is a transformation that changes stiffness properties from lettered nodes to 
numbered nodes in Fig. 16.4-3. The matter is not as simple as connecting each lettered node 
to its adjacent numbered node by a rigid link, as was done for a beam element in Section 8.5. 
Doing so for a warped quadrilateral would create physically inappropriate bending moments. 
Instead, z-direction forces are introduced to resist couples created by membrane forces. For 
example, on edge AB in Fig. 16.4-3c, edge-parallel forces/12 and/21 are each the sum of 
components of x-parallel and y-parallel nodal forces. Couples associated with these forces 
and couples associated with the z-direction forces must be equal, that is

(16.4-4)fzA ~ fzB ~ 7—(/12+/21) 
UAB

Figure 16.4-3. (a) A warped quadrilateral 1234 in local coordinates xyz. (b) Projection of the 
element onto the xy plane yields flat element ABCD. (c) A view parallel to the xy plane and 
normal to edge AB.
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Also, it is possible that adjacent warped elements may display different bending moments 
along their shared edge, which would create physically unrealistic couples normal to ele­
ment reference planes. The remedy, applied to each element edge, is to balance couples by 
added couple-forces parallel to the element reference plane. Details of procedures appear 
in [3.3,16.35]. The various corrections can be incorporated in one or more transformation 
matrices, which are applied to individual elements prior to assembly.

16.5 GENERAL SHELLS: CURVED 
ISOPARAMETRIC ELEMENTS

Summary. It is possible to model a shell of general shape by three-dimensional solid ele­
ments that (typically) have a thickness dimension considerably smaller than their other 
dimensions, as shown in Fig. 16.5-la. However, unless the shell is so thick that it should be 
regarded as a solid rather than a shell, three thickness-direction nodes at each comer supply 
more d.o.f. than needed. Elimination of midsurface nodes yields the element of Fig. 16.5-lb. 
Here thickness-direction lines remain straight but can rotate with respect to the shell midsur­
face, which is the behavior postulated in generating Mindlin elements for beams, arches, 
plates, and shells. In Figs. 16.5-la and 16.5-lb, as an element becomes thinner, thickness­
direction stiffness coefficients become much larger than other coefficients of the stiffness 
matrix, which produces ill-conditioning (Section 9.2). If in Fig. 16.5-lb we constrain each 
pair of nodes on a thickness-direction line to have the same thickness-direction displace­
ment, we are left with five translational d.o.f. per pair of nodes. Finally, we halve the number 
of nodes by replacing surface nodes by midsurface nodes, Fig. 16.5-lc, where each midsur­
face node has three translational d.o.f. and two rotational d.o.f.

In the following development, we begin with the type of element shown in Fig. 16.5-lc. 
We make no restriction as to the number of nodes per element, although eight- or nine- 
node elements are often used. As with other Mindlin-type elements, troubles with spurious 
modes and locking may be provoked (or avoided) by interrelated actions of element geom­
etry, number of nodes, formulation procedure, and numerical integration scheme.

Element Geometry. At a typical node i, Fig. 16.5-2a, a thickness-direction vector V3/ is

Figure 16.5-1. (a) A 20-node solid element, (b) Elimination of four midedge nodes 
yields a 16-node element, (c) Further constraint yields an eight-node element.
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in which Z3z, m3z, and n3i are direction cosines of the midsurface-normal line kij and xyz is 
a global coordinate system. Global coordinates of an arbitrary point in the element are

l3i

m3i 

n3i

(16.5-2)

where summation spans all element nodes and is the usual coordinate system used for 
isoparametric elements (Chapter 6). Midsurface coordinates are xt = (xj + xfc)/2, and so 
on. Shape functions N} depend on £ and 17 but are independent of £ For example, the Nt of 
Eqs. 6.4-1 are appropriate for the eight-node element of Fig. 16.5-lc. To define element 
geometry, one can either provide the global coordinates of all nodes j and k, or supply xz, 
yz, and the direction cosines of V3f for all nodes i.

Vectors Vn and V2Z in Fig. 16.5-2 are perpendicular to each other and to V3Z. Thus Vh 
and V2l are tangent to the element midsurface at node z, but they are not required to have 
any particular orientation with respect to global coordinate directions. Vb and V2Z are used 
to define directions of nodal rotation d.o.f. and /3Z. Directions of at and may differ 
from node to node in a single element, and may differ between elements at a node the ele­
ments share. Before elements are assembled, each element [k] must be transformed to suit 
a global set of d.o.f. at structure nodes.

One way to define Vu and V2/ is to establish Vb normal to both V3/ and the global y 
direction by writing the cross product Vh = j x V3l, where j is a unit vector in the y direction. 
Then V2Z = V3/x V1Z. (The calculation Vb = j x V3f fails if j and V3Z are parallel. In 
programming, one can test for this condition, and if it is encountered substitute the 
calculations V2Z = V3lxi and Vlz = V2Z X V3l-.) For subsequent use, we define the 
following matrix of direction cosines.

Figure 16.5-2. (a) Typical node z, and thickness-direction vector V3f (b) Orthogonal vectors at 
node z, and nodal d.o.f. (c) Displacements at an arbitrary point P on V3l- due to small nodal 
rotations at and ft.



580 Shells

From Eq. 16.5-2, the first column of Jacobian matrix [J], Eq. 6.5-2, contains

= ^N^{xi+Ctihi/2)

x,v= ^Ni>v(xi + ^til3i/2) (16.5-4)

x,£ = ^Ni{til3i/2')

Expressions for the second and third columns of [J] are similar.

Strain-Displacement Relation. The displacement of a point P on vector V3f, Fig. 16.5-2c, 
consists of the displacement of node i plus the displacement of P relative to i created by rota­
tion of V3f through small angles and fy. The relative displacement must be resolved into x, 
y, and z components before being added to displacement components of node i. For example, 
point P has the x-direction displacement

up = ui - £ 2 Jl2i + Z 2 )lli (16.5-5)

Hence, by shape function interpolation, displacements of an arbitrary point in the 
element are

(16.5-6)

Following standard procedures explained in Chapter 6, we express strains in terms of dis­
placement derivatives:

T TL«X ey ez Jxy Yyz TzJ = MlAx u,y u,z v,x ••• (16.5-7)

(16.5-8)

where [H] is the rectangular matrix in Eq. 6.5-3 and [J] 1 is the inverse of the 3 by 3 Jaco­
bian matrix [J]. Strains in Eq. 16.5-7 are with reference to global coordinate directions xyz.
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All six strains are included because the shell midsurface may have any orientation with 
respect to global directions. The condition that plane stress conditions prevail in midsurface­
parallel layers will be introduced subsequently, via the stress-strain relation. From Eq. 16.5-6 
we obtain

u't Ni.f
Ni,n

0

0

0 o -W.6/2
0 0 ~^NitVl2i/2
0 0 -t^/2

Ni>( 0 -^N^/2

Wi,vh/2 
t^^/2 
^it^u/2

0 0 0 -tlty,/2 t,Mnlf/2
a

ui
vi
W,. ►

ai
Pi.

(16.5-9)

Combination of Eqs. 16.5-7,16.5-8, and 16.5-9 yields

sy sz y^ yyz vt wt at /3jr (16.5-10)

The complete strain-displacement matrix [B] is built of as many 6 by 5 blocks [B(] as there 
are nodes in the element.

Stress-Strain Relation. The stress-strain relation can be stated as

{ct} = [E]{e} or as {o'} = [E']{e'} (16.5-11)

where {er} contains stresses in the global coordinate system xyz and {ct"} contains stresses 
in a local coordinate system we shall call 123, where directions 1 and 2 are tangent to the 
midsurface and direction 3 is normal to it. For an isotropic material, the relation 
{ct'} = [E']{s'} is

>1' E' vEr 0 0 0 0
<>2 vE' E' 0 0 0 0 e2

► — 0 0 0 0 0 0 e3 . (16.5-12)
t12 0 0 0 G 0 0 712

t23 0 0 0 0 G*  0 723

,t31. _ 0 0 0 0 0 G* .731.

where E' = E/(l -v2),G = 0.5E/(l + v), andG*  = 5G/6 in homogeneous material, 
where the factor of 5/6 accounts for the thickness-direction variation of transverse shear 
strain, which is more nearly parabolic than the constant value associated with Mindlin the­
ory. Note that Eq. 16.5-12 is contrived to make cr3 = 0 and provide plane stress condi­
tions in each thickness-direction layer. Matrix [E] is obtained from [E'] by the coordinate 
transformation [E] = [TJr[E'][TJ (see Eq. 8.2-10). In numerical integration, this trans­
formation must be carried out at each sampling point for which £ and 17 differ (multiple 
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sampling points on the same thickness-direction line have the same [E] if the material is 
homogeneous). Direction cosines needed in [TJ are direction cosines of vectors Vp V2, 
and V3 at the sampling point. In turn, these vectors can be established by shape function 
interpolation from nodal values:

Vi = V2 = V3 = (16.5-13)

in which the Nj are evaluated at the sampling point in question.

Stiffness Matrix [kJ. The element stiffness matrix is, with N the number of nodes 
per element,

fl fl fl T[k] = [B]r[E] [B] det[J] dl-d^dt (16.5-14)
5NX5N J_1 J_1 J_i5A,x6 6x6 6x5No

An alternative form for the product [B]r[E][B] is [Bz]r[Ez][B'], where [Bz] = [Te][B]. In 
this form one can omit null terms associated with midsurface-normal strain e3 and write 
[Ez] as a 5 by 5 matrix and [Bz] as a 5 by 5N matrix, thus making computations more effi­
cient.

Equation 16.5-14 is most economically integrated by assuming that the ratio of element 
thickness to element span is sufficiently small that the dependence of [J] on £ can be 
ignored. Thus [J] is evaluated on the midsurface and [B] can be written as [B] = 
[Bo] + ftBJ, where [Bo] and [BJ are independent of £. Also let [E] be constant. Then, 
after explicit integration in the thickness direction, Eq. 16.5-14 becomes

[k] = f1 f1 f2[B0]r[E][B0] + [B1]r[E][B1]'j det[J] di} (16.5-15)

However, even if thin, elements do not display rigid-body motion without strain unless their 
curvature is zero or thickness-direction integration is exact. And, of course, Eq. 16.5-15 
includes the assumption that [E] is independent of £, so that material inhomogeneity 
or layered construction is not taken into account. Details of thickness-direction integration 
are addressed in [3.3,16.36-16.39].

Element nodal loads come from the usual sources. Those associated with initial strains 
are, because {eoz} = [TJ{e0] and [E] = [Te]r[Ez][TJ,

[B]r[E]{e0] dV = f1 P [^Bl^T/tEKeo'JdettJldfdT?^ (16.5-16) 
J-l J-l J-l

Computed stresses referred to local directions 123 are

{a'} = [E']^[TJ[B]{d}-{e0'}j (16.547)

Remarks. Membrane and bending actions are coupled in the foregoing shell element 
when it is curved. Accordingly, one may encounter membrane locking, as described in 
Section 16.2, as well as shear locking, as described for plane elements in Section 3.6 and 
for plate elements in Section 15.3. Remedies for locking include devices used for plane 
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and plate elements, such as reduced integration, which may introduce spurious modes, and 
reduced integration with a device for stabilization [16.39,16.40]. Reduced integration 
reduces membrane-flexural coupling, thus making curved elements behave more like 
straight elements [16.41],

In the formulation described by the preceding equations, elements have five d.o.f. per 
node. If drilling d.o.f. (nodal rotations about the midsurface normal) are introduced as 
global d.o.f., a zero stiffness arises at a node if surrounding elements happen to be 
coplanar, unless drilling d.o.f. are included in the basic element formulation or a stabili­
zation matrix is added. A related difficulty is that of deciding what d.o.f. are appropriate 
if elements meet at an angle, as in a folded plate (see the discussion that follows 
Eq. 16.4-2). In this context we note that elements intended to model a cylindrical or 
spherical surface actually do not share a common tangent across an interelement bound­
ary because three-node element edges are parabolic rather than circular. For the same 
reason, a computed vector V3 at an arbitrary location in an element may not be precisely 
normal to the actual midsurface intended. The geometric discrepancies disappear as arcs 
subtended by elements approach zero,

A nine-node curved shell element based on assumed strains (rather than assumed dis­
placements) has been devised [16.42], It performs well, but does not pass patch tests for 
constant curvature [3.3]. The formulation of Eqs. 16.5-1 to 16.5-17 accommodates any 
number of nodes. The question of whether nine nodes are better than eight has not been 
settled [3.3,16.43].

16.6 TEST CASES. REMARKS

Test Cases. Elements for shells of general shape are among the most difficult elements 
to formulate. In practical applications, shell behavior is often difficult to anticipate, and 
various element types found in FE software may behave rather differently. Therefore, one 
may wish to test elements in software to be sure of their validity, sensitivity to shape dis­
tortion, and behavior in problems for which correct results are already known. If geome­
try is flat, a shell element should be able to solve either plane stress or plate bending 
problems, and should pass patch tests for both. Arch problems, such as those in 
Figs. 16.2-la and 16.4-2 and others tabulated [1.16], can be solved by shell elements of 
cylindrical shape.

Some other test cases for general shell elements are shown in Fig. 16.6-1 [16.14,16.39]. 
The shell roof is loaded by its own weight of q = 90 per unit area (we present data in con­
sistent but unspecified units). Straight edges are free and curved edges have “diaphragm” 
support, which means that translational d.o.f. in the plane of the curve are prohibited but 
translational d.o.f. normal to this plane and all rotational d.o.f. are unrestrained. Loads on 
the, pinched cylinder are F = 1.0, and circular ends have diaphragm support. A pinched 
cylinder with free ends is sometimes used, but it is not a challenging test case. The hemi­
sphere has a free edge, is restrained only against rigid-body motion, and has radial loads 
F = 2.0 at the equator. The twisted strip is cantilevered and there are two load cases, 
Fx - 10“6andF2 = 10-6. Commonly used numerical data, and accepted displacements 
Aa of point A in the direction of the load, are as follows:
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Problem R or b L t E V

Shell roof 25 50 0.25 432(106) 0.00 0.3024

Pinched cylinder 300 600 3.00 3(10s) 0.30 0.1825(10-4)

Hemisphere 10 — 0.04 68.25(106) 0.30 0.0924

Twisted strip (Fj) 1.1 12 0.0032 29(106) 0.22 5256(10~6)

Twisted strip (F2) 1.1 12 0.0032 29(106) 0.22 1294(10-6)

Symmetry can be exploited: one need model only one quadrant of the roof and one octant 
of the pinched cylinder. Exploiting both symmetry and antisymmetry, one might analyze 
an octant of the hemisphere, but a quadrant may be an easier choice. A similar test case 
cuts an 18° cap off the top of the hemisphere, so that the shell extends from the equator to 
latitude 72°; for this problem, = 0.094 [1ft 12]. A twisted strip with thickness 
t = 0.32 is sometimes used, but this test case is less demanding than the case t = 0.0032.

The foregoing cases test different aspects of element behavior. Membrane action domi­
nates in the shell roof, bending dominates in the hemisphere, and both actions are present 
in the pinched cylinder. Sensitivity to warping is tested if quadrilateral elements are used 
to model the twisted strip. Experience shows that a particular element may do very well in 
two or three of these test cases but quite poorly in one or two others.

The test case depicted in Fig. 16.6-2 is a curved strip of material, fixed at one end, and 
loaded at the other end by a force parallel to the longer dimension of the cross section. It 
has been called the “Raasch challenge problem” after I. Raasch, who experimented with 
various formulations of flat shell elements, both with and without the capability for trans­
verse shear deformation in the plate-bending portion of the stiffness matrix. He found that 
answers became worse with mesh refinement unless transverse shear deformation capabil­
ity was omitted from the element formulation [16.44]. Tip deflection computed from a 20 
by 136 by 2 mesh of eight-node hybrid solid elements is 4.9366 when f-direction thickness 
changes are unrestrained at the fixed end, while 20 by 136 by 1 meshes of shear-flexible 
shell elements predict two to five times this value, depending on the type of element used 
[16.44]. MacNeal’s analysis of the trouble [16.31] concludes that the manner of transfer of 
twisting moment from element to element produces spurious transverse shear deformation 
whose strain energy is proportional to (1 + ^Av2). Thus, decreasing t improves accuracy,

(a) (d)

Figure 16.6-1. (a) Cylindrical shell roof loaded by its own weight, (b) Pinched cylinder.
(c) Hemisphere loaded by four uniformly spaced radial forces in the equatorial plane, (d) Strip 
with a 90° twist over length L.
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Figure 16.6-2. A strip of material bent into a hook shape, seen in edge view and in 
isometric view. 9

as is shown by numerical experiment, and reducing w (as by refining the mesh) reduces 
accuracy. The remedy proposed involves examining the relation between element normals 
at each shared node, then ensuring that the moment about the defined shell normal is zero 
before restraining the corresponding rotational d.o.f. The Raasch test case reminds us to be 
wary: some elements that failed the test had been in service for years and were thought to 
be working properly.

Remarks. When loads are distributed, as from applied pressure, the nodal load vector 
should not contain moment terms, for reasons discussed in the latter part of Section 2.9. For 
proper application of pressure loads, and for proper interpretation of computed stresses, one 
must pay attention to the “upper surface” problem discussed at the end of Section 15.1.

For acceptable accuracy, a shell element should not subtend a large angle. The allow­
able angle depends on the element type, the problem at hand, and the accuracy required. 
As rough guidelines, triangular and quadrilateral elements might subtend no more than 
15°, and conical elements no more than 12°, or perhaps 5° if near the axis of revolution.

Near shell intersections, such as a T intersection of pipes or a pressure vessel outlet, 
behavior may be sufficiently complicated that 3D solid elements should be used rather 
than shell elements, especially if the shell is rather thick. Shell elements may yet be appro­
priate farther from the intersection, with the shell-to-solid transition modeled in a fashion 
similar to the beam-to-plane transition depicted in Fig. 10.10-3. Special-purpose elements 
for shell intersections are available [16.45]. Similarly, there are special pipe elbow ele­
ments, that account for such effects as ovalization of the cross section due to applied bend­
ing moment and the stiffening effect of internal pressure [16.46]. Elbow elements appear 
in software capable of piping system analysis.

Materials need not be homogeneous, isotropic, or linearly elastic. Then thickness-direction 
integration requires more sampling points or other special attention [16.38]. Elements that 
account for thickness-direction variation of material properties may or may not use several 
nodes through the thickness, depending on the theory adopted [15.5].

A shell so thin that its bending stiffness is negligible may be analyzed as a membrane by 
including only midsurface displacements and nodal translations as d.o.f. Thus, for exam­
ple, we discard k and [kfc] in Section 16.2, [D^] in Section 16.3, [kJ in Section 16.4, and 
[BJ in Section 16.5. Stress stiffening, discussed in Chapter 18, is commonly included. 
Without it, a flat membrane would have no resistance to lateral load. Possible wrinkling of 
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a membrane can be accommodated, most simply (and perhaps crudely) by using a material 
property matrix [E] that provides no stiffness in the direction of a compressive principal 
stress. Of course, one must first detect the onset of compressive stress and establish its 
direction; accordingly the solution must be obtained by iterative cycles of analysis and 
revision of material properties. Iteration is also needed to define stress stiffening, as it 
depends on membrane stresses that are not usually known in advance. References include 
[15.5,16.47-16.50].

16.7 AN AXISYMMETRIC SHELL 
APPLICATION

The structure we consider is a segment of a thin spherical shell, Fig. 16.7-la. It is fixed to 
a rigid support at the equator and is loaded by a ^uniformly distributed downward force 
around the 30° parallel, which is unrestrained. The state of stress is to be investigated.

Preliminary Analysis. Axial symmetry prevails. Compressive membrane force in the 
meridional direction is expected throughout. Meridional bending moment is also expected, 
near the 30° parallel because load q has a component normal to the shell, and near the equator 
because the fixed support suppresses any tendency to displace or rotate. Meridional mem­
brane force at the equator is easy to calculate by statics. Equilibrium of vertical forces requires

2itRNb = 2ir(R cos 30°)? hence NB = 0.866? = 4.33 N/mm (16.7-1)

Meridional membrane stress NB/t = 4.33 MPa (compressive) is present on the shell mid­
surface at B. If radial displacement were unrestrained at B, a circumferential tensile stress 
of equal magnitude would appear in order to provide equilibrium of forces normal to the 
shell [2.6]. Thus the shell wants to expand around the equator, but is restrained by the sup­
port, which applies inward radial line load VB around the equator. Load VB tries to rotate 
the shell inward; the support prevents rotation by applying meridional moment MB distrib­
uted around the equator. Around the top of the shell, there is no support to oppose the 
shell-normal component of load q.

(a) (b) (c)

Figure 16.7-1. (a) Geometry, loading, and properties of a shell of revolution, (b) Computed 
displacements along AB, multiplied by 200. (c) Computed displacements along lower quarter 
of AB, multiplied by 2000.
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Summing up, we expect computed results to display large inward deflection near 
A, where no support opposes the inward component of applied load. We expect no 
meridional bending moment at A because this edge is free. Slightly downward from 
A, because of inward bending, meridional bending stress should be tensile on the 
outside surface. At the equator, meridional membrane stress should be the predicted 
value, 4.33 MPa compressive. We expect NB, VB, and MB to be in the directions 
shown, and meridional bending stress at B to be tensile on the inside surface.

Finite Element Analysis. The appropriate shell elements are axisymmetric. We 
elect to use two-node conical elements, described by Fig. 16.3-lb and Eqs. 16.3-3 
and 16.3-4. Within a meridional distance of jRt = 7800 • 1 = 28 mm from A and 
B, the mesh should include at least two elements even in a coarse mesh. For the 
present analysis, the software is instructed to mesh the arc from A to B automati­
cally, using element lengths of 4 mm at A and B and 20 mm at the middle of the arc. 
The result is 65 nodes and 64 elements with graduated element lengths along the 
arc. All three d.o.f. at B are set to zero; all other d.o.f. of the mesh are unrestrained.

Critique of Results. Computed displacements are found to have the qualitative 
behavior expected (Fig. 16.7-lb,c), and reactions NB, VB, and MB are found to have the 
directions expected. Computed meridional membrane stress at B is -4.33 MPa, exactly as 
predicted. Meridional bending moment M near the top and bottom is shown in Fig. 16.7-2. 
The sign convention is that of the software used, namely that M is positive when it creates 
tensile flexural stress on the inside of the shell (opposite to the direction of Ms shown in 
Fig. 16.3-la). As expected, M = 0 at A. The largest meridional flexural stress is 
±6M/t2 = ±6(17.7)/12 = ±106 MPa, about 17 mm from the top. At this location, the 
meridional membrane stress is only about -6 MPa and the net meridional stress is about 
-112 MPa, on the inside of the shell. Net meridional stresses at the equator are 
comparatively small, being about 6 MPa on the inside and -15 MPa on the outside. The 
largest magnitude of stress is found at the top, where the large inward displacement creates 
a circumferential membrane stress of -175 MPa. So large a compressive stress in a thin 
shell suggests that buckling is possible, for which a separate analysis would be required.

For this type of element, the software used does not provide a relative energy error based 
on interelement stress discontinuities. Even if the estimate were available, it might not alert 

M

Figure 16.7-2.
Meridional 
bending moments 
in the shell of 
Fig. 16.7-1, 
computed by FEA. 
(a) Near the top. 
(b) Near the 
bottom.
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us to trouble if we were to use elements spanning arcs so large that local behavior near shell 
edges A and B could not be captured.

It is known that edge effects in axisymmetric shell problems are represented by damped 
sine and cosine functions, in the manner described for a cylindrical shell following Eq. 16.1-2. 
This is indeed the behavior seen in Figs. 16.7-1 and 16.7-2. The smoothness of the plotted 
curve in Fig. 16.7-2 suggests that mesh refinement would change results very little.

It happens that there are tabulated formulas applicable to this problem, although they are 
tedious to apply in hand calculation [1.16,2.6]. These formulas give values of VB, MB> and 
largest meridional bending moment less than 1% different from those computed by FEA.

ANALYTICAL PROBLEMS

16.1- 1 (a) Let x and y be meridional and circumferential directions in a cylindrical shell 
of revolution with hemispherical end caps. Internal pressure is applied. Accord­
ing to Eqs. 16.1-1 and elementary pressure vessel formulas, what are Nx, Ny, and 
Nxy in the cylinder and in its end caps?
(b) Imagine that a garden hose has an elliptical cross section. Why does increas­
ing pressure make the cross section almost circular? Around the external circum­
ference, sketch the approximate variation of circumferential flexural stress due to 
internal pressure.

16.1- 2 The cylindrical tank shown contains a step change in thickness and is capped by a 
hemispherical shell. Loads consist of axial force Q and internal pressure.
(a) Explain why load Q cannot be supported by membrane action alone.
(b) Remove fixity at CC and divide the vessel into three parts by making circum­
ferential cuts around parallels AA and BB. Then sketch the deformation each part 
would have if it sustained only the membrane stresses caused by pressure p.
(c) Show by sketches the loads (applied by one part to another) needed to restore 
continuity of displacements and rotations.

Problem 16.1-2

16.2- 1 Write an expression for strain es, analogous to Eqs. 16.2-2, if arch radius R is a 
function of j.

16.2- 2 (a) Derive Eqs. 16.2-4.
(b) Consider a quarter-circle arch that occupies the first quadrant of rectangular 
coordinates. By three separate sketches, show displacement fields associated with 
&1, &2, an(i ^3 in Eqs. 16.2-4.
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16.2-3 For element 1-2 in Fig. 16.2-3b, write the coordinate transformation of nodal 
d.o.f. from part (a) to part (b). That is, define all necessary coefficients in terms of 
L and R. Assume that local d.o.f. are ordered as shown in Eq. 16.2-6, and that glo­
bal d.o.f. in Fig. 16.2-3b have the order [£>sl Dri Ds2 Dr2 ^]T’

16.2-4 Model a complete circular ring by four straight elements of equal length. The FE 
model is therefore a square, as shown. Calculate the relative separation of loads P, 
accounting for deformation due to bending only. Take the element length as (a) chord 
length L - ^2R, and (b) arc length L = irR/2. The exact result is 0.1488PP3/E7. 
Suggestion: Apply elementary beam theory.

Problem 16.2-4

16.2-5 For an arch of constant radius, integrate Um of Eq. 16.2-3 using the displacement 
field of Eq. 16.2-9. Hence, show that the condition Um = 0 implies Eqs. 16.2-11.

16.2-6 Using displacement fields cited in (a) and (b) below for an arch of constant 
radius, establish the relation between nodal d.o.f. and generalized d.o.f. av That 
is, determine [A] in the relation

L«1 w1 ifa u2 w2 faf = [A]L«1 a2 a3 a4 a5 a6]T

where (// = dw/ds for a thin arch, (a) Use Eqs. 16.2-9. (b) Use Eqs. 16.2-12.
16.2-7 In [k] of the element associated with Eqs. 16.2-12, the diagonal and off-diagonal 

coefficients associated with radial deflections at nodes are 

*22 - *55
24 192 160

350 35
ai i 21 108 0and

where 0 = L/2R for an element of arc length L [16.17]. Use this information to 
analyze the ring of Problem 16.2-4, again using a single element per quadrant.

16.2-8 In formulating an element stiffness matrix [k] from Eqs. 16.2-12, strain energy 
Um makes no contribution to [k]. Why cannot Um simply be discarded in the for­
mulation of other arch elements, such as the one associated with Eq. 16.2-9?

16.2-9 (a) Verify the correctness of Eqs. 16.2-15 and 16.2-16.
(b)',Determine the analogous equations of constraint associated with use of a sin­
gle sampling point to numerically integrate Um and Us.

16.2-10 Investigate the y^ = 0 condition and the effect of reduced integration on a three- 
node Mindlin arch element (obtain equations analogous to Eqs. 16.2-17 and 16.2-18).

16.3-1 Consider a thin cylindrical shell of radius R whose midsurface meridional strain 
ems is unrestrained. By considering the energy associated with membrane strains
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e^ and sm6 show that radial displacement w is in effect resisted by an elastic 
foundation of modulus Et/R2 (as well as being resisted by bending stiffness).

16.3- 2 Consider a cylindrical shell, thin-walled and symmetrically loaded, but without 
axial loads. Thus Ns = 0, membrane strains have the relation = -vsm$, and 
meridional displacement u need not be considered. Use a cubic w field, and deter­
mine the 4 by 4 element stiffness matrix that operates on nodal d.o.f. w; and

16.3- 3 Let uniform pressure p be applied to the inner surface of the element described by 
Eqs. 16.3-7. Evaluate the consistent element nodal load vector.

16.3- 4 A cylindrical pipe terminates in a heavy flange. The pipe is modeled by shell of 
revolution elements, the flange by four-node solid of revolution elements. At the 
juncture shown in cross section, nodes A and B are on the flange and node C is on 
the pipe. What transformation matrix [T] should be written so that d.o.f. of node 
C can be replaced by d.o.f. of nodes A and Bl 
(a) Let the problem be axisymmetric.
(b) Let the problem be without axial symmetry.
(c) Repeat part (b), but state the relation by writing a constraint matrix [C] instead 
of transformation matrix [T] (see Section 13.1).

16.4 -1 Let a doubly curved shell be modeled by flat triangular elements, each with ver­
tex nodes but without drilling d.o.f. In what way are interelement displacements 
incompatible? Give a plausible argument to the effect that mesh refinement nev­
ertheless provides convergence to correct results.

16.4- 2 Imagine that each side of a rectangular box is modeled by a mesh of flat shell ele­
ments. Internal pressure is applied. Along edges where sides intersect, what d.o.f. 
can probably be set to zero, and why?

16.5- 1 Write an equation analogous to Eq. 16.5-2 but applicable to the element of 
Fig. 16.5-lb:, (Each shape function should depend on £ and 17 and should be 
multiplied by a linear function of £.)

16.5- 2 (a) Define terms in Jacobian matrix [J] in terms of £, Nit N^, Ni v, nodal coordi­
nates, and components of V3f.
(b) Specialize the results of part (a) for an element that is flat, of uniform thick­
ness, and whose midsurface coincides with the xy plane.
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16.5-3 (a) Imagine that instead of rotational d.o.f. at and ft about local directions 
(Fig. 16.5-2), we choose to use rotational d.o.f. ft^, fiyi, and flzi, which are small 
rotations about global axes x, y, and z. Write the appropriate form of Eq. 16.5-6 
and define terms in the direction cosine matrix suited to this representation.
(b) Check that the result of part (a) agrees with Eq. 16.5-6 for three special cases: 
all vectors V3f parallel to the x axis, then all parallel to the y axis, and finally all 
parallel to the z axis.

16.5- 4 Let a typical [B-] in Eq. 16.5-10 have the form [Br] = [H][Bt], where [H] is the 
6 by 9 matrix defined by Eq. 6.5-3 and [B J is a 9 by 5 matrix. Express [B f] as a 
function of £, Nh N^, Ni v, direction cosines, and the T- in [F] = [J]'1.

16.5- 5 The sketch represents an end of an isoparametric beam element, whose geometry 
is defined by the position of nodes along its centerline and vectors V2z and V3/ 
that span its rectangular cross section.
(a) Write an equation of geometry analogous to Eq. 16.5-2.
(b) Write an equation of displacement analogous to Eq. 16.5-6.

Problem 16.5-5
COMPUTATIONAL PROBLEMS

In the following problems, compute significant values of displacement, moment, or stress, 
as appropriate. Exploit symmetry where possible. When mesh refinement is used, estimate 
the maximum percentage error of results.provided by the finest FE mesh. Where dimen­
sions or loads are not assigned, choose values that seem reasonable or convenient. Where 
material properties are needed but not stated, use properties of steel. Apply the analysis 
methodology suggested in Section 1.5.
Cl6.1 A thin shell of revolution in the shape of a truncated cone is simply supported 

around its base, as shown. A uniformly distributed line load q is applied around 
the top parallel. (If the cone is rather flat, it is also known as a “Belleville spring” 
and has a nonlinear load versus deflection response.)

---------- r2----------->|Problem C16.1
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C16.2 Possible modifications of Problem C16.1 include the following:
(a) Add a reinforcing ring (such as the flange in Problem 16.3-4) to the top and/or 

' bottom.
(b) Uniformly heat the upper half or the lower half.
(c) Apply load q around only half of the top parallel.
(d) Reorient load q so that it is directed circumferentially and acts to twist the 
shell.
(e) Uniformly heat only half the circumference.

C16.3 (a) The sketch shows an end closure on a cylindrical pressure vessel of radius Rc. 
The closure consists of a toroidal “knuckle” of radius Rt and a spherical cap of 
radius Rs. Investigate stresses that result from internal pressure or from tempera­
ture that varies linearly through the wall thickness.
(b) Rather than using a toroidal knuckle of constant radius Rt, the cylinder and its 
spherical-segment cap can be connected by a transition shell of varying radius. 
Seek the shape of a transition shell that is “best” in some sense. (References on 
pressure vessel design may be useful.)

Problem C16.3 Problem C16.4

Cl6.4 Let a thin-walled shell of revolution consist of a cylindrical portion of radius Rc 
capped by a closure whose meridian is a circular arc of radius Rs, as shown. As an 
option, the juncture may be reinforced by a ring of rectangular cross section, as 
shown. Let cylinder and cap intersect the ring (if present) at midwidth, a distance 
b/2 from each side. The base of the cylindrical shell (not shown) may be consid­
ered fixed. Loads may be (1) internal pressure, (2) self-weight, with axis vertical 
as shown, (3) self-weight with axis horizontal. Some geometries of possible inter­
est are
(a) ax = a2 = 0, Rs = Rc (hemispherical end cap).
(b) ax = J3RC, a2 = 0,Rs = 2RC (shallow end cap subtends a 60° angle). 
(c)ar = -J3RC9O2 = 0,Rs = 2RC (like part (b), but with cap “dished in”).

Cl 6.5 Solve the circular ring problem of Fig. 2.13-2 by means of a single shell of revolu­
tion element, using Fourier series to represent the loads.

Cl6.6 Consider cantilever beams that are slender and thin-walled. Some possible cross 
sections are shown as (a), (b), and (c) of the sketch. Loading shown is by trans­
verse tip force F. As options, F might be applied at other cross sections along 
length L, or at other locations on a cross section.
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t

(a) (b) (c)

Problem C16.6

C16.7 In Problem C16.6, determine the x coordinate of the ^-parallel force F such that 
the beam will bend without twisting (that is, determine the x coordinate of the 
shear center).

C16.8 In Problem C16.6, cross sections (b) and (c), replace transverse force F by self­
equilibrating axial forces. For example, on cross section (a), apply z-direction 
forces + P to lower left and upper right flange tips, and z-direction forces -P to 
upper left and lower right flange tips. An alternative support condition is one that 
prevents rigid-body motion but does not restrain deformation.

Cl6.9 In Problem Cl6.6, let beam axis z be curved rather than straight. Cross sections 
may be oriented as shown or rotated 90 degrees. Possible loadings include trans­
verse tip force, acting either in the plane of curvature or normal to it.

Cl6.10 Thin-walled pipes of circular cross section intersect at a right angle, as shown. As 
an option, the ellipse formed by the intersection may be reinforced by a stiffening 
member on the outside of the shell. Stresses at and near the intersection are of 
interest. Obtain a separate solution for each of the six loadings shown. 
For convenience, a force or moment load may be applied to the center of a 
circular disk on the end of the structure.

Problem C16.10

C16.ll Test cases shown in Fig. 16.6-1 may be analyzed to determine rate of convergence 
with mesh refinement (as well as the ability of the software to produce correct 
results). Thus one might use 1, 4, 16, etc. quadrilaterals per quadrant (or per 
octant) of the structure. For the pinched cylinder and hemisphere test cases, one 
might also solve using axisymmetic elements and Fourier series representation of 
loads, and assess convergence rate with number of harmonics used.



594 Shells

C16.12 Attach a reinforcing beam to each straight edge of the shell roof in Fig. 16.6-la. 
As another option, cantilever the roof from one end, leaving the other end free.

Cl6.13 A segment of a circular cylindrical shell is fixed on two straight edges, as shown. 
Uniform line load q acts on one of the curved edges and is radially directed.

Problem C16.13
C16.14 A square tube and a circular tube are connected by a conical transition section, as 

shown. Possible loads include internal pressure p, temperature gradient, bending, 
axial force, and torque about the longitudinal axis.

Square Conical Circular

Side view End viewProblem C16.14



CHAPTER

NONLINEARITY: AN INTRODUCTION

Selected nonlinear problems are described and given a finite element formulation. Solu­
tion procedures for nonlinear equations are discussed. In discussions of material and geo­
metric nonlinearity, emphasis is given to elastic-plastic problems and to large-deflection 
elastic problems. Modeling suggestions for nonlinear analysis are included.

17.1 NONLINEAR PROBLEMS ’

To identify behavior as nonlinear is only to say what the behavior is not. Nonlinear behavior 
admits a wide variety of phenomena, possibly interacting with one another, and each perhaps 
difficult to formulate. It is fortunate that linear models provide satisfactory approximations for 
many problems of practical interest. However, substantial departure from linearity is 
common. In heat transfer analysis, material properties are often temperature-dependent; phase 
change absorbs or liberates heat and changes properties; radiation makes analysis highly 
nonlinear because it depends on the fourth power of absolute temperature. In structural 
mechanics, material may yield or creep; local buckling may arise; gaps may open or close. 
Nonlinear problems pose the difficulty of describing phenomena by realistic mathematical 
and numerical models and the difficulty of solving nonlinear equations that result. Effort 
required of the analyst increases substantially when a problem becomes nonlinear. 
Computational cost may also be a concern, despite the growing capability of computers. 
Nevertheless, nonlinear analyses are undertaken more and more often because software has 
become more capable and more widely available, computational costs have declined, more 
demands are placed upon structures, and more understanding of manufacturing processes is 
required.

In structural mechanics, types of nonlinearity include the following:

• Material nonlinearity, in which material properties are functions of the state of stress 
or strain. Examples include nonlinear elasticity, plasticity, and creep.

• Contact nonlinearity, in which a gap between adjacent parts may open or close, the 
contact area between parts changes as the contact force changes, or there is sliding 
contact with frictional forces.

• Geometric nonlinearity, in which deformation is large enough that equilibrium equa­
tions must be written with respect to the deformed structural geometry. Also, loads 
may change direction as they increase, as when pressure inflates a membrane.

Problems in these categories are nonlinear because stiffness, and perhaps loads as well, 
become functions of displacement or deformation. Thus, in structural equations 
[K]{D} = {R}, coefficient matrix [K] and perhaps load vector {R} become functions of 
{D}. We cannot immediately solve for {D} because information needed to construct [K] and 
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{R} is not known in advance. An iterative process is required to obtain {D} and 
its associated [K] and {R} such that the product [K] {D} is in equilibrium with {R}.

When equations [K]{D} = {R} are nonlinear the principle of superposition does not 
apply. That is, we cannot scale results in proportion to load or superpose results of differ­
ent load cases. Each different load case requires a separate analysis. Also, for a given set 
of loads there may be more than one solution {D}. If a load case consists of (say) two por­
tions that are sequentially applied, reversing the sequence of application may produce dif­
ferent results.

A substantial literature is devoted to FEA in nonlinear problems. In structural 
mechanics, currently available books have some 670 pages [11.49], 370 pages [17.1], 
340 pages [17.2], and 490 pages [17.3], The present chapter is of course more limited. 
The following section describes some equation-solving techniques applicable 
to time-independent nonlinear equations. Subsequent sections contain introductory 
discussions of plasticity, contact problems, and geometric nonlinearity. Successful 
nonlinear FEA requires—as usual—a grasp of the physical problem, but also more 
understanding of equation-solving procedures than is required for linear analysis, 
because a single strategy may not work for all problems. Satisfactory results may 
appear only after several attempts and a change of strategy.

17.2 SOME SOLUTION METHODS

In this section we summarize commonly-used methods of solving time-independent 
equations [K]{D} = {R} for d.o.f. {D} when [K] is a function of {D}. The source of 
nonlinearity is not important in the present discussion. In order to depict procedures as 
two-dimensional plots of load versus response, we apply solution methods to a special 
case, namely the single nonlinear equation/(w,x) = 0 for u = u(x), where u is the only 
dependent variable. A physical problem that leads to this equation is that of a single 
force applied to a nonlinear spring, Fig. 17.2-la. The relation between load P 
and displacement u is

ku = P or (kQ+kN)u = P where kN = kN(u) (17.2-1)

In order that this single-d.o.f. problem correspond to a realistic multiple-d.o.f. problem [K]{D} = {R}, we imagine that k, and hence spring force ku, can be calculated for any 
given value of w, but that it is not possible to explicitly solve for u when P is prescribed. 
Instead w is obtained by taking a series of linear steps, each of which corresponds to a 
change in load. Calculation procedures may use the tangent stiffness, which is defined as 
kt = dP/du and represents the slope of the P versus u plot.

k = kQ + kN, where kN = kN(u) 
kAu = AP, where kt=^

1 ’ 1 du

Figure 17.2-1. (a) Single- 
d.o.f problem of a nonlinear 
spring, (b) Hardening and 
softening behavior.(a)
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(a) (b)

Figure 17.2-2. Iterations to convergence at each of load levels Pi and P2. (a) Newton-Raphson 
iterations, (b) Modified Newton-Raphson iterations.

In the one-dimensional nonlinear spring analogy, stiffness is a function of u, but a pre­
scribed load is simply a value of P, independent of u. In a multidimensional problem, both 
[K] and {R} may be functions of {D}. Examples include a geometrically nonlinear prob­
lem in which a prescribed pressure creates nodal loads that change direction as the structure 
deforms, and a heat transfer problem in which radiation from a source having prescribed 
temperature creates nodal flux loads that depend on nodal temperatures.

Some of the many solution methods are as follows. It is often effective to use the meth­
ods in combination, although some combinations may be detrimental rather than helpful.

Newton-Raphson (N-R). In calculus texts, this method may be known as Newton’s 
method, and may be explained as a way of extracting a root of a polynomial. Here we 
describe it as a way of generating the P versus u curve, whose shape is not known at the 
outset.

In Eq. 17.2-1, imagine that initially w = 0. Then a load Px is applied and we seek the 
corresponding displacement u{. The initial tangent stiffness is called in Fig. 17.2-2a, 
and the initial load increment is the load itself; lSPx = P1 because we have chosen to start 
from zero load. We calculate the current displacement increment and update the solution:

ktQ Au = APi Au = ktQ^P1 uA = 0 +Aw (17.2-2)

Here uA is the current estimate of the desired result uP This estimate is not exact because 
the deformed spring does not yet exert a force that equilibrates load Pp The current force 
error (or load imbalance) ePA is

ePA - Pi - kuA where k = k(u) is evaluated using displacement uA (17.2-3)

Here kuA is the resisting force provided by the structure in its current deformation state. (In 
specific applications, such as plastic analysis, resisting forces may be calculated directly 
from element stresses, without generating a stiffness matrix in the process.)

We now commence “equilibrium iterations” intended to eventually reduce the imbal­
ance to zero. While keeping Px constant we take another step, starting at point a in 
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Fig. 17.2-2a and moving along a tangent to the curve at point a. Thus we obtain a more 
accurate displacement uB.

ktaAu = ePA Au = kt^ePA uB = uA + Au (17.2-4)

The spring force still does not equilibrate applied load Pv The current force error is

ePB = P\~kuB where k = k(u) is evaluated using displacement uB (17.2-5)

The next step moves along a tangent to the curve at point b and provides another displace­
ment increment Au and the updated displacement uB + Au. Although this method is not 
guaranteed to converge for all nonlinear problems, continued iteration typically causes 
force errors to decrease, successive displacement increments Au to approach zero, and the 
updated solution to approach the correct value uP 9

Another load increment AP2 can now be added, and iteration begun again to seek dis­
placement u2, which corresponds to the total applied load P2. Equations corresponding to 
Eqs. 17.2-2 and 17.2-3 are

fczlAu = AP2 Au = kt^AP2 uc = u^ +Au (17.2-6)

ePC ~ P2~kuc where k = k(u) is evaluated using displacement uc (17.2-7)

Clearly, by applying a sequence of increasing load levels, and iterating to convergence for 
each, we can locate as many points 1, 2, 3, ... as are needed to construct an adequate rep­
resentation of the P versus u curve. The likelihood of convergence to a correct solution at 
each load level is enhanced by taking small load steps.

Modified Newton-Raphson. Rather than updating tangent stiffness kt prior to each cal­
culation of a displacement increment Au, the same tangent stiffness can be used in many 
iterative cycles. The procedure is depicted in Fig. 17.2-2b, where initial tangent stiffness 
kt() is used until convergence at load level then updated to and maintained at ktl until 
convergence at load level P2. This alternative choice of tangent stiffness is the only alter­
ation needed in Eqs. 17.2-2 to 17.2-7.

Cost reduction is the motivation for adopting the modified N-R method. In a multidimen­
sional problem, the original N-R method requires that a new tangent stiffness matrix [KJ be 
generated prior to each calculation of d.o.f. increments {AD}, and the actual calculation of 
{AD} requires factorization of [KJ in order to solve the simultaneous algebraic equations. 
Modified N-R avoids repeated generation of [KJ, and each calculation of {AD} after the first 
requires only the processing of a new right-hand side. Thus, although the modified N-R 
method requires more iterations than the original N-R method, each iteration is accomplished 
more quickly, and the cost savings can be appreciable. Overall computational cost is usually 
lowest when [KJ is updated occasionally, typically when a load increment is added, as shown 
in Fig. 17.2-2b.

Other Methods. The most elementary solution method may be direct substitution. This 
method does not use a tangent stiffness matrix. Instead the coefficient matrix is repeatedly 
updated and the entire solution repeated. Thus, for the case in which {R} is constant, we 
begin with an initial assumption {D }0 for the d.o.f. (perhaps with all Dt equal to zero), 



17.2 Some Solution Methods 599

establish the corresponding [K]o, and solve equations [KJ^D^ = {R} for {D} 15 which 
is presumably a more accurate solution than {D}0. Then we establish [K] x based on {D^ 
and solve for {D}2, and so on. The method is often inefficient, and is more likely to 
encounter convergence difficulties than tangent stiffness methods.

The initial stiffness method uses stiffness matrix [KJ throughout, regardless of the load 
level. Nonlinearities are taken to the right-hand side and repeatedly updated until conver­
gence. In notation analogous to that of Eq. 17.2-1, the method is [Kj{D}f = 
{R} - [Kn]{D}m, where [K] = [Ko + KN], and [KJ and [K^l are respectively constant 
and displacement-dependent matrices. Because [Kg] is the same as [Kr] when displace­
ments are zero, the initial stiffness matrix is a modified N-R method in which the tangent 
stiffness is never updated. Like the direct substitution method, the initial stiffness method 
may converge slowly or not at all, depending on details of the problem at hand.

Load versus deflection relations depicted in Fig. 17.2-3a are troublesome for one or both 
N-R solution methods. Each curve displays a “limit point,” labeled L in Fig. 17.2-3a, which 
is a relative maximum on the load versus displacement plot, where the tangent stiffness is 
zero. Physically, for the nonlinear spring problem, each curve could be generated by dis­
placement control, gradually increasing u and applying whatever P is needed. (Computation­
ally, the method would not be as simple for a multiple-d.o.f. nonlinear problem because the 
relationship among d.o.f. in {D} for a given load vector is not known in advance.) Both 
curves in Fig. 17.2-3a are characteristic of snap-through buckling: when a limit point is 
reached under gradually increasing load and displacement is not controlled, displacement 
suddenly jumps to a much larger value on the rising part of the curve. Curve OB also charac­
terizes some fracture problems. In computation, if load Pc slightly greater than the limit point 
load of curve OA is applied, N-R iterations give very large increments Aw as point L is 
approached, and negative increments Aw as soon as point L is passed. The process may fail to 
converge to point c. Modified N-R iterations succeed, but slowly. Portions L-l and L-2 of the 
curves cannot be calculated by either of the N-R methods depicted in Fig. 17.2-2. (Indeed, 
static analysis ignores the dynamic reality of snap-through, which may be of importance in 
the actual structure.) A method that usually succeeds for both curves is known as the arc­
length method [15.7,17.1-17.6]. As depicted for a one-dimensional problem in Fig. 17.2-3b, 
the arc-length method is a form of N-R iteration in which, within each new level of external 
load, iterative increments of load and displacement are adjusted in such a way that iterative 
steps 1A, aB, bC, and so on cause points A, B, C, and so on in Fig. 17.2-3b to lie on a curve 
of radius AZ centered at initial point 1. The method incorporates a way to keep the process 
from doubling back on itself when the curve acquires a negative slope. Because of adjust­
ments inherent in the method, computed displacements correspond to a load level that is 
adjusted by computation and is slightly less than the load level used to start the process.

(b)

Figure 17.2-3. (a) More 
complicated load­
displacement curves. 
Both are physically 
possible. Each peak 
L is a limit point.
(b) Successive iterations 
in the arc-length method.
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(a) ’ (b)

Figure 17.2-4. A hardening curve, showing the first two calculation steps, starting 
from zero load, (a) N-R method, (b) Modified N-R method.

In preceding descriptions we have emphasized softening curves. Figure 17.2-4 depicts 
the application of N-R and modified N-R iterations to a hardening curve. We see that, for 
the particular curve depicted, the N-R method at first overestimates displacement but con­
verges in subsequent iterations. The second iteration of the modified N-R method uses 
such an erroneous tangent stiffness that subsequent iterations may diverge or become 
stuck in an endless loop. The modified N-R method is more likely to fail with hardening 
behavior than with softening behavior, especially if load steps are large. Sometimes com­
putational stability can be restored by underrelaxation. Thus, rather than updating the pre­
vious solution by the entire current increment Aw, we update by a fraction of it:

Mnew = “oid + MAw or [D]new = {D}old +/z{AD] where 0</z<l (17.2-8)

Procedures for determining a good choice of /z are known as line search algorithms 
[17.1-17.3].

Increasingly, methods known by the names quasi-Newton and secant stiffness are being 
used. Consider Fig. 17.2-5a, and imagine that two cycles of modified N-R iteration have

(a) (b)

Figure 17.2-5. (a) Secant step following two modified N-R iterations, (b) Incremental 
solution, with and without equilibrium corrections.
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produced displacements uA and uB. A much-improved solution is obtained by taking the 
next step along a secant through points a and b. The method is robust, and an important 
consideration for multiple-d.o.f. problems is that the inverse of the secant stiffness matrix 
can be obtained by updating the preceding tangent-stiffness inverse [Kr]-1 (which in 
Fig. 17.2-5a corresponds to l/fcf at zero load). Thus the equation-solving cost of the secant 
step is greatly reduced, which more than pays for the cost of generating the secant-stiffness 
inverse matrix. References include [2.14,17.2,17.7,17.8].

Open circles in Fig. 17.2-5b depict results of purely incremental steps, with an increase 
in external load at each step and without equilibrium iterations at each load level. The ini­
tial step takes us to point A, where the force imbalance is ePA. If we include such imbal­
ances in succeeding steps, we obtain the sequence of displacements

= kt0&P where AP = Pi

uB = uA + k~'[bP + ePA] where AP = P2 - Pi (17.2-9)

uc = uB + kta [ AP + ePB] where AP = P3-P2

and so on. Thus we obtain points A, B, C, and so on, which serve as points through which 
an approximation of the correct curve can be constructed. If load imbalance terms ePA and 
ePB are omitted from the equations, displacement errors accumulate, providing the inferior 
approximation indicated by the dashed line and open circles in Fig. 17.2-5b. The dashed 
line is recognized as an instance of Euler’s method of numerically solving a first-order 
differential equation.

As a solution approaches a limit point (Fig. 17.2-3a) under gradually increasing load, 
the physical structure often approaches collapse. The determinant of [Kf] approaches zero 
and displacement increments become very large. Just past a limit point, [Kz] has a negative 
determinant, which may cause failure of the equation solver (depending on the algorithm 
used). Reaching a limit point can also be signaled by a near-zero value of the current stiff­
ness parameter, which is a scalar stiffness measure constructed from previously computed 
force and displacement increments [17.1].

It is possible to solve a time-independent problem by using methods intended for structural 
dynamics. A fictitious damping matrix is assigned to the structure, and displacements are 
computed as a function of time. When the structure stops moving, the time-independent 
solution has been obtained. Physically, one can imagine that this method amounts to 
immersing the structure in a viscous fluid, which damps strong geometric nonlinearities such 
as the sudden jump of snap-through buckling. The method is known as dynamic relaxation or 
as viscous relaxation, depending on whether or not a mass matrix is included in the numerical 
model. References include [17.3,17.9-17.12].

Convergence Criteria. Equilibrium iterations at a given load level can cease when the 
result is “close enough” according to one or more criteria that can be applied 
automatically by software. Two plausible criteria are that the current force imbalance be 
a small fraction of the total applied force in the current load level and that the current 
displacement increment be a small fraction of the initial displacement increment. Thus, 
for a multiple-d.o.f. structure having displacement vector {D}, applied loads {R}, and 
displacement-dependent stiffness [K], the force imbalance is {e^} = {R]-[K]{D}, 
and two convergence criteria are
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Force convergence: ||eR|| < £fi||R||
(17.2-10) 

Displacement convergence: || AD|| < ed||AD0||

where, in the preceding one-dimensional description of the N-R method, {e^} and {AD} 
correspond to the most recently determined values of eP and Aw. Tolerances eR and 
might be in the range 0.001 to 0.01, but actual values adopted may be quite different, 
depending on the nature of the problem, the accuracy required, and the expense of contin­
ued iteration. If the norm adopted is the Euclidean norm, then |]R|| = ^{RFfR} and so 
on. In the displacement criterion, ||AD0|| indicates the initial displacement increment of 
the current load step. If accumulated displacements {D} were used instead, the conver­
gence test would become less and less demanding as displacements accumulate.

In general, {R} contains both forces and moments. As written, Eq. 17.2-10 ignores the 
mismatch in dimension of the Moment terms may dominate ||eA|| and ||R|| if length 
units are millimeters but not if length units are meters. This difficulty can be avoided by 
including only forces in the first of Eqs. 17.2-10, or can be reduced by dividing each term 
in {e^} and {R} by the square root of the corresponding diagonal term in the original glo­
bal stiffness matrix [17.1]. In commonplace systems of units, rotation terms are not likely 
to become large enough to dominate || AD|| and ||D||.

Occasionally, it is difficult to satisfy the force convergence criterion because of local­
ized force imbalances that have little effect on overall structural behavior [17.1], However, 
experience has shown that the displacement criterion is usually not a satisfactory substi­
tute. The displacement criterion may terminate iterations merely because convergence is 
slow, or may indicate convergence when substantial force imbalance remains. For exam­
ple, if in Fig. 17.2-4a the curve is almost vertical at point a, distance AB may be small in 
comparison with displacement uA although point B is associated with large force imbal­
ance. Usually, if the displacement convergence criterion is used, it should be supple­
mented by the force convergence criterion [17.2]. If underrelaxation (Eq. 17.2-8) has been 
used, ||AD0|| in Eqs. 17.2-10 should be multiplied by so that convergence will not be 
indicated merely because a small increment jit{AD} has been used [17.1].

Usually a limit is placed on the number of iterations or on the computational time. 
Reaching one of these limits before convergence.may indicate that not enough iteration or 
enough time was allowed, that the convergence tolerance is too tight, or that the solution 
algorithm has run into trouble. One might then restart the process from the previous load 
level but with a smaller load increment. Otherwise the analyst must decide how to pro­
ceed. Options include changing the iteration limit, changing convergence tolerances, and 
selecting a different solution algorithm. Software may have the capability to automatically 
alter the solution algorithm, restart from a lower load, and alter the step size [17.13,17.14].

17.3 PLASTICITY: INTRODUCTION

Plasticity refers to deformation that is not recovered if loads are removed. Conventionally, 
and in this book, plasticity is regarded as time-independent. Thus, creep is excluded, and 
strain rate plays no role in plasticity calculations. (Nevertheless, some authors prefer to 
state plasticity equations in terms of strain rates. Thus, fictitious time increments are used 
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merely as a way of counting successive increments of load, stress, and strain.) As might be 
expected, there are several mathematical alternatives for describing physical behavior, and 
there are many calculation methods and variants of methods. In the present section we 
consider one-dimensional elastic-plastic relations. Multidimensional relations are pre­
sented in Section 17.4 and specialized in Section 17.5 to a form appropriate for initially 
isotropic metals such as steel and aluminum. In Section 17.6 an incremental method of 
calculation that uses a tangent stiffness matrix is presented. Many references are available, 
including [17.1-17.3,17.8,17.15-17.19].

Uniaxial Stress. Let a be a uniaxial stress, such as the axial stress in a tensile test speci­
men, and e the corresponding axial strain. For simplicity of explanation we temporarily 
idealize the stress-strain relation as bilinear (Fig. 17.3-1). As a increases from zero, yield­
ing begins at stress aY and the corresponding strain sr. In general formulations, yielding is 
defined by F = 0, where F is called a “yield function.” For uniaxial stress cr, F = 
| cr| - cry, where cry is always taken as positive.

For strains larger than eY, a strain increment de can be regarded as composed of an elas­
tic contribution dee and a plastic contribution dep (here we exclude thermal strain and 
creep strain). When e > eY, increment dee exists only when Et 0, and is associated with 
an increment of stress da, which can be written in various ways. For strain in the plastic 
range, with de - dee + dep,

da = E dee da = E(de - dep) da = Et de da = Hp dep (17.3-1) 

where Hp may be called the strain-hardening parameter or the plastic modulus. Substitu­
tion of the second and fourth of Eqs. 17.3-1 into the third yields

rj _ ___________ $________

P 1 - (Et/E)
or E. = E 1------—

f E + Hp)
(17.3-2)

When the expression for tangent modulus Et is written in this form, it is similar to a more 
general form used for multiaxial states of stress. If Hp = 0, for which Et = 0, the material

(a) (b)

Figure 17.3-1. (a) Stress-strain relation for uniaxial stress, idealized as bilinear (two 
straight lines), where aY is the stress at first onset of yielding, (b) Isotropic and kinematic 
hardening rules.
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is called “elastic-perfectly plastic.” If the material has not yet yielded or is unloading, then 
Et - E and Hp is not used in the calculation. As illustrated in Fig. 17.3-lb, unloading from 
a plastic stress aB takes place elastically. Conditions remain elastic until either stress aB is 
exceeded for reloading in the same direction or a stress of magnitude aB (at most) is 
reached in reversed loading. The span of this elastic range is defined by the hardening rule.

Two common rules for hardening are isotropic hardening and kinematic hardening. 
Upon reaching uniaxial stress aB in the plastic range, Fig. 17.3-lb, according to the isotro­
pic hardening rule the elastic range has expanded from the initial value 2aY to the value 
2aB. Thus the experimentally observed Bauschinger effect is ignored. The kinematic hard­
ening rule accounts for the Bauschinger effect by preserving an elastic range of 2cry, but 
ignores the possibility that the elastic range might increase. In practice the two rules may 
be used in combination. Uniaxial yield criteria, as modified by application of hardening 
rules, can be stated in the forms

Isotropic: F = |cr| - tr0 Kinematic: F = |cr- a| - aY (17.3-3)

where cr0 = aY + a is the largest magnitude of uniaxial stress reached in previous plastic 
straining, and a, called the “kinematic shift” when used in the kinematic hardening rule, is 
shown in Fig. 17.3-lb. Prior to initial yielding, a = 0 and cr0 = aY. Elastic conditions 
are predicted when cr and a are such that F < 0, and yielding when F = 0. The case F > 0 
is not physically possible. Continued or renewed plastic action with strain hardening alters 
a and therefore modifies the yield criterion. In multiaxial states of stress, isotropic harden­
ing preserves initial isotropy, while kinematic hardening leads to a different anisotropic 
material after each increment of plastic strain. Here anisotropy pertains to yield behavior, 
not to elastic moduli.

Different forms of yield criterion, flow rule, and hardening rule are used for different 
materials. Thus rules that work well for copper do not work well for concrete. The 
observed behavior of commonly used metals is predicted fairly well by the von Mises 
yield criterion and its associated flow rule (Section 17.5).

Calculations in Uniaxial Stress. Consider the uniaxial stress-strain relation shown in 
Fig. 17.3-2, and let it pertain to axial stress in a bar element in a structure under load. 
Assume that, as the result of a load increment applied to the structure, strain increment 
As = sB - sA has taken place. Stress aA is known and aB must be calculated. So that this 
calculation will resemble what must be done in a multiaxial state of stress, here we imag­
ine that we cannot simply “read the curve” to obtain crB when sB is known. Instead, we

Figure 17.3-2. A stress-strain 
relation for uniaxial stress. Stress at A 
is known; stress cr5 corresponding to 
eB is desired.
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proceed as follows, calculating first the portion of stress increment Act associated with 
elastic strains, then the portion associated with post-yield strains.

Point A happens to lie in the linearly elastic range, so that (Et)c = E. Therefore strain 
increment A^ = eB - eA gives a trial stress increment Atr^ = aD - aA = £As. A frac­
tional step, /3 Ao-fna], where 0 < /3 < 1, lies in the elastic range and places the material on 
the verge of yield, at point C. To determine ft we use cr0 = aY in Eq. 17.3-3.

FC = \(Ta + & Aerial | - Cy = 0 F
hence /3 = /—A = -A- (17.3-4)

where Act^ = aD - aA °d °a r a r d

In uniaxial stress, these calculations are a roundabout way of stating what may be obvious. 
In multiaxial stress states, analogous calculations provide results that are not obvious.

Starting from point C in Fig. 17.3-2, the post-yield stress increment from C to B can be 
estimated by two-step Euler integration, as follows. At point C in this particular example, 
the slope of the curve is the elastic modulus E, and the strain increment from C to B is

= sB - sc = sB- (ac/E). Therefore, with (Ez)c = E, first estimates of the stress 
increment from C to B and the stress at B are

(Act)! = (Ef)c (sB - sc) = aD - ac and crB1 ® ac + (Act)! = aD (17.3-5)

Next, the calculation is repeated, now using the tangent modulus that corresponds to the 
estimate crBX, namely Et at point D in the present example [17.17]. Thus second estimates 
of the stress increment from C to B and the stress at B are

(Act)2 = (E,)d <£b - ec) and ctB2 = crc + (Act)2 (17.3-6)

Averaging the two estimates, we obtain aB « crB3, where

crB3 = crc + |[(Act)i + (Act)2J or ctb3 = ctc + |[(E,)C + (£r)p] &scb (17.3-7)

Inexactness in Eq. 17.3-7 can be reduced by reducing the size of the load step and by 
dividing the calculation of Act into subincrements. The multiaxial form of Eqs. 17.3-5 to 
17.3-7 appears in Section 17.6.

Readers familiar with numerical methods will recognize Eq. 17.3-7 as the result of 
numerical integration by the trapezoidal rule. As written for integration of the equation 
y = f(x), the generalized trapezoidal rule is

y„+l = yn + [(1 - y)(dy/dx)n + y(dy/dx)n+i^ &x (17.3-8)

where 0 < y < 1. Starting from the known (or approximated) value yn, we seek the value 
y„+i that results from taking a step Ax. The cases y = 0 and y = 1 are respectively called 
forward and backward Euler integration. The case y = 0.5 is the conventional trapezoidal 
rule, and is sometimes also identified as a form of second-order Runge-Kutta method 
[17.20]. Use of y = 0.5 provides second-order accuracy; that is, the error in 
Ay = yn+l - yn is proportional to (Ax)2 [2.14,5.1].
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17.4 PLASTICITY: GENERAL FORMULATION
FOR SMALL STRAINS

Prior to any yielding, many materials display almost linear and elastic response, so that 
stresses can be calculated by knowing elastic constants and strains. When there is yielding, 
not only are load, deformation, and stress nonlinearly related, they are also history-dependent. 
That is, changing the load history en route to a particular final load state is likely to change 
final results. For an arbitrary load history, the final state of stress and deformation can be 
determined only by accounting for the history of stress and strain. In calculation, history is 
taken into account by formulations that relate increments of stress to increments of strain. In 
this section we summarize such a formulation, in sufficiently general terms that it can be 
applied to various materials. More specialized forms, appropriate for commonly used metals, 
appear in Section 17.5. Details and theoretical background may be found in references such as 
[17.1-17.3,17.15,17.16]. *

Incremental theory is not the only valid theory for all plasticity problems. Stresses can 
also be determined from total strains if loading is proportional; that is, if loading increases 
all components of the state of stress by the same factor. Thus, under increasing load, a 
problem is solved as if material properties were elastic but nonlinear. In applications 
where an unloading phase occurs, it must be separated from the loading phase. The 
assumption that loading is proportional may be adequate for many engineering problems 
that involve plastic action [17.15].

In this and subsequent sections we continue to use the engineering definition of shear 
strain; y^ = u,y + v,x and so on. In textbooks devoted to plasticity, the tensor definition 
£xy ~ usually adopted.

Incremental Plasticity Relations. As in Section 17.3, strain increments are regarded as 
composed of recoverable (elastic) and nonrecoverable (plastic) components,

{Je} = {dee} + {de?} (17.4-1)

where superscripts e and p denote elastic and plastic, respectively. Stress increments are 
associated with only the elastic component.

{rfa} = [E]{rfee] or {Jcr} = [E]({Je] - {dep} j (17.4-2)

where [E] is the elastic material property matrix. In general, {du} contains increments of 
all six components of stress, {Jo1} = {dux day daz dr^ dryz dr&f.

The three essential ingredients of elastic-plastic analysis are a yield criterion, a flow 
rule, and a hardening rule. The yield criterion relates the state of stress to the onset of 
yielding. The flow rule relates the state of stress {a} to the corresponding six increments 
of plastic strain {dep} when an increment of plastic flow occurs. The hardening rule 
describes how the yield criterion is modified by straining beyond initial yield.

Let the yield function be written as

F = F^{a},{a],Wp j (17.4-3)

where {a} and Wp account for hardening by describing how a “yield surface” in 
multidimensional stress space is altered, by changes in location or size, in response to plastic 
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strains (Eqs. 17.4-5 and 17.4-6). Examples of F for a uniaxial state of stress appear in 
Eq. 17.3-3. Elastic conditions prevail when F <0. When stresses are such that F = 0, 
yielding impends or is in progress. The case F > 0 is not physically possible. Starting from 
the state F = 0, plastic flow is associated with changes in {a} and changes in {a} and/or 
Wp. During plastic flow, stresses remain on the yield surface (which may be changing in 
shape and/or location as required by the hardening rule); hence dF = 0. When there is 
unloading, dF < 0, which signals a return to elastic behavior.

The flow rule is stated in terms of a function Q, which has units of stress and is called a 
“plastic potential.” With dX a scalar that may be called a “plastic multiplier,” plastic strain 
increments are given by

{den
92
So- [dX (17.4-4)

Thus de? = (Sg/ScrJ dX, and so on. The flow rule is called “associated” if Q = F and 
“nonassociated” otherwise. Associated flow rules are commonly used for ductile metals. 
Nonassociated rules are better suited to soil and granular materials.

Hardening can be modeled as isotropic or as kinematic, either separately or in combina­
tion. Isotropic hardening can be represented by plastic work per unit volume Wp, which 
describes growth of the yield surface. Kinematic hardening can be represented by a vector 
{a}, which accounts for translation of the yield surface in stress space. Symbolically,

Isotropic hardening: 

wp = [{(TlWl

Kinematic hardening:

{a} = Jrcjfd^} (17.4-5)

where the latter expression follows from integration of

{da} = FcJ{dep} in which iiiii (17.4-6)

and Hp is the plastic modulus Hp, first seen in Eq. 17.3-1. The reason for the factor of 
2/3 cannot be explained briefly. In general, Hp is not constant. It can be related to 
stress or strain by experiment. The diagonal matrix FcJ is not a unit matrix because 
we write [de} using the engineering definition of shear strain rather than the tensor 
definition. Plastic flow takes place at constant volume, de? + dey + de? = 0; hence 
Ll 1 1 0 0 Oj {a} = ax + ay + az = 0.

Incremental Stress-Strain Relations. During an increment of plastic straining, 
dF = 0, so we obtain from Eq. 17.4-3

dF*|  (j i [dF] fj i dFa;} l,tol + w“'+ = 0 (17.4-7)

Substitution of Eq. 17.4-4 into Eqs. 17.4-2, 17.4-5, and 17.4-6 provides

{do-} = [E] {de}-
{da} = FcjJ^HdA

(17.4-8)
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These expressions are substituted into Eq. 17.4-7 and the resulting equation solved for the 
plastic multiplier dX. Thus we obtain

dX = lPAJ{de} (17.4-9)

where LpaJ is the row matrix

LpaJ = (17.4-10)

Although both work hardening and strain hardening are included in this equation, practical 
applications will probably use one or the other, or perhaps a fraction of each (Eq. 17.5-6). 
Finally, from Eqs. 17.4-8 and 17.4-9 we obtain

{c/ct} = [Eep]{dte} where [Eep] = [E] nj- lpj (17.4-11)

where FlJ is a unit matrix. The elastic-plastic matrix [Eep] can be regarded as a generalized 
form of tangent modulus Et. It is a symmetric matrix for an associated flow rule (Q = F). 
For unloading from a plastic state (F = 0 and dF < 0) or when yielding has yet to appear 
(F < 0), the latter term in Eq. 17.4-11 is set to zero so that [Eep] = [E].

Use of [Eep] rather than [E] in element formulation provides the tangent stiffness matrix

[kJ = j[B]T[Eep][B] dV
(17.4-12)

One may use simple elements, with [Eep] assumed constant over the element. Otherwise 
[Eep] varies from one sampling point to another. Assembled equations for an FE structure 
are [K(]{dDJ = {dR}. They provide displacement increments {dD} produced by a load 
increment {dR} when there is plastic straining.

Uniaxial Stress. For uniaxial stress cr, associative plasticity, and kinematic hardening, we 
write

F = Q = -<Ty WP = 0 (17.4-13)

where cry is the initial yield stress, always taken as positive. Hence

3F _ 3(2 _ 3F _ 1 2(a-a) _ a—a
da da da ~ 2 r ,T 1/2 cry

[_(a-a)2J Y
(17.4-14)
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in which cy can be introduced in the denominator because F = 0 during yielding. In one­
dimensional form, LPa J in Eq. 17.4-10 becomes the scalar Px, [E] becomes E, and FCj is 
replaced by Hp. Thus, letting r represent (cr - a)/ay, Eqs. 17.4-10 and 17.4-11 provide

P = rE
A r2E + r2Hp

_ E
~ r(E + Hp) and Et

E
E + Hp) (17.4-15)

where Et is the one-dimensional form of [Eep]. The latter result agrees with Eq. 17.3-2.

17.5 PLASTICITY: FORMULATION
FOR VON MISES THEORY,

By “von Mises theory” we mean associative plasticity (F = Q) in which yielding is pos­
tulated to take place when the von Mises or “effective” stress ae reaches a limiting value, 
where

(17.5-1)

The positive root is intended. Von Mises theory works well in describing the plastic behav­
ior of common metals. Note that if the state of stress is uniaxial, then cre reduces to the 
magnitude of the uniaxial stress.

Deviatoric stresses play a prominent role in von Mises theory. Any stress state can be 
represented as the sum of a hydrostatic state and a deviatoric state. A hydrostatic state pro­
duces no change of shape. A deviatoric state produces no change of volume. Deviatoric 
shear stresses are the same as actual shear stresses. Deviatoric normal stresses are actual 
normal stresses minus the mean normal stress crw, where am = (ax + ay + crz)/3. Adopt­
ing the symbol s for deviatoric stresses, we have

{sj = k =

ax “ 2 &x~ Uy —

” 3 ' ^Z ^x "

az “ . _2az~ ax~ ay.

Thus + sz = 0. In terms of deviatoric stresses, stress ae of Eq. 17.5-1 has the form

3 T 2 2 2 J 2 2 2
ae ~ /J2Lx + Sy + Sz + + syz + szx J J (17.5-3)

Formulation. What follows is a specialization of the plasticity theory summarized in 
Section 17.4. As before, we present a summary and leave details and theoretical back­
ground to references such as [17.3,17.15,17.16].

For von Mises theory, plastic multiplier dX is the same as the increment of effective 
plastic strain that corresponds to ae. Thus
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dX - dspe
2

+i <(<■ )2+)2+H'' n r" (i7'5-4)

Because Poisson’s ratio is 0.5 in plastic flow, dspx + dsp + dsp = 0. For uniaxial stress 
crr, dsp = dsp = -0.5dsp, and we obtain dep = dsp. Therefore a plot of a. versus ep 
is the same as a uniaxial stress-strain plot.

For von Mises theory, it can be shown that isotropic hardening can be described by 
either a strain hardening expression or a work hardening expression. The resulting expres­
sion for the yield function for isotropic hardening is

F = tre - cr0 . (17.5-5)

where (To is the largest value of ae reached in previous plastic straining. The case F < 0 
describes elastic conditions. The case F = 0 defines yielding. The case F > 0 is not phys­
ically possible.

We choose to write a “mixed” hardening rule, including both isotropic and kinematic 
hardening, by introducing a number 17, where 0 < 17 < 1. Thus

F = | ~ + (5z “ ^“z)2) + 3{(Sxy “ V^xy)2 + (Syz ~ V^)2

-.1/2
+ (% ~ V<Xzx)2} - i7<Ty- (1 - 17)^0 (17.5-6)

where aY is the von Mises stress ae, or the magnitude of uniaxial stress, at initial 
yield. Translation of the yield surface is controlled by {a}, where {a) = 
|_ax ay az axy ayz a^Jr. Hardening is purely isotropic if 77 = 0 and purely 
kinematic if 77 = 1 (Fig. 17.5-1).

The last term in Eq. 17.4-7, {dF/dWp]dWp, is replaced by

—daa where 5— = -(1 -17) and dcrQ = HDdX (17.5-7)
dcT0 ocr0

isotropic hardening

Subsequent 
yield surface, 
kinematic 
hardening Figure 17.5-1.

Hardening rules, 
illustrated for the case 
of plane stress with 
nonzero principal 
stresses o-j and (r2. 
Stresses within the 
ellipse are elastic.
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We see that {3F73a} = -17 {3F/9ct}. Therefore the same manipulations that produced 
Eq. 17.4-10 now provide, with F = 2,

LpaJ = (17.5-8)

Differentiation of F with respect to {cr} is accomplished as follows.

9F (17.5-9)

where [ • • • ] represents the expression within brackets in Eq. 17.5-6. The substitute denom­
inator in the latter form of Eq. 17.5-9 is allowed because F = 0 during yielding. The first 
term in {3[ • • • ]/3cr}. is evaluated as follows, with the aid of Eqs. 17.5-2.

d F dsx 9s ds
= +^sy-rlay)^rx +(-s^~r>a^x

d

(17.5-10a)

yr [•"] = 3 (^-7?ax)| -(.Sy-va^ -(Sz-Tjajl (17.5-10b)

X

Differentiation with respect to ay and az is accomplished similarly, and differentiation 
with respect to shear stresses is simple. From Eqs. 17.5-2, 2sx-sy-sz = 3sx and simi­
larly for other deviatoric normal stresses and the corresponding a terms. Thus we obtain 
the 6 by 1 vector needed in Eq. 17.5-8.

dF 
d(T i7Oy+ (1 - T7)cr0

i|s 
2

0
sT-^aT

(17.5-11)

3 0
where

a

a

Finally, [Eep] and [kf] can be obtained from Eqs. 17.4-11 and 17.4-12.
With Q = F and isotropic hardening (tj = 0), Eqs. 17.4-4 and 17.5-11 state that 

dspx = (3s.,./2<To) dX, ..., dyPzx = (Ss^/oq) dX. If we temporarily adopt tensor notation 
for shear strains (^ = y^/2, and so on), these relations have the form

dsP deP dsP deP deP dsP 3
— = -2=—i=^!=_2£=_^=_2_ja (17.5-12)
sx Sy sz Sxy syz szx

Equations 17.5-12 are known as the Prandtl-Reuss relations. They state that during plastic 
flow, each plastic strain increment is proportional to its corresponding deviatoric stress.
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Thus, principal axes of strain increments coincide with principal stress directions. For 
uniaxial stress ax we have sx = 2crx/3 and ax = oq, so Eq. 17.4-12 yields dspx = d\.

17.6 PLASTICITY: SOME COMPUTATIONAL
PROCEDURES

In this section we discuss some calculation procedures for time-independent plastic analysis 
based on equations of Sections 17.4 and 17.5. We assume that the goal of analysis is 
to determine nodal displacements {D} and stresses {<r} during the course of a loading pro­
gram described by a known external load vector {R}, which changes with time in quasistatic 
fashion. Practical software may add procedures or bypass procedures discussed in favor of 
others. We do not attempt to describe or even mention all methods, variants, and combina­
tions that have been advocated. 4

Except for solving for global displacement increments (Eq. 17.6-1) and selecting the 
next load increment to be applied, calculations described in this section are performed at 
each sampling point. These points are likely to be the same as Gauss points used to formu­
late element matrices. To reduce computational expense, analysts may prefer elements that 
require only one Gauss point per element. Most such elements must be stabilized to sup­
press spurious modes. Elements must not be susceptible to dilatational locking when 
material becomes incompressible, as it does during plastic flow.

We presume that a laboratory test of the material’s uniaxial stress-strain relation has 
been made and is stored in numerical form. Thus, for a von Mises material the stored data 
provides Hp for a given value of ae. Elastic modulus E and initial yield stress aY are also 
stored. To follow changing displacements the current {D} must be stored, and updated as 
the solution progresses. In the following calculation steps, quantities that must be avail­
able at each sampling point, and updated as the solution progresses, are stresses {cr} and, 
depending on the hardening rule used, {a} and/or Wp (or cr0 for a von Mises material).

If starting from zero load, the initial load step should place the structure on the verge of 
yield. This is easily accomplished: apply an arbitrary magnitude of load, use linear analy­
sis to determine ae at the most highly stressed point, then scale the load and all computed 
results by the ratio cry/cre. In subsequent load increments, an individual sampling point 
may remain elastic, remain plastic, or make the elastic-plastic transition.

In what follows we assume that preceding calculations have produced a state of defor­
mation and stress that does not violate equilibrium conditions, compatibility conditions, or 
the yield criterion, at least to an acceptable approximation. We will call this condition state 
A. We now apply the following steps to determine conditions in state B, which is produced 
by adding an increment {AR}ab of external load.

Increment of Displacement and Strain. Generate the global tangent stiffness matrix, 
[KJ = ^[kj. See Eq. 17.4-12 for [kJ. To correct for possible equilibrium errors that 
may remain in state A, augment load increment {AR}by the imbalance between applied 
loads and loads applied to nodes by existing stresses (see the one-dimensional example of 
Eq. 17.2-3; also Eq. 3.3-8 or Eq. 4.8-15b and Eq. 11.2-7). Thus

[K(]a{AD}ab = {AR} where {AR} = {AR}ab + ({R}a- ^J[B]r{cr}A^ 

(17.6-1)
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where dV is an increment of element volume and summation spans all elements, with the 
usual expansion of element arrays to “structure size.” Solve for {AD}ab. Update displace­
ments and obtain strain increments at a sampling point in an element.

{D}b = {D}A + {AD}^ {Ab}ab = [B]{Ad}AB (17.6-2)

where element d.o.f. {Ad}Afl are extracted from global d.o.f. {AD}ab. Next comes the 
major task of updating the state of stress at each sampling point.

Partly Plastic Increment. If the sampling point was elastic in state A, determine if it 
remains elastic. Therefore compute

Trial elastic update: {a}trial = {ct}a + [E]{Ae}ab (17.6-3)

Check the yield criterion: if F = F^ < 0 for stresses {cr}^, then conditions remain elas­
tic, so accept these stresses as correct; that is, {ct}b = {trJtriai (Fig. 17.6-la). If F^ >0, 
determine the fraction /3 of the step that is elastic. The one-dimensional form of this prob­
lem is linear and is easily solved (Eq. 17.3-4), but here we must solve for ft in the nonlinear 
problem

Fc = F({ct}c) = 0 where {cr}c = {cr}A + /? [E]{Ab}ab (17.6-4)

where stresses {ct}c are on the “yield surface” (Fig. 17.6-lb). The same argument as used 
in Eq. 17.3-4 yields a first approximation for /3.

jB = F = & hence {<r}cl »{<r}A + fttEHAc}^ (17.6-5) 
?A trial

(c) (d)

Figure 17.6-1. Possible stress 
changes from state A to state B, 
illustrated for the case of plane 
stress with nonzero principal 
stresses and tr2. (a) Entirely 
elastic, (b) Partially elastic, 
(c) Elastic unloading, (d) Entirely 
plastic.
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£j+i
Figure 17.6-2. Secant iteration to determine /3 for which 
Fc = 0.

where stresses {(r}cl are estimated stresses that result from the entirely elastic portion of 
the increment. More accurate results are provided by secant iteration [17.17], which 
resembles a classical Newton-Raphson solution. Thus with i the iteration number, we 
write (see Fig. 17.6-2)

{<r}Ci = {ff}A + j3f[E]{Ae}AB (17.6-6a)

Fci &Fc Fca i — FCi

Starting values are i = 1, jB0 = 0, {clco = and Pi an^ {tr}ci fr°m Eq. 17.6-5. 
Only four or five iterations are needed, even with a strict convergence tolerance [17.17], 
The final yield-condition state of stress is {oJco+i)- From this state, the remainder of the 
strain increment is (1 - /3){ Ab}ab, which is a plastic increment that is treated as described 
next for an entirely plastic strain increment that is called { Ab]ab.
Plastic Increment. Consider a sampling point for which stresses {or}^ satisfy the yield 
criterion FA = 0. Stresses {<r}B at the end of the current increment are desired. Plastic 
multiplier AA is needed. From Eqs. 17.4-4 and 17.4-9,

{A^Iar = ae
dar

!>AA AA = LPjfAe}^ (17.6-7)

in which, as an initial guess, LpaJ is evaluated at state A. Then, if AA < 0, unloading has taken 
place, and stresses at the end of the step are obtained from Eq. 17.6-3, with {cr}^ = {(t}b 
in this case (Fig. 17.6-lc). But if AX > 0, the step is plastic, and in Eqs. 17.6-7 we have the 
question of where to evaluate {92/3ct} and |_PA J, which vary along the path from A to B. We 
may write the following expression, which is a multidimensional form of Eq. 17.3-8.

{Ab'U = {Ab)ab (17.6-8)

Forward Euler integration is given by y = 0 and is called explicit because it uses only 
information at the start of the increment. Backward Euler integration is given by y = 1 
and is called implicit because it uses information at the end of the increment. End-point 
information is not known in advance, so the equation is implemented in predictor-corrector 
form. The predictor uses start-point information to obtain first estimates of the plastic strain 
increment and end-point stresses. From Eqs. 17.4-2, 17.4-4, and 17.4-9,
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LpaJa{Ab}ab
A

U<r}AB1 = [E]({Ae)AS-{Ab^}abJ (17.6-9)

Estimated end-point stresses are currently {o,}B1 « {<r}A + {Act]ab1 (Fig. 17.6-ld). Using 
these stresses and {Aep}AB1 we can update the several quantities in Eq. 17.4-10 to obtain 
the estimated end-point array l_PAJBi . Second estimates of the plastic strain increment and 
end-point stresses are

U^}AB2 - < ” LpaJBi{Ab}as,
Bl

{Act}ab2 = [E]({Ab}ab-{Ab^AB2) (17.6-10)

By using y = 1/2 in Eq. 17.6-8 we average the two estimates. Thus we obtain

{Abp}ab = -({Asp}ab1 + {Abp}AB2)

{ct}b~{ct}a + -({A(t}ABj + {A<t}ab2

(17.6-11)

(17.6-12)

Error can be reduced by reducing the size of the load increment.

Return to Yield Surface. Stresses {cr }B provided by Eq. 17.6-12 usually do not satisfy 
the yield condition FB = 0, although error may be much smaller than suggested by an 
exaggerated sketch (Fig. 17.6-ld). Several methods of returning stresses to the yield sur­
face have been suggested. A widely used method is to keep total strains constant while 
allowing small plastic strain increments to take place [17.2]. Thus, using the symbol S to 
indicate the return adjustment, we set {<Se} = {0} and seek plastic strain increments 
{3ep} such that FB + 8F = 0. A first-order Taylor series expression for FB + 8F yields, 
with Fb + 8F = 0,

0 = FB + fel {So-} +|^| {5«}+ 

d(j uot oTVp p (17.6-13)

Using Eqs. 17.4-2, 17.4-4, 17.4-6, and 17.4-8 with {<Zb} = {0}, we obtain

[denom]B
(17.6-14)

where [denom]B is the denominator of Eq. 17.4-10, evaluated at state B. Updated stresses 
can be obtained from Eq. 17.4-8 with {ds} = {0}. Thus

(17.6-15)

For improved accuracy, Eqs. 17.6-14 and 17.6-15 can be applied iteratively, with updates 
of [denom] prior to each additional iteration, until (for a von Mises material) F^^/ffQ is

{^^(new) ~
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in the range 0.01 to 0.001 [17.21]. However, some investigators consider a single adjust­
ment adequate or omit the adjustment altogether, preferring to subdivide incremental steps 
as needed to satisfy an error criterion [17.17].

Size of Load Increment. The size of a load increment can be adjusted to meet an error 
criterion. One suggestion is that the cunent load step be subdivided if the first-estimate 
stress increment { Act}ab1 of Eq. 17.6-9 causes yield function F to change by more than 
about 10% [17.21], Another suggestion [17.22] is that the number of substeps NS be 
related to the error of initial-estimate stresses {cr}fil. Estimated stress errors in {cr}sl are

{Actot} = {ct}b1 - {ct}b== ^{Act}ab1 - {Act}AB2) (17.6-16)

This error vector is then represented by a scalar e, which is used to estimate an appropriate 
number of substeps, NS\

A
en<T

e = 2—- and NS = 20e (17.6-17)

Here A<r®rr is calculated from Eq. 17.5-1, but with stresses replaced by stress changes 
{A(renj of Eq. 17.6-16. Additional substepping schemes with error control are suggested 
in [17.17]. Discretization error and automatic mesh refinement have also been studied in 
the context of elastic-plastic analysis [17.18,17.19].

Finally, having updated {ct}, {a}, and Wp (or cr0 for a von Mises material), we obtain 
new element tangent stiffness matrices using Eq. 17.4-12, assemble a new structure matrix 
[KJ, and return to Eq. 17.6-1 with another load increment {AR}.

17.7 NONLINEAR DYNAMIC PROBLEMS

If the frequency of excitation exceeds roughly one-quarter the structure’s lowest natural 
frequency of vibration, inertia becomes important and the problem must be analyzed as 
dynamic rather than quasistatic. Explicit and implicit integration methods discussed in 
Chapter 11 remain applicable when nonlinearity is present. Explicit methods accommo­
date nonlinearity more easily than implicit methods. Explicit methods require little com­
putation per time step but demand a small time step because they are conditionally stable, 
and so are best suited to short-duration loads such as impact. Implicit methods require 
considerable computation per time step but allow a much larger time step, and so are best 
suited to long-duration loads such as provided by an earthquake. Methods that are uncon­
ditionally stable when applied to a linear problem are not necessarily so when applied to a 
nonlinear problem. .

In what .follows we presume familiarity with Sections 11.11 to 11.13. Also, we presume 
that nonlinearity affects the stiffness matrix but leaves mass and damping matrices 
unchanged.

Explicit Methods. Consider the central difference method, (Eq. 11.12-3, 11.12-6, or 
11.12-8). In a linearly elastic problem, the term {Rint}„ represents forces needed to equil­
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where {rint}„ = [B]r{<r}„dV (17.7-1)

ibrate elastic stresses within the structure. To accommodate material nonlinearity, this 
term can be computed as

{Rint}„ = ^{rint)

Here {ct}k represents elastic and/or plastic stresses in an element at the end of step n and 
summation spans all elements of the structure, with the usual expansion of the element 
arrays to “structure size.” Procedures for updating {cr}n are explained in Section 17.6, where 
the respective states A and B correspond to states n - 1 and n in the present discussion.

For nonlinear problems as well as linear problems, when time step Ar is small enough to 
ensure computational stability of an explicit method, adequate accuracy is usually assured. 
Computational experience suggests that the stability criteria of Eqs. 11.12-9 and 11.12-10 
also apply to nonlinear problem^ provided that one uses the instantaneous value of o>max, 
which for material nonlinearity is a function of changing material properties. In softening 
materials, whose tangent modulus Et decreases with increasing stress or strain, the instan­
taneous value of <wmax usually does not exceed the o)max of linearly elastic response 
[17.23]. Thus a Ar that provides stability for elastic response will also provide stability for 
elastic-plastic response. Although it is possible that the allowable Ar may increase, the 
amount of increase is usually small, as comax is often governed by elements of the mesh 
that experience little or no plastic deformation. With a stiffening material, it is usually nec­
essary to monitor comax as the solution progresses, perhaps using Eq. 11.12-15, and reduce 
Ar as necessary.

Numerical instability is usually easy to detect in a linear problem because the solution 
grows without limit (Fig. 11.12-2). With elastic-plastic or other energy-dissipating nonlin­
ear material behavior, energy that is artificially introduced by numerical instability may be 
dissipated by the material to such an extent that the instability is arrested [11.48], An 
“arrested instability” is often difficult to detect because the solution may appear to be rea­
sonable despite being in error by 10% to 100% or even more.

When an explicit method is used for nonlinear dynamics, it is usually prudent to per­
form an energy balance check to warn of possible numerical instability. A formula based 
on strain energy, kinetic energy, and the work of external forces has been proposed 
[2.20,11.48].

Example: Dynamic Plasticity, Explicit Algorithm. We reconsider the example presented 
in Section 11.12, but now use the elastic-plastic hardening model depicted in Fig. 17.3-lb, 
with E = 30(106) psi, Et = E/4, and aY = 40(103) psi. The 20-in. bar, shown in Fig. 11.12-1, 
is initially at rest and is modeled by 40 equal-length two-node elements, so L = L^/ 40 = 0.5 
in. Axial tip loading is as shown in Fig. 11.12-1, except that its magnitude is now taken as 
Po = 2AaY = 80(103) lbs. Because Et < E, a time step stable for elastic analysis remains stable 
when yielding appears. Hence we assume that the critical time step is Ar = 2.484(10"6) s, as 
calculated following Eq. 11.12-20. In calculation we elect to use Ar = 2.400(1O'6) s (for which 
the Courant number is Cn = 0.966), and take 83 time steps. In summary, calculations are the 
same as in Section 11.12 except that {Rint} is computed from stresses in elastic-plastic ele­
ments rather than from the elastic conditions stated in Eq. 11.12-19.

Figure 17.7-1 shows the resulting history of stress at x = 9.75 in., which is the midpoint 
of element 20. Two separate stress waves arrive at different times. They are an elastic wave
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Time (milliseconds)

Figure 17.7-1. Stress versus 
time atx = 9.75 in. for a 
40-element model of a 20 in. 
bar of elastic-plastic material, 
with Ar = 2.400(10’6) s, for 
which Cn = 0.966. Figure 
11.12-1 applies, except that 
Po = 80,000 lb.

traveling at speed ce = jE/p, which arrives first, followed by a plastic wave traveling at 
speed cp = JEt/p = ce/2. Thus, at x = 9.75 in., an elastic wave arrives at t = 0.0484 
ms and a plastic wave arrives at t = 0.0968 ms.

The solution atx = 9.75 in. is smooth until the plastic wave passes, then it displays oscilla­
tions. The reason is that as the elastic wave travels along the bar, numerical noise creates stress 
excursions beyond the initial yield stress. These excursions are transmitted at plastic wave 
speed and hence do not arrive at x = 9.75 in. until approximately 0.11 ms have elapsed.

Computer time needed for practical vehicle crash analysis can be large. Reference 
[15.7] cites an analysis that used 14,805 shell elements with Ar = 8(10-9) s, and required 
17 hours on a Cray supercomputer.

Tangent-Stiffness (Implicit) Method. The advantage of an implicit method over an 
explicit method is the large time step permitted by commonly used implicit methods. 
Note, however, that unconditional stability in a linear problem does not guarantee uncon­
ditional stability in a nonlinear problem. Nonlinearity presents the same difficulty to both 
static and implicit dynamic solution algorithms: stiffness is a function of displacements, 
which are not known in advance. Methods for addressing this difficulty in dynamics are 
analogous to similar methods in statics (Section 17.6).

A first-order approximation that uses the tangeiit stiffness matrix is [11.47]

{Rint]n+1 = {Rint}„ + [Kf]„{AD] where {AD} = {D}„+1-{D}„ (17.7-2)

Thus, at time (n + 1) At the equation of motion, Eq. 11.2-11, becomes

[M]{D}„+1 + [C]{D}„+1 + {Rint}„+ [KJ„{AD} = {Rext}„+1 (17.7-3)

Acceleration and velocity at time (n + 1) At, from Eqs. 11.13-4, are now substituted into 
Eq. 17.7-3, with {D}„+1 - {D}„ = {AD}. Thus

-2_[M] + ^-[C] + [Kf]n {AD} = {Rext}„+1-{Rint} (17.7-4)
V/3 At2 P )

+ [c]< 
n
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Because [KJ changes, each new calculation of {AD} according to Eq. 17.7-4 requires factor­
ization of the coefficient matrix. An alternative form of the right-hand side is used in [11.3].

Next we provisionally update nodal d.o.f., to {D}„+1 = {D}„ + {AD}, obtain {D}n+i 
and {D}n+1 from Eqs. 11.13-4, and use an error measure such as described below before 
accepting the updated d.o.f. as correct. Using the provisional d.o.f., stresses can be 
updated, and used to compute {Rint}rt+1 (Eq. 17.7-1 with subscripts n + 1). Hence from 
Eq. 11.2-11 at time (n + 1) Ar,

{Rot}„+1 = {Rext}n+1 - [M]{D}„+1 - [C]{D }„+1 - {Rint}„+1 (17.7-5)

An energy error can be defined as

1 {AD}^{ROT}„ + {ROT}„+J - Af{D}^+1{Rerr}„+1 (17.7-6)

to be applied for n > 1. In numerical examples [17.24], WerT is not allowed to exceed KT6 W, 
where W is the sum of current kinetic energy and the accumulated work done by external 
forces up to the current time. If the error tolerance is exceeded, {Rerr} is added to {Rext}w+1 
in Eq. 17.7-4 and the calculation of {AD} repeated, and repeated again if necessary to meet 
the error tolerance. Thus, within a time step we pursue “equilibrium iterations,” as described 
in connection with Eqs. 17.2-4 and 17.2-5.

If error control is not used, {ReTT} may become unbounded, and the solution will then 
diverge in a manner similar to divergence of the central-difference method with a time step 
larger than the critical value. If is bounded throughout the analysis the trapezoidal 
rule algorithm (y = 1/2, /3 = 1/4) is unconditionally stable [17.24], but it is not neces­
sarily accurate if Werr is too large. Confidence in computed results is increased if substan­
tially the same results are obtained when a smaller time step is used. Further discussion of 
energy-conserving algorithms appears in [17.25].

17.8 PROBLEMS OF GAPS AND CONTACT

The contact problem is a kind of geometrically nonlinear problem that arises 
when different structures, or different surfaces of a single structure, either come into 
contact or separate or slide on one another with friction. Contact forces, either gained or 
lost, must be determined in order to calculate structural behavior. The location and 
extent of contact may not be known in advance, and must also be determined. Usually, 
friction between contacting surfaces must be taken into account, and a representation 
other than the familiar Coulomb rule may be appropriate. Sometimes a flow of heat or 
electric current takes place at a contact, and may itself be the subject of analysis, or may 
have to be represented because it influences structural behavior. Problems may be quasi­
static or time-dependent. In this section we merely introduce the subject area, which is 
extensive [17.3,17.26-17.29].

One type of contact problem is the shrink fit application discussed in Section 14.3, 
where nodes of mating FE structures line up and surfaces that come into contact can be
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Figure 17.8-1. (a) Mathematical model: a rigid L-shaped block makes contact 
with a rigid horizontal surface when D = g. (b) Computational model: a stiff 
nonlinear spring is installed, (c) Load versus displacement behaviors of 
computational models.

identified in advance (however, in Section 14.3 it is •merely assumed that there is no rela­
tive axial motion between mating parts). In Section 14.3 both contacting surfaces are 
regarded as deformable, as would also be appropriate in rolling contact of machine parts 
and threaded connections. In a metal forming process one surface might be regarded as 
rigid. Considerable detail may be needed in a contact zone if conditions in that zone are of 
concern. Much less local detail is needed if one needs only to discover the effect of a con­
tact on the remainder of the structure. A formulation for contact problems that involve 
friction results in equations similar to plasticity equations in Section 17.4. Contact prob­
lems are nonlinear, often highly so because of large and sudden stiffness changes when 
contact is made.

The computational difficulty posed by a contact problem is suggested by the very sim­
ple problem shown in Fig. 17.8-la. In the mathematical model, when D = g and P = kg, 
a rigid block makes contact with a rigid horizontal surface. Further increases in P produce 
no further deflection. A computational model, Fig. 17.8-lb, has an added spring of stiff­
ness kg. This is a “mathematical spring” that need have no physical size. The spring is non­
linear because it has zero stiffness for D<g but very large stiffness for D>g. The 
resulting load versus deflection behavior is shown by solid lines in Fig. 17.8-lc, and in 
equation form is

kD = P for P <kg (17.8-la)

(k + kg)D = P for P>kg (17.8-lb)

Thus the constraint D < g is approximately enforced in penalty fashion (Section 13.3). If 
kg is too small, the gap “overdoses.” On the other hand, too large a kg may produce con­
vergence difficulties or even “bouncing” convergence failure as the numerical solution 
alternates between D < g and a contact condition in successive iterations.

As an alternative, the constraint can be enforced exactly by the method of Lagrange 
multipliers (Section 13.2). Thus P = kD for P< kg, then 

k
1 0 |A

for P>kg hence D = g
A = P-kg

(17.8-2)
P

S
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where A = P - kg is the force of constraint. Among computational options, an “aug­
mented Lagrange method” is currently favored, in which penalty terms are added to the 
Lagrange method.

The dashed line in Fig. 17.8-lc results when the spring of stiffness kg is always active 
and is defined as having an ad hoc nonlinear stiffness. This representation is intended to 
reduce abrupt stiffness changes associated with Eqs. 17.8-1 and 17.8-2. The dashed line 
may be realistic for joints in rock, where crushable material may exist between adjacent 
solid rock surfaces.

In general, surface nodes of one FE discretization do not become coincident with sur­
face nodes of a second when contact is made. Consequently, if it happens that uniform 
contact pressure is physically realistic, the FE model may not provide it.

Contact algorithms in FE analysis may allow “contact elements” to be attached to the 
surface of one of two FE discretizations that are expected to come in contact. A contact 
element is not a conventional finite element. Its function is to sense contact and then sup­
ply a penalty stiffness or activate some other scheme for preventing or limiting interpene­
tration. Also, a gap algorithm can be applied “in reverse” to resist the further opening of a 
gap rather than its closing. Thus one can model the effect of a cable, which has very low 
stiffness when slack and much greater stiffness when taut.

17.9 GEOMETRIC NONLINEARITY

Geometric nonlinearity arises when deformations are large enough to alter the distribution 
or orientation of applied loads, or the orientation of internal resisting forces and moments. 
Relevant examples include elastic contact in a roller bearing, where contact pressure is 
spread over an increasing area as load increases, and a vaulter’s pole, which resists load 
mainly with P/A stress or mainly with My/I stress directed tangent to the pole, depending 
on whether it is almost straight or is severely bent. Note that geometric nonlinearity may 
not involve large displacement. In the elastic contact problem, displacements are small, 
and in so-called “large displacement” plate analysis, lateral deflection may be less than the 
plate thickness. The essential difficulty of geometrically nonlinear analysis is that equilib­
rium equations must be written with-respect to the deformed geometry—which is not 
known in advance.

Problems that display geometric nonlinearity may simultaneously display contact non­
linearity and plasticity, as for example in vehicle crash analysis. A discussion of geometric 
nonlinearity leads naturally to problems of instability and buckling, but we defer this dis­
cussion to Chapter 18. The present section is limited to simple concepts and procedures 
that may be applied to problems of geometric nonlinearity.

Green Strain. Of many strain measures used in large-deformation analysis, we introduce 
only one. (For each geometrically nonlinear strain measure there is a conjugate stress mea­
sure, such that stress times strain always provides the same strain energy.) Green strain has 
the following definition. Consider line segment AB in Fig. 17.9-la, which moves from 
position AB to position A'B' as a result of deformation. Its axial strain can be defined as

1
Sg 2

'ds2-ds2 >

\ dS0 J
(17.9-1)
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(a) (b)

Figure 17.9-1. (a) Displacement and 
distortion of a line segment, (b) A bar 
hinged at node 1 and initially horizontal.

This expression leads to the following expressions for strain components in terms of the 
usual displacement components u, v, and w in coordinate directions x, y, and z [2.14, 
3.2,4.3,17.2].

ex =
12 2 2

: U'x+ 2 (~U’X + V’X + (17.9-2a)
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sz == W,z + (W,z + + W,z) (17.9-2c)

■+■ + (u.^ v,y -I- w,x vv.y) (17.9-2d)

Tyz = v>z + W,y + (u,y M,z + V,y V,z + W,y W,z) (17.9-2e)

Vzx = w>x + u,z + (u,z u,x + v,z v,x + w,z w,x) (17.9-2f)

in which the parenthetic expressions augment conventional linear expressions.
Let Eq. 17.9-2a be applied to plane motion of the bar in Fig. 17.9-lb, with ux = vx = 0 

at node 1, displacements u2 and v2 of node 2, and linear interpolation of displacements 
along the bar. Thus

u - (x/L)u2 

v = (x/L)v2
yields 1

2
w2

e* = £ + (17.9-3)

If w2 « L and r2 « L we obtain the conventional engineering definition, ex = u2/L. For 
rigid-body rotation about node 1, no matter how large, ex = 0. As examples, consider a 
90° rotation (w2 = -L and v2 = L) or a 180° rotation (u2 = -2L and v2 = 0).

The expression for ex in Eq. 17.9-3 corresponds to a “Lagrangian” description, in which 
displacements are referred to the original coordinate system. Thus in Fig. 17.9-lb, regard­
less of how much the bar may have rotated, node 2 of the bar is located by coordinates 
x = L and y = 0, and horizontal coordinate x is used in displacement fields u = (x/L)u2 
and v = (x/L)v2. Although the bar may have rotated a large amount, its axial strain is 
called sx and is defined by Eq. 17.9-3. In summary, in a Lagrangian formulation a struc­
ture is not described in terms of where it is, but in terms of where it originally was.

Corotational Formulation. Corotational coordinates may also be called “convected 
coordinates.” A local coordinate system is attached to each element, and translates and 
rotates with the element as deformation proceeds. The global coordinate system remains 
fixed. Element deformation is decomposed into a rigid-body component, which is identical
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Ml Tip deflection:

F y

<------- l--------->|
(a)

Figure 17.9-2. Large 
deformation in the xy plane 
of a cantilever beam under 
(a) tip moment, and (b) tip 
force P in the negative x 
direction.

to rigid-body motion of the local system, and a straining component that can be described 
by d.o.f. measured in the local system. Having separated the components, they can be 
addressed independently. *

If elements are sufficiently small relative to the complexity of the deformation field, and 
do not change much in size and shape as deformation accumulates, then element matrices 
can be formulated in the local system using conventional theory for small strains and small 
rotations. Therefore, Green strain is not needed. After formulation, element matrices are 
coordinate-transformed so that they operate on global d.o.f., and assembled into the global 
stiffness matrix. Thus the global stiffness matrix, and global equilibrium equations, pertain 
to the deformed structural geometry. As this geometry is not known in advance, iterative 
solution is required. References include [17.2,17.3,17.30-17.32].

In this section we limit explanation of the method to time-independent plane problems 
of frames modeled by beam elements that resist stretching and bending. The material is 
assumed to remain linearly elastic. As simple applications, large-deflection behaviors of 
beams shown in Fig. 17.9-2 might be calculated. The restriction to plane motion makes it 
easy to establish a local coordinate system for each element and follow its motion. The 
analogous three-dimensional case is not nearly as simple, because large rotations do not 
combine in vectorial fashion [17.32]. This is easily shown by rotating a book through 90° 
angles about axes x, y, and z in that order, then rotating a second book through 90° angles 
about the axes in reverse order. Final orientations of the books differ.

Before describing a computational algorithm we explain the establishment of a local 
coordinate system, determination of forces applied to nodes by the deformed element, and 
transformation of these loads and the element stiffness matrix to global coordinates. In 
Fig. 17.9-3a, element 1-2 is shown in its original configuration, before any deformation of 

Figure 17.9-3. (a) Plane beam element before deformation, identifying 
subsequent nonzero global d.o.f. D{ to D6. (b) The same element after 
deformation. Nonzero local d.o.f. are 0b w2, and 02.
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the structure has taken place (thus for all elements that would be used to model the beams 
in Fig. 17.9-2, /3Q = 0). The same element, after deformation defined by global d.o.f. Dx to 
D6, is shown in Fig. 17.9-3b. Local system x'y' moves with the element, with origin at 
node 1, and node 2 on the x' axis. Thus d.o.f. Wp vx, and v2 are always zero in the local 
system. From original nodal locations and global d.o.f. Dx to D6 we must determine non­
zero local d.o.f. 02, u2 and angle ft of the x axis. We presume that elements are small 
enough that 1| « 1 and |02| « 1.

After deformation, element length projections on global xy axes and orientation of 
local axis xf are

xL = x0 +©41 yL = y0+D52 (5 = arctan (yL/xL) (17.9-4a)

where

©41 = D4-Dx and ©52 = ©5-©2 (17.9-4b)

Element d.o.f. in local system x'y' are {d'J = |_0 0 m2 0 02Jr, in which

01 = ©3-(i8-/30) 02 = ©6-(/3-/3o) u2 = L-L0 (17.9-5a)

7 2 2 2 2 2where Lr = xL + yL and = Xq + y0. However, u2 may have considerable cancella­
tion error if computed as u2 = L - Lo. An improved expression for numerical calculation 
is obtained by substituting from Eq. 17.9-4a in the I? expression, forming L2 - Lq , and 
writing L2-£q = (L - Lo)(L + Lo) = u2(L + Lo). Thus [17.31]

u2 = 7—l"(2x0+£>41)£>41 + (2y0 + £>52)D52"| (17.9-5b)
T LrQ l -1

Because u2 « L, the denominator could as well be written as 2L0.
In local system x'y', nodal loads {r'} needed to equilibrate element deformations can be 

computed either from the local element stiffness matrix or from element stresses. In general,

{r'} = [k']{d'} or {r'} = [LbJT{a} dV (17.9-6)

In the present application [k?] can be taken from Eq. 2.3-6, reduced to a 3 by 3 matrix if 
desired because and v2 are always zero in Fig. 17.9-3b. Transformation through 
angle /3 to global coordinates is

[k] = [T]r[k'][T] and {r} = [T]r{r'} (17.9-7)

where [T] is as described in Section 8.3. Next the tangent-stiffness matrix and the array of 
internal nodal forces of the structure in its current configuration are obtained by the usual 
assembly process, with element arrays expanded to “structure size.”

[Kt] = ^[k] and {Rint} = ^{r} (17.9-8)
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A summary of a computational algorithm is as follows. We assume that an external load 
has been applied, and a converged solution for that load has been obtained. Another incre­
ment of external load is now added, thus changing the net external load to {Rext}. The new 
configuration is to be determined by iterative calculation. Let i denote the iteration num­
ber. Tangent stiffness [Kf]x, global d.o.f. {D}b and internal loads {Rint}x are known from 
the existing converged solution. We solve for the displacement increment produced by the 
new increment of external load and update the solution, starting with i = 1.

{AD}/+1 = [Kt]^{Rext} - {Rint},J {D}1+1 = {D}z + {AD}!+1 (17.9-9)

Using {D};+1, updated arrays [KJ/+1 and {Rmt}z+1 can be established. We return to 
Eq. 17.9-9, now with i = 2. Iteration continues until convergence, when {AD}/+1 = {0} 
and {D}Z+1 is such that the deformed structure has a configuration that can support loads 
{Rext}. The solution process is Newton-Raphson iteration that drives the load imbalance 
in Eq. 17.9-9 toward zero. One might choose to update [KJ only when a new load incre­
ment is added, thus using the modified N-R method during iterations at a given load level.

Remarks. Other Problems. When stresses are such as to place the structure near a buck­
ling condition, “stress stiffening” should be included. A simple example of stress stiffen­
ing is as follows (a more complete discussion appears in Chapter 18). In Fig. 17.9-4a, a 
spring-supported rigid bar carries axial load P. Lateral displacement due to added lateral 
force F is shown in Fig. 17.9-4b. By taking moments about node 1, with v2 « L, we 
obtain

(k + kf)v2 = F where ka = -L (17.9-10)

where ka is the “stress stiffness.” The effect of a compressive force P is to decrease the net 
stiffness k + ka. Indeed k + ka = 0 when P = -kL, which defines a buckling condition. 
Despite the name “stress stiffening,” the effect is of more concern when it reduces stiff­
ness. In multiple-d.o.f. problems the analogue of ka is an element matrix [kJ that aug­
ments the conventional stiffness'matrix [k]. The effect of stress stiffening is automatically 
included in a formulation based on the complete Green strain expressions, but must be 
added to a corotational formulation by including [kJ matrices. In Fig. 17.9-2b, stress stiff­
ening is an important part of the numerical model if load P is roughly equal to the column 
buckling load Pcr, but is much less important for yet larger values of P.

If the strains of Eqs. 17.9-2 are incorporated in stiffness matrix formulation, results can 
be written in the form [k] = [k0] + [kJ + [k2], where subscripts indicate the order of dis­
placements contained. Thus [k0] is the conventional small-displacement stiffness matrix,

(a) (b)

Figure 17.9-4. (a) Rigid bar 
supported by a linear spring at one 
end and carrying axial force P. 
(b) The rigid bar displaced by 
lateral force F.
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independent of displacements. Matrix [k^ contains displacements to the first power. If 
displacements in [kJ are replaced by their associated stresses within the element, [kJ can 
be identified as a stress stiffness matrix [kJ. Matrix [k2] contains displacements to the 
second power and is sometimes called an “initial-displacement stiffness matrix.”

A geometrically nonlinear structure may have more than one equilibrium configuration. 
In Fig. 17.9-2b, for example, for P > Pcr the structure is in equilibrium when bent up, bent 
down, or straight. The straight configuration is unstable equilibrium, but a numerical solu­
tion may converge to it. Especially near a buckling condition, small load increments may 
be appropriate, and small auxiliary lateral loads may be temporarily applied to start the 
structure moving in the desired direction. The column problem with P > Pcr is a classic 
problem called the elastica. It provides a convenient test case. The problem was solved 
analytically by Euler in 1744. Theory and numerical results appear in [17.33,17.34].

An initially flat and unstressed membrane has no stiffness with which to resist lateral load. 
To avoid singularity in the first cycle of a tangent-stiffjiess analysis under lateral loading, one 
might temporarily impose a fictitious membrane stress so that a nonsingular stress stiffness 
matrix [KJ is present at the outset. The actual [KJ, based on computed stresses, can be 
used in subsequent iterative cycles.

If deflections are quite large, as in inflating a balloon, there are several sources of non­
linearity. The material has a nonlinear stress-strain relation. Deflections are large and ele­
ments grow substantially in size; consequently external force on each element grows 
because the element grows, and the force changes in direction as the element rotates 
[17.35]. Because of element growth and distortion, Green strain may be needed and a 
corotational formulation may not be appropriate. References include [16.47-16.50].

Cable problems are roughly similar to membrane problems, because of the near­
absence of flexural stiffness, the need to account for stress stiffening, and the possibility of 
large deflections. One might model a cable by many standard two-node elements, but such 
a model may have convergence difficulties because displacements may be on the order of 
the structure dimensions, and may be computationally expensive when it does succeed. 
Formulations based on exact catenary equations effectively represent an entire cable 
between support points as a single element, and seem more appropriate [17.36-17.38], 
Extensions to dynamics are available [17.39]. By adding some flexural stiffness, a “long 
flexible beam element” is produced [17.40]. , ,

17.10 MODELING CONSIDERATIONS.
REMARKS

As compared with linear analysis, nonlinear analysis is likely to be much more demanding 
of computer resources and the analyst’s time and expertise. Goals of analysis may be more 
varied and there are more computational paths from which to choose. It is harder to fore­
see structural response. A good understanding of the response and how to compute it may 
develop only after performing trial analyses. Modeling advice of Section 1.5 and Chapter 
10 remains applicable: try to understand the physical problem and concepts that underlie 
analysis procedures; study software documentation; expect to use a sequence of models; 
critically examine computed results; keep records of what is done in each analysis and 
what is learned from it; and so on. Before undertaking a nonlinear analysis one should be 
satisfied that it is really necessary.
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Recall that the principle of superposition is not applicable to nonlinear problems. Double 
the load produces more, or less, than double the response. Results of different load cases 
cannot be algebraically or vectorially added. If different loads are applied sequentially, the 
final state of stress and deformation may depend on the order in which loads are applied.

Strategy. Much more than in linear analysis, the nature of a nonlinear problem may 
become clear only after trying to solve it. At the outset, the types and extent of 
nonlinearities may not be apparent, and even if they are, the appropriate elements, mesh 
layout, solution algorithm, and load steps may not be. An attempt to solve a nonlinear 
problem in “one go” is likely to fail, producing confusion and frustration. As always, it is 
desirable to anticipate FE results by doing a simplified preliminary analysis. Nonlinear 
analysis should make liberal use of test cases and pilot studies. Linear analysis should 
precede nonlinear analysis. Linear analysis can detect modeling blunders that would also 
afflict nonlinear analysis and can test the adequacy of the initial discretization. It may also 
suggest the location and extent of yielding, or what gaps are likely to open or close, or the 
approximate load and deformation state of actual collapse. If nonlinearity is produced by 
different sources, it may be possible to add them one at a time, so as to better understand 
their effects and how to treat them [2.14]. Initial models in a sequence may use a relatively 
coarse mesh, large load steps, and a liberal convergence tolerance. Subsequently all of 
these can be refined. Usually a final load must be approached in several steps. Too large a 
load step can slow convergence or produce an abrupt change in a load versus displacement 
plot that can be mistaken for actual physical behavior. Convergence failure may be due to 
a numerical difficulty, perhaps provoked by too large a load step, or it may correctly 
indicate that a collapse state has been reached.

Once past early trials, the remainder of the analysis should be planned, as to what is to 
be done in each stage and why. Each load step can produce as much output as a complete 
linear analysis, so it pays to anticipate what output to request and how it will be examined. 
Output should be examined in at least a cursory way after each load step. Status reports 
and warnings produced by the software should be taken seriously and understood. One 
may wish to go on to the next load level only if the analysis seems to be behaving satisfac­
torily. Accordingly, sufficient data should be stored to allow restart from the current load 
level. At restart the analyst may call for changes in load increment, convergence tolerance, 
or other aspects of the solution algorithm.

Modeling. Modeling suggestions noted in Chapters 1, 10, and 11 might be reviewed, as 
they contain suggestions applicable to nonlinear analysis. Miscellaneous suggestions are 
as follows. A follower load, which maintains the same orientation with respect to a 
deforming surface, must be identified as such so that it will not be treated as the more 
common case of a load whose orientation is fixed in space. Software may automatically 
treat fluid pressure as a follower load, but the analyst must verify, not assume, that this is 
so. Residual or initial stresses may be present before external load is applied. Residual 
stresses are appreciable in standard rolled steel beams and have the effect of reducing the 
external load at which yielding begins. Initial stresses may also arise because of assembly 
procedures, and, like stresses accumulated during deformation, may make a structure 
either stiffer or more flexible via the stress stiffening effect.

If a structure can be divided into linear and nonlinear parts, the linear parts can 
be represented by one or more substructures. Matrices that represent linear parts need not
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Deformed:Original:

Figure 17.10-1. Possible distortion of element shape 
produced by large deformation.

change from one iteration to the next. As compared with a full model, fewer d.o.f. are 
needed because linear substructures can be represented by their attachment d.o.f. Most 
d.o.f. retained in the assembly can be in the nonlinear part, whose matrices must change 
from one iteration to the next.

Symmetry and antisymmetry conditions must be used with caution or avoided altogether. 
In a linear problem (other than buckling or vibration) symmetry of geometry, supports, 
elastic properties, and loads allows a portion of the structure to be modeled with symmetry 
conditions imposed. In a nonlinear problem, such symmetries may disappear as load 
increases, depending on details of the model and its subsequent loading.

Large strains may deform a mesh so greatly that well-shaped elements become poorly 
shaped. A revised initial mesh allows element shapes to remain acceptable despite large 
deformation (Fig. 17.10-1). It is also appropriate to refine the mesh as deformation accu­
mulates. With large deformations and rotations, stresses and strains may have to be 
defined differently from what one is accustomed to in linear analysis. Computed stresses 
and strains may be reported with reference to global directions or rotated element direc­
tions. Software documentation must be studied to discover what output is presented and 
what it means.

With large displacements, the orientation of a spring or a bar that links nodes is con­
trolled by positions of nodes to which it is connected. Thus, in Fig. 17.10-2 if it is intended 
that the link exert only forces normal to adjacent surfaces, such may not be the case after 
deformation. If the problem is one of contact, a better representation is provided by a fric­
tionless contact element that resists interpenetration of adjacent surfaces. Note that linear 
analysis of the model in Fig. 17.10-2 is based on the original vertical orientation of the 
link, regardless of the magnitude of displacements computed.

In elastic-plastic analysis, the initial load step can be large if it takes the structure to the 
initiation of yield but not beyond. Detecting the onset of yield and tracking its spread 
demands an adequately refined mesh and adequate distribution of sampling points in 

(a) (b)

Figure 17.10-2. A spring or link connects nodes across a gap. (a) Before loading: link 
normal to adjacent surfaces, (b) After large deformation: link no longer normal to surfaces.
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affected elements, with perhaps more than the usual number of points if elements become 
severely distorted. A part that bends requires sampling points on its surface, where yield­
ing begins, and enough thickness-direction sampling points to permit a satisfactory caten­
ation of bending moment. The plastic strain increment AA should not exceed about 5% in 
any load increment [8.7]. In examining results it is usually helpful to plot the deformed 
structure and also plot the extent of plastic action as load increases.

Elements can be activated or deactivated (called element “birth” and “death” in [8.7]). 
An element can be deactivated by setting its stiffness to nearly zero, as might be appropriate 
if calculation shows too large a stress in a material that crumbles. Mass remains unless it is 
also set to zero, as might be done for material that melts and flows away. Conversely, ele­
ments initially inactive might be activated when a structure grows, due to causes such as 
solidification, spray deposition, or filament winding.

Nonlinear dynamic analysis is usually performed by direct integration, as most soft­
ware lacks devices needed to enable a modal method to deal with nonlinearity. In dynamic 
analysis of a contact problem by the central difference method, the allowable time step is 
substantially reduced if large stiffnesses are introduced, because they produce high natural 
frequencies. Regardless of the method of direct integration, perhaps 30 time steps per 
period of the highest frequency may be needed to prevent the algorithm from dissipating 
energy in a collision [8.7].

Convergence. Equilibrium conditions become satisfied only at convergence. Slow con­
vergence, or failure to converge, may have various causes. In an elastic-plastic problem, 
concentrated loads and point supports are associated with high local stresses. In trying to 
resolve conditions at these locations, the algorithm may use many iterations, which are 
wasted if the region of interest lies elsewhere. The difficulty can be avoided by assigning a 
very high yield stress to elements adjacent to concentrated loads and point supports. Or, 
convergence failure may indicate that the structure has reached its load-carrying capacity, 
perhaps due to buckling, the exhaustion of strain-hardening capacity in plasticity, or a gap 
that opens permanently so that part of the structure “floats away.” When approaching a 
collapse condition or a limit point (Fig. 17.2-3a), displacement increments become large. 
At a collapse condition or a limit point, and for some distance beyond it, tangent stiffness 
matrix [Kr] is not positive definite, usually provoking software to halt execution and issue 
an error message.

Various tactics are possible when convergence fails. The number of iterations usually 
allowed per load step may be roughly 20, or perhaps over 80 for a problem of gaps and 
contact. These limits can be increased. The size of load increments can be reduced. One 
can search for badly shaped elements, adopt a continuously curved stress-strain relation 
to replace a bilinear relation, or relax the convergence tolerance [10.37]. Alternative 
algorithms and combinations of computational paths that the software may provide can 
be explored. If convergence is eventually obtained, computed results must be carefully 
examined to see if the given problem has been altered by the computational tactics. If 
difficulties remain, expert advice can be sought.

A converged solution may not be a physically realistic solution. For a given load there 
may be more than one equilibrium configuration, and a numerical solution may converge 
to any one of them, even if the configuration is physically unstable.

Buckling. Buckling may be defined as a condition in which the stability of equilibrium 
is lost. The simplest elastic cases are those of initially straight columns under axial load 
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and initially flat plates under in-plane load, for which there is no lateral deflection until 
the solution “bifurcates” at the critical load. An actual structure is more likely to display 
lateral deflection from the outset of loading, perhaps nonlinearly related to load. Buckling 
may be by bifurcation or it may be associated with a limit point (Fig. 17.2-3a). There may 
or may not be postbuckling strength. Clearly, nonlinear analysis plays a role in buckling 
investigations. These matters are discussed in Chapter 18.

ANALYTICAL PROBLEMS

17.2-1 (a) In Fig. 17.2-la, let k = 0.2 - u and P ‘= 0.006. Starting with u = 0, apply 
three cycles of the direct substitution algorithm.
(b) In the manner of Fig. 17.2-2, qualitatively sketch the progress of the algorithm 
on a plot of P versus u.
(c) What is the expression for tangent stiffness kt in terms of u?

17.2- 2 The sketch shows a nonlinear relation P = P(D'). In the following parts of this 
problem we pretend that P and dP/dD can be determined when D is known, but 
that an explicit expression for D in terms of P is not available. In each part, numer­
ically solve for D by the method indicated, using data provided. Sketch the 
progress of each solution on a plot of P versus D.
(a) Let P = 8. What D is predicted by five cycles of N-R iteration, starting from 
D = 0?
(b) Let P = 8. What D is predicted by five cycles of modified N-R iteration, start­
ing from D = 3?
(c) Repeat part (b) but use three cycles and update the tangent stiffness after the 
first cycle only.
(d) What D is predicted by four purely incremental steps (Euler’s method) of 
AP = 2, starting from P = 1 (where/) = 0.1111) and going to P = 9?
(e) Repeat part (d) but include the force iiilbalance correction at every step.
(f) Let P = 8. What D is predicted by five cycles of the direct substitution algo­
rithm, starting from D = 0?

Problem 17.2-2



Analytical Problems 631

17.2- 3 Apply the introductory remarks of Problem 17.2-2, now with reference to the hard­
ening curve shown.
(a) Let P = 0.8. What D is predicted by five cycles of N-R iteration, starting from 
D = 0?
(b) Let P = 3. What D is predicted by five cycles of modified N-R iteration, start­
ing from D = 6?
(c) Repeat part (b), but now update displacements according to Eq. 17.2-8, with 

= 0.6.
(d) Repeat part (b) but use four cycles and update the tangent stiffness after the first 
cycle only.
(e) What D is predicted by three purely incremental steps (Euler’s method) of 
AP = 1, starting from P = 1.5 (where D = 6) and going to P = 4.5?
(f) Repeat part (e) but include the force imbalance correction at every step.
(g) Let P = 4. What D is predicted by four cycles of the direct substitution algo­
rithm, starting from D = 0?

Problem 17.2-3

17.2- 4 The bar shown is of length L when unstressed, where L2 = a2 + c2. Let a » c. 
When load P is zero, so is displacement D. The bar has axial stiffness AE/L, rolls 
without friction at B, and does not buckle as a column. Assume that the roller is 
constrained to remain in contact with the wall and in the plane of the figure.
(a) For a » c, show that potential energy IIp = U - PD is

np = (AE/8a3)(D2 -2cD)2 -PD.

(b) Show that equilibrium values of D are given by roots of the equation

P = (AE/2a3)(2cD-D2)(c-D).

(c) Determine expressions for the secant stiffness fcsec = P/D and the tangent 
stiffness.
(d) Show that limit points are at D = c(l ±1/73).
(e) Let constants of the system be such that points A and F on the P versus D curve 
shown are at PA = 241, DA = 0.211, PF = 250, and DF = 1.080. After conver­
gence at P = 200, P is increased to 250, and the following sequence of displace­
ments D is generated by the N-R algorithm: 0.173, 0.219, 0.071, 0.143, 0.190, 
0.249, 0.199, 0.294, 0.235, 0.175, 0.222, 0.108, 0.166, 0.210, 1.178, 1.096, 1.080, 
1.080. Explain this path to convergence by sketching it on the P versus D plot.
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(f) Sketch the path that would be taken by the modified N-R algorithm for P = 
250, starting from D = 0.

(a) (b)

Problem 17.2-4

17.2 -5 Let loads P^ and P2 be functions of displacements and D2; that is, Pi = 
fl(D1JD2') and P2 = Let DA and DB be exact values of Dx and D2 pro­
duced by loads PA and PB. Let D* A and D* B be approximations of DA and DB. 
Assume that DA = D* A + &DA and DB = DB + ADB. Derive the following equa­
tions of the N-R method:

dp^ fad j = rpA-A(D;,D*);
dP^dD, dP2/dD2\D. D. IadJ [PB-f2(DA,DB')>

17.2 -6 Consider a function g(x) = x-{f(x)/f'(xy], where a prime indicates differentia­
tion with respect to x. To solve the equation/(x) = 0 by the N-R method, we seek 
a solution x  that satisfies x  = g(x)  by starting with a given x0 and iterating; that 
is, xf+1 = g(x;). A second-order Taylor series for g(x) is

* * *

g(x) = g(x*)  + g'(x*)(x  - x*)  + g" (x )(x - x*) 2

where x lies between x and x*.  Hence, show that the N-R method terminates 
quadratically.

17.3 -1 The two bars shown are fixed to rigid walls at their outer ends and are welded 
together where load P is applied. Material behavior is shown in the second part of 
the sketch. Use a tangent-stiffness method. Starting from zero load, apply succes­
sive load increments AP = 20, AP = 10, and AP = -30. Determine the corre­
sponding values of displacement D. Show results on a plot of P versus D.

Compression 
(remains linear)

Tension (yields)

0.001

Problem 17.3-1

17.3 -2 For the bar of Problem 17.3-1, apply the single load increment AP = 10 after the 
yield-point value of load P is reached. Determine the value of displacement D pre­
dicted by five cycles of the initial-stiffness method.
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17.3 -3 Imagine that the horizontal bar in the sketch is rigid and is constrained to remain 
horizontal as load P and displacement v increase. The three vertical bars are elastic- 
perfectly plastic, with A = 1, E = 1, and L = 2. Bars have the respective yield­
point loads FT = 2, F2 = 4, and F3 = 6. Use three steps of a tangent stiffness 
method to generate the P versus v relation. Scale the result of each step so that one 
bar begins to yield at the beginning of the next step.

Problem 173-3

17.3 -4 The weightless, rigid block B shown is pushed down in a frictionless guide by 
force P. The force versus deflection plot for each of the two supporting bars is 
given in the sketch. Solve for displacement D of block B due to a force P = 24 N, 
as follows.
(a) Determine the exact solution.
(b) Use a tangent-stiffness method. Let AP = 19 N be the initial load increment, 
and AP = 5 N be the second and final load increment.

Problem 173-4

17.3- 5 Assume that members of a truss carry only uniaxial stress, and that members in 
compression will buckle elastically at their critical loads without ever yielding. 
Assume that members in tension have elastic-perfectly plastic behavior. Outline a 
tangent-stiffness algorithm for computation of displacements produced by mono­
tonically increasing loads.

17.3- 6 Let a uniaxial stress-strain relation have the equation a2 = 106s. Starting on 
the curve at a = 1000, use the procedure of Eqs. 17.3-5 to 17.3-7 to determine 
the stress predicted by strain increment As = 3. What is the percentage error 
of the result?

17.5- 1 Assume that plastic action in bending is to be modeled and that several sampling 
points are used in the thickness direction (dimension d in the sketch).
(a) Why might a trapezoidal rule or a Simpson quadrature rule be preferable to a 
Gauss rule?
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(b) Imagine that the stress distribution shown prevails across depth J of a beam of 
rectangular cross section. What is the percentage error of the computed bending 
moment Mc, if Mc is integrated from the stress distribution using a two-point Gauss 
rule? And what error for a three-point Gauss rule?
(c) Similarly, determine percentage errors associated with trapezoidal rules that 
use 3, 5,7, and 9 sampling points.

17.5- 2 Imagine that a state of uniaxial stress produces a plastic strain increment dsp in the 
direction of the stress. Show that Eq. 17.5-4 yields dspe = dep if the stress acts at 
45° to x and y axes.

17.5- 3 Describe steps of a tangent-stiffness solution algorithm in which each load incre­
ment causes a single additional sampling point to be brought to the initiation of 
yielding. Assume that load increases monotonically and that the material is elastic- 
perfectly plastic.

17.5- 4 Consider an FE model of a plane structure. The material is isotropic, linearly elas­
tic, and brittle: it cracks when tensile stress in any direction exceeds the value at. 
Outline a plausible tangent-stiffness algorithm for predicting deformations caused 
by monotonically increasing load. How will a collapse condition be detected by 
this algorithm?

17.9- 1 Consider axial strain of the bar in Fig. 17.9-lb. For what value of u2/L does the 
engineering definition sx = u2/L differ by more than 5% from the ex definition of 
Green strain, Eq. 17.9-3? Consider (a) v2 = 0, (b) v2 = u2, and (c) v2 = 100u2.

17.9-2 In Eqs. 17.9-2, let w = 0 to obtain expressions for Green strain in the xy plane. 
Show that these strains are zero for general rigid-body plane motion, Eq. 4.9-1 and 
Fig. 4.9-1.

17.9-3 Frame ABC is loaded by moment Mg at B, as shown. Assume that there is no yield­
ing. For the following situations, sketch deflected shapes with sufficient care that 
they look different (if indeed they are different).

Mg

Problem 17.9-3
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(a) The software is directed to scale up a linear (small deflection) solution by a 
large amount, so that comer B appears to rotate about 60°.
(b) Mb is large enough to produce an actual rotation of about 60° at comer B.
(c) Repeat parts (a) and (b), now assuming that a ffictionless vertical wall prevents 
horizontal motion at B.

17.9- 4 When load P is zero, displacement D shown in the sketch is zero and the springs 
are collinear and unstressed. Spring stiffness is constant.
(a) Determine the secant stiffness fcsec = P/D, in terms of k, L, and D.
(b) What is £sec for small values of D (D « L)?
(c) What is the tangent stiffness for small values of DI
(d) Let P = 1N, L = 10 mm, and - 800 N/mm. Then D = 0.5 mm. Now 
increase P by AP = 7 N, and apply three cycles of N-R iteration to approximate 
the resulting D.

Problem 17.9-4

17.9-5 In Eq. 17.9-5b, show that u2 = 0 for large rigid-body rotation of the element about 
node 1, starting from /30 = 0 in Fig. 17.9-3.

17.9-6 In Fig. 17.9-2a, let the beam be uniform and linearly elastic. Derive the expression 
for y-direction tip displacement vL as a function of M, L, E, and Z, valid for any 
value of M. Show that this expression reduces to the standard linear relation when 
M is small.

17.9-7 When not loaded, the uniform slender beam shown has constant radius of curva­
ture R, where R » a. Its left end is tangent to the rigid horizontal surface. Vertical 
force F is then applied to the right end. If the beam remains linearly elastic, what 
value of F reduces curvature at the left to zero? For larger F, at what distance x 
does the beam depart from the horizontal surface? Use mechanics of materials 
methods.

17.9-8 The angle frame shown has uniform flexural stiffness El and may be regarded as 
weightless. At C, a small frictionless roller contacts a rigid vertical surface.
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Determine the vertical deflection at C due to force F, using mechanics of materi­
als methods. Assume that this deflection is small.

Problem 17.9-8

COMPUTATIONAL PROBLEMS

In the following problems compute significant values of displacement, moment or stress, 
as appropriate. Exploit symmetry where possible. When mesh refinement is used, estimate 
the maximum percentage error of results provided by the finest FE mesh. Where dimen­
sions, loads, or material properties are not assigned, choose values that seem reasonable or 
convenient. When additional assumptions are required, clearly state what they are. Apply 
the analysis methodology suggested in Section 1.5.
C17.1 Numerically solve the analytical problems of (a) Problem 17.9-3, (b) Problem 

17.9-7, and (c) Problem 17.9-8.
C17.2 Plane rectangular strips are loaded in tension. Apply uniform far-field stress a as

Problem C17.2

C17.3 Each of the plane bodies shown may be loaded by force F and/or moment M. 
Apply load sufficient to produce yielding. Investigate the extent of yielding and 
residual stresses upon unloading.

M

(a) (C)(b)

Problem C17.3
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C17.4 (a) An elastic beam is loaded by lateral force P, as shown. The beam rests on an 
elastic foundation that can push against the beam but cannot pull on it. Investigate 
the extent and intensity of the contact pressure between beam and foundation.
(b) As in part (a), but now consider a rectangular plate that rests on an elastic 
foundation.

C17.5 Two plane elastic blocks are pressed together, as shown. Assume that friction 
between blocks is zero, and investigate the extent and intensity of contact 
pressure between blocks.

Problem C17.5
C17.6 The sketch represents an idealized drum brake problem. Curved elastic bar AB is 

hinged at A and is pressed against a rigid circular brake drum by force F. The 
drum rotates with angular velocity O. Investigate how torque required to rotate 
the drum varies with angle a, the coefficient of friction, and dimension h. Analy­
ses may be repeated with the direction of rotation reversed.

Problem C17.6
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C17.7 A slender, elastic, circular ring is to be pulled through a smaller opening, as 
shown. The coefficient of friction between ring and opening is /x. Investigate the 
relation between force P and its displacement. Analysis may be repeated with P 
applied at A rather than at B.

Problem C17/7

C17.8 (a) In Fig. 17.9-2a, investigate the relation between load ML and displacement 
components of the beam tip.
(b) In Fig. 17.9-2b, investigate the relation between an x-parallel tip load P and 
displacement components of the beam tip when P exceeds the column buckling 
load. Add a very small lateral force to get lateral deflection started.
(c) Investigate deflections of an initially unstressed elastic membrane loaded by 
uniform lateral pressure p. (For a square membrane of side length L, thickness t, 
Poisson’s ratio 0.3, and slopes everywhere much less than unity, [17.41] reports 
lateral center deflection wc = 0.2866? [(p/E)(L/t)4]1/3)

C17.9 Investigate the force versus deflection relation of an archery bow.
C17.10 The sketch shows a thin, flat piece of metal fixed to a rigid support at x = 0. 

Initially, the structure midsurface and force P lie in the xy plane. Investigate 
large deflection elastic behavior that involves displacement components normal 
to the xy plane. Add a very small force normal to the xy plane to get lateral 
deflection started.

C17.11 The sketch shows a thin, flat piece of metal in a vertical plane. The vertical slots 
are very narrow. Lower ends of the outer legs are fixed and a vertical distributed 
load q is applied to the bottom of the center leg. Investigate large-deflection elastic 
behavior that involves displacement components normal to the plane of the paper. 
Load q may act either downward, as shown, or upward. Add a very small lateral 
force to get lateral deflection started.



CHAPTER 18
STRESS STIFFNESS AND BUCKLING

Matrices that account for the effect of membrane forces on bending stiffness are formu­
lated. Applications include buckling problems. Various types of buckling problems are 
reviewed. Risks of oversimplifying the computational problem are noted.

18.1 INTRODUCTION. ENERGY
CONSIDERATIONS

The term stress stiffening refers to the influence of membrane forces on lateral deflection, 
especially the lateral deflection associated with bending of beams, plates, and shells. 
Membrane forces, and associated membrane stresses, act along the axis of a bar or a beam 
and tangent to the midsurface of a plate or a shell. Despite the name “stress stiffening,” 
resistance to bending deformation is reduced when membrane forces are compressive 
rather than tensile, as when a column carries compressive axial load.

Buckling means loss of the stability of an equilibrium configuration, without fracture or 
separation of the material or at least prior to it. Bifurcation buckling is the kind of buckling 
familiar from elementary column theory in which, for an axial compressive load of magni­
tude Pcr, called the critical load, the straight pre-buckling configuration ceases to be a sta­
ble state of equilibrium and an alternative buckled configuration is also possible at load 
Pcr. Buckling may also appear without bifurcation, as at a limit point, where there is no 
alternative and infinitesimally close equilibrium configuration (Fig. 17.2-3a).

Bifurcation buckling occurs when a member or structure converts membrane strain 
energy into bending strain energy with no change in externally applied load. In slender 
columns and thin plates or shells, membrane stiffness is much greater than bending stiff­
ness, and large membrane strain energy can be stored with small deformations. When 
buckling occurs, comparatively large bending deformations are needed to absorb mem­
brane strain energy released.

In FEA, the effects of membrane stresses on lateral deflection are accounted for by a 
matrix [kJ, which augments the conventional stiffness matrix [k]. Matrix [kJ is a func­
tion of an element’s geometry, displacement field, and state of membrane stress. We call 
[kJ the stress stiffness matrix. Other names include “initial stress stiffness matrix” 
(although membrane stresses may change as deformation accumulates) and “geometric 
stiffness matrix” (although the conventional stiffness matrix also depends on geometry).

Matrix [kJ is independent of material properties and is therefore applicable despite 
possible anisotropy and yielding. Element [kJ matrices are assembled to provide struc­
tural matrix [KJ, in the same way that conventional element stiffness matrices [k] are 
assembled to provide [K]. Bifurcation buckling is an eigenvalue problem, having the same 
form as a vibrations problem, but with mass matrix [M] replaced by [KJ.

639
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ds « (1

ds = 71 + v$ dx
Figure 18.1-1.
(a) A uniform beam on 
simple supports.
(b) Geometric relations for 
a differential element of 
original length dx.

Analysis of a Beam-Column. To illustrate concepts of stress stiffness and bifurcation 
buckling calculation, we consider a simply supported beam (Fig. 18.1-la). Axial force P, 
positive in tension in this example, is regarded as imposed at the outset, perhaps by a 
change in temperature while ends of the bar are not allowed to move axially. An analysis 
based on energy concepts is as follows.

For small lateral displacement v = r(x), strain energy in bending is given by the stan­
dard expression in terms of curvature v,xx.

1 fL 2^ = 5 EIzv,2xxdX (18.1-1)

Imagine that v = v(x) takes place without any axial displacement u. Each differential 
length dx becomes a new differential length ds, where ds > dx. The expression for ds, and 
an approximation based on the first two terms of a binomial expansion and valid for 
|r,x| « 1, are shown in Fig. 18.1-lb. Axial membrane strain in the bar is therefore

ds -dx ds -
= —;------ = -— 1m dx dx

hence , 1 2^ 1 12
em + 2V’XJ 1 - 2V'X (18.1-2)

2
Equation 17.9-2a, for ex based on Green strain, also gives v,x/2 when v is the only dis­
placement.

During small lateral displacement, axial force P remains essentially constant. As each 
elemental length dx lengthens an amount em dx, tensile force P it carries does work, and 
stores strain energy, in the amount Psm dx. Thus 'the change in membrane energy is

fL 1 fL 2Um = \ Pem dx or Um = - Pv2 dx (18.1-3)
Jo ^jo

Let us assume that v varies as a half sine wave, v = vc sin(7w/L), where vc is the center 
deflection. Thus

77 _ * 77 _ 2 /1Q . ,,
^6 3 vc Um at Vc (18.1-4)

4L

If lateral load is also a half sine wave, q = qc sin(m/L), total potential is

fL q LII = Vb + Um + fl where fl = -1 vq dx = —^~vc (18.1-5)
•'o 2
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The equilibrium state is given by dHp/dv - 0, from which

?r El rf-p

Lateral deflection may be either decreased or increased by axial load P, depending on 
whether P is tensile or compressive.

Buckling occurs when P is such that vc can be nonzero while qc = 0. In other words, 
the effective flexural stiffness is reduced to zero when P = Pcr. From the equation 
k + ka = 0 we obtain Pcr - -7t2E1z/I?9 which is the classical Euler buckling load. 
Mathematically, we have solved the single-d.o.f. eigenvalue problem (k + k^)vc - 0.

The same critical load is given by the following energy argument. When the infinitesi­
mal lateral displacement of the buckling mode occurs, membrane energy is exchanged for 
bending energy without any work being done by applied loads. Thus

772£/,
Um + Ub = 0 yields Pcr = - —(18.1-7)

L

Caution. Imagine now that axial force P is not known a priori. It could be obtained as 
P = AEem, where axial membrane strain em is calculated from axial d.o.f. While this pro­
cedure is not needed with the simple beam example of Fig. 18.1-la, it can be applied to a 
more complicated problem where membrane stresses are not known a priori, such as an 
irregularly shaped flat plate loaded by an irregular distribution of in-plane forces. After 
membrane stresses have been calculated by plane stress analysis, [kJ matrices can be 
constructed and used for buckling analysis or for response to lateral load.

However, this two-stage procedure is appropriate only if there is little or no coupling 
between membrane deformation and bending deformation. Such is likely to be the case 
only for initially straight columns and initially flat plates. Consider Fig. 18.1-2, in which 
initial imperfection e designates slight initial curvature or slight eccentricity of the com­
pressive load P. The computed buckling load Pcr = tf2£Z/L2 is correct only if e = 0 in 
the physical problem. As e increases, membrane and bending deformations become 
increasingly coupled, the column displays large displacements rather than buckling, and 
Pcr becomes less useful as a predictor of behavior. For most practical problems in which 

Primary path

(a)

Figure 18.1-2. (a) Bar subjected to compressive axial load P. (b) The effect of an initial 
imperfection e.
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buckling appears possible, membrane and bending actions are coupled, and linear bifurca­
tion analysis may seriously overestimate the actual collapse load. Usually, nonlinear analy­
sis is more appropriate, so that the coupling of membrane and bending actions is taken into 
account from the outset. Eventual collapse may be associated with bifurcation or with 
reaching a limit point, or collapse might be defined as excessive deflection.

These cautionary remarks do not obviate the usefulness of [ka] in analysis, whether 
[ka] acts to reduce bending stiffness (as in collapse analysis) or increase it (as in a spin­
ning structure where there are tensile membrane stresses).

Additional Terminology. A primary path (Fig. 18.1-2b) is the original load-displacement 
line or curve and its extension. The secondary path is the alternative path that originates 
when the critical load is reached. The two paths intersect at the bifurcation point. Past the 
bifurcation point, the primary path is unstable: although it is possible mathematically, a real 
structure will follow the secondary path instead. If the secondary path rises, the structure has 
post-buckling strength. The secondary path shown in Fig. 18.1-2b is shown as a horizontal 
straight line because small-displacement assumptions are made in elementary column buck­
ling analysis. Actually, the path is initially horizontal, then curves upward. A limit point, 
points L in Fig. 17.2-3a, is a maximum on a load-displacement curve. It is not a bifurcation 
point because there is no immediately adjacent equilibrium configuration. When a limit­
point load is reached under increasing load, snap-through buckling occurs, as the structure 
assumes a new configuration by suddenly moving along path LI or L2 in Fig. 17.2-3a. A col­
lapse load is the maximum load a structure can sustain without gross deformation. It may be 
greater or less than a computed bifurcation buckling load. In common usage, critical load 
may refer to bifurcation load, limit-point load, or collapse load. Further remarks about these 
matters appear in Section 18.7.

18.2 BAR AND BEAM ELEMENTS

Let a straight bar or beam lie along the x axis, and let lateral displacement v and rotation 
v,x in the xy plane be determined by nodal d.o.f. {d}. Thus

v = l_Nj{d} and v,x = LGj{d} where LgJ = £LnJ (18.2-1)

Membrane strain energy Um associated with lateral displacement v is given by Eq. 18.1-3. 
With axial force P considered positive in tension,

> 1 2 I t ItVm = 5 I dx = 5 v,TxPv,x dx = -{df [k^d} (18.2-2)

where stress stiffness matrix [ka] is given by

[ka] = LGflGjPdx (18.2-3)
Jo
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y,v

W1 |1

A^i

u22

(a) (b)

Figure 18.2-1. Plane bar and beam elements and their nodal d.o.f. A = cross­
sectional area, E - elastic modulus, Iz = centroidal moment of inertia of A.

If lateral displacement is also allowed in the z direction, additional d.o.f. are needed in {d} 
and displacement w is included in calculations. The resulting [k^] matrices are very simi­
lar to those for plane deformation but contain more terms.

Bar Element. For plane motion of a bar, Fig. 18.2-la,

LGJ = k-1 lj
L-x x

V = —— T 5
Lt

* hence „r i 11_ L £j[t;2 1 rk i = 1 -1L ctJ l|_-i 1

(18.2-4)

in which axial force P is considered positive in tension. If z-direction motion is also 
allowed, additional P/L terms appear, associated with nodal d.o.f. and w2. Or, if axial 
d.o.f. and w2 316 allowed with plane motion, zeros appear on the diagonal. Respectively, 
these results are

For {d} T= L*i  W1 v2 w2J : For {d} T= L«1 vx u2 r2J :

' 1 0-1 o’ 'o 0 0 o'

[kJ = 7 0 1 0 -1 [kJ = 7 0 10-1 (18.2-5)
L -1 0 1 ' 0 L 0 0 0 0
.0-1 0 1 _ 0 -1 0 1.

Beam Element. With deformation restricted to the xy plane, Fig. 18.2-lb, shape functions 
in LnJ appear in Fig. 2.3-1 and in Fig. 3.2-4. Hence LgJ is obtained from Eq. 18.2-1, and for 
P independent of x and positive in tension, Eq. 18.2-3 yields

' 36 3L -36 3L '

[ktr] 30L
3L 4L2 -3L -L2

-36 -3L 36 -3L
for

2 2_ 3L -L -3L 4L_

(18.2-6)

This result can be expanded in the same fashion as seen in Eqs. 18.2-5 if z-direction defor­
mation or axial deformation is allowed.
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(a)

Figure 18.2-2.
(a) Cantilever beam 
with zero rotation at 
the right end.
(b) One-element FE 
model.

Force P might be regarded as a function of x for a column loaded by its own weight, but 
in practice it is more likely that axial force variation would be modeled by step changes in 
P from one element to the next.

In a beam of thin-walled open cross section, whether the beam is axially or laterally loaded, 
buckling usually occurs by a combination of twisting and bending. The stress stiffness matrix 
of Eq. 18.2-6 accounts only for flexural behavior of an initially straight prismatic beam. Ref­
erences for stress stiffening effects in beam elements with twisting and cross sectional warp­
ing include [15.8,18.1-18.4]. Rather than use special beam elements, a shell-element model 
like that in Fig. 10.2-lc might be used, although it has many more d.o.f.

Example. The following simple example illustrates use of [kJ in displacement calcula­
tion. Let a uniform beam be fixed at the left end and prevented from rotation at the right 
end, Fig. 18.2-2a. Displacements are confined to the xy plane. Axial compressive load P 
and lateral load F are applied. Deflection at the right end is to be calculated.

The net stiffness matrix is [k] + [kJ, where [k] for a plane beam without transverse 
shear deformation is stated in Eq. 2.3-5 and in Eq. 3.3-14. With d.o.f. u2 and v2 both 
retained, axial stiffness AE/L appears in [k]. For [kJ, we may use either the second of 
Eqs. 18.2-5 or Eq. 18.2-6, expanded to include axial d.o.f. The latter choice provides 
greater accuracy. For illustration we begin with the former. Thus, with P negative because 
it is compressive,

AE/L
0

° 1 r° 
3 +12E7/L [0 (18.2-7)

The equations for m2 and v2 uncoupled. They yield

pL FL3/12EI
u2 = ~Tp V2 = ----------- 2-----------

AL 1-PL712EI

If instead [k^] is taken from Eq. 18.2-6, we obtain u2 = -PL/AE and

(12EI : FL3/\2EI
'—- — v2 = F from which v2 - --------- ---------
I L3 5LJ 1-PL2/10EIz

(18.2-8)

(18.2-9)

We see that v2 is increased by compressive P, and according to Eq. 18.2-9 becomes infinite 
when P = IQEIZ/L2, which is the predicted buckling load (the exact buckling load is 
tt2E7/L2).



18.3 Plate Elements 645

18.3 PLATE ELEMENTS

For a flat plate, as for a straight bar or beam, an expression for [kJ can be obtained by 
examination of work done by constant membrane forces as they act through displacements 
associated with small lateral deflection. Membrane forces Nr, Nv, and Nn are forces per 
unit length. They are shown in Fig. 18.3-1 and are stated in terms of membrane stresses ax, 
ay, and r^by Eqs. 16.1-1. We presume that membrane forces are known, either a priori or 
from previous plane stress analysis.

Membrane strains associated with lateral deflection w = w(x,y) of the plate are given 
by terms in Eqs. 17.9-2.

_ 1 2
ex ~ Q^’x

1 2
ey = 2W’^ 7xy = w’xw’y (18.3-1)

The change in membrane strain energy associated with constant membrane forces and the 
strains of Eqs. 18.3-1 is written in a form analogous to Eq. 18.2-2 [17.33]:

KI 2 1 2 A-Aw, +-Aw, +A w, w, \dA2 x ’x 2 y y *y  x ,yj (18.3-2a)

or W’x

w,’7 J

7T
*x

NXy Ny

W’X

w’>-
>dxdy = |{d}r[kj{d} (18.3-2b)

For an element that has n d.o.f.,

w = |N_|{d}
nx 1

yields = [G]{d]
2xn

(18.3-3)

Equations 18.3-2b and 18.3-3 yield

[kJ
T Nx

NXy

N
xy [G]dxdy

My
(18.3-4)

where integration spans the element area. If the element is of the isoparametric family, 
shape functions in LnJ are expressed in terms of dimensionless coordinates £ and 17, and 
we must invoke Jacobian matrix [J] of Eq. 6.2-5. Thus

Figure 18.3-1. Differential element of a flat plate, showing 
membrane forces Nri Nv, and N^.

y *y



646 Stress Stiffness and Buckling

= [Gz]{d} and (18.3-5)

where [GJ contains derivatives of the shape functions with respect to £ and 17. With 
dx dy = J di; di], where Jis the determinant of [J], Eqs. 18.3-2b and 18.3-5 yield

[kJ = [G/[J] (18.3-6)

For triangular plate elements, a formulation for [kJ can be based on element boundary 
displacements alone [18.5]. It is slightly less accurate than a [kJ based on displacements 
within an element, but requires much less time to compute, which may be important in a 
nonlinear problem. A diagonal form of [kJ is also available [18.6].

18.4 A GENERAL FORMULATION

In Sections 18.2 and 18.3, each type of element is treated as a special case. It is desirable 
to also have a general formula for [kJ, analogous to the formula for the conventional stiff­
ness matrix (stated in Eqs. 3.3-7 and in Eq. 4.8-15a), that may be specialized to a particu­
lar geometry and displacement field. Such a formula is developed in the present section. 
As in preceding Sections 18.1 to 18.3, the resulting [kJ is limited to situations in which 
displacement gradients are much less than unity.

As an example problem in which such a formulation is useful, imagine that an I beam 
carries axial load and that its web and flanges are each modeled by flat shell elements. Let 
lateral deflection occur in a direction normal to the plane of the web. The [kJ developed 
in Section 18.3 would account for stress-stiffening effects on plate elements in the web, 
but not on plate elements in the flanges, which deform in their own planes. Additional 
stress stiffness terms are needed for these elements.

Imagine that a strain state {e0} and associated-stresses {ct0} prevail. Assume that {ct0} 
remains constant as additional strains {e} occur. Strains {e} correspond to the second 
stage of the two-stage analysis summarized following Eq. 18.1-7. We assume that strains 
are small enough that the engineering definition of stress may still be used. Virtual work 
associated with the additional strains is

T{e} {<r0} dV where
Sx &y '"

(18.4-1)
{<T0} - CTjQ (TyO Tzx0

With (e) the Green strains of Eqs. 17.9-2, the product {e}r{cr0} first displays the terms 
M>x°xO + vyayO + ■ • • • These terms lead to nodal load terms associated with axial force in 
a column, or with membrane forces in a plate, and so on. Subsequent higher-order terms 
are associated with strain energy analogous to Um in Eqs. 18.2-2 and 18.3-2. Here we call 
this energy Ua, where
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1 2 2 2
2<M>x + V'x + ^0 + ••• + + V’zV’x + w>zw>z)TzxO dV (18.4-2)

If we define

T{8} U. U, U. V. V. V.’X n,y >y,x <^,y <Z,? yv,x w,y w,z (18.4-3)

then Eq. 18.4-2 can be written in the form

1 f rf
s 0 o'

=U{s) 0 s 0 { 8 } d V where

0 0 s_
(18.4-4)

ax0 Txy0 Tzx0

Txy0 ^yO Tyz0

TZxO Tyz0 az0_

This expression is analogous to Eqs. 18.2-2 and 18.3-2b, and yields [kJ in an analogous 
way. Let the element displacement field be given by the usual expression {u} = [N]{d}, 
where {u} = Lw v w_F and {d} contains element nodal d.o.f. Also let {8} = [G]{d|, 
where terms in [G] are obtained from shape functions in [N] by appropriate differentiation 
and ordering of terms. Equation 18.4-4 becomes Ua = {d}r[ka]{d}/2, where the ele­
ment stress stiffness matrix is

s 
0
0

0 
s 
0

0
0 [G]dV (18.4-5)

s

Example. Consider the bar of Fig. 18.2-la, again with deformation restricted to the xy 
plane, so that w = 0. Initial stresses are zero except for axial stress cr^. We assume that u 
and v are linear in x. If Eq. 18.4-5 is written out in full, we find many zeros associated with 
nodal forces and displacements normal to the xy plane. With these terms discarded, and 
with shape functions = (L- x~)/'L and N2 = x/L, we obtain

u = +N2u2
v = Nyv^N2v2 {8} =

>xj

0 1 
-1 0 

[gF“
(18.4-6)

[kJ °\o 
0

[G]A dx = y

1
0

-1
0

0
1
0

-1

-1 0
0 -1
1 0
0 1

(18.4-7)
0

°\o

where P = cr^A. This result is almost the same as the second of Eqs. 18.2-5, but contains 
four additional terms. The additional terms occupy the same positions as AE/L terms in
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the conventional elastic stiffness matrix [k] of a bar element. Thus, in the net stiffness 
matrix [k] + [kJ, we see coefficients +(AE + P~)/L that multiply ur and u2 and coeffi­
cients +P/L that multiply vx and v2. Because AE »IP I in any practical elastic problem, 
the four “extra” P/L terms in Eq. 18.4-7 have negligible influence.

18.5 CALCULATION OF BUCKLING LOADS

We have defined buckling as a condition in which loads are large enough to destroy the 
stability of an equilibrium configuration. Buckling may occur by bifurcation, which means 
that a reference configuration of the structure and an infinitesimally close (buckled) con­
figuration are both possible at the same load. Prior to bifurcation, the load versus deflec­
tion relation may or may not be linear. Buckling may also be associated with a limit point 
(points L in Fig. 17.2-3a), where stability is lost but there is no immediately adjacent equi­
librium state. Limit-point buckling is inherently nonlinear.

Linear Bifurcation Buckling. In this subsection we discuss the kind of analysis that is 
commonly used for straight columns and flat plates. The first step is to load the structure 
by an arbitrary reference level of external load, {R}ref, and perform a standard linear anal­
ysis to determine element stresses such as membrane stresses in a plate. For stresses asso­
ciated with load {R}ref, the stress stiffness matrix is [KJref. For some other load level, 
with X a scalar multiplier,

[KJ = A[KJref when {R} = A{R}ref (18.5-1)

Equations 18.5-1 imply that multiplication of all loads R( in {R} by A also multiplies the 
intensity of the stress field by A but does not alter the distribution of stresses. Because the 
problem is presumed linear, the conventional stiffness matrix [K] is unchanged by loading. 
Let buckling displacements {3D} take place relative to displacements {D} ref of the refer­
ence configuration. Because external loads do not change at a bifurcation point,

f[K] + Acr[KJref'){D}ref = Acr{R}ref
K 7 (18.5-2)

([K] + Acr[KJref) {Dref + 3D} = Acr{R}ref

Subtraction of the first equation from the second yields

([K] +Acr[KJrrf){8D} = {0} (18.5-3)

Equation 18.5-3, is; an eigenvalue problem whose smallest root Acr defines the smallest 
level of external load for which there is bifurcation, namely

{R)cr = Aa{R}ref (18.5-4)

The eigenvector {3D} associated with Acr is the buckling mode. Because the magnitude of 
{8 D} is indeterminate in a linear buckling problem, it defines shape but not amplitude.
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x Figure 18.5-1. A uniform elastic column, fixed at x = 0 
and free at x = L.

A physical interpretation of Eq. 18.5-3 is as follows. Terms in parentheses comprise a 
total or net stiffness [Knet]. Because forces [Knet]{8 D} are zero, one can say that stresses 
of critical intensity reduce net stiffness to zero with respect to buckling mode {5D}. 
Mathematically, [Knet] is singular and has a zero determinant.

Example: Linear Bifurcation. Consider the uniform column in Fig. 18.5-1. Let the FE 
model be a single beam element. We take [k] from Eq. 2.3-5 or Eq. 3.3-14 and [ka] from 
Eq. 18.2-6. We arbitrarily choose thesreference load as Pref = -1.0, where the negative 
sign indicates compression. From a similar example, Eq. 18.2-7, we realize that axial 
d.o.f. need not be included in the eigenvalue problem. At the right end of the column, non­
zero d.o.f. associated with lateral displacement are and 0z2- For buckling in the xy plane, 
Eq. 18.5-3 becomes

El [ 12 -6L 1 _i 
__< i i _ 1
L3 -6L 4L2 cr30L

\ L J

36 -3L 8v2
-3L 4L2Jjl30z2.

0

0
(18.5-5)

A solution other than 8v2 = 0 and 80z2 = 0 requires that the expression in parentheses 
have a zero determinant. Therefore we may write the characteristic polynomial and extract 
its lowest root (this method is suitable for hand calculation with very few d.o.f.). The low­
est root of Eq. 18.5-5 is

Acr = 2.4860EZ/L hence Pcr = Acr(-1.0) = -2.4860EZ/L (18.5-6)

If instead [kJ were taken from Eq. 18.2-5, we would obtain PrT = -3EI7/L‘l, which is 
less accurate than the result in Eq. 18.5-6. Both results are upper bounds to the correct 
result, PCT = -2.4674EL/L2 (remarks about bounds appear in Section 18.6).

The buckling mode that corresponds to Acr can be obtained from Eq. 18.5-6 by inserting 
Acr = -2.4860E7z/L2, choosing an arbitrary value for one of the d.o.f. (such as 
80z2 = 1-0), and solving for the remaining d.o.f. Thus from Eq. 18.5-5 we obtain

{3D} =[8y2 80z2 Jr = L 0.6379L if (18.5-7)

In general, {3D} represents displacements relative to displacements {D}ref of the refer­
ence configuration that provides stresses used to construct [Ka]. In the present example, 
with d.o.f. u2 omitted a priori, {D}ref = {0}.

Example: Condensation of d.o.f. In structural dynamics, condensation can be used to 
reduce the size of an eigenvalue problem (Section 11.6). The same can be done in a buck­
ling problem, with [KCT] taking the place of mass matrix [M]. In the preceding example, if 



650 Stress Stiffness and Buckling

we choose to eliminate 86z2 from Eq. 18.5-5, transformation matrix [T] is obtained by the 
calculations of Eq. 11.6-3:

r -i t 1 ( L 3 [ 1K<] == 2-z h'n“ (18,5'8)
The transformations of Eq. 11.6-4 convert Eq. 18.5-5 to

(3EZz
hencek2 = o 2.5EI 2.5EL

Acr = —and Pa =------ —z (18.5-9)
L L

Condensation has slightly increased the magnitude of the computed buckling load.

Nonlinear Buckling. A buckling problem becomes nonlinear when there are significant 
prebuckling rotations. The problem can be addressed by methods described in Chapter 17. 
Thus we can form a tangent-stiffness matrix [KJ, which includes the effect of changing 
geometry as well as the effect of stress stiffening. In calculation we might solve equations 
[KJ{AD} = {AR} by an incremental scheme using load increments {AR}, with load 
correction terms and updates of [KJ after each incremental step. As a limit point is 
approached, displacement increments {AD} become very large. At either a limit point or a 
bifurcation point, [KJ becomes singular. A way of solving a nonlinear buckling problem 
as a sequence of linearized trial solutions is described in [18.7].

In the foregoing discussion we have tacitly assumed that external loads {R} are inde­
pendent of deformation, thus providing the null right-hand side of Eq. 18.5-3. Such may 
not be the case, as when buckling occurs under hydrostatic pressure loading. Further 
remarks on nonlinearity in buckling appear in Sections 18.6 and 18.7.

18.6 REMARKS ON STRESS STIFFNESS
AND ITS USES

Form of [ka]. Bounds and Errors. A stress stiffness matrix can be termed “consistent” 
if it is based on the same shape functions as used to form the conventional stiffness matrix. 
Then, if elements are compatible and not softened by low-order integration rules, linear 
buckling analysis (Eq. 18.5-3) provides an upper bound on the linear bifurcation buckling 
load of the mathematical model. This behavior might be expected in view of the upper­
bound nature of computed vibration frequencies (Section 11.3), which are obtained from a 
similar eigenproblem. Procedures for estimating the discretization error of buckling loads 
computed by FEA appear in [9.31,9.39].

An inconsistent [ka] does not violate convergence requirements stated in Section 4.9, 
which apply to the conventional stiffness matrix [k]. A one-element illustration of an 
inconsistent form appears in Eq. 18.2-7. If more elements were used in this problem, 
results would become quite accurate. Use of reduced integration in formulating [kCT] has 
the effect of basing it on a simplified displacement field. In the extreme of simplification, 
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a diagonal formulation for [kJ has been devised, which provides a lower bound on buck­
ling loads in test cases [18.6]. The motivation for adopting a simplified form of [kJ is the 
possibility of a worthwhile cost saving in computation-intensive problems.

With the conventional stiffness matrix [k], the product [k] {d} is null when nodal d.o.f. 
{d} represent rigid-body translation or (small) rigid-body rotation. With the stress stiff­
ness matrix, the product [kj{d] provides nonzero nodal forces when {d} represents 
rigid-body rotation. This result is not incorrect. A simple example is that of Fig. 18.2-2 
and Eq. 18.2-7, in which a bar element provides the stress stiffness term. Nodal displace­
ment v2 causes the bar element to rotate and consequently to apply y-direction force 
(P/L)v2 at node 2. This force is resisted by the elastic force (12E7^/L3)r2 due to bending. 
Hence this model provides Pcr = 12EZ/L2. More generally, one might interpret the buck­
ling problem of Eq. 18.5-3 as requiring that pseudo-loads Acr[KJref{3 D} be numerically 
equal to elastic resistances [K] {3D).

The form of [kJ used in a bifurcation buckling analysis cannot be chosen indepen­
dently of the application. In sandwich construction, where shear deformation of the core 
may be considerable, correct results require a match between fields on which [k] and [kJ 
are based [18.8]. A more important example is that of shells loaded by hydrostatic pres­
sure: loaded surfaces rotate when a buckling mode appears, so the load changes direction 
(that is, hydrostatic pressure is a follower load). As a simple special case, consider a slen­
der circular ring of radius R and uniform flexural stiffness EL Let uniformly distributed 
line load q be applied to the circumference, acting inward. For the follower load of hydro­
static pressure, #cr = 3EI/R\ But if q has constant direction, gcr = 4E7/7?3; and if q is 
always radially directed, qcr = 4.5E//7?3. If bifurcation buckling analysis is to provide 
correct buckling loads for hydrostatic loading, [kJ must be supplemented by a “pressure 
stiffness matrix.” Moreover, the form of the pressure stiffness matrix must be related to the 
shell theory on which element stiffness matrices are based. In some situations the pressure 
stiffness matrix is unsymmetric, although there appears to be little error in many cases 
when the matrix is “symmetrized.” References include [18.9-18.13].

Miscellaneous Applications. A shell of revolution usually has an asymmetric buckling 
mode even when geometry, supports, material properties and loading are all axisymmetric. 
The buckling mode will probably display many waves in each parallel circle. The problem 
can be addressed using a Fourier series method of the type described for solids of revolu­
tion in Sections 14.4 and 14.5 [18.14]. First the shell is discretized in the meridional direc­
tion, so that it is modeled by ring-shaped elements. Then one selects a specific number n 
of circumferential waves, and obtains the buckling load for that n. Analysis is repeated for 
n + 1 waves, for n + 2 waves, and so on. Provided that the initial n is sufficiently small, 
the lowest of the computed buckling loads can be identified as the desired result. It is not 
obvious which mode will govern, and several analyses may be needed: [18.15] cites a case 
in which buckling is associated with n = 39. If many waves also appear in the meridional 
direction, many ring-shaped elements are needed even if the shell has simple geometry.

An'initially flat membrane has no initial resistance to lateral pressure unless stress stiff­
ening is provided by initial stresses. A deflected membrane can resist pressure because of 
its shape, but stress stiffening effects remain important. Similar remarks apply to a cable 
network. A chainlike linkage of bars connected by frictionless hinges that hangs under its 
own weight would resist initial lateral load only because of stress stiffening, and lateral 
d.o.f. {D} would be obtained from the equations [KJ {D} = {R}.
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(a) (b)

Figure 18.6-1. (a) Particles of mass m and weightless members attached to a 
shaft that rotates with angular velocity fl. (b) Forces associated with rotation.

Linear dynamic analysis of an undamped structure with initial stresses is represented by 
the equations

Dynamic response: [K+KJ{D) +[M]{D} = {Rext} (18.6-1)

Natural frequencies: ([K + KJ - u?[M]){D} = {0} (18.6-2) 

whereJM] = mass matrix, {D} = accelerations of nodal d.o.f., to = circular frequency, 
and {D} = amplitudes of nodal d.o.f. Tensile membrane forces increase natural frequen­
cies of vibration. Compressive membrane forces decrease them and produce a root to = 0 
if buckling impends.

Spin Softening. Tensile stress induced by rotation has the effect of stiffening a member 
such as a fan blade. An opposing effect sometimes called “spin softening” or “centrifugal 
softening” may also arise. The effect is not related to matrix [KJ. We explain the concept 
by using the simple example in Fig. 18.6-1. Four particle masses m are attached to rigid 
and massless y-parallel bars, which in turn are attached to massless x-parallel elastic 
beams 1-2. Massless rigid links 2-3 serve only to prevent axial (y-direction) motion of 
beam ends. The assembly rotates about the y axis with angular velocity fl. If fl is large 
enough, end 2 of a beam will rotate in a radial plane, just as a column will deflect laterally 
when axial compressive force reaches the buckling load. If rotation at node 2 is a small 
amount 02 in a radial plane, centrifugal forces on the particle masses become unequal, and 
thereby create a moment we shall call

7Fa = m(L + a02)d

Fb = m{L-aQ2)il2
- FAa - FBa = 2ma2H2d2 (18.6-3)

Imagine now that member 1-2 is modeled by a single beam element, fixed at node 1 and 
simply supported at node 2 so that the only nonzero d.o.f. is 02. Stress stiffening is 
accounted for by the last term in Eq. 18.2-6, with axial force P = 2mLf)2. Let external 
moment M2 be applied at node 2. Thus

4E7 7?r
(k + fcJ02 = M2 + where k + ka = ——z + 2mL£l (18.6-4)
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From Eqs. 18.6-3 and 18.6-4,

2EZ, _2pL2 :
—— + m\L I -Tz- - aL \ 1D

^2 

2 (18.6-5)

We see that the effect of stress stiffening is reduced by spin softening. Indeed the brack­
eted expression may vanish for physically possible combinations of the quantities 
involved, so that the stability of equilibrium would be lost and 02 would be indeterminate. 
Rotation of node 2 about the x axis through a small angle &x2 causes masses m to exert 
torque 2ma2£l26x2 about the axis of member 1-2. Thus torsional stiffness of the x-parallel 
members is also effectively reduced by spin softening, but without a counteracting stress 
stiffening effect.

It is not hard to imagine th^t effects seen in this simple example may also appear in 
more realistic elastic structures. Usually stress stiffening has more influence on behavior 
than spin softening. Pertinent references for spinning structures include [11.13-11.19].

18.7 REMARKS AND EXAMPLES

The shallow plane truss in Fig. 18.7-1 illustrates possible types of secondary path [18.10]. 
Let displacements be confined to the plane of the figure. The problem is nonlinear; 
strongly so with extreme shallowness. The qualitative relation between load F and its dis­
placement D can be understood without calculation. If the optional central spring is either 
absent or sufficiently soft, the primary path displays a limit point. But if beams that com­
prise the truss are slender, one or the other may buckle as a column before the limit point 
is reached. If the truss is sufficiently shallow and has no central spring, the column buck­
ling load Pa can be sustained with increasing D but decreasing F. Thus the secondary 
path descends, which is characteristic of a structure without post-buckling strength. In 
this case the bifurcation buckling load is a good indicator of maximum strength, although 
pre-buckling nonlinearity must be taken into account. By adding a central spring of suit­
able stiffness k the secondary path may be made to rise, Fig. 18.7-lb. Thus the structure 
has post-buckling strength. It does not collapse upon bifurcation, although the primary 
path ceases to be stable at point B.

(a) (b)
Figure 18.7-1. A shallow plane truss, with qualitative plots of load F versus its 
deflection D. (a) No supporting spring, (b) Supporting spring added.
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Displacement Displacement

(a) (b)

Figure 18.7-2. Qualitative load-deflection plots for thin shells, (a) Axial load 
and axial deflection in a cylindrical shell, or external pressure and radial 
deflection in a deep spherical cap. (b) Axial load and radial deflection at point 
A in a cylindrical shell with a cutout.

In the foregoing example, behavior can be strongly influenced by small changes in 
shallowness, column buckling strength, and stiffness of the central spring. The behavior 
of a thin shell is also sensitive to small changes. Figure 18.7-2a shows the qualitative 
behavior of axially compressed cylindrical shells and nonshallow spherical caps under 
external pressure. The buckling load predicted by linear bifurcation analysis overestimates 
the limit point load. Even the limit point load is a poor estimate of the actual collapse load 
if calculations are based on geometric perfection. A structure that displays the behavior 
shown is called imperfection-sensitive, which means that the collapse load is strongly 
affected by small changes in structure geometry, distribution or orientation of loads, or 
manner of support. The limit point load of the actual thin-walled shell, with its imperfec­
tions, may be only 10% of the buckling load computed by linear bifurcation analysis 
[18.16]. The percentage may rise to 50% in laboratory tests when heroic efforts are made 
to achieve perfection.

Small imperfections are easy to introduce into an FE model. They must be deliberately 
introduced; the small errors inherent in numerical calculation are not sufficient to direct 
computed behavior into an imperfect mode, or into an asymmetric mode when a symmet­
ric mode is mathematically possible but actually unstable [18.11]. Geometric irregularities 
can be introduced directly. One of them might be the buckling mode predicted by linear 
bifurcation analysis. Or, it may be easier to apply small additional loads to create deforma­
tions similar to the initial geometric imperfections of interest.

A cutout may drastically alter the behavior of an axially compressed thin cylindrical 
shell (Fig. 18.7-2b). Here, linear bifurcation analysis seriously underestimates the actual 
limit load, where collapse occurs [18.16]. This example shows that bifurcation may be 
associated with a local buckling mode that has little influence on the mode that eventually 
produces collapse. For this structure, as with many practical structures, the actual geome­
try is imperfect and it may be unnecessary to add artificial imperfections.

Collapse analysis should be approached with the care and caution appropriate to any 
other nonlinear problem. Linear bifurcation analysis is comparatively easy, and may pro­
vide a useful first estimate, but it is rarely sufficient. It is easy to be misled, even in linear 
bifurcation analysis. For example, an axially compressed thin cylindrical shell modeled by 
triangular shell elements is an attractive test case for comparison with classical bifurcation
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(c)

Figure 18.7-3. (a) Plane frame, (b) Displaced shape when F = FCT according to linear bifurcation 
analysis, (c) Load versus displacement relations computed by nonlinear analysis.

theory, but the problem is computationally difficult because several eigenvalues are clus­
tered yet correspond to quite different eigenmodes. Even if software can negotiate the dif­
ficulties, computed results will be poor if, misled by the geometric simplicity of the 
structure, the analyst has employed so few d.o.f. that the many waves of the buckling 
mode cannot be properly modeled. Helpful observations appear in [18.17,18.18],

Numerical Example: Plane Frame. Bars of frame ABCD in Fig. 18.7-3a all have a 
square cross section 8 mm on a side. The material is assumed to remain linearly elastic at 
all times, with E = 200 GPa. Beam elements are used for the FE model: 5 along AB, 2 
along BC, and 12 along CD. Node A is pinned, node D may displace horizontally without 
friction, and displacements are confined to the xy plane. Behavior produced by horizontal 
load F at node C is to be investigated.

Because members are slender, buckling appears possible. An approximate preliminary 
analysis might regard CD as a column of length 480 mm, fixed at C and free at D, so that 
the column buckling load is Pcr = 'tt2EIz/4L2. In the original configuration, a vertical 
force 5F at node D is required for equilibrium. Hence, 5F = Pcr yields FCT = 146 N. In 
FE computation, axial forces in members are determined by linear static analysis, and 
subsequent linear bifurcation buckling analysis using these forces provides Fcr = 137 N. 
Deformations that prevail when this FCT is reached are shown in Fig. 18.7-3b. Results of 
nonlinear analysis, in which geometry is updated as load increases, are shown in 
Fig. 18.7-3c. Nonlinear analysis shows that the frame does not buckle at all. Instead, dis­
placements continue to increase as load increases.

To illustrate the effect of a small geometric imperfection, the initial (unloaded) geometry 
is slightly altered by inclining the lowest element so that node D is 2 mm left of the 
centerline of member CD, as shown in Fig. 18.7-4a. In FE computation, linear static 
analysis followed by linear bifurcation buckling analysis now yields Fcr = 114 N and a 
configuration in which node D moves 2.6 mm leftward (Fig. 18.7-4b). Nonlinear analysis, 
Fig. 18.7-4c, shows that node D moves rightward at first, then reverses direction as load 
increases further. The frame collapses by snap-through buckling when F = 86 N. In this 
example, as is often the case, linear bifurcation analysis overestimates the collapse load.
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y
I Fcr = 114 N (linear)

' rn-r^FcrI ! 100- _

F, N Nonlinear analysis

(a) (b) , (c)

Figure 18.7-4. (a) Detail of altered initial geometry for the frame of Fig. 18.7-3a. (b) Displaced 
shape when F = Fcr according to linear bifurcation analysis, (c) Load versus displacement 
relations computed by nonlinear analysis.

ANALYTICAL PROBLEMS

18.1- 1 A straight wooden column has a central axial hole that fits closely but without 
friction around a threaded metal rod, as shown. Turning a nut at either end ten­
sions the rod and compresses the column. Will the assembly buckle?

Problem 18.1-2Problem 18.1-1 Problem 18.1-3

18.1- 2 A rigid bar is supported by linear springs, as shown. Forces P are always horizon­
tally directed. Moment load Mo is applied. Displacements are confined to the 
plane of the figure. Consider work or energy associated with the forces, the 
moment, and the springs, and determine:
(a) the angle of rotation of the bar, in terms of Mo, P, k, and L.
(b) the (compressive) value of P for buckling (when MQ = 0) in terms of k and L.

18.1- 3 A rigid bar is pivoted at its lower end and attached to a linear spring at its upper 
end, as shown. Displacements are confined to the plane of the figure. Determine 
PCT for central loading (e = 0). Then, for e / 0, use small-angle approximations 
to express lateral deflection A of the top in terms of P, e, k, and L. Plot A/L versus 
P/Pcrfore/L = 0,0.01, and 0.02.
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18.1- 4 For the problem described by Fig. 18.1-1 and Eq. 18.1-6, let PCT = -'n2EIz/I? and 
let vcq represent the value of vc produced by q alone (when P = 0). Plot vc/v^ 
versus P/Pcz as P goes from P = Pcr (compressive) to P = 5 |Pcr| (tensile).

18.2- 1 For a straight bar on the x axis that may stretch and bend in the xy plane, strain 
and strain energy for small displacements are given by

1 2 dV12 Trex = u,x + -vx-yv,xx U =

Show how these expressions yield familiar conventional element stiffness matri­
ces and a stress stiffness matrix.

18.2- 2 Imagine that a bar element is tapered, so that its cross-sectional area is a continu­
ous function of its axial coordinate. In which element matrices ([k] or [kJ) does 
the effect of taper appear, and how is it taken into account?

18.2- 3 Construct a 4 by 4 matrix [kJ for a uniform two-node beam element, analogous 
to Eq. 18.2-6, by using the quadratic lateral displacement field
v = (1 - + (1 - £)£L(0zl - 0z2)/2, where £ = x/L.

18.2- 4 Obtain the P/L terms in the second [kJ matrix in Eq. 18.2-5 by appropriate spe­
cialization of [kJ in Eq. 18.2-6.

18.2- 5 For the plane system shown, establish two matrix equations that could be used to 
determine lateral deflection and rotation at node 2 in terms of P9 Q, E, Z, L, and c. 
The connection at node 2 transmits no moment.

Problem 18.2-5 Problem 18.2-6

18.2- 6 The bar shown is hinged at node 1 and may be considered rigid and weightless. 
Force P remains horizontal and motion is confined to the xy plane. In terms of P, 
Q, k, and L, what is deflection v2 if P is (a) zero, (b) Q.96kL in tension, and 
(c) 0.96kL in compression?

18.2- 7 Solve Problem 18.2-6(c), in which P = -0.96&L, by the following iterative 
method. For Q alone, v2 = Q/k, and now a nonzero P will exert a moment about 
node 1. Another analysis, in which moments about node 1 are used, therefore

• yields a larger value of v2. The process repeats.
18.2- 8 The column shown is fixed at the left end. At the simply supported end, x-direction 

load P has offset e. Model the column by one element.
(a) Determine rotation 0z2 in terms of P, L, E, I, and e.
(b) If e =0, what value of P makes 0z2 nonzero? What is the percentage error of 
this result?
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Problem 18.2-8 Problem 18.2-9
18.2- 9 The x-direction force P on the cantilever beam shown may be either tensile or com­

pressive. Model the beam by one element. Use v2 and 0z2 as d.o.f. and take [kJ 
from Eq. 18.2-6. Determine v2 if P is (a) zero, (b) 30 N in tension, and (c) 30 N in 
compression.

18.2- 10 Repeat Problem 18.2-9, but use the [kJ developed in Problem 18.2-3.
18.2- 11 In Problem 18.2-9(c), evaluate the bending moment at x = 0 by the calculation 

M = EZ[B]{d}, where [B] is based on the usual cubic field and 
{d} = [0 0 v2 0z2]T. Compare this M with that obtained by statics; that is, 
M = 0.1L - Pv2, where P = -30 N in this case.

18.2- 12 Diagonal mass matrices are discussed in Chapter 11. Why is an analogous diago­
nal stress stiffness matrix unacceptable if its nonzero terms operate on only trans­
lational d.o.f.?

18.4- 1 For the eight-node trilinear solid isoparametric element, how many rows and columns 
are there in [G] of Eq. 18.4-5? Express the Gy in terms of shape function derivatives 
and coefficients F- of the inverse Jacobian matrix. For convenience, let 

I J iT{d} = [uj «2 ••• u8 vr ••• w8J.
18.4- 2 (a) Consider a three-node triangular element that is constrained to move only in its 

plane. Write the formula for [kJ in terms of a 2 by 2 submatrix [s] and matrix [B] 
of Eq. 7.2-6. For convenience, order d.o.f. in {d} as [_w1 u2 u3 v2 
(b) Now let the same element be allowed only small deflection w = w(x,y) nor­
mal to its plane. What then is the formula for [kJ? Let {d} = [wq w2 w3Jr.

18.5- 1 Equation 18.5-5 has two roots, of which the lower root A = Acr is given by 
Eq. 18.5-6. What is the other root and the corresponding mode shape?

18.5- 2 Using the [kJ derived in Problem 18.2-3, determine the critical load in Fig. 18.5-1. 
Use one element. The only d.o.f. needed are v2 and 0z2.

18.5-3 Assume that the two pin-connected bars shown are rigid and weightless. The lin­
ear springs each have stiffness k. Displacements are confined to the xy plane.

Problem 18.5-3
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(a) Determine the buckling load Pcr
(b) In the buckling mode, set v2 = 1 and determine v3. Sketch this mode, and 
show that laterally-directed forces [Ka][r2 r3Jr are equal in magnitude to forces 
in the deflected springs.

18.5- 4 The uniform beam shown is fixed at its left end, simply supported at its right end, 
and divided into two identical beam elements, each of length a. Displacements 
are confined to the xy plane.
(a) Set up a three-equation system [K + Ka]{D} = {R}, then eliminate d.o.f. 0z2 
and 0zi by condensation, leaving v2 as the only d.o.f. retained.
(b) From this result, calculate PCT (for the case F = 0) and its percentage error.
(c) For nonzero F, plot v2/a versus P/Pcr if F = O.lOEZ/a2.

Problem 18.5-4

18.5- 5 Assume that the uniform columns shown buckle in the plane of the figure. Express 
their buckling loads Pcr in terms of E, Z, and L. Use the [ka] of Eq. 18.2-6.
(a) In Fig. (a), use and 02 as d.o.f.
(b) In Fig. (b) there are two elements. Impose symmetry about node 2 (which is 
not a hinge), so that 0t and v2 are the only d.o.f. needed.
(c) In Fig. (c), the lower end is fixed and the linear spring has stiffness 
k = 2EI/I?.
(d) In Fig. (d), the lower end is fixed and the rotational spring has stiffness 
k = EI/L.
(e) Repeat part (c), letting k —> °° (top free to rotate but not translate).
(f) Repeat part (d), letting k —> °° (top free to translate but not rotate).

Problem 18.5-5

18.5-6 Repeat Problem 18.5-5, using the [ka] derived in Problem 18.2-3.
18.5-7 Repeat Problem 18.5-5, to the extent possible, using the [ka] for a bar element 

(Eq. 18.2-5).
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18.5 -8 (a) In using condensation for a buckling problem (as in Eqs. 18.5-8 and 18.5-9), 
how should one select the d.o.f. to be eliminated?
(b) Using condensation, solve Problem 18.2-9(b).
(c) Using condensation, solve Problem 18.2-9(c).
(d) Using condensation to eliminate d1, solve Problem 18.5-5(b).
(e) Using condensation to eliminate 0lt solve Problem 18.5-6(b).

18.5 -9 The two slender bars shown are of different lengths but otherwise identical. They 
are fixed at A and C and welded together at B, where they are simply supported 
and axial load P is applied. Investigate the possibility of buckling.

Problem 18.5-9 Problem 18.5-10

18.5 -10 The two-element frame shown is fixed at A and C. Members are rigidly connected 
together at B and have the same El throughout. For buckling in the plane of the 
figure, determine the angle ft that minimizes the buckling load PCT.

18.6 -1 The massless string shown is horizontal and carries two particles, each of mass m. 
Assume that string tension T is not altered by small lateral deflection.
(a) Determine the static deflections of the particles caused by gravity.
(b) Determine the vibration frequencies and associated mode shapes.

Problem 18.6-1

18.6 -2 Repeat Problem 18.6-1, but increase the mass of the left-hand particle to 2m.
18.6 -3 The string shown has mass p per unit length. Assume that string tension T is not 

altered by small lateral deflection. Omit the conventional stiffness matrix [K] and 
use [Ka] and [M] matrices associated with a cubic lateral displacement field. 
Determine the natural frequencies and associated mode shapes. (The exact funda­
mental frequency is a>1 = ir2T/4pa2.)
(a) Use one element. (Nonzero d.o.f. are then and 02-)
(b) Use two elements and impose symmetry about the center. (What is a possible 
disadvantage of this procedure?)

— I------------- I —
----------- 2a-------------

Problem 18.6-3
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18.6 -4 Repeat Problem 18.6-3, to the extent possible, using [KCT] for a bar element 
(Eq. 18.2-5), and (a) [M] based on a cubic lateral displacement field, and (b) a 
lumped [M].

18.6 -5 A massless flexible string of length 2L is attached to a ceiling. Two particles are 
attached to the string, each of mass m, one at the middle and one at the lower end. 
(a) Determine the horizontal deflection at the lower end if a small horizontal force 
Q is applied there.
(b) Determine the natural frequencies and associated mode shapes.

18.6 -6 Model a uniform simply supported beam by a single element. Let L = 1.0 m, 
A = 0.0002 m2, El = 300.0 N • m2, and p = 2100 kg/m3. Impose symmetry, 
thus reducing the problem to a single d.o.f., by setting 02 = - Determine 
(a) the fundamental vibration frequency if there is no axial force.
(b) the axial force that makes the vibration frequency 347 rad/s.
(c) the vibration frequency if cofnpressive axial force 1200 N is imposed.

18.6-7 Let the members of length L in Fig. 18.6-la have static torsional stiffness K. 
Ignore the possible effect of links 2-3. What rotational speed fl effectively 
reduces torsional stiffness to zero? In other words, for what fl are the members of 
length a no longer in a stable configuration when oriented parallel to the axis of 
spin?

COMPUTATIONAL PROBLEMS

In the following problems, compute the load associated with a bifurcation point and/or 
the load that actually causes collapse. Exploit symmetry where appropriate. When mesh 
refinement is used, estimate the maximum percentage error of results provided by the 
finest FE mesh. Where dimensions, loads, or material properties are not assigned, choose 
values that seem reasonable or convenient. Material nonlinearity may be considered. 
When additional assumptions are required, clearly state what they are. Apply the analy­
sis methodology suggested in Section 1.5.
Cl8.1 Classical linear elastic bifurcation buckling loads are known for many problems, 

including straight columns, laterally loaded beams, and flat plates, with various 
load distributions and support conditions [1.16,17.33]. Such problems can be 
helpful in learning to use software and in showing the effects of mesh refinement.

Cl8.2 Reconsider the following problems, now with attention to the comparison 
between bifurcation load and collapse load, (a) Problem C17.10. (b) Problem 
C17.ll.

Cl8.3 A thin, flat, circular plate rests on a soft elastic foundation. A central lateral force 
F pushes the plate against the foundation.

Cl8.4 ; A'thin rectangular plate, initially flat, carries four lateral forces F, one at each cor­
' ner. The forces act upward at two diagonally opposite comers and downward at 

the two remaining comers. Impose support conditions sufficient only to prevent 
rigid-body motion.

C18.5 Solve problem C16.1. Let height h be much less than radii Rj and R2, so that 
deformation is nonlinearly related to load q.
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Cl8.6 A uniform bimetallic strip is manufactured with small initial curvature. Elastic 
properties of the two metals may differ, as may coefficients of thermal expansion 
cq and a2. Ends of the strip are pinned to rigid walls, as shown. No force is 
exerted on the walls at initial temperature To. Loading is created by changing the 
temperature uniformly to a value T [18.19].

Problem C18.6

Cl8.7 Solve shell problems of the type discussed in connection with Fig. 18.7-2. For 
comparison with published results, consult references cited in this chapter.

C18.8 The cross section of a steel measuring tape forms a shallow arc of small thickness, 
so that a length of tape has the shape of a longitudinal strip cut from a thin cylin­
drical shell. Bend the strip by applying opposing moment loads at the curved 
ends. Moment vectors may be directed parallel to the chord of the cross-sectional 
arc or normal to it.

Cl8.9 A uniform cable hangs under its own weight. Investigate natural frequencies and 
modes of vibration.
(a) The cable hangs from one end; the other end is free.
(b) The cable is supported at both ends. The amount of sag and the elevation of 
one end with respect to the other may be chosen arbitrarily [18.20].

C18.10 A thin, flat, circular plate spins with angular velocity fl about an axis normal to 
the disk and through its center. Investigate the effect of fl on 
(a) the frequencies of vibration.
(b) the temperature To that causes buckling, where temperature T varies linearly 
with the radial coordinate, from zero at the center to To at the rim.

Cl 8.11 Idealize a fan blade as a thin flat rectangular plate, rigidly attached to a shaft at 
one end. Investigate the effect of rotational speed of the shaft on vibration fre­
quencies of the plate. Investigate the effects of including (a) only stress stiffening, 
(b) only spin softening, and (c) both.

C18.12 Investigate buckling due to axial compression of an aluminum beer can, both with 
and without internal pressure.



APPENDIX A
MATRICES: SELECTED DEFINITIONS 

AND MANIPULATIONS

This appendix reviews matrix theory often used in FE theory. Symbols used are arbitrary and imply 
no particular physical meaning. Further explanation may be found in any of several references, 
including [9.8,17.20,A.l].

Definitions. A matrix is an array that contains numbers and/or symbols. Using symbols, we have 
for example 0

^11 A12 ' bl

[A] = A2j A22 ' {b} =. b2

Aml Am2 ’ .. A
mn_

|_rj = [ ri rz (A.l)

Respectively, these matrices are called a rectangular matrix, a column matrix (or column vector), and a 
row matrix (or row vector). Conventionally, boldface type is used to denote a matrix. Brackets and 
braces are optional; we use them to indicate the type of matrix. If m = n, matrix [A] is square, and n is 
its order. Coefficients with like subscripts (Au, A22, and so on) are on the principal diagonal (also 
called simply the diagonal). A unit or identity matrix is a square matrix that has l’s on its diagonal and 
zeros elsewhere.

1 0 ■■■ 
rij = o i ■■■ or FlJ = Fl 1 - 1J (A.2)

A null matrix is filled entirely with zeros. The trace of a square matrix is the sum of its diagonal 
terms; for a matrix of order n, tr[A] = An + A22 + • * • + Ann.

The transpose of a matrix is produced by interchanging rows and columns. For matrices in 
Eq. A.l,

[A]r
An A2i

A12 A22 {b}r = |_M2 "■J (A.3)

If A12 = A21M13 = A3i, and so on—that is, if [A]7" = [A]—then [A] is symmetric. A symmet­
ric matrix must be square (m - ri).

A matrix having all zeros above the diagonal is called lower triangular; a matrix having all zeros 
below the diagonal is called upper triangular. See, for example, [L] and [U] in Eq. A.7.

663
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Addition and Multiplication. If matrices have the same m and the same n, they can be added or 
subtracted. The operation is performed term by term. Thus, [C] = [A] + [B] is computed as 
Cy- = Ay + By. Multiplication by a scalar /3 is also done term by term; thus [D] = /3[C] implies 
Djj = ftCij'

The product of two matrices is

m
[P] = [A] [B] where Py = V AikBkJ (A.4)
I x n Ixmmxn

k=l

For example, P23 = A21B13 + A22523 + ^23^33 + ' ‘ Matrices must be conformable for multiplica­
tion; that is, if [A] has m columns, then [B] must have m rows. Examples of matrix multiplication are

Ll 2jPl = 11 P|l3 4j = 

|4J [2]
1 2 5 6 7
3 4j|_8 9 0

21 24 7
47 54 21

(A.5)

In general, [A][B] * [B][AJ; that is, except for some special forms, matrix multiplication is not 
commutative. The following properties may be stated (provided, of course, that matrices are con­
formable for the operation stated).

[A]([B] + [C]j = [A][B] + [A][C] 

([A] + [B])[C] = [A][C] + [B][C]

[A]^[B][C]) = ([A][B])[C] 

([A] + [B])r = [A]r+[B]r (A.6)

[Ajru = rutA] = [A] ([A][B]-[Z])r = [Z]r-[B]r[A]r

The last equation is often used in FEA: the transpose of a product is the product of the transposes in 
reverse.order.

If [B] is square and symmetric, so is the product matrix [P] = [A]r[B][A]. If [A] is a column 
vector, [P] is a scalar.

Sometimes it is convenient to partition a matrix into submatrices, as indicated in the following 
example.

[L][U] =
d । e 
0^ 

01 0

AC AD

BC BD
(A.7)

1_ _°_ _?
a 1 0
b c 1

As shown, submatrices can be multiplied as if they were matrices in their own right, provided that 
they are conformable.

Inverse. The inverse of a square matrix is another square matrix of the same order such that its 
product with the original matrix yields a unit matrix.

[AHA]-1 = [A]"*[A]  = TlJ (A.8)

The inverse of a 2 by 2 matrix is simple enough to be stated explicitly: 

[A] = [A]-1 = 4 d -b
-c a

where |A| = ad-be (A.9)
a b 
c d
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in which |A| is the determinant of [A]. (Numerical evaluation of |A| is discussed in Appendix B.) 
Properties of the inverse include

([A][B])—1 = [Bp1 [A]"1 and ([A]-1)r = ([A]7)-1 (A. 10)

Thus, the inverse of a product is the product of the inverses in reverse order, and the transpose of an 
inverse is the inverse of the transpose.

Symbolically, a set of algebraic equations and its solution for unknowns {x} is

[A]{x} = {b) {x} = [A]-1{b} (A.ll)

In FEA, matrix [A] is typically large and sparse. It would be wasteful of storage and time to invert it. 
Thus, the statementfx} = [AJ^fb} usually means only “solve for unknowns,” typically by Gauss 
elimination or an iterative method (see Appendix B).

A matrix is called orthogonal if its inverse is equal to its transpose. For example,

[A] =
" 0.8 0.6’ [Af = 0.8 -0.6' [A][A]r = '1 o’

(A.12)
-0.6 0.8_ 0.6 0.8 _ _0 1

Orthogonal matrices appear in some coordinate transformation operations.

Rank and Singularity. The rank of a matrix is the order of the largest nonzero determinant that 
can be formed from the matrix. One or more rows and an equal number of columns may have to be 
deleted from a square matrix in order to obtain a nonzero determinant from rows and columns that 
remain. Thus, one finds that matrices in Eqs. A. 12 have rank 2, and the following matrices have 
ranks 2, 1, 1, and 1, respectively.

(A.13)

In the first matrix, any row (or column) can be formed as a linear combination of the other two rows 
(or columns). In the second matrix, one row or column is the negative of the other row or column. 
Two such linear dependencies appear in the third matrix. The rank of a square matrix can also be 
defined as the maximum number of linearly independent rows or columns. A matrix whose rank is 
less than its order is called rank-deficient. A rank-deficient matrix is singular and has a zero deter­
minant. A singular matrix has no inverse, and Eqs. A.ll have no unique solution for (x). If two 
matrices have ranks rx and r2, with rx < r^ their product has rank Thus, a square matrix 
[A] = {a}|_bj has rank 1 or is null, regardless of its order.

Quadratic Forms. Consider a real square matrix [A] and a real vector {x] of the same order. Sca­
lar F is called a quadratic form, where

F = {xf[A]{x} (A.14)

Imagine that all possible values of F are calculated by letting terms xt in {x} assume any and all real 
values except for all xt simultaneously zero. Then [A] is called

positive definite 
positive semidefinite 
indefinite
negative semidefinite 
negative definite

ifF>0for all {x}
ifF>0for all {x}
if F > 0 and F < 0 are both possible
ifF<0forall {x}
ifF <0for all {x}
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As examples, matrix [A] in Eq. A.12 is positive definite, and the first matrix in Eq. A.13 is positive 
semidefinite. If a square matrix is positive definite or negative definite, it is also nonsingular.

Differentiation. Differentiation of a matrix is accomplished by differentiating each of its terms.
For example, if |_aj = |_1 x2J, then d LaJ Afr = [0 2xJ.

Let {x} = |_%i x2 ” ’ xn^ and let [A] be an arbitrary n by n square matrix that does not depend 
on the Xj. Suppose it is required to differentiate the quadratic form

1 T<t> = ±{x/[A]{x} (A.15)

with respect to each of the xf. The result is conveniently stated as a vector:

3(jf> I _ dtp 
dxJ 3x!

=l([‘A] + [Af)w (A.16)

as may be verified by writing in terms of the xr- and the A#, taking the derivatives, and gathering 
terms. If [A] is symmetric, then

[A]{x} and
d2</> _ 4 _ 4 

dxfixj " “ AP (A.17)

As a special case, if [A] is a unit matrix, then {d(p/dx} = {x}.
Let {x} = LX1 *2  “ ‘ xm]T> (y 1 = Lxi yz * *' Ad7, ancl [A] be an arbitrary m by n matrix that does 

not depend on the xt. Imagine that the scalar ip = {x}r[A]{y} is to be differentiated with respect to 
each of the xf. The result is conveniently stated as a vector:

dip 
dx

dip dip dip T
Sxi 3x0 dx^1 z mJ

= [A]{y} (A.18)

As for differentiation with respect to each of the yit we note that because iJj is a scalar,

= / = {y}r[A]r{x} (A.19)

Therefore, if [A] does not depend on the yi9

Sy J
= [A]r{x} (A.20)

As a special case, if [A] is a unit matrix, then m = n, and

= {x}T{y} = {yf{x} = {y} = {x} (A.21)

Norms. A norm is a measure of the size of a matrix or vector. Norms are useful in measuring the 
convergence of numerical processes. For a vector {x} of order n, various vector norms can be 
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defined. The 1-norm, 2-norm, ~-norm, and p-norm are identified by double bars with the appropri­
ate subscript. (Single bars indicate the magnitude of a scalar.)

Ilxlli = |x1| + |x2| + -+|x„| 

hL = max ] jcf-|

||x|l2 = (*1  +x2+ +xn]
V lz (A.22)

+|* 2|p+"■+Nj

The 2-norm is also called the Euclidean norm. For n = 2 and n = 3 respectively, the 2-norm is 
the length of {x} in 2D and 3D space. When the xt are functions of spatial coordinates, a measure 
called the norm is defined over a volume V as

hk =
|{x}r{x} dV

1/2
Twhere {x} = x2 (A.23)

Matrix norms are defined in a manner analogous to Eqs. A.22. For a square matrix [A] of order h,

II All! = max (A.24)

where Amax is the maximum eigenvalue of [A] r[A]. The 1-norm is the absolute maximum column 
sum; the oo-norm is the absolute maximum row sum.

Another measure of the size of a square matrix is the spectral radius p(A). If are the eigenval­
ues of [A], spectral radius is defined as

p(A) = max |p,;| (A.25)

For any norm defined in Eqs. A.24, p(A) < ||A||.
Let [A] and [B] be square matrices and {x} and {y} be vectors, of conformable order for multipli­

cation and addition where indicated, add let 5 be a scalar. The following relations hold for any norm 
defined in Eqs. A.22 and A.24.

h + y|| < ||x|| + M M = |j|||x|| II Axil <||A||||x|l
IIA + Bll < IIAll + ||B|| Ml = hlllAH IIABII <||A||||B||

(A.26)

The first relation in Eq. A.26 is known as the triangle inequality. Another relation is that ||A|| > 0 
unless [A] is null, in which case ||A|| = 0 . Similarly, ||x|| > 0 unless {x} is null.



APPENDIX

SIMULTANEOUS ALGEBRAIC EQUATIONS

B.l OVERVIEW

Computational methods produce large systems of simultaneous algebraic equations. In this appendix 
we represent the equation system as [A]{x} = {b}, which is to be solved for {x}, the vector of 
unknowns. In FEA, coefficient matrix [A] is often a stiffness matrix. A large coefficient matrix is 
likely to be sparse, with perhaps less than one nonzero term for every 100 zeros. The number and 
location of nonzero terms in [A] is called the matrix topology. Because [A]-1 is full even when [A] is 
sparse, formal inversion to obtain {x} = [A]^1 {b} is not a practical solution method.

The equation system is linear if [A] and {b} contain known constants, and nonlinear if [A] 
and/or {b} is a function of {x}. In FEA we always deal with a linear equation system 
[A]{x} = {b}, and solve a nonlinear problem by repeatedly updating [A] and/or {b} based on 
the most recently computed {x}. Equation solving may consume the bulk of total computation 
time in a nonlinear problem.

Equation solvers can be classed as direct or iterative. A direct solver obtains the solution in a def­
inite number of steps. The number can be predicted when the topology of [A] is known. Direct 
solvers deal effectively with multiple right-hand sides (multiple load cases in FEA) because by far 
the greatest computational effort is expended in the reduction of [A]; each {b} is then treated very 
quickly. Direct solvers have the disadvantage of creating many “fills” by converting many zero coef­
ficients Aij to nonzero values, which must subsequently be processed and for which storage space 
must be allocated. An iterative solver repeats calculations until a convergence test is satisfied. The 
number of iterations required cannot be predicted. Iterative solvers create few fills (or none, depend­
ing on the method), but do not readily deal with multiple right-hand sides, and may converge slowly 
in some cases. In a nonlinear problem, it may be possible to reduce the number of iterations at a 
given load by using an incompletely converged {x} to update the equation system, with convergence 
required only in the final stage.

In each category, direct and indirect, there are many choices of solvers available. Assuming that 
competing methods fit in available storage space and obtain {x} with adequate accuracy, one seeks 
the fastest method. Factors that influence speed include matrix size and topology, whether size 
requires that data must frequently be swapped to and from disk storage, how many vectors {b} must 
be processed, the condition number of [A], and how skillfully the algorithms are coded. The choice 
of equation solver is important for large problems and for problems that require repeated solutions, 
such as nonlinear problems.

In what follows we undertake a brief and selective discussion of these matters. The discussion is 
intended to supplement Section 2.8.

B.2 DIRECT SOLVERS

Gauss Elimination. The arrangement of Gauss elimination we describe requires that [A] be non­
singular. Also, each diagonal coefficient must be nonzero when it is used as a divisor in an elimina­
tion step. Typically, diagonal coefficients Au are initially nonzero. An Ait that is initially zero may be 
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converted to nonzero by preceding eliminations (as, for example, when Lagrange multipliers are 
used to enforce constraints).

To illustrate the systematic manipulations of Gauss elimination, we consider a 3 by 3 system 
[A]{x} = {b}. Let unknowns be eliminated in numerical order. Accordingly, we solve the first 
equation for xr and obtain

x 1 ” ~A12x2~A13x3)
A11

(B.2-1)

Substitution of this expression for xx into the second and third equations eliminates jq from these equations.

A11

0
0

A12 A13

^22 “^21^11)^12 ^23 “ (^21^11^13 

^32 ~ (Ajj/Aii)A12 A33 - (A31/An)A13

bl

b2~ (^21^11)^1 

b3 ~ ^31^^11^1

(B.2-2)

The next elimination treats the southeast 2 by 2 system of Eq. B.2-2 in similar fashion, by solving 
the middle equation for x2 and substituting the resulting expression into the last equation. Thus [A] 
is triangularized, and unknowns {x} can be determined in the order x3, x2t by back substitution. A 
numerical example of Gauss elimination, using a 4 by 4 system, appears in Fig. 2.8-3.

If Gauss elimination is applied to a 2 by 2 matrix [A], we obtain

Original [A]: Reduced [A]:
a b
0 d-bc/a

(B.2-3)
a b 
c d

The latter form will be compared with related forms in what follows.

Symmetric [A]. Next we consider Gauss elimination applied to the common case of [A] symmet­
ric. Thus, only the upper triangle of [A] needs to be stored and processed. A solution algorithm for 
a symmetric system of n equations appears in Table B.2-1. It differs from Eq. B.2-2 in that where aTABLE B.2-1 Gauss elimination solution of [A] {x} = {b),wnHnBYnSYMMETRic[A]. 

Input matrices [A] and {b} are overwritten by the reduced [A] 
AND SOLUTION {x}. REDUCTION OF [A] MUST PRECEDE REDUCTION OF {b}. 
The = SIGN MEANS “IS REPLACED BY,” AS IN PROGRAMMING.

1. Reduction of symmetric 
[A]

2. Forward reduction 
of{b)

3. Back substitution, 
{b} {x}

|—For£ = 1,2,3,..., n- 1

r-Forz = k + 1, k + 2,..., n

r ~ Aki^Akk

i-For j = i, i + 1,..., n

■ = Aij~rAkj
^Aki = r

—For A: = 1,2,3,..., n - 1 

pFor i = k + 1, k + 2,...,n

= bt - Akibk

bn ~ bn/Ann

—For £ = n - 1, n - 2,...,1 

rFor i = k + 1, k + 2,...,n 
^bk = bk~ Akibi

[Ratios r = Aki/Akk are 
now stored, as Aki, and all 
diagonals Akk but the last are 
unity (implicitly)] 
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lower-diagonal term such as A2i appears in Eq. B.2-2, the algorithm uses its equivalent upper-triangle 
term A12 instead (because the portion of [A] not yet triangularized remains symmetric). Also, only 
information in the upper triangle of [A] is processed. The last line of Step 1, Aki = r, overwrites the 
original Aki by the ratio Aki/Akk after the original Aki is no longer needed. Thus, the Aki/Akk values to 
be used in reduction of {b} are preserved, and any number of different {b} vectors can be treated 
without having to process [A] again. Finally, in back substitution, the solution vector overwrites the 
original {b}. In Steps 1 and 3, note that after forward reduction each row of [A] but the last has been 
divided by its diagonal coefficient, but without bothering to either store or process numerical values 
of unity on the diagonal.

An operation count shows that if n is large, efficient reduction of a full but symmetric [A] requires 
about n3/6 multiplications, while forward reduction and back substitution of {b} each require about 
n2/2 multiplications. Thus the cost of treating each load vector is about 6/n times the cost of 
reducing [A].

Choleski Method. The Choleski method of solving [A]{x] = {b}, with [A] symmetric, calls for 
factoring [A] into the product [U]T[U], where [U] is upper triangular. For example, if [A] is 2 by 2, 
we obtain

[A] = = [U]r[U] = 0

7d-(b2/a)

b/Ja

Jd-(b2/a)
(B.2-4)

which may be compared to Eq. B.2-3 with c = b. Solution of [A]{x} = {b} for {x} proceeds as 
follows.

[U]r[U]{x} = {b} Define [U]{x} = {y} (B.2-5a)

Solve [U]T{y} = {b} for {y} (forward substitution) (B.2-5b)

Solve [U]{x] = {y} for {x} (backward substitution) (B.2-5c)

The algorithm for obtaining [U] for a symmetric [A] of order n is as follows.

un = A uij = A^j/U^' for j = 2,3,...,n (B.2-6a)

for i - 2,3,...,n 

for j = i + 1

(B.2-6b)

(B.2-6c)

Equations B.2-6b and B.2-6c are used alternately: as soon as a Uu is calculated, the Uy for the same 
i are then calculated. Matrix [A] is overwritten by [U].

A variant of the Choleski factorization is [A] = [U1]rrDj[U1], where [UJ is upper triangular 
with l’s on its diagonal and FdJ is a diagonal matrix. The Choleski method and its variants provide 
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equation solvers of efficiency comparable to Gauss elimination, with differences related to the orga­
nization of computational loops and data storage [B. 1]. Choleski decomposition, or a variant of it, is 
often used as a “preconditioner” in the conjugate gradient iterative solver.

Determinant. From Eqs. B.2-3 we see that det[A], the determinant of [A], is the product of diago­
nal terms in the reduced [A]. The same is true when [A] is of arbitrary order. In Choleski factoriza­
tion, Eqs. B.2-5a, the determinant of [A] is the product of the squared Uu, and in the factorization 
[A] = [UyfaJlUJ it is the product of the Dit in TdJ. Because the magnitude of det[A] is usually 
very large, the product of diagonals is likely to overflow in numerical computation. It is better to 
calculate the logarithm of the determinant by adding logarithms of diagonal coefficients.

Sparsity. The foregoing algorithms are stated for a full matrix [A], ignoring the fact that [A] is 
usually sparse in FEA. Contents of the global matrix [A] before reduction are often less than 5% 
nonzero, and perhaps less than 1% nonzero if there are thousands of d.o.f. During reduction of [A], 
a direct solver changes most zeros between the skyline and the diagonal to nonzero, but leaves zeros 
above the skyline intact, so the matrix remains sparse. FE software exploits sparsity by using com­
pact storage formats, so that zeros above the skyline are neither stored nor processed, and by renum­
bering nodes (for internal processing only) in such a way that the compact storage format is 
effectively used. Here we make no attempt to further explore this extensive subject area. A brief dis­
cussion appears in Section 2.8. References include [2.16,B.2-B.4].

Frontal Method. A direct solver such as Gauss elimination does not require that the global matrix 
[A] be assembled before starting to solve equations. Steps of assembly can alternate with steps of 
solution. When enough elements have been assembled to complete the initial portion of the global 
matrix, solution begins, then temporarily ceases when more of the matrix must be built by assembly. 
Phases of partial assembly and partial solution alternate until the entire system has been assembled 
and solved. Names associated with this way of arranging the calculations are frontal method or wave­
front method, because d.o.f. currently active in assembly and solution can be visualized as a “wave” 
or “front” that passes over the structure as the assembly-solution alternation progresses. When 
“wavefront” is used to indicate size, it refers to the number of d.o.f. currently active. Efficiency 
increases as front size decreases. The order in which equations are processed depends on element 
numbering, not node numbering, so we seek an effective numbering sequence for elements [B.4].

Development of the wavefront method was prompted by the desire to solve sizeable problems on 
machines with limited high-speed storage space. As compared with a solver that requires assembly 
of the entire coefficient matrix before solution begins, a frontal solver requires more internal book­
keeping. The overall efficiency of either arrangement is considerably influenced by the time needed 
to transfer data in and out of high-speed storage. A frontal solver offers no speed advantage if high­
speed storage can accommodate the entire coefficient matrix.

Remark. Every solution algorithm has many variants, such as how coefficients are stored and 
whether computer coding is row-oriented or column-oriented. Such details are of no concern to the 
typical user of FEA. Interested readers may consult published coding. Some of many references are 
[2.13,2.14,4.4, B.2,B.5-B.1O].

B.3 ITERATIVE SOLVERS

Numerical analysis textbooks discuss classical iterative methods such as the Gauss-Seidel method 
and successive over-relaxation [17.20]. These methods are too slow to be useful in FEA. In what 
follows we summarize the conjugate gradient method, which is currently in favor, and the multigrid 
method.
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Conjugate Gradient (CG) Method. The problem is to solve equations [A]{x] = {b} for un­
knowns {x}. In the following summary we assume that [A] is symmetric. The problem of solving 
for {x} may be stated as a minimization problem:

Minimize {r} = {b} - [A](x} or minimize II = |{x}r[A]{x} - {x}r{b} (B.3-1)

where {r} is the residual and, in structural mechanics, II is potential energy. The conjugate gradient 
method can be regarded as a minimum-seeking procedure, and as such is part of optimization theory 
[B.ll]. The gradient of II is -{r}, so (positive) {r} is the direction of steepest descent from a given 
approximate {x}. The CG method uses search directions {p} that are close to directions of steepest 
descent, subject to the constraint that vectors {p} are conjugate; that is, orthogonal to [A], which 
means that {p }. [ A ] {p }j = 0 for i j. The solution is a weighted sum of the {p} vectors.

{x} = a1{p}1 + a2{p}2+’- + aw{p}m (B.3-2)

If calculations could be done in exact arithmetic, the exact {x} would appear when m = n, where m 
is the number of search directions (or the number of iterations) and n is the order of the system of 
equations to be solved. Computer numbers have only finite precision, so n steps do not produce exact 
results. Computation is stopped when results are “close enough” according to a convergence test. For 
the method to be practical, the convergence test must be satisfied when m is much less than n.

Even the basic CG algorithm, reported in 1952 [B.12], has several variants. One of them is stated 
in the left-hand column of Table B.3-1. Storage space must be allocated for the upper or lower trian­
gle of the original symmetric [A], doubtless in some sparse-matrix format, and for five vectors, 
including {x}. The disadvantage of this algorithm is that more and more iterations are required as 
the condition number of [A] increases. For practical use, preconditioning is required.

Preconditioned CG Method. A preconditioner is a supplementary matrix, called [C] in 
Table B.3-1, which is inserted into the CG algorithm. Its role is to provide an approximate inverse of 
[A]. Of course, the inverse is not constructed; equation-solving operations are used instead, to 
provide (z) = [C]“*{r}  in the right-hand column of Table B.3-1. These operations increase the 
computational effort per iterative cycle but reduce the number of cycles required. We do not use 
[C] = [A] because that implies a full-blown direct solution, making iteration unnecessary. The 
desired attributes of [C]-1 are conflicting: it should be easily constructed, contain few nonzero 
terms, and be a good approximation of [A]-1.

In practice the approximation may be crude. In the simplest approximation, called Jacobi pre­
conditioning, [C] is a diagonal matrix whose entries are the diagonal coefficients of [A]. Thus we 
obtain the JCG method. More widely used is incomplete Choleski preconditioning, which pro­
vides the ICCG method. The ICCG method uses Choleski factors (Eqs. B.2-6 or one of the closely 
related Choleski variants), with the important difference that fill-in terms are ignored. Thus, the 
incomplete Choleski factor [U] requires only as much storage space as the unfactored [A]. In a 
variant of the factorization, a fill-in term is ignored if its magnitude falls below a prescribed 
threshold [B.13-B.15]. Discarding fill-in terms may cause a negative diagonal to appear during 
factorization. Negative diagonals can be avoided by multiplying original diagonal terms by a num­
ber slightly greater than unity, typically less than 1.05 but perhaps as great as 1.5 [B.1,B.14,B.15]. 
When using the ICCG algorithm in Table B.3-1, the Choleski-factored [A] is used as precondi­
tioner matrix [C], where [C] = [U]T[U]. Operations in Table B.3-1 that use [Cp1 call for direct 
equation-solving procedures, not actual inversion. The ICCG algorithm is preferable to the JCG 
algorithm if the problem is not well-conditioned. ICCG requires about twice as much storage 
space as JCG, but still much less storage than required by a direct solver. References include 
[2.14,2.20,12.15,B.16].
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TABLE B.3-1 Conjugate gradient algorithms that solve for {x} in 
THE EQUATION SYSTEM [A] { X} = { b}, WITH 
SYMMETRIC [A]. PRECONDITIONING MATRIX [C] IS USED IN 
THE PRECONDITIONED CG ALGORITHM.

Conjugate gradient (CG) algorithm Preconditioned CG algorithm

Initialize: Initialize:

Choose {x} j Choose {x}j

{p)i = {r)i = {b} - [A]{x}i {r)i = {b} - [A]{xh
{p)i = {z}i = [Cr^xh

Fori = 1, 2,..., until convergence: For z = 1, 2,..., until convergence:

{v}; = [A]{ph {V}; = [A]{p}(.

_ {r>f{r}i _ {zirwi
I T

{PW/
T

{x}i+i = {xh + a,{Ph {xJi+1 = {x}f + a,{p}f

{r)i+i = {rJi-aJv},. {r}i+i = {rJi-aJv},.

Stop if converged Stop if converged
{z}/+1 = [Cr^r}^

_ {r)Li {r}<+1 

Pi t

_ {z};r+1{r},.+1
Pf 'T'

Wr},

{Ph+i = {rh+i + &{p}; {P)i+i = {z)i+i + /MpL
i <— ii + 1 i <— i + 1

The convergence test may take various forms. One possibility is to stop iterations when the 
Euclidean norm of the residual vector is less than 10-6 times the Euclidean norm of {b} [B.17], 
Here we presume that {b} is not null; accordingly, loads and/or boundary condition treatments must 
make contributions to {b}. Criteria based on energy or entirely on displacements have also been 
proposed. One may require that two different criteria both be satisfied (see Eqs. 17.2-10, for exam­
ple). Discussion appears in [2.17,B.17,B.18].

Test problems show that, for some problems, a direct solver may be worse than an ICCG solver 
by a factor of six for time required and a factor of 15 for storage space required [B.19]. Compari­
sons also appear in [B.l] and various other papers. Comparisons inevitably depend on specifics of 
the algorithms, how skillfully they are coded, the particular problems used as test cases, and the type 
of computer used.

Multigrid Methods. In structural terms, iterative methods are found to provide fast reduction of 
residuals associated with the most complicated displacement modes a mesh can represent, but much 
slower convergence for long-wavelength modes that span many elements. This observation suggests 
the use of both fine and coarse meshes to solve a single problem. Iteration is applied to equations 
that represent both meshes. Errors associated with short wavelengths are quickly reduced using the 
fine mesh, then remaining residuals (associated with long wavelengths) are transferred to a coarse 
mesh, where they are perceived as associated with short wavelengths due to the coarseness of the 
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mesh, and quickly reduced. Alternatively, a direct solver may be applied to the coarse mesh. Alter­
nation between meshes proceeds until convergence.

Multigrid efficiency is claimed to be greater than JCG efficiency. As with most other iterative 
methods, each new {b} vector constitutes a new problem, and convergence is slower when the prob­
lem is ill-conditioned. Coding for iteration must be supplemented by coding that transfers residuals 
from fine mesh to coarse and transfers the updated solution from coarse mesh to fine. Accordingly, 
a multigrid solver cannot be divorced from the mesh, in contrast to direct and CG solvers. Refer­
ences include [B.17,B.20,B.21].

Remarks. In comparison with direct methods, CG methods are better suited to larger problems, 
say 50,000 d.o.f. or more, for which the coefficient matrix is well-conditioned. A CG method may 
be slower than a direct method if the coefficient matrix is not well-conditioned (difficulty has been 
reported for some shell problems and when elements are considerably elongated). Similar remarks 
apply to the comparison between direct methods and multigrid methods. If available storage is not 
great enough to accommodate a direct solver, there is little choice but to use an iterative solver.

Again, iterative solvers have the drawback that each new vector {b} constitutes a new problem, 
so that the time required is directly proportional to the number of right-hand sides. Another type of 
iterative solver, based on a preconditioned Lanczos method, fares better with multiple right-hand 
sides, but is not as fast as ICCG for a single right-hand side [2.17]. Iterative methods may be partic­
ularly appropriate in nonlinear problems, where each advance of the solution (as by incrementing 
the load) may produce only small changes, so that the previous solution vector is an excellent start­
ing vector for the next solution.

There are connections among iterative methods, and between iterative and direct methods [B.12]. 
The preconditioner of the ICCG method, being an approximate inverse of [A], is dominated by 
lower eigenvalues of [A] (see Eq. 9.3-5 or Eq. C.2-4). In other words, the preconditioner reduces 
long-wavelength errors in the ICCG method, just as the coarse mesh reduces them in a multigrid 
solution. One might also say that the coarse mesh of a multigrid solution acts as a preconditioner for 
the fine mesh. Convergence of a viscous relaxation solution can also be speeded by applying the 
preconditioner concept (see Section 17.2 and [17.10]).



APPENDIX

EIGENVALUES AND EIGENVECTORS

C.l OVERVIEW

Let [A] and [B] be n by n square matrices. The eigenproblem asks for values of a scalar A such that 
the matrix equation

([A] - A[B]J{x} = {0} (C.l-1)

has solutions other than the trivial solution {x} = {0}. There are at most n nonzero roots Az, not 
necessarily all distinct. The Az are called eigenvalues (alternative names include characteristic 
values, latent roots, proper values, and principal values). Corresponding to each Az is an {x}z 
called an eigenvector (alternative names include characteristic vector, proper vector, principal 
vector, principal mode, normal mode, and natural mode). Together, Az and its associated {x}z are 
called an eigenpair. Equation C.l-1 is called a generalized eigenproblem or simply an eigenprob­
lem. If [B] happens to be the unit matrix FlJ, Eq. C.l-1 is called a standard eigenproblem and the 
associated Az are called eigenvalues of [A].

A common physical problem characterized by Eq. C.l-1 is that of undamped mechanical vibra­
tion, where [A] is a stiffness matrix, [B] is a mass matrix, = w- is a vibration frequency, and 
{x}i is the associated mode of vibration. Elementary aspects of the vibration eigenproblem are dis­
cussed in Section 11.4.

In what follows we state some properties of eigenproblems, usually without proof, then briefly 
summarize some solution techniques, without providing details. The computational scene is compli­
cated by the practice of using supplementary techniques to improve basic algorithms and by the use 
of basic algorithms in combination. Considerations that influence the choice of algorithm include 
the order of matrices involved, their topology, and how many eigenvalues are required.

The literature of eigenproblems is quite large, both for theoretical aspects and for numerical algo­
rithms, and we cite only a small fraction of it. Some FE books contain extensive discussions 
[2.13,2.14,2.20]. Other books and review papers include [11.24,C.1-C.7].

C.2 THE STANDARD EIGENPROBLEM

Consider first an eigenproblem of the form

[A*]-AFB*J  {x*}  = {0} (C.2-1)

where [A*]  is an arbitrary square matrix of order n and FB*J  is diagonal, of the same order, and non­
singular. Thus, all of the B*i  must be nonzero. We define a diagonal matrix FTj and a transforma­
tion of {x*}  by

1T- lu and {x*}  = FTJ {x} (C.2-2)
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Premultiplication of Eq. C.2-1 by FtJ and substitution from Eq. C.2-2 yields the standard eigen- 
problem.

([A] - aTI_Q{x} = {0} (C.2-3)

where [A] = FtJ [A*]F tJ . Equations C.2-1 and C.2-3 have the same eigenvalues, and eigenvec­
tors related by Eq. C.2-2. Properties of Eq. C.2-3 that may be useful in engineering applications are 
as follows, most of which can be deduced from information in [A.l].

1. If [A] is real and symmetric, the are real.
2. If [A] is real, symmetric, and positive semidefinite, there are no negative The number of 

nonzero A; equals the rank of [A].
3. If [A] is real, symmetric, and positive definite, the Af are all positive.
4. If [A] is real and positive definite but unsymmetric, the matrix [A] + [A]rhas positive eigen­

values. #
5. The sum of the A; equals the trace of [A], and the product of the A, equals the determinant 

of [A].
6. If {x}z- is an eigenvector, so is c{x}f, where c is an arbitrary nonzero scalar.
7. If all Aj are distinct, all eigenvectors are distinct and linearly independent.
8. If a A, is repeated k times, the associated eigenvectors are not unique, but a set of k mutually 

orthogonal eigenvectors can be constructed [2.14].
9. Let [G] be a square matrix, nonsingular and the same order as [A] but otherwise arbitrary. A 

matrix [C] obtained by the similarity transformation [C] = [G]-1[A][G] has the same 
eigenvalues as [A]. If {xc} is an eigenvector of [C], the corresponding eigenvector of [A] is 
[G]{xJ.

10. If [A] is real and symmetric, its eigenvectors are orthogonal; that is, {x}f {x}y = 0 for i  j.*
11. If an eigenvector is scaled so that {x}f {x}; = 1, then {x}f [A]{x}, = A/ (see the Rayleigh 

quotient for the real symmetric case, Eq. 11.4-13 or Eq. C.3-11).
12. If each eigenvector is scaled so that {x}f {x}z- = 1 and [A] is symmetric, positive definite, 

and of order n, then

n n
[A] = ^A,. {xjjxjf and [A]"1 = {x}z{x}f (C.2-4)

1=1 i=l 1

C.3 THE GENERAL EIGENPROBLEM

The general eigenproblem has the form

([A]-A[B]){x} = {0} (C.3-1)

where [A] and [B] are Square matrices of order n. In what follows we assume that [A] and [B] are 
symmetric and not indefinite. Such is the case in the great majority of FE applications. In structural 
mechanics, [A] is a stiffness matrix that is positive semidefinite, and positive definite if rigid-body 
motion and mechanisms are suppressed; and [B] is a mass matrix that is positive semidefinite if 
some d.o.f. have no mass, and positive definite if all d.o.f. are associated with positive mass. (Some 
optimal lumping schemes can produce negative masses and an indefinite [B]; see [11.11,C.8]).

If Eq. C.3-1 is to be satisfied for nonzero {x}, the determinant of the coefficient matrix must vanish.
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Figure C.3-1. The characteristic polynomial of Eq. C.3-2. 
Roots Ar-, for i = 1,2,3V •• are eigenvalues. Distance c is an 
eigenvalue shift, Eq. C. 3-3.

det[A - AB] = 0 (C.3-2)

Multiplied out, this determinant is a polynomial in A of degree n, where n is the order of [A] and 
[B], and whose roots Af are the desired eigenvalues (Fig. C.3-1). Obtaining the Af by extracting poly­
nomial roots is suitable for hand calculation if n = 2, but it is not a practical numerical method. 
Indeed for n > 4 no closed-form solution for polynomial roots exists. Accordingly, for n > 4, all 
eigenvalue extraction methods are iterative [2.14].

Shifting. If we substitute A = + c into Eq. C.3-1, where c is a constant called the “eigenvalue
shift,” we obtain

[A- cB] - m[B] j{x} = {0} where ju = A-c (C.3-3)

Equation C.3-3 has the same eigenvectors as Eq. C.3-1, but eigenvalues are decreased by c (Fig. C.3-1). 
In structural mechanics, the physical interpretation of shifting is that a spring of stiffness -cBu is added 
between each d.o.f. jq and ground, thus preventing rigid-body motion. If [A] and [B] are positive 
semidefinite and c is a negative number, [A - cB] is almost always positive definite in practical prob­
lems. Therefore a possible application of shifting is to make it possible to use an eigensolver that cannot 
deal with a singular [A], More often, a positive c is used, as in inverse iteration to obtain an eigenvalue A 
other than the lowest eigenvalue. Although [A - cB] becomes ill-conditioned as c approaches an eigen­
value, the error created in {xj is proportional to {x}, so no harm is done [11.21].

Reduction to Standard Form. If [B] in Eq. C.3-1 is positive definite, it may be factored according 
to Eqs. B.2-6. Let us do so, and also define a new vector {Xjj]. Thus,

[B] = [U]T[U] and {XyJ = [U]{xJ so {x} = [U]’1^} (C.3-4)

If Eq. C.3-1 is premultiplied by [U]-rand Eqs. C.3-4 are substituted, we obtain

Qa^] - ATlJ^fx^} = {0} where [A^] = [U]-r[A][U]"1 (C.3-5)

This transformation, which is called a congruence transformation, alters eigenvectors but not eigen­
values. If [B] is diagonal, the transformation reduces to that of Eqs. C.2-2 and C.2-3. If [B] is singular 
but [A] is not, Eq. C.3-1 can be rewritten as
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[B]-|[A] 
A {x} = {0} (C.3-6)

and the [U]r[U] factorization can be applied to [A]. If a general eigenproblem can be converted to a 
standard eigenproblem, properties are those of the standard problem [2.14].

Eigenvector Orthogonality. Let Eq. C.3-1 be written for the ith eigenpair and again for the jth 
eigenpair.

([A] - AE[B]){x}z = {0} ([A]-Ay[B]j{x}y = {0} (C.3-7)

T TNext, premultiply the first equation by {x}y , the second by {x}z , and transpose the second equa­
tion, recalling that [A] and [B] are symmetric. Thus, a

{x}j([A]-Af[B]){x},. = 0 {x}j([A]-A;[B]){x}; = 0 (C.3-8)

Finally, subtract the first equation from the second, and assume for now that A; - Ay 0, as is usu­
ally the case. Thus,

(A,-A;){x}J[B]{x}f = 0 therefore {x};r[B]{x}; = 0 fori#; (C.3-9)

The latter equation states that eigenvectors are orthogonal with respect to matrix [B]< In the event 
that Af = Ay, the foregoing proof fails, but it is still possible to choose as many mutually orthogonal 
eigenvectors as there are multiplicities of an eigenvalue [2.14]. By repeating the argument, using 
Eq. C.3-6 instead of Eq. C.3-1, we show that eigenvectors are also orthogonal with respect to 
matrix [A].

{x}f[A]{x}x = 0 for i#; (C.3-10)

TRayleigh Quotient Let Eq. C.3-1 be written for the ith eigenpair. Then premultiply by {x} ■ and 
solve for A/. The result is called the Rayleigh quotient:

{x}f[B]{x};

If {x}( is an approximate eigenvector having first-order error, Af has second-order error. Thus, a 
casual approximation (x}f may produce a Af of adequate accuracy. The Rayleigh quotient is, in fact, 
an extreme value when {x}f- varies in the neighborhood of its exact value. Therefore, extraction of 
an eigenvalue can be approached as a minimization problem. Maximum and minimum eigenvalues 
of Eq. C.3-1 bound the Rayleigh quotient; that is, for an arbitrary vector [v],

<{v}r[A]{v}^
min - r _ r - Amax 

{v} [B]{v}
(C.3-12)

If [B] is indefinite or semidefinite, as may happen with optimal mass lumping or lumping with zero 
rotary inertia, the Rayleigh quotient may be positive or negative infinity for some choices of {v}.
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Normalized Eigenvectors. An eigenvector can be normalized with respect to [B] by scaling its 
terms by a constant a:

T 1 1
Calculate: {x}JB]{x}. = a Normalized vector: {x^}. = -{x}f (C.3-13)

TThe normalized eigenvector reduces the Rayleigh quotient to A- = {x^}. [A]{x^}..

C.4 SOLUTION ALGORITHMS

Typically we seek only the lowermost eigenpairs of Eq. C. 1-1. In structural dynamics, where [A] is 
a stiffness matrix and [B] is a mass matrix, the highest eigenpairs are not needed, and are not accu­
rate anyway due to discretization error. Sometimes eigenpairs in a certain range of frequencies are 
desired. Extracting eigenpairs requires considerably more computation than solving equations. 
Many methods have been devised. Which algorithm is fastest depends on the size of arrays, their 
sparsity, how many eigenpairs are needed, computer architecture, and how skillfully algorithms are 
coded.

What follows is a brief survey of methods that have practical value. Details appear in references 
cited. Explanations pertain to Eq. C.3-1, but Eq. C.3-3 may be used instead, in which case shifted 
eigenvalues p are computed.

Transformation Methods. Classical transformation methods apply to the standard eigenproblem, 
Eq. C.2-3. If [B] is diagonal, the standard form is readily obtained (Eqs. C.2-2), and the original 
topology of [A] is preserved. With a transformation method, one does not ask for the lowest several 
eigenvalues. All eigenvalues are extracted simultaneously. Therefore transformation methods are 
suited to comparatively small matrices.

The Jacobi method reduces [A] to a diagonal matrix whose terms are eigenvalues, and provides a 
supplementary matrix whose columns are eigenvectors. The method is simple and stable, and can 
deal with positive, negative, and zero eigenvalues. It is most efficient if [A] is narrowly banded. A 
modified form applies to the general eigenproblem, Eq. C.3-1 [2.14].

The Householder-QR method is more appropriate when [A] is more nearly a full matrix. The 
Householder transformation reduces [A] to a tridiagonal matrix, eigenvalues of which are extracted 
by the QR method [2.14]. The eigenvectors, if desired, can be obtained by another method such as 
inverse iteration, which converges rapidly because eigenvalues are already known.

Determinant Search. Determinant search is a “brute force” method best suited to extracting no 
more than a few eigenvalues of a narrowly banded matrix. The method exploits the property that the 
determinant of [A - AB] is zero when A is an eigenvalue. Starting with a trial value Az, the determi­
nant is computed (a computational method is summarized in Section B.2). The determinant is then 
calculated .using trial value A j. Thus we obtain points I and J in Fig. C.3-1. The secant, indicated by 

. a dashed line, indicates trial value XK for the next determinant calculation, and so on until conver­
gence at eigenvalue Ab Secant iteration can be accelerated [C.5]. For convergence of the process, 
one might require that AA/A be less than IO-5 or ICT6, where AA is the change between the current 
and previous estimates of A, and A is the current estimate. Eigenvectors, if desired, are obtained by 
another method such as inverse iteration, which converges rapidly because eigenvalues are already 
known. Determinant search may converge to a root other than the one desired, and secant iteration 
may skip over a root (see the inset in Fig. C.3-1).
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Sturm Sequence. For a trial value of A, let [A - AB] be converted to the upper triangular matrix 
[UG] by Gauss elimination, or factored into the form [U1]rFDj[U1]. (These operations would also 
be used if the determinant were to be evaluated.) The number of negative terms on the diagonal of 
[UG], or in FdJ, is equal to the number of eigenvalues smaller than the trial value of A. This is the 
Sturm sequence property. It is useful in checking that an algorithm has not missed any roots. Thus, 
in the inset in Fig. C.3-1, we would be able to detect that there are two eigenvalues between trial 
values A£ and XF.

Inverse Iteration. One starts with a trial vector and successively determines improved vectors. A 
computed vector is normalized after it is calculated. Then the eigenvalue is supplied by the Rayleigh 
quotient, whose denominator is unity because vectors are normalized. The &th iteration of the basic 
inverse-iteration algorithm is

Determine {x*}:  [A]{x*J  = [B]{x^-1}

Normalize: {x‘} = {x }

({x } [B]{x*}J

k k T kObtain root: A = {x^} [A]{x^}

where, to begin, k = 1 and the initial trial vector might be arbitrarily taken as {x^} = L10 0... Of 
Calculation of {x* } involves equation-solving operations, not inversion of [A]. The purpose of normal­
ization is to prevent the eigenvector from shrinking or growing without limit, so any convenient nor­
malization method will do. If the “normalize” method shown in Eqs. C.4-1 is substituted into the 
“obtain root” step, we see that Xk is computed by the Rayleigh quotient, Eq. C.3-11.

Convergence of Afc is to the smallest eigenvalue, or, if the shifted equation C.3-3 has been used, to 
the eigenvalue A closest to shift point c. Convergence is speeded when c is close to the eigenvalue, 
which suggests that c be updated after a few iterations; however, the coefficient matrix must then be 
refactored for equation-solving. Details and computational improvements appear in [2.14], Conver­
gence may be assessed as described in connection with the determinant search method.

The method is called “inverse iteration” because there is a “forward iteration” method, in which 
[A] and [B] are interchanged in the first of Eqs. C.4-1. Forward iteration is very fast if [B] is diago­
nal, but the method converges to the largest eigenvalue of Eq. C.3-1.

Subspace Iteration. This method is widely used to obtain a prescribed number of the lowest 
eigenpairs. It is a generalization of inverse iteration, in which the single vector {x} is replaced by a 
matrix [x] whose columns function as Ritz vectors that span a subspace of the entire eigenproblem. 
If p accurate eigenpairs are desired, it is recommended that the number of columns in [x] be 2p or 
p + 8, whichever is smaller. A Sturm sequence check can detect whether the method has missed any 
eigenpairs. Details appear in [2.13,2.14,C.9].

Lanczos Method. Like subspace iteration, the Lanczos method is used to obtain a number of 
eigenpairs by using multiple vectors to span a subspace. The vectors are generated sequentially as 
iteration proceeds. The result is a tridiagonal matrix from which eigenvalues are extracted. The 
method requires comparative little storage and is claimed to be from two to ten times faster than 
subspace iteration [11.24]. The basic algorithm “can be easily misused and greatly improved” 
[C.10]. Indeed, its acceptance was preceded by years of tinkering and enhancements, and work con­
tinues. References include [2.13,2.14,11.24,C.3].

Other Methods. The conjugate gradient method, summarized in Section B.3 as an equation 
solver, can be used to minimize the residual vector {r} that remains when an approximate A is used 
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in Eq. C.3-1 [11.24,C.11]. The QZ method is complicated, but can operate when [A] and/or [B] is 
indefinite. Methods are available for the damped eigenvalue problem [C.12,C.13]. New methods 
continue to be developed, each claiming a gain in efficiency [C.14,C.15]. Program listings, for 
older methods and for more recent methods, appear in several references, including 
[2.13,2.14,C.16-C.20].
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Accuracy, see Bounds; Convergence; Error
Acoustics, 474-477
Active column storage, 43
Adaptive meshing, 329-331
Added mass, 383, 431,479
Admissible displacement or field, 88, 138
Analogies, problem areas, 469
Anisotropy of element behavior, 105
Arches, theory and elements, 563-570 *
Arc-length method, 599
Area coordinates, 264-265
Assembly of elements

congruent transformation, 160-161 
direct stiffness method, 23, 32-36
matching of d.o.f., 28

Attachment d.o.f. and modes, 359, 400
Average acceleration algorithm, 417-418, 

420-426
Axial symmetry

strain-displacement relations, 510, 512
stress-strain relation, 509
see also Shells; Solids of revolution

Bandwidth, of matrix, 44
Bar element

heat conduction, 21-22
mass matrices, 377-378
stress stiffness matrix, 643
three nodes, 203-205 '
two nodes, 20-21, 29-31, 47-48, 89-90, 

186-188
Basis, reduced, 390-391
Basis function, 84
Beam, curved, 244-247, 338-339, 341
Beam element

beam-column, 640-641
connection to solid, 279, 349
Euler-Bernoulli beam, defined, 24
limitations of, 28-29, 338
mass matrices, 378-379
Mindlin element, 495-496, 547-550 
standard element, 24-29, 32, 49-52, 90-91, 

145, 170-171
stress stiffness matrix, 643
Timoshenko beam, defined, 24

Bilinear element, 96-100, 205-209
Bimoment, 29
Biquadratic element, 101-102, 213-215
Blast loading, 408
Body force, see Loads
Boundary conditions

computational procedures, 404-2, 276-277, 
305, 354

essential (principal), 137, 151—152, 155
in heat transfer, 457-4-63
inadequate support, 38-39, 364, 523-524
in modeling, 352-354
nonessential (natural), 137, 151-152, 155
for plate bending, 551-552
for solids of revolution, 512, 523-524
on stress, 82, 119
for symmetry, various types, 54-57, 354-356

Boundary elements, 290-291
Bounds

on bifurcation buckling load, 650
Gerschgorin, 413
with hybrid elements, 168
with incompatible elements, 110, 221
by modeling choices, 352, 436
on Rayleigh quotient, 678
on Rayleigh-Ritz solutions, 150-151
with reduced integration, 223
on vibration frequencies, 382-383

Box beams, 520
Brick element, 102-104, 217-219
Bubble function, 215
Buckling

bifurcation, 641-642, 648, 653-655
bounds, on bifurcation load, 650
collapse, 627, 642, 654, 655
imperfection sensitivity, 654
limit point, 599, 642, 653-654
nature of, 639, 642
nonlinearities, 650, 653-656
pressure load, 651
snap-through, 599, 642, 655
symmetry, use of, 57
thin-walled structures, 651, 654
see also Stress stiffening

Bulk modulus, 496
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Cables and chains, 626, 651
Central difference methods, 40SM-16, 421-426
Centrifugal softening, 652-653
CFL condition, 413
Characteristic matrix, 19
Checkerboarding, 503
Checking for mistakes, 13-15,236-237,363-369
Choleski method, 670-671
Circulation modes, 480
Cm continuity, defined, 84
Collapse load, 642, 654
Collocation residual method, 183
Compatibility

in elasticity, 81
extent satisfied in FEA, 118-119
interelement, 105
see also Incompatible elements

Completeness
convergence and, 149-150, 313
of polynomial field, 105-106, 313

Component mode synthesis, 400-405
Condensation (reduction of order)

in buckling problems, 649-650
in dynamic problems, 390-394, 396, 399, 

400-405
in modal methods, 396
by Ritz vectors, 399
in static problems, 221-222, 352, 359, 490

Condition number, 44, 306-308
see also Ill-conditioning

Conduction, see Heat conduction and transfer
Congruence transformation, 160-161, 677
Conjugate gradient solution, 672-674
Connections

of dissimilar elements, 279-282, 349, 358
interelement, 117-118, 342
partial, at nodes, 39
in structures, 348-352

Conservative system, defined, 137
Consistent penalty method, 503
Constant-strain triangle, 93-95, 102, 262-263
Constitutive matrix, see Stress-strain relations
Constraint modes, 400
Constraints

consistent penalty method, 503 
counting of, 226, 500-502, 546-547, 

568-569
incompressibility, 94, 496-497, 502-504 
and Lagrange multipliers, 492-493, 620-621 
multipoint, 281, 489
penalty, explicit, 493-495, 621
penalty, implicit, 495-499

and quadrature rule, 498-500
ratios, 501-502
shear, beams and plates, 495—496, 544-547 
single-point, 489
transformation methods for, 276-282, 

489—491
see also Locking

Contact, sliding, 353
Contact problems, 340, 492, 595, 619-621
Continuity, degree of, 84
Convected coordinates, 622
Convergence

equilibrium iterations for, 597-598
extrapolation for, 315-318
A-refinement, 318-320 
monotonic, 162-163, 315-316 
in nonlinear problems, 601-602, 626, 629 
p-refinement, 318-320
rate of, dynamics, 388, 409, 411, 419^-20 
rate of, statics, 164-165, 310-315, 325, 383 
of Rayleigh-Ritz method, 149-151 
requirements for, in FEA, 104, 161—163 
see also Bounds; Error

Coordinate transformation, see Transformation 
Corotational formulation, 622-625
Coupled field problems

defined, 3
fluid-structure, 477^480

Courant number, 414
Cracks, fracture and, 283-286
Craig-Bampton method, 400-405
Critical load, defined, 639
CST element, 93-95, 102, 262-263
Curved beam, 244-247, 338-339, 341

D.o.f., see Degrees of freedom
Damping

algorithmic, 389,419-421, 423^26
consistent matrix for, 376
modal, 390, 395
proportional, 389-390
ratio, 384
Rayleigh, 389-390
types of, 388-389

Degenerate (degraded) elements, 264, 285, 563 
Degrees of freedom

defined, 8
generalized, 7-8, 146, 157
hierarchic, 305-306, 319
higher derivatives as, 282-283
nodeless, 109, 219
relative, 109, 305-306, 319
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Design of experiments, 363
Determinant, calculation of, 671
Developable surface, 535
Diagonal decay test, 308-309
Direct integration in dynamics

accuracy of, 414—416, 419—420, 423^-26, 
434

algorithmic damping and, 389, 419—421, 
423^126

average acceleration algorithm, 417-418, 
420-426

central difference methods, 409^416, 
421-426

cost of, relative, 408 «
error, control of, 436, 619
error, order of, 409, 411, 419^420
explicit methods, 407-416, 616-618
in heat transfer, 465-466
implicit methods, 407^409, 416-421,

618-619
initial conditions, 412, 415-416, 418, 419
mass matrix for, 411, 413, 425-426, 434
mixed time integration, 421
Newmark methods, 416-421
nonlinear problems, 616-619, 629
operator splitting, 421
overview, 407^-09
spurious modes and, 227, 383, 407,412,431 
stability of, 411, 419-420, 421^123,466,617 
trapezoidal rule, 418

Direct stiffness method, 23, 32-36, 161
Discrete Kirchhoff elements, 538-541
Discretization, 4
Distorted elements, 234-236, 238, 340-342,

366, 570, 577-578
Divergence theorem, 191-192
Drilling d.o.f., 106-108
Dynamic problems

basic equations, 189, 374-376
classified, 373-374, 455
inverse problem (identification), 435
see also Damping; Direct integration in 

dynamics; Eigenproblems; Harmonic 
response; Mass and mass matrices; Modal 
methods; Response history; Response
spectra; Vibration

Dynamic relaxation, 601
Dynamic stiffness matrix, 385

Effective stress, 117, 232-233, 609
Eigenproblems

buckling, 648-650

hand calculation, 385-387 
orthogonality of modes, 395, 678
Rayleigh quotient, 387-388, 432, 678-679 
theory and algorithms, 675-681 
vibration, 385

Eigenvalue test of elements, 293-294
Elastica, 626
Elastic support, 286-288, 353
Energy

in buckling problems, 639-641 
complementary, 167 
conservation of, 139-140
error measure, use in, 294, 326-328
in nonlinear dynamics, 617, 619
stationary principle, 137-140
strain energy density, 142-143
in terms of d.o.f., 160
in vibration (Rayleigh quotient), 387 

Equation solving, 42-46, 668-674 
Equilibrium

differential equations of, 81-82,156 
extent satisfied in FEA, 88, 119, 194 
iteration to satisfy, 322, 597-598, 619, 625 
nodal, 33-34
in patch stress recovery, 325

Error
a posteriori error estimate, 326-328 
checking, in modeling, 363-364 
discretization, 4, 165-166, 301, 310-315 
extrapolation to reduce, 315-318 
indicator, eigenproblems, 328,436, 650 
indicator, flux or stress, 14, 326, 328, 468 
indicator, modal methods, 396-397 
indicator, nonlinear dynamics, 619 
iterative reduction of, 310, 597-598, 619,

625
modeling, 3^4, 300-301
numerical, 4, 301-310
order of, dynamics, 383, 388, 409, 411, 419- 

420
order of, statics, 165-166, 310-315, 325
of Rayleigh quotient, 388, 678 
singularities, 314-315 
sources, classified, 300-301 
tests for, 301-302, 306-310, 326-328, 436, 

601-602, 619
ZZ error estimate, 326-328
see also Bounds; Convergence; Ill- 

conditioning; Locking
Euler equations, 152-153
Examples, application of FEA 

axisymmetric shell, 586-588
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axisymmetric solid, 469-473, 512-516
beam element structure, 59-62
buckling, nonlinear, 655-656
elastic foundation, 553-556
harmonic response, 438^-39
heat transfer, 469-472
plane, 119-124, 240-244
plate bending, 553-556
response history, 439-442
response spectra, 442-443
shrink fit, 512-516
solid, 3D, 244-247
spinning disk, 512-516
thermal stress, 121-124, 472-473
vibration, 436-438
wave propagation, 414-416, 617-618

Excitation, 374
Experiment

comparison with, 367, 435
numerical, 363

Extrapolation, multimesh, 315-318

Fills, in equation solving, 43, 44, 46, 671
Finite element method

advantages of, 1-2, 9-10
analysis procedure, 13, 15, 20
dangers of, 15-16, 331, 371, 436
defined, 5, 7
history of, 10-11
nature of, 5-8, 118-119, 150, 161
see also Modeling

Finite prism method, 521
Finite strip method, 520
Flexural rigidity, 533
Fluid flow, 480-482
Fluid-structure interaction, 477—480
Follower force, 348, 626, 651
Forced vibration, 373, 405—407, 438—439
Forcing function, 374
Foundation, elastic, 286-288, 353
Fourier series, 516-524
Fracture mechanics, 283-286
Frame invariance, 105, 227
Framework analogy, 10
Frequency response analysis, 405-407, 438­

439 . . '
Frontal solution, 44, 671
Fully stressed design, 370
Functionals, various, 136, 143, 152-153,197­

198, 459

Galerkin method, 156, 179-197
Gaps and contact, 288, 340, 353, 595, 619-621

Gauss elimination, 45-46, 668-670
Gauss quadrature, 209-213
Generalized d.o.f., described, 7-8, 146
Geometric isotropy, 105, 227
Geometric nonlinearity, 340, 367-368, 535, 

595, 621-626, 653-656
Geometry, element, 234-236, 238, 340-342,

366, 570, 577-578
Gerschgorin bound, 413
Global stiffness, defined, 22
Global-local model, 356-358
Green strain, 621-622
Guyan reduction, 390-394
Gyroscopic effects, 388

Harmonic function, 193
Harmonic response, 373, 405^107, 438^439
Heat conduction and transfer

bar element, 21-22, 190-191
boundary conditions, 457^463
error measure, 328
formulation, 153, 157-159, 456-462
modeling considerations, 467-468
nomenclature and units, 454-455
radiation, 462-463
transients, 464-466

Helmholtz equation, 475
Hilbert matrix, 302
Hinge, 39, 58, 279, 349, 351-352
History of FEA, 10-11
Hourglass mode, see Spurious modes
Hybrid formulation, 165-171, 233

Ill-conditioning
condition number, 306-308
in equation solving, 44-45, 302, 303, 672, 

674
in least squares methods, 184
modeling situations, 281, 303-308, 494, 511
with slender ring elements, 511

Impact loading, 408
Imperfection sensitivity, 654
Incompatible elements, 7, 105, 109-111, 117—

118,219-221,537
Incompressible materials, 94, 308, 496^497, 

502-504
Inextensibility condition, 565
Infinite elements and media, 286-291
Initial stiffness method, 599
Initial stress and strain

bar elements, 52-54
calculation procedure, 52, 115
element load formula, 89
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energy expression, 143
stress calculation, 53, 115
stress-strain relation, 78-79

Instability, see Buckling; Mechanisms;
Spurious modes

Integration
analytical, triangles and tetrahedra, 264-266
by parts, 154, 156, 181, 191-192
see also Numerical integration

Interaction
fluid-structure, 477^80
in general, 3

Internal forces, 374,412, 617
Interpolation

choice of functions, 104-106
defined, 83
Hermitian (C1), 86-87
Lagrange’s formula (C°), 85-86

Intrinsic coordinates, 203,205-206,259,264-265
Inverse iteration, 680
Isoparametric elements

bar example, 203-205
basics, plane, 205-209
basics, solid, 217-218
defined, 202
shells, 578-583
triangles and tetrahedra, 259-264
validity of, 237-240
see also Numerical integration

Iterative improvement, 310, 322, 329-331,
369-370, 597-598, 625

Jacobian, 204, 207, 218, 262, 582
Joints, see Connections

Kinematic mode, see Spurious modes
Kirchhoff plate elements, 536-541

Lagrange elements, 97, 101, 215, 219, 545-
547, 583

Lagrange multipliers, 492-493
Lagrange’s interpolation formula, 85-86
Lanczos method, 390, 674, 680
Lap joint, 351
Laplace’s equation, 193
Large displacement and strain, 38, 57,163-

164, 535, 570, 621-623, 628
Least squares residual methods, 183
Least squares solution, 184, 185, 233, 324
Limit point, 599, 653-654
Loads

acceleration, 82
axisymmetric, 347, 512

body force, 81, 113-114
concentrated, 90, 112-114, 347
consistent, 47,49, 51, 89,111-115
in contact problems, 619-621
corrective (imbalance), 397-398, 597-601, 

612, 615, 625
distributed, and pressure, 47-49, 344, 348, 

626, 651
by element, to element, 21, 33
follower forces, 348, 626, 651
Fourier series for, 517-518
gravity, 46, 113-114
on incompatible elements, 111-112, 220, 

221
inertia, 378
initial strain and stress, 52, 89,145-146, 160
mesh layout, effect of, 344, 541
moment (couple), 114, 279, 347
moving, 435
multiple load cases, 45-46, 668, 674
on plates and shells, 536, 541
prestress, 350
reduced (lumped), 46, 49, 51-52
spinning, 512
symmetry and, 55-57, 355
thermal, 52-53, 79, 89-90, 145-146, 348
tractions (surface), 82, 112-114, 227-230
work-equivalent, 111-115

Locking
constraint counting and, 500-502, 546-547, 

568-569
dilatational, 94, 497, 612
discussed, 93-95, 498-500
incompressibility and, 94,497
membrane, 567-570, 582-583
penalty constraints, implicit, 495-500
quadrature rule and, 498-500
selective integration and, 227, 500-501, 

543-549, 568-570
shear, 98, 99, 496, 543, 546, 548-549
volumetric, 94, 497, 612

LST element, 95-96, 102, 107, 263

Marguerre shell theory, 566
Mass and mass matrices

added mass, 287, 383, 431, 479
choice of, modeling, 382-383, 411, 413,

426, 430^-31, 434, 436
condensation of, 390-394
consistent, 376, 378-379
HRZ lumping, 380-381
nonstructural, 287, 383, 431, 479
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optimal lumping, 381-382
particle-lumped, 377-378

Master d.o.f., 359, 391
Material nonlinearity, see Plasticity
Material properties, see Stress-strain relations
Mathematical model, defined, 3
Matrices, definitions and manipulations, 663­

667
Mechanisms, see Spurious modes
Membrane-bending coupling, 535, 563, 566­

567
Membranes, 585-586, 651
Mesh generation and revision, 242, 318-320,

329-331, 341-342
Mindlin elements

arches, 568-570
beams, 495^196, 547-550
plates, 534—535, 542-550
shells, 573-574, 578-583

Mistakes, common, 363-365
Mixed formulation, 166, 195-197, 538
Modal methods

error correction for, 396-398
in harmonic response, 406^107
in heat transfer, 464—465
modal synthesis, 400-405
mode acceleration method, 397
in nonlinear problems, 398
number of modes needed, 397, 433, 442
orthogonality of modes, 388, 395, 678
problem type for, 408, 433
spurious modes and, 227, 412, 431
static correction, 397-398
theory of, 395-397
versus Ritz vectors, 398

Modeling
dynamic problems, 429-436
element selection, 337-339
error of, 3-4, 300-301
general procedure, 11-13, 336-337, 360-363
heat transfer, 467-468
mathematical model, 3
nonlinear problems, 596, 626-629, 651-654
see also specific problem areas

Modification, of structures, 292-293, 363
Multigrid methods, 320, 673-674

Natural coordinates, 203, 205-206, 259,
264-265

Natural frequencies, see Vibration
Newmark methods, 416-421, 425-426
Newton-Raphson methods, 597-598

Nodeless d.o.f., 109, 219
Nonconforming elements, see Incompatible

elements
Nonlinearity

convergence, and criteria for, 601-602, 629
in dynamic problems, 398,409,412,616-619, 

629
gaps and contact, 288, 340,353, 595, 619-621
geometric, 340, 367-368, 535, 595, 621­

626, 653-656
material, 340, 595, 606, 627
modeling, 596, 626-629, 602
radiation heat transfer, 463—464
solution methods, general, 464, 596-602
sources of, 288, 340, 463, 535, 595
substructures, value of, 360
see also Buckling; Plasticity

Norms, matrix, 666-667
Numerical dissipation, see Damping,

algorithmic
Numerical experiments, 363
Numerical integration

and accuracy, 213, 235-236
full, 223, 499
Gauss quadrature, 209-213
reduced and selective, 221, 223-227, 499­

500, 543-547, 569-570
thickness direction, 213, 582, 585, 629
shell elements, 582
triangles and tetrahedra, 266-268
see also Locking; Spurious modes

Offsets, 280-281
Optimization, design, 369-370
Ovalization, 338-339, 585
Overlays, 320

Parasitic shear, 98-100, 227, 496
see also Locking

Patch recovery for gradients, 323-326
Patch test, 238-240, 552
Penalty function, 493
Perforated plate, 345-346
Petrov-Galerkin method, 182
Pilot studies, 344
Pipe bend, 338-339, 585
Plane strain, 94-95, 501-502
Plane stress, 79, 533, 581
Plasticity

calculations, general, 612-616
flow rule, 606-608, 611
formulation, general, 606-609
hardening rule, 604, 606-607, 610 
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uniaxial, 603-605, 608-609 
von Mises theory, 609-612 
yield criterion, 604, 606-607, 609

Plate bending and plate elements 
boundary conditions, 551-552 
discrete shear elements, 550 
FE surface definition, 368, 536 
finite strip method, 520 
folded plates, 520, 576, 583 
Kirchhoff (C1) elements, 536-541 
layered, 535 
limitations of, 530, 535 
membrane-bending coupling, 535 
Mindlin (C°) elements, 542-550 3
stress calculation, 552 
test cases, 552-553 
theory of plates, 531-535 
various formulations, 550

Poisson equation, 193 
Postprocessing, 13, 365-369 
Potential energy principle, 138-140 
Potential function (fluids), 480 
Prandtl-Reuss relations, 611 
Preliminary analysis, 13, 337, 361 
Preprocessing, 13 
Pressure, see Loads
Pressure calculation, 503-504
Prestress, 350, 513-514

see also Initial stress and strain
Profile, of matrix, 43, 44
Programs and programming, 370-371

Q4 element, 96-100, 102,168-170, 205-209 
Q6 and QM6 elements, 109-111, 219-221 
Q8 and Q9 elements, 100-102, 213-217 
Quadrature, see Numerical integration 
Quarter-point elements, 284-286 
Quasiharmonic equation, 193-194 
Quasi-Newton methods, 600-601

Raasch problem, 584-585
Radiation (acoustics), 476-477
Radiation, see Heat conduction and transfer 
Rank deficiency, 213, 223, 226, 665 
Rayleigh quotient, 387-388, 678-679
Rayleigh-Ritz method, 136, 146-150, 156-161 
Reanalysis, after modifications, 292-293 
Reciprocal theorem, 37, 344
Recordkeeping, 360, 364—365
Reduction of order, see Condensation 
Refinement methods, mesh, 318-320, 329-331 
Reflection, of waves, 287, 290, 476-477 
Release of d.o.f., 351-352

Repetition of form, 354-356, 359
Residual bending flexibility, 549
Residuals

in dynamics, 396-398,619
as error measure, 309-310
in nonlinear problems, 597-598, 601-602, 

625
weighted residual methods, 155-156,179-197

Resonant frequency, 405
Response history

choice of method, 373-374, 408—4-09, 432­
434

defined, 373-374
response spectra, 426—4-29, 442-443
Ritz vectors for, 398—4-00
see also Direct integration; Modal methods

Response spectra, 426-429, 442-443
Restart capability, 366
Richardson extrapolation, 315-316
Rigid body motion, 38, 104, 163-164, 293,

364, 385, 396,407, 523-524
Rigid links and elements, 278-282
Ritz vectors, 398^400
Rotational periodicity, 354-356

Sampling points, see Numerical Integration
Secant stiffness methods, 600-601
Serendipity elements, 100, 215, 219, 545-546, 

583
Shape function, meaning of, 84
Shear center, 29, 338
Shear deformation, see Transverse shear 

deformation
Shear lag, 338
Shells

arches, as special case, 563-570 
axisymmetric, 339, 561-562, 570-574 
behavior of, 561-562
C° elements, 573-574, 578-583
C1 elements, 571-573,574-578
FE surface definition, 368, 536 
isoparametric elements for, 578-583 
layered, 585
Marguerre theory, 566
mechanisms in elements, 575-576 
membrane locking, 567-570
membrane-bending coupling, 566-567, 576 
modeling suggestions, 562-563, 576,

585-586
test cases, 583-585
warped quadrilateral elements, 577-578

Shock loading, 408
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Shock spectrum, 427
Shrink fit, 350, 468, 513-514
Single element test, 294
Singularities

and convergence, 314-315
elements for, 284-286
of field quantity, 124, 283-284, 290, 291, 

329, 330, 341, 347
stiffness matrix, causes of, 38-39, 108, 364, 

523-524, 599, 651
Skyline, of matrix, 42-43
Slave d.o.f., 280, 359, 391
Software, remarks about, 370-371
Solids of revolution

finite elements for, 510-512 
nonaxisymmetric conditions, 516-524 
strain-displacement relations, 510-512, 519 
stress-strain relation, 509, 519

Sparsity, matrix, 37, 42^44, 671
Spectral matrix, 395
Spectral stability, 421-423
Spin softening, 652-653
Spurious modes

communicable, 224—227, 546
definition and terminology, 39, 223
drilling d.o.f. and, 108, 575, 583
in dynamics, 227, 383, 407, 412, 431 
plates and shells, 544-546, 575-576, 583 
pressure (checkerboarding), 503 
stabilization of, 227, 383, 412, 431, 545, 

575, 583
tests for, 240, 293, 364
see also Hinge

Stationary principles, see Variational methods
Stiff region, 281-282, 302-306, 494
Stiffener, eccentric, 280-281
Stiffness matrix

assembly of, 23, 32-36, 51, 160-161 
formula for, derived, 88-89, 159-160, 194­

195
formula for, from eigensolution, 307, 676 
numerically integrated, 209-213
physical meaning of, 21
properties of, 36-39, 141-142
see also Stress stiffening

Strain energy density, 142-143
Strain-displacement relations

arches, 564
Cartesian coordinates, 80
large strains, 621-622
plate bending, 532, 537, 542
shell of revolution, 572, 573

solid of revolution, 510, 512, 519
Stream function, 480
Stress and stress calculation

accuracy of, 6, 115, 151, 314, 325
averaging and smoothing, 114, 116, 320-326
bars and beams, 47-54
best locations for, 6, 225, 230-231, 266, 323
concentrations, 119-121, 356-357
contours, as error indicator, 14
deviatoric, 502, 609
discontinuous, 116-118
effective stress, 117, 232-233, 609
element geometry, effect of, 234-236, 238, 

340-342, 366, 577-578
extrapolation from Gauss points, 231-232
with incompatible elements, 221
intensity factor, 283-284, 286
invariants of, 116-117
iteration for improvement, 322
from nodal displacements, 115
from nodal forces, 233-234
patch recovery, 323-326
residual, 627
singularities, 124, 283-286, 290, 329, 330, 

341, 347
superconvergence, 314, 325
surface definition and, 368, 536
thermal stress, 52-54, 115, 234, 467
trajectories, 368
von Mises stress, 117, 232-233, 609

Stress stiffening
bar, beam, plate elements, 643, 645-646
discussed, 625, 639
forms of matrix, 650-651
general formulation, 646-648
spin softening, 652-653

Stress-strain relations
anisotropic, 78, 344-345, 509, 519, 535
isotropic, 79, 94, 509, 519
plane strain, 94
plane stress, 79, 533, 581
plates and shells, 533-535, 571, 581
substitute, 345-347, 549
temperature-dependent, 79

Strong form, 136, 151-156
Structure, defined, 1
Sturm sequence, 680
Sub- and super-parametric elements, 202, 238
Subdomain residual method, 183
Submodels, 356-358
Subspace iteration, 390, 680
Substructures
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discussed, 358-360
dynamic, 400-405
repeating, 355, 359-360

Superelement, 359
Supports, see Boundary conditions
Surface tractions, 82
Surface waves, 479
Symmetry conditions

antisymmetry, 55-57
buckling problems and, 57
cyclic, 354-356
heat transfer, 468
nonlinear problems and, 57, 628
reflective, 54-56 *
repetitive, 354-356
skew, 56-57
vibration problems and, 57, 434

System, defined, 137

Test cases, in general, 342-344
Thermal stress calculation, 52-54, 79,115,

234, 467
Thermal transients, 464-466
Thin-walled construction, 337-339

see also Shells
Transformation

isoparametric, 204, 206-208, 218, 262
of material properties, 275
modeling applications, 276-282
of stiffness matrix, 29-32, 276
of stress and strain, 273-274
of support directions, 276-277
of vectors, 271-273
see also Constraints

Transition elements, 215-216, 358, 585
Transverse shear deformation

beams, 26-27, 170-171, 495-496, 549
plates, 533-535

Trapezoidal rule, 418, 605
Trefftz elements, 166
Trilinear solid element, 102-103

Underrelaxation, 600
Unsupported structure, 38, 364, 385, 396, 407

Variational methods, 136-171
Vibration

acoustical, 474-477
bars, 380, 387
beams and frames, 380, 385-386,436-437
bound on frequencies, 382-383
computational considerations, 431^132
forced vibration, 405-407, 438-439

frequency estimates, 432, 437
harmonic response, 373, 405-407, 438-439
multiple d.o.f., 384-385
order of error, 383
plates, 381, 393
single d.o.f., 383-384
spurious modes and, 227, 383, 412,431
symmetry, use of, 57, 434
see also Eigenproblems

Virtual work principle, 88, 156
Viscous relaxation, 601
Von Mises stress, 117, 232-233, 609

Warped elements, 341, 574, 577-578, 584
Wave equation, 474, 477
Wavefront solution method, 44, 671
Wave propagation, 408, 414-416, 433-434,

617-618
see also Response history

Waves, fluid surface, 479
Weak form, 136, 151-156
Weight, see Loads
Weighted residual methods, 179-198
Winkler foundation, 287-288, 353
Work, see Energy

Zero energy mode, see Spurious modes
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