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PREFACE

One of the most important events in the history of complex analysis 
was B. Riemann’s discovery in the 1850s, viz., that each simply connected 
region which is not the whole complex plane can be mapped one-to-one 
and conformally onto the interior of a circle and that consequently two of 
such regions are conformally equivalent. First of all it became apparent 
that holomorphic functions are intimately related to certain geometrical 
structures, and at the same time their discovery had a stimulating effect 
when it became clear that Riemann’s proof showed a serious logical gap, 
the removal of which appeared to be far from obvious.

Later developments revealed that many striking properties of complex 
functions and the mappings defined by them can be seen in their true 
perspectives, if in geometrical formulation non-euclidean metrics are 
used. G. Julia’s investigations with respect to the generalisation of 
Schwarz’s lemma serve as a classic example. In chapter nine the reader is 
introduced to the theory of these metrics and their geometrical back­
ground.

In the 1920 s A. Bloch discovered that each function holomorphic in 
the interior of the unit circle, the derivative of which has the value 1 at the 
origin, represents a one-to-one mapping of a subregion onto another 
region which covers an open circular disc, the radius of which is not smal­
ler than a universal constant. This theorem opened up the possibility for 
finding an “elementary” proof of the famous theorem of E. Picard, which 
is a refinement of the Casorati-Weierstrass theorem. The problems con­
nected with Bloch’s theorem have been treated in chapter nine as well, 
because the most elegant proof known for this theorem is based on a 
generalization of Schwarz’s lemma due to L. Ahlfors, which has a very 
general metric as its underlying principle.

In chapter ten the theory of conformal mapping comes under review in 
some detail, while special attention is being paid to the treatment for 
finding the mapping functions in actual situations. The end of this chapter 
consists of a proof of Riemann’s mapping theorem and of some elemen­
tary considerations on the difficult problem of the correspondence be­
tween the boundaries of regions mapped onto each other. Only that which 
is needed further on has been mentioned here.

Chapter eleven has been devoted to the theory of univalent functions, 
one of the most fascinating parts of the theory of functions of a complex 
variable. Proceeding from simple geometrical considerations a large 
number of remarkable properties of univalent functions can be found, 
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i.e. that for each power series z + a2z24-a3z3+. . . , convergent for 
| z | <1, the estimate | a2 I 2 holds, while an example shows that this 
estimate is the best possible. This example lead L. Biederbach to the 
conjecture that for each n 2 the estimate | an | n should hold, which 
conjecture has only been proved for n = 3 and n = 4 so far, beyond 
the elementary case n = 2. The classic methods, however, are completely 
inadequate to obtain this result. An important step forward became pos­
sible through the theory of K. Lowner. Much attention is paid to this 
beautiful theory, not only because with the help of it Bieberbach’s con­
jecture can be proved for n = 3, but especially since the coefficient prob­
lem for the inverse functions turns out to be completely solvable by 
means of this theory. Besides the formulation of a strong form of the 
rotation theorem, of which Bieberbach could only give a preliminary 
result, has become feasible as well. The original paper of Lowner is 
highly schematic; he relies on investigations by C. Caratheodory, which 
bear on sequences of regions and a convergence theorem related to those. 
In chapter eleven due attention has been paid to it. A more analytic for­
mulation of Lowner’s theory is to be found in the well-known monograph 
on multivalent functions by W. K. Hayman, in which, however, the 
theory of Lebesgue integration plays an essential part.

One of the most important means in the theory of complex functions 
is the analytic continuation, and that is dealt with in chapter twelve. 
Closely connected with it is the beautiful concept of a Riemann surface.

In applications of the analytic continuation along curves the deforma­
tion of those curves is a technique often used. Leaving out a discussion 
of its modern definition did not seem acceptable to us, also because that 
technique will be used extensively again later on; thus it has been indicat­
ed how simple topological concepts are applied in the theory of functions.

,rfhe theory of Riemann surfaces has only been touched upon, since 
using these surfaces as a mode of proof has restricted meaning for our 
purposes. Any detailed treatment of the theory of the Riemann surface 
requires an extensive knowledge of topology, real analysis and Hilbert- 
space theory and would take up a disproportionate part of the present 
text. Good books exist on the subject and its present interest is apparent 
from the fact that a contempory abstract method, viz., the theory of 
sheaves, offers a unique approach to the classic problems as well.

It is self-evident that an introductory theory of algebraic functions 
could not be dispensed with, the more so, since the Riemann surfaces 
related to them can easily be classified. Moreover this served to illustrate 
the famous uniformization problem, the treatment of which can be placed 
within the framework of a textbook without difficulties, due to an inge­
nious idea of B. L. van der Waerden.
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The problem of the uniformization is closely related to the theory of 
automorphic functions. A discussion of this theory is to be found in 
chapter thirteen. Extensive use has been made of the concept of the 
isometric circles, introduced by L. R. Ford, through which the theory 
became accessible for the application of elementary means.

A beautiful illustration of the theory of automorphic functions is pro­
vided by the inverses of the so-called triangle functions of H. A. Schwarz, 
which are brought up in chapter fourteen. The relations between the 
theory of functions and certain geometrical figures is beautifully exempli­
fied especially by the polyhedral functions of F. Klein.

E. Picard’s classic proof of his famous theorem is based on the theory of 
modular functions. Owing to the work of C. Caratheodory the theory of 
these functions and the theorems connected with them have been essen­
tially improved and space has been accorded to the subject in this chapter.

Schwarz’s functions are obtained in relation to the problem of mapping 
a triangle bounded by circular arcs or straight line segments onto the 
interior of a circle (or onto a half plane). These mapping functions satisfy 
the wellknown hypergeometric differential equation. However, before 
we treat the theory connected, in chapter fifteen, detailed attention is 
paid to the theory of homogeneous linear differential equations in as far 
as it is relevant. A dominating part is played here by the theory of L. 
Fuchs. We also availed ourselves of the opportunity to discuss some 
important examples, in particular the Bessel functions and the Legendre 
functions. Obviously, the stress has been laid on the most general 
equation of the Fuchsian type, which does not have accessory parameters 
yet, viz., Riemann’s differential equation.

By means of a suitable linear fractional transformation Riemann’s 
equation can be put in the form of the hypergeometric differential equa­
tion and the last chapter has been devoted to the many aspects arising 
with the study of this equation. We also thought fit to pay attention to 
the hypergeometric polynomials and those polynomials attainable from 
them through confluence. Their great importance in practical applications 
is well-known. Moreover, the fact that the theory is clearly selfcontained 
and dominated by an equation of the Rodrigues type, encountered in 
the theory of the Legendre polynomials, renders study of these objects 
attractive.

No extensive treatment of the general problem of mapping defined by 
hypergeometric functions has been given, for it can hardly be summarized 
yet and requires the discussion of many details. However, some special 
cases are considered, partly with the intention of describing the elegant 
method of L. Ahlfors and H. Grunski, through which an upper estimate 
of Bloch’s constant can be obtained which is close to the lower bound.



Some mathematicians believe that this upper estimate is the exact value 
of Bloch’s constant, but this conjecture can up to now neither be proved 
nor disproved.

In spite of the fact that in volume 2 a great variety of subjects have been 
considered, the book is not of an encyclopaedic nature. The choice of 
the subjects has been made rather subjectively, but not without due 
observance of some coherence. At the end of the preface of volume 1 we 
indicated which considerations directed us when we were writing the book. 
This observation applies equally well to volume 2, and we hope that the 
students will show the same favourable appreciation of this volume as has 
been shown for the first volume.

Florence (Italy) G. Sansone

Groningen (The Netherlands) J. Gerretsen
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Chapter 9

APPLICATIONS OF GENERAL METRICS TO THE THEORY OF 
FUNCTIONS

9.1. - Topological considerations

9.1.1 . - Extension of the notion of region

In the beginning of section 3.12.1 we remarked that a function/(z) can 
be interpreted geometrically as a mapping. By stressing the mapping 
properties of a function we consider it from a geometric point of view, 
which has many advantages. It is often possible to obtain a lot of informa­
tion about a function by studying the geometric correspondence given 
by it.

In this connection it will appear convenient to extend the notion of 
region to sets of points including the point at infinity. This point is 
considered as an interior point of a set if a neighbourhood of this point 
(being the set of points outside a sufficiently large circumference around 
the origin together with the point at infinity itself) is included in the set. 
The difference between ordinary points and the point at infinity may 
often be eliminated by introducing the notion of chordal distance (section 
1.1.5).

First we wish to state a theorem of a general topological character. 
Let/(z) denote a single-valued function defined throughout the extended 
plane (or, which amounts to the same, throughout the complex sphere, 
see section 1.1.3). If S is any set of points then/-1(S) denotes the set 
of all points which have images under the mapping as given by/belonging 
to <5. We shall say that/-1(<S) is the original of S with respect to the 
mapping /. After these preliminaries we assert

The function f defined throughout the extended plane, is chordally 
continuous at every point if and only if the original with respect to f of 
every open set is open.
The term “chordally continuous” has been explained in section 1.2.1.

The condition is necessary. Let f be chordally continuous throughout 
the extended plane. Let, further,/-1 (21) denote the original of an open 
set 21 and a a point of this set. Then b = /(«) is a point of 21 and there is a 
neighbourhood 23 of b included in 21. Since / is chordally continuous 
there is a neighbourhood 11 of a such that /(ll) is included in 23. Hence 
all points of 11 are mapped onto points of 21 and, consequently, U is a 
subset of/-1(2l). Thus we see that this set is open.

[i]
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Assume now that f is such that the original of every open set is open. 
Let a be an arbitrary point and b = f(a). If 93 is an 8-neighbourhood of b, 
then/-1(93) is open, by hypothesis. Hence there is a neighbourhood U 
of a included in /-1(93)and, as a consequence,/(U) is a subset of 93. 
This proves the continuity of f at z = a.

It should be noticed that the same theorem holds if we replace every­
where open sets by closed sets. This is an immediate consequence of the 
fact that in the extended plane the complement of an open set is closed 
and conversely.

When proceeding we need the following notion: We shall say that a 
non-empty open set is connected if it is not the union of two disjoint open 
non-empty sets. Similarly a non-empty closed set will be called connected 
if it is not the union of two disjoint closed non-empty sets.

This notion of connectedness is somewhat more general than 
the one introduced at the end of section 1.2.4. We shall refer to it as 
arcwise connectedness. In the following case the notions have the same 
content:

A non-empty open set in the open plane is connected if and only if the 
set is a region, i.e., if it is open and arcwise connected. By the open plane 
we understand the whole complex plane without the point at infinity.

Let 9i denote a connected open set not including the point at infinity. 
Choose a point c in St. Let 91 denote the subset of 91 whose points can be 
joined to c by a polygon in 91 and let 93 denote the remaining points of 91. 
If a is a point of 21 then there is a neighbourhood of a included in 91. 
All points of this neighbourhood can be joined to a by a straight line 
segment and from there to c by a polygon. Hence the whole neighbourhood 
is already contained in 91, i.e., 91 is open. If b is a point of 93 then it has 
a neighbourhood contained in 91. If a point of this neighbourhood could 
be joined to c by a polygon then also b could be joined to c, contrary to 
the definition of 93. Hence 93 is also open and 91 is the union of the dis­
joint open sets 91 and 93. Since c belongs to 91 this set is not empty. Hence 
93 is empty, for 9$ is supposed to be connected and it follows that 91 and 
91 coincide. It is now clear that each pair of points of 91 can be joined 
by a polygon in 9t by way of c, i.e., 91 is a region.

Conversely, let 9t be a region and the union of two open disjoint sets 
91 and 93. Take a point a in 91 and a point b in 93. Since a and b can be 
joined by a polygon there must be a straight line segment connecting a 
point ar of 91 and a point br of 93. We bisect this segment and note that one 
of the halves has one of its end points - say a2 - in 91 and the other - say 
b2 - in 95. Continuing this process we obtain a sequence ar, a2,. . . of 
points of 91 and a sequence bY, b2,... of points of 93 converging to the 
same limit c of the segment. If c belongs to 91 then a neighbourhood of 
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c also belongs to 21, for 21 is open. From a certain index upwards all points 
bn belong to this neighbourhood and hence to 21. This is impossible. By the 
same argument we see that c is not a point of 23 either. But c belongs to 
9?, the union of 21 and 23, and thus we arrive at a contradiction. This leads 
to the conclusion that 9? is connected.

This theorem enables us to generalize the notion of region to sets in 
the extended plane:

A region is an open connected set. It is clear that the extended plane is 
a region. In fact, it is an open set and a decomposition into two open 
disjoint sets is not possible, for the complement of an open set is closed 
and the only open and closed sets are the empty set and the extended 
plane itself. Finally we wish to prove the following theorem

The union of two connected closed sets having at least one point in 
common is connected.

Let 6 denote a closed set, being the union of two connected 
closed sets and whose intersection is not empty. Assume, more­
over, that (£ is the union of two closed disjoint sets 231 and 232 which 
are not empty. Every point of belongs either to 23t or to 232. Hence 

is the union of the intersections of S t with 23i and 232. Since the inter­
section of two closed sets is closed it follows that one of the intersections 
is empty, i.e., must coincide with 231 or with 232. If coincides with 
23t then ®2 must coincide with 232, for, by hypothesis, 23t and 232 are 
not empty. But this means that ©i and ®2 are disjoint, contrary to 
assumption.

9.1.2 - Invariance of the region

By a topological mapping or homeomorphism of the extended plane onto 
itself we understand a mapping which is one-to-one and in both direc­
tions chordally continuous throughout the extended plane.

A region is invariant under a topological mapping of the extended plane 
onto itself

Since the inverse of a topological mapping f is everywhere chordally 
continuous we deduce from the first theorem of the previous section 
that the image of a region 9ft is an open set @ = /(9ft). Assume that ® is 
not connected, i.e., the union of two open sets 21 and 23. Then/-1(2l) 
and /-1(23) are open and disjoint. Intersecting these sets by 9ft we find 
a decomposition of 9ft, unless one of the sets 21 or 23 is empty. Thus we 
see that S is also a region.

The theorem of the invariance of a region stated in section 3.12.2 
may be generalized in the following way:

If f is meromorphic in a region 9ft and does not reduce to a constant, 
the image of 9ft as given by the function is also a region.
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In order to prove this theorem we make a preliminary remark. Assume 
that 9ft contains the point at infinity, but does not coincide with the extend­
ed plane. Then we can find a meromorphic (and at the same time topo­
logical) mapping which transforms the region 9ft into a region 9ft*, which 
leaves the point at infinity outside. In fact, let z = a denote a point not 
belonging to 9ft. Then the function

— (9.1-1)
z — a

gives rise to a topological mapping of the extended plane onto itself which 
interchanges the points z — a and z — oo. This function is meromorphic.

Assume first that 9ft is the extended plane and f meromorphic through­
out 9ft. If © = /(9ft) does not coincide with the extended plane then we 
may replace g by a set g* which does not contain the point at infinity 
on applying the above mentioned mapping. The correspondence between 
9ft and g* is described by a function which is holomorphic throughout 9ft. 
Hence this function is a constant (section 3.2.2). But this means that 
g*, and with it g, is a single point, i.e., f is constant, contrary to hypoth­
esis. As a consequence g is also the extended plane and, therefore, 
a region.

Next we consider a region 9ft not coinciding with the entire extended 
plane. If necessary we replace 9ft by a region 9ft* on applying the above 
transformation. If g = /(9ft) is the extended plane we are through. Assume, 
therefore, that g does not coincide with the extended plane. Again we 
may suppose that g is a set which leaves the point at infinity outside. 
Now the correspondence between 9ft* and g is described by a function 
which is holomorphic throughout 9ft*. From the theorem of section 
3.12.2 we conclude that g is a region again and this concludes the proof 
of the theorem.

9.1.3 - Simply connected regions

Our next task will be the extension of the notions of simple connectiv­
ity. To this end we shall prove

A region 9ft not containing the point at infinity is simply connected ij 
and only if its complement in the extended plane is connected.

Assume first that the complement 9ft' of the region 9ft is connected. 
Let C denote a cycle in 9ft. As we pointed out in section 2.5.2 we may 
replace C by a polygon L, taking into account formula (2.1-4). Proceeding 
as in that section we see that we may decompose the plane into a finite 
number of triangles and of convex sets tending to infinity. The winding 
number &L(z) is constant in the interior of each of these parts of the plane. 
For a point z not on L at the boundary of such a part the winding number 
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is the same as that of the interior. Hence the function QL(z) has only a 
finite number of integral values. Let 9i' denote the set of points of 9?' 
for which £2L(z) = n. We assert that 3?' is closed. For if a point a of 31' 
is an accumulation point of 9?', then in every neighbourhood of a there 
are points of 9?'. The value &L(a) exists, for a is in 91'. Hence QL(a) = n, 
because of the continuity of £2L(z). Thus we see that we can decompose 
9V into a finite number of closed disjoint sets and this number must be 
unity, for 9i' is connected. Hence &L(z) is constant throughout 91'. 
On the other hand £2L(z) is zero for points which are sufficiently near 
z = oo. Hence QL(z) = 0 throughout 91' and C ~ 0 in 9t.

For the proof of the necessity of the condition mentioned in the 
theorem we assume that the complement 91' of 91 is the union of two 
disjoint closed sets 21 and 23. One of these sets contains the point at 
infinity and the other is consequently bounded. Let 21 be the bounded 
component. By p we denote the distance between 21 and 23. Now we 
cover the whole plane with a net of squares D of side < p/^/2. It is possible 
to choose the net such that a preassigned point a of 21 lies in the interior 
of a square. The boundary curve of a square is denoted by Q which 
may be oriented in the counter clockwise sense. Consider now the cycle

C = X2v, (9.1-2)
V

where the sum ranges over all squares of the net which have a point in 
common with 21, (fig. 9.1-1). Because a is included in one and only one 
of these squares it follows that C2c(a) = L If the cancellations are

Fig. 9.1-1. The connectivity of a region.
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carried out it is clear that C does not meet 91, for any side which meets 91 
is a common side of two squares contributing to the sum (9.1-2). Since 
the two squares induce opposite orientations for the common side it 
does not appear in the reduced expression for C. Hence C is a cycle of 3ft 
which is not homologous to zero. This concludes the proof of the theorem.

Accordingly we may define: A region in the extended plane is simply 
connected if its complement is connected. Proceeding as in the proof of 
the first theorem of section 9.1.2. we easily can prove

A simply connected region is an invariant under topological mapping 
of the extended plane onto itself

Indeed, connectedness of a closed set is a topological invariant.
It should be noticed that in a simply connected set as generalized 

above not every cycle is necessarily homologous to zero. Thus, for in­
stance, the exterior of a circumference is simply connected, for the closed 
disc bounded by the circumference is connected. But the winding number 
of any larger concentric circumference with respect to the centre is not 
zero.

9.1.4 - A MONODROMY THEOREM

We wish to prove a useful theorem which is a particular case of a general 
statement to be considered in section 12.2.3.

In section 1.11.2 we pointed out that all solutions of the equation

exp w = z (9.1-3)

do not constitute the values of a single-valued function. By restricting, 
however, the values of z to a principal region (section 1.2.2.) it is possible 
to define a function satisfying (9.1-3) and which is holomorphic in 
this region.

We proceed to investigate a more general problem, viz. the solution 
of the equation

exp w = f(zf (9.1—4)

where /(z) is holomorphic throughout a certain region 3ft. We recall 
that /(z) is regular at z = oo if/(1/z) is regular at z = 0. As we shall see 
the restriction that 3ft is simply connected will enable us to obtain a single 
valued function satisfying (9.1-4), provided /(z) has no zeros within 
the region. Thus

If f(z) is regular at every point of a simply connected region 3ft and 
vanishes nowhere at any point of 3ft, then we can find a function w(z) 
also regular at every point of^ and which satisfies the equation (9.1-4).

The theorem is trivial in the case that 3ft coincides with the extended 
plane, for a function regular at every point, the point at infinity included, 
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is necessarily a constant c (section 3.2.2.). Then we may take w(z) == log c, 
where the logarithm is not necessarily a principal value.

Henceforth we assume that 91 is not the extended plane. The theorem 
is rather obvious if the region /(9ft) is included in a principal region, for 
then we can take the composite function w(z) = log/(z). In all other cases 
we may proceed as follows. By a preliminary topological transformation 
of the type (9.1-1) we may assume that 9ft does not contain the point at 
infinity. For if we have proved the theorem for this case then the general 
statement follows easily. Since /(z) is holomorphic in 9ft and vanishes 
nowhere in 9ft the function f'(z)lf(z) is also holomorphic throughout 9t. 
In view of the theorem of section 2.11.4 (which is valid for every region 
leaving the point at infinity outside, as follows by analyzing the proof of 
the theorem of section 2.10.1) this function is the derivative of another 
function A(z). That is to say, there is a function h(z) such that

(9.1-5)
f(z)

Next we consider the function

“-----77Vexp h[z)
Its derivative is

exp h(z)

throughout 9ft. Hence it is equal to a constant c (section 2.11.3) and 
c 7 0, for f(z) vanishes nowhere in 9ft.

Accordingly we may introduce the function

w(z) = A(z) + log c,

where log c is not necessarily a principal value of the logarithm. It follows 
that

exp w(z) = c exp A(z) = /(z).

The function w(z) is not uniquely determined, for besides w(z) also 
w(z)+2nni, where n is a fixed integer, satisfies the equation. There are, 
however, no other solutions. In fact, if

exp w/z) = exp w2(z), 
then

exp(w1(z)-H’2(z)) = 1.

By differentiation we find

w'1(z)-w2(z) = 0.
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Hence ^(z) — w2(z) is a constant and this must be an integral multiple 
of 2ni. Thus

The solutions of (9.1-4) are determined up to an integral multiple oflni.
All solutions of (9.1-4) constitute the general logarithm \ogf(z) 

of the function /(z). Any single valued function satisfying this equation 
will be called a branch of the logarithm of /(z) and denoted by

log/(z). (9-1-6)

This symbol has a definite meaning if z ranges through a simply 
connected region,/(z) has no zeros in the region and one of the possible 
values of (9.1-5) is assigned.

As a particular result we mention
In any simply connected region which does not contain the origin and 

the point at infinity a branch of log z can be defined.
It is clear that a branch of log /(z) may be written as

log/(z) = log/(z0)+ f
* z

(9-1-7)
Zo

where z0 is a point of the region and the integration is performed along 
any path in the region connecting z0 and z.

It is easy to state similar theorems for other functions which are inti­
mately related to the logarithm.

A branch
/\z) (9.1-8)

of the general power of /(z) is defined as

exp (A log/(z)). (9.1-9)

Here 2 may denote any complex number.
By a branch

arg/(z) (9.1-10)

of the general argument arg/(z) is understood the function

Im log/(z). (9.1-H)

The various branches of the argument differ by integral multiples of 2n.

9.2 - Conformal mapping

9.2.1 - The symbolic partial differentiation

A function f(z) of a complex variable is a function of two independent 
variables x and y, if z — x + iy.

f(z) = w(x, jO + w(x,y). (9.2-1)
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Let us assume that /(z) possesses continuous partial derivatives dfjdx 
and df/dy, where dfjdx stands for du/dx + idv/dx and df]dy for du[dy + 
idv/dy. Then there is a total differential

df = — dxH-----dy.
dx dy

Observing that
dz — dx + idy, dz — dx — idy, 

we have
dx = %(dz + dz), idy = ^(dz—dz).

Inserting this into (9.2-2) we readily find

df=l-
2 W dy/

'8£+i£\ 
f)x dy/

dz.

(9.2-2)

(9.2-3)

(9.2-1)

It is natural to write this as

df = d£dz+d£_dz,
dz dz

(9.2-5)

with

dz 2 \dx dy/

dl = lJdl+id£\
dz 2 wx dy/

(9.2-6)

The conditions of monogenity (1.3-7) can now be condensed into the 
simple equation

^ = 0. 
dz

(9.2-7)

Then the derivative is

(9.2-8)

For the sake of illustration we calculate d arg z/dz, where z ranges 
throughout the principal region. Observing that

logz = log |z| + zargz = |log zz + i arg z

and taking into account the fact that log z is holomorphic we readily find

1 z d arg z 1 d arg z
0 = - — +1 —— = — +1---- — ,

2 zz dz 2z dz
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whence
d arg z _ — 1

dz 2iz

Thus we see that argz is not holomorphic.
In many cases the symbolic partial derivative may be used to simplify 

calculations as we shall presently.
Since

= V = 8I 
dx dx ’ dy dy ’

it follows easily from (9.2-6)

Sl = 8f. (9.2-9)
dz dz ’ dz dz

We wish to apply this result to the following problem. Let f(z) be 
holomorphic within a certain open set 9IZ and let 9IZ denote the symmetric 
set with respect to the real axis. Now we define a function

= J&, (9.2-10)

where z runs through 2lz. We assert that #(z) is holomorphic in 2IZ.
In fact, putting w = z, we have

= ^/(z) = g/(w) = a/(w) = 0
dz dz dw dw

Finally we observe that if z is a differentiable function of a real variable 
t and we put g(t) = /(z(/)), then

dg = df dz + df dz 
dt dz dt dz dt

(9.2-11)

For many applications expressions for the Laplace operator and the 
Cauchy-Riemann equations in polar form turn out to be very useful. 
It is not difficult to obtain them in a straight forward manner by elemen­
tary computations, but we prefer to derive them by making use of the 
symbolic method as discussed before.

From (9.2-6) we obtain at once

li8!
4 W +

dzdz dy2/
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and thus the Laplace operator occurring in (1.4-3) appears as

A r dl 2 * 4f d2f A d2f 
bj = + — = 4

lSl.lJrS±+tSJ.\, 
dz 2 \ dr dO/

whence
1 / o / dg\ d2g\ 
- I r — I r — I + —- I
4 \ dr \ dr) dO2)

dx2 dy dzdz
(9.2-12)

It is now easy to write down a transformation formula, if we introduce 
a new variable w = w(z) such that w(z) is regular at a given point. For, 
taking into account (9.2-7) and (9.2-9) we find, if we write f(z) instead 
of g(w(z))

of _ dg dw dg dw _ dg dw
dz dw dz dw dz dw dz

Similarly
df _ dg dw dg dw _ dg dw
dz dw dz dw dz dw dz

Hence
d2f _ d2g dw dw dg d2w

dzdz dwdw dz dz dw dzdz
Since

d2w _ d dw _

dzdz dz dz

we have in an obvious notation

△z/ = |w'(z)i2 /\wg. (9.2-13)

Next we introduce polar coordinates by z = re10.
Then, evidently, if we set g(r, 0) = f(z) = f(reie),

r— = reie—+re~ie— — Z—+Z — , 
dr dz dz dz dz

& - -ire—- i (z^C -Z^) . 
dO dz dz \ dz dz)

Solving for df^dz and df/dz

Z81 = {- (rd-l-iS±\ , 
dZ 2 \ dr 80/ ’ 

(9.2-14)

- ^7 zz-----
dzdz
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and so

△/=
1 £ / dg\ + £ d2_g 
r dr \ dr) r2 dO2 (9.2-15)

Let finally /(z) be regular at a given point. Then dfjdz = 0. If we put

f(reie) = Rei(p

we have in view of (9.2-14)

„ dR . d<P . dR d$ 0 = r — +irR — +i------ R — ,
dr dr dO dO

whence

r dR d<P 1 dR d<P
R dr dO ’ R dO dr

These are the Cauchy-Riemann equations in polar form.

9.2.2 - Conformal mapping

Consider a correspondence as given by

w = /(z)

(9.2-16)

(9.2-17)

in a neighbourhood of z = z0, where f(z) possesses continuous partial 
derivatives. It is not yet assumed that /(z) is holomorphic near z0. To 
z = z0 corresponds w = w0 — f(z0) and we suppose that z0 and w0 
are finite. Let z(/), where / is a real variable, denote a curve passing through 
z0 such that z0 = z(/0). We make the assumption that z(/) is differentiable 
at t = t0 and that the derivative at this point is different from zero.

Fig. 9.2-1. The tangent of a curve at a given point.
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The set of points

z = zfa) + .lfa + ll)-zfo), 
h

where h is a number / 0 and t a real variable is a straight line passing
through z0, (fig. 9.2-1). Making h -> 0 we obtain the line

z = z0 + te'(?0) = ?o+at, (9.2-18)

where a / 0. It is called the tangent of the curve at z = z0. The pair of 
numbers (z0, a) is called a direction at z = z0. Its geometric equivalent is a 
half ray issuing from zQ and being represented by (9.2-18) with t > 0. 
Hence every curve through z0, being differentiable there, determines a 
direction, provided the derivative is not zero. We shall not distinguish 
between the directions (z0, d) and (z0, Xa), 2 > 0. This is geometrically 
clear, for they determine the same half rays.

Transforming the curve z(z) by means of (9.2-17) we obtain the curse

w = y(z(o), (9.2-19)

passing through w0. It possesses also a direction number b given by 
(according to 9.2-11).

, df df _ 
b — — a + — a, 

dz dz
(9.2-20)

provided that df/dz and dfjdz do not vanish simultaneously at z = z0.
If two curves zt(z) and z2(0 are given through z0 = z^q) = z2(tQ), 

they give rise to two directions (z0, and (z0, «2). By the angle at z0 
between these curves we understand

As a consequence the angle between their images is

a2 arg —. (9.2-21)

df n , df
, ^~a2+—a2b2 dz dzarg — = arg-----------------.
b' W „ n— a, 4-----a.

dz dz

(9.2-22)

This result simplifies considerably if/(z) is regular at z = z0. For then 
dfjdz = 0, hence dfldz / 0. In this case we have

62 = fl2

6i
(9.2-23)



14 APPLICATIONS OF GENERAL METRICS [9

This means that the angle between the image curves is equal to that 
between the original curves at the corresponding points. We express 
this by saying that the mapping is isogonal at 2 = z0.

It may also occur that df/dz — 0. In view of (9.2-9) this means that 
J(z) is regular at z = z0. Then we find

(9.2-24)

and we shall say that the mapping is anti-isogonal at z = z0, (fig. 9.2-2). 
Isogonality is restored if we first reflect the angle at z0 with respect to a 
horizontal line passing through z0.

Next we assume, conversely, that the mapping as given by (9.2-17), 
where /(z) has continuous partial derivatives, is isogonal at z = z0. 
By equating the right hand sides of (9.2-22) and (9.2-23) we readily find

*3/•

(a1a2-ala2)-^ = 0 
dz

and since ar and a2 can be chosen arbitrarily, it follows that df/dz = 0, 
i.e. that /(z) is regular at z = z0. In the same way we conclude that 
df/dz = 0 if the mapping is anti-isogonal.

A related property of the mapping is derived by considering the deriv­
ative of the arc length of a curve through z0 and comparing it with its 
image. The derivative of the arc length of z(z) at t — t0 is |a| = |z'(Z0)l- 
The same quantity for the image curve is |6| and we have the relation 

\b\ =
df 
dt

df df _ — ci + — ci
dz dz

= l«l
£ + £a 
dz dz a

The expression
£ + £ a 
dz dz a

(9.2-25)

(9.2-26)

is called the distortion at the given point in the direction (z0,a). It 
measures the infinitesimal change of scale at this point provoked by the 
mapping. A necessary and sufficient condition that this mapping be 
independent of the direction number a is expressed by the fact that 
df/dz = 0 or df/dz = 0. In fact, the point represented by the number 
(9.2-26) between the bars moves along a circle with centre df/dz and 
radius \df/dz\, In order that its modulus is independent of a, either the 
radius must vanish, or the centre must be the origin. This proves the 
assertion.

A mapping having the same non-zero distortion in all directions issuing 
from this point is usually called conformal. It behaves like a homothetic 
transformation in an infinitesimal neighbourhood of the centre z0.
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It is either isogonal or anti-isogonal. Summing up we may say
A function, regular at a point z0, such that its derivative does not vanish, 

is conformal and preserves the sense of the angles. The distortion is |/'(z0)|.
We conclude this section by making some remarks about the point at 

infinity. A half ray issuing from z = 0 may also be considered as a half 
ray issuing from z = oo. If it represents a direction (0, d) at the origin 
then we shall say that it represents a direction (oo, 1/a) at z = oo. The 
angle at z = oo defined by two half rays representing at the origin the 
directions (0, a^, (0, «2) is by definition

l/a2 ati/< = arg -— = arg — = -cp, 
l/a1 a2

if (p = arg(a2/ax). Hence it is the negative of the angle at z = 0. This is 
in accordance with the fact that the mapping carries the two half rays into 

Fig. 9.2-2. Isogonality of the mapping w = 1/z at z = oo.

two others making an angle — cp at the origin (fig. 9.2-2). Hence this 
mapping is also isogonal at z = oo.

Accordingly we shall say that a function /(z) defines a mapping 
conformal at z = oo if the mapping as given by f(Mz) is conformal at 
z = 0. In addition a function /(z) having a singularity at z = z0 defines a 
conformal mapping at this point if this is the case with the function l/f(z).

Some counter-examples may illustrate the previous considerations. 
The function w = z2 defines a mapping which transforms the region 
Re z > 0, Im z > 0, i.e., the first quadrant, into the half plane Im w >0. 
The function is holomorphic throughout the z-plane. It is not conformal 
at z = 0, for f'(z) = 2z = 0 at the origin. Conversely the function 
w = yjz, transforms the principal region into the right half plane. It is 
not conformal at z = 0 for there the function is not regular.
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9.3 - Automorphisms of the extended plane

9.3.1 - A LEMMA

A one-to-one bicontinuous mapping of a region SR (in the extended 
plane) onto itself is called a homeomorphism of SR. If /i(z) and f2(z) 
define homeomorphisms then evidently/2(/i (z)) also does. This is called the 
product of the homeomorphisms and f2 and denoted by f2ft. The 
inverse of a homeomorphism f is again a homeomorphism and denoted 
by/”1. The homeomorphismZ”1/ = leaves each point of SR at rest.
It is the identity.

The product of two homeomorphisms is associative:
/3(/2/l) = (/3/2)/l,

for each member stands for /3(/2(/i(z))). The following statement is 
now clear:

A family of homeomorphisms of a region SR such that with each element 
also the inverse belongs to the family and with each two elements also their 
product is a group. It is clear that the identity belongs to the group.

It is understood that the algebraic structure of the family is given by 
the product rule as defined above.

A group of homeomorphisms of SR is called transitive if there is always 
an element in the group which transforms an arbitrarily given point 
of SR into any other given point z2 of SR.

More generally we may consider a group G of one-to-one transforma­
tions of a set S of arbitrary things onto itself. The subgroup of all trans­
formations of G leaving a given element a invariant is called the subgroup 
of isotropy associated with a. Next we wish to establish the following 
useful lemma:

Let G denote a group of one-to-one transformations of a set S onto 
itself and H a transitive subgroup. Assume, moreover, that the subgroup 
of isotropy associated with a certain element a is contained in H. Then H 
coincides with the whole group G.

Since H is transitive we can find a transformation h of H which trans­
forms a in g(a), where g is an arbitrarily given element of G, i.e., h(a) 
= g(g). Hence a is invariant under the transformation h~lg and this trans­
formation, being an element of the subgroup of isotopy associated with a 
belongs to H, by hypothesis. As a consequence g = (hlT^g = h(h~1g) 
also belongs to H and this proves the assertion. We shall have the oppor­
tunity to apply this lemma many times.

9.3.2 - Univalent functions

A function providing a one-to-one mapping of a certain open set 91 
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is called univalent or simple. Some authors also use the German word 
“schlicht”, which has no adequate translation in English.

At each point of an open set where the univalent function f(z) is regular 
the derivative is different from zero.

Suppose that f'(z) = 0 and let w0 = /(z0). Then the function f(z) — w0 
has a zero of order k > 1 at z = z0. From the theorem of section 3.12.5 
we deduce that around z = z0 and around w = w0 we can describe two 
circles such that to any point w w0 inside the second circle corre­
spond precisely k different points inside the first circle for which f(z) 
takes the value w. This is in contradiction with the assumption of uni­
valence.

The theorem remains true if z0 = oo in the following sense: The 
derivative of fQfz) tends to a finite limit different from zero as z-> 0. 
In fact, f(z) has the Laurent expansion

/(z) = a0+ — 
z

Hence /(1/z) is regular at z = 0 and univalent. This implies ar / 0.
The converse of the above theorem need not be true. Thus, for 

instance, the derivative of z2 is different from zero if |z| > 0, but the func­
tion is not univalent in this region. If however, f(z) is regular at z — z0 
and f'(zQ) A 0, then it is univalent in a sufficiently small neighbourhood 
of z0. This is again a direct consequence of the theorem of section 3.12.5. 
If z0 = oo we must assume that /(1/z) has a derivative which tends to 
a finite number different from zero as z -> 0.

A univalent function which is meromorphic throughout an open set 91 
cannot have other singularities than simple poles in 21.

Indeed, if z = z0 is a pole of order n then

/(z) = (z —z0)-”A(z),

where A(z) is regular at z = z0 and different from zero. Hence l//(z) 
= (z—z0)"/A(z) = (z —z0)"#(z) is regular at z = z0 and has a zero 
of order n there. Since 1 lf(z) is again univalent we conclude that n = 1. 
The theorem remains true in the case that z0 = oo.

In view of the preceding considerations we may state
A simple map as given by a meromorphic function is conformal and 

preserves the sense of the angles.

9.3.3 - The group of automorphisms of the extended plane

A particular example of a homeomorphism is an automorphism of an 
open set 21 which is a mapping of 21 onto itself provided by a meromorphic 
univalent function. It is clear, in the light of the previous considerations, 
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that the product of two automorphisms is again an automorphism, as 
well as the inverse of an automorphism. Hence the automorphisms of 21 
constitute a group.

It is our aim to investigate the group of all automorphisms of the 
extended plane. The problem of determining all these automorphisms 
has a very simple solution.

First we observe that a linear fractional transformation, i.e. a transfor­
mation of the type

a baz + b 
w —------- ,

cz + d
* 0, (93-1)

c d

is an automorphism of the extended plane. It is clear that the determinant 
(9.3-1) must be different from zero, for in the contrary case the denomi­
nator and the numerator would be proportional and hence w constant 
for general values of z. The transformation is uniquely invertible, the 
inverse is

dw — b z = ---------- .
— cw + a

(9.3-2)

To z = — d]c corresponds w = oo and to z = oo the point a\c. 
The product of two transformations as given by

fliz + bi a2z + b2= ---------- , w =-----------
c^z-j-d^ c2z + d2

is the transformation

a1z + bi
a2 F ^2 1ciz + dl _ a3z + b3

aiz + bl c3z + d3
c2 ———— + d2

c1z + di

(9-3-4)

with

— ^2^1 F > 

c3 = c2al~^^2c19

b3 = a2bY + b2dl, 
d3 == c2bi + d2d±.

(9.3-5)

Hence

a3 b3
C3 ^3

“2

c2

b2 aY
t/2 Ti

(9.3-6)b 
d 0 0.

This rule of composition can be formulated in a more concise way. 
We agree to write (9.3-1) symbolically as

= Az. (9.3-7)
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Here A symbolizes an operator which assigns to every number z a 
uniquely determined number w. This operator is characterized by the 
matrix

a b~\ 
c d\ (9.3-8)

which shall also be denoted by the same symbol A. Now the effect of 
the transformation is not influenced by multiplying all coefficients 
occurring in (9.3-1) by the same number different from zero. We agree 
that A may represent any of this class of matrices. In many cases it is 
convenient to assume that the determinant of (9.3-1) is unity. Then the 
linear fractional transformation is called unimodular and from (9.3-6) 
follows that the product of two unimodulartransformationsis unimod­
ular again. The same is true for the inverse transformation.

It follows from (9.3-5) that the matrix representing the transformation 
(9.3-4) is the product of the matrices representing the tranformation 
(9.3-3), respectively, i.e.,

p” yife mr. yi („_9)
Lc3 J Lc2 d2J Lci ffiJ

Hence the law of composition is essentially the multiplication law for 
matrices: the rows of the first matrix are multiplied by the columns of 
the second matrix according to (9.3-5).

The inverse of the transformations (9.3-7) is written as

z = A"V (9.3-10)
with

I’-3-11’

In the unimodular case we always have

AA"1 = A“XA = E, (9.3-12)

where E denotes the identity operator represented by

E = [o 1] • (9-3-13)

In view of the results obtained we may state
The family of all automorphisms represented by linear fractional trans­

formations is a group.
Next we wish to establish the fact that this group is already the whole 

group of automorphisms of the extended plane. To this end we investigate 
the subgroup of isotropy of the group of all automorphisms with fixed 
point z = oo first.
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Let /(z) provide an automorphism of the open z-plane. It is an integral 
function, for it is holomorphic throughout the z-plane. Since it is 
univalent it maps the region |z| < 1 onto a region which has no point in 
common with the image of the region |z| > 1. The image of |z| < 1 is again 
a region, hence there is a point having a neighbourhood which has no 
points in common with the image of |z| > 1. It follows that z = oo cannot 
be an essential singular point of /(z), for if it were an essential singular 
point, then by the Casorati-Weierstrass theorem (section 3.2.1) /(z) 
would take values inside a given neighbourhood of b corresponding to 
points in the region |z| > 1. As a consequence /(z) is a polynomial and 
since it is univalent it must be of degree unity. Hence

The group of all automorphisms of the open z-plane consists of the 
linear transformations

w = az+b. (9.3-14)

Let now G denote the group of all automorphisms of the extended 
plane and H the subgroup of all linear fractional transformations. The 
subgroup of isotropy associated with z = oo is evidently contained in H. 
Since in (9.3-1) we can prescribe the values of z and w and then determine 
values of a, b, c and d suitably, the group H is transitive. In view of the 
lemma of section 9.3.1 we may infer that

The group of all automorphisms of the extended plane consists of the 
linear fractional transformations (9.3-1).

9.3.4 - The fixed points of an automorphism of the extended plane

A point z of the extended plane is called a fixed point of an automorph­
ism (9.3-1) if it satisfies the equation

az + b 
z = ------- ,

cz + d
or

cz2 — (a — d)z—b = 0. (9.3-15)

This is a quadratic equation and it possesses no more than two roots, 
provided its coefficients do not all vanish simultaneously. In this latter 
case b = c = 0, a = d and (9.3-4) represents the identity. If c = 0 
and a / d, then (9.3-15) is linear and we agree that it has a root z = oo. 
If also a = d then we agree that z = oo is a root counted doubly. As a 
consequence

An automorphism with more than two different fixed points is the identity.
This result enables us to write down directly an expression for an auto­

morphism which transforms three different points z15 z2, z3 into three 
other different points wi9 w2, w3, viz.,
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W-W2 . W3-W2 = ^-^2 . Z3-Z2 (9 316)

w —Wt W3 —Wj Z —Zx z3— Zi

In fact, if Wdenotes either member of this equation then PF is a linear 
fractional function of z as well as of w. To z = z1? z2, z3 correspond the 
values W = 00, 0, 1 and, consequently, to w = w19 w2, w3.

By the cross-ratio of four points we understand

(Z1,Z2,Z3,Z4) = ?±Z£2 (9.3_17)
Z4 —Zi z3—zt Z4 — zx z^ — z2

It is at once clear that

(z1,z2,z3,z4) = (Wj, w2, w3, w4) (9.3-18)

if w4 corresponds to z4 because of (9.3-16). Hence
The cross ratio is an invariant for linear fractional transformations and 

hence for automorphisms of the extended plane.

9.3.5 - Conjugate automorphisms

If we perform the automorphism

z* = Pz (9.3-19)
then the relation

w = Az (9.3-20)
becomes

w* = Pip = PAz = PAP-1z*. (9.3-21)

Two automorphisms A and PAP-1 are called conjugate.
The relation of conjugacy is reflexive, i.e., every automorphism is 

conjugate to itself. This follows from

A = EAE"1.

The relation is symmetric, for

B = PAP-1 
implies

A = P-1BP = P-1B(P-1)-1.

The relation is transitive, for if

B = PAP-1, C = QBQ-1, 
then

C = QPAP-1Q-1 = (QP)A(QP)-1.

Hence the relation of conjugacy is an equivalence relation and we can 
divide all automorphisms into disjoint classes of mutually conjugate 
automorphism.
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Next we wish to prove that two conjugate automorphisms have a 
characteristic in common. By the trace of the matrix (9.3-8) we under­
stand the number

tr A = a+d. (9.3-22)

If A is unimodular it is determined within sign.
Let P be represented by the unimodular matrix

P 21 
r sj

we find by straight forward computation

i.e.,
a' + d' = a + d,

tr PAP-1 = tr A.

(9.3-23)

By the fundamental number of an automorphism represented by the 
unimodular matrix (9.3-8) we shall understand the modulus of the trace, 
i.e. la + d). Hence

Two conjugate automorphisms have the same fundamental number.
As we shall see in the next section it plays an important part in the 

problem of classifying automorphisms.

9.3.6 - Classification of the automorphisms

It is always possible to perform a transformation which carries two 
given different points into 0 and oo respectively. An automorphism with 
these latter points as fixed points is given by

w = KZ (9.3-24)

where k is a constant different from unity (for we wish to exclude the 
identity). We can normalize it by writing

(9.3-25)

and the trace appears to be equal to ±(^/k+1/5/k). Hence

(tz + t/)2— 2 = k4- — .
K

(9.3-26)

An automorphism with a fixed point of multiplicity two is conjugate 
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to an automorphism with a double fixed point at infinity. It can be 
represented by

w = z + p = , p * 0. (9.3-27)

Hence
a+d — ±2

and (9.3-26) is also valid for this case if we agree to take k = 1 in this 
formula.

We are now sufficiently prepared to list the various types of auto­
morphisms:

i) First we assume that k occurring in (9.3-26) is real and positive. 
The expression on the right of (9.3-26) takes its minimum value equal to 
2 for k = 1. Hence for k 1 we have (a + <7)2 > 4 and la + d[ is real and 
> 2. An automorphism of this type is called hyperbolic. In this case 
(9.3-24) represents a stretching issuing from the origin. The number k 
is a measure of the change of scale connected with it.

ii) Secondly we assume that k is the number e/fl>, (p 2nn, where n is 
an integer. Then

k+ - = el(p + e~l(p = 2 cos cp = 4 cos2 | (p — 2
K

and
(a+d)2 = 4cos2|<p < 4.

Hence again a + d is real, but now \a + d\ < 2. An automorphism of this 
type is called elliptic. In this case the transformation (9.3-24) represents 
a rotation about the origin through an angle cp.

iii) The case k = 1 corresponds to an automorphism having a doubly 
counted fixed point. An automorphism of this type is called parabolic. 
The particular transformation (9.3-27) represents a translation.

iv) Finally we assume that k is a number rei<p, r > 0, r / 1, cp 2mt, 
where n is an integer. Then

k+ - = rel<p+ -e~l<p = ir + cosip + i (r— sin cp.
k r \ rJ \ rJ

This denotes either a complex or a negative real number. In both cases 
+ is not real. An automorphism of this kind is called loxodromic.

The transformation (9.3-24) is evidently the product of a stretching and 
a rotation. This operation is often called an elation.

Summing up we have:
The automorphism as given by the unimodular linear fractional trans­

formation
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is

az + b w =--------
cz + d

1) hyperbolic, if a + d is real and [a + dj > 2;
2) elliptic, if a + d is real and |a + rf| < 2;
3) parabolic, if a+d is real and [a + dl = 2;
4) loxodromic, if a + d is complex.

Since each of these cases excludes the remaining ones there are no 
other types of automorphisms of the extended plane.

9. 3.7 - Rotations of the complex sphere

By means of stereographic projection a rotation of the complex sphere 
about its centre induces a homeomorphism of the extended plane. It is 
characterized by the property that the chordal distance of two points 
remains invariant. In particular two diametral points on the sphere are 
carried into two other diametral points. The chordal distance between 
the image zt and z2 of two diametral points is 2. Hence (cf. 1.1-15)

= V1+^1Z1\/1+22Z2,

or
(Zi-zJCzi-zJ = (l+z1z1)(l+z2z2).

This is equivalent to

0 = (l+z1z2)(l+z1z2) = \\+zlz2\1.
Hence

(9.3-28)

Fig. 9.3-1. Construction of the images of diametral points in the plane.



9.3] AUTOMORPHISMS OF THE EXTENDED PLANE 25

(9.3-29)

For the sake of brevity we shall call two points in the extended plane 
having a chordal distance equal to 2 also diametral points. A construc­
tion of diametral points is pictured in fig. 9.3-1.

Now we wish to determine those automorphisms of the extended plane 
which carry diametral points into diametral points. If

az. + b Wi =-------
czr +d

we must have
— 1 _ — a/z2 + b 
w2 “ c/z2 + d

or
3z2 — c 

W2 = —~ 
— bz2 + a

Since (9.3-29) and (9.3-30) represent the same automorphism there must 
be a number p such that

a = pci, b = —pc, c — —pb, d = pa.

It follows that
ad—be = p2(ad — bc).

Since the transformation is assumed to be unimodular we have p2 = 1 
and we can take p = 1. Thus we find the so-called unitary transformations

(9.3-31)

(9.3-30)

az + b - , 7 r 1 w = —  -, aa + bb — 1.
— bz + a

We assert that these transformations leave the chordal distance between 
two arbitrary points invariant, i.e., they are isometric.

It is clear that the automorphisms represented by (9.3-31) constitute a 
transitive group. In the usual way with the help of the lemma of section 
9.3.1 we may show that this group coincides with the group of all iso­
metric automorphisms. The subgroup of isotropy of this latter group 
with the invariant point z = 0 is given by

Z* = KZ

with |k| = 1. Hence k = ei<p and all these transformations are charac­
terized by the matrix

eii<p 0 n
0 e“wJ ’

This matrix is unitary.
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Finally we wish to show that the group of isometric automorphisms is 
isomorphic to the group of rotations of the complex sphere.

The isometric automorphisms induce rotations of the sphere, for the 
chordal distance of two points in the extended plane is the euclidean 
distance of the corresponding points on the sphere. Consider now the 
rotations of the sphere around the vertical axis. They are given by

£* = £ cos cp — r] sin (p , 
t]* = £, sin cp + t] cos cp , 
c* = c.

(9.3-32)

It follows that

-r = i+?(cos

or, in view of (1.1-12),

z* = ze1'*

Hence these rotations are induced by a subgroup of those induced by 
the isometric automorphisms and they constitute the subgroup of isotropy 
of the group of all rotations which have the north pole as a fixed point. 
This proves the assertion.

It should be noticed that isometric automorphisms do not induce a 
reflection of the sphere with respect to a plane through the centre, for 
they tend continuously to the identity if a -> 1, b -> 0.

9.3.8 - The invariant axis and the eulerian angles

It is well-known that a rotation of a sphere around its centre is a 
rotation through a certain angle co around a line passing through the 
centre, the invariant axis of the rotation. This may be verified by analyzing 
more closely the isometric automorphisms.

First we observe that they are elliptic, for a + d = a+a is real and

(a+a)2 — 4 = (a+a)2 — 4(aa + bb) = (a—a)2 — 4bb < 0.

The fixed points are obtained from equation (9.3-15) which now takes 
the form

Bz2 + (a —a)z + b — 0.

Since fa+a[ < 2, we may put

a+a = 2 cos |co, 0 < co < 2ti.

(9.3-33)

(9.3-34)

Hence co is uniquely determined. The cases co = 0 and co = 2ti are of 
no interest, for they correspond to the identity (for parabolic transforma­
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tions do not occur). Hence we can write

a = cos |co + zy sin |co, (9.3-35)

where y is a uniquely determined real number. In addition we put 

ib = (a + ij8) sin (9.3-36)

and, evidently, a and /? are also uniquely determined. Inserting the expres­
sions (9.3-35) and (9.3-36) into (9.3-33) we get, since sin =£ 0, 

(a — iP)z2 + 2yz — (a + i'P) = 0. (9.3-37)

In addition we deduce from (9.3-35) and (9.3-36)

1 = aa + b5 = cos2|co + y2 sin2|m + (a2 + j32) sin2|co 
= l + (a2 + /?2 + y2 — 1) sin2|co.

Since sin2|co / 0, we must have

a2 + £2 + y2 = 1. (9.3-38)

Solving (9.3-37) we find the roots

—y+y/y2+a2+P2 ±1— y
Z 1,2 =----------------------------------- = --------------- 9

a— ip a— ip

provided the denominator is not zero. This denominator vanishes, 
however, if a = p = 0 and this implies b = 0. But this case is directly 
accessible, for then we have a rotation about the vertical axis.

Let us take
_ 1— y _ a + i/? z i — ------  — ------ ,

a —iP 1+y
and

_ -1-y _ -a-ij?
z2 — --------  — --------- •

a — ip 1—y

It appears that the fixed points zv and z2 correspond to the diametral 
points {a,/?, y} and { — a, — P, — y} on the sphere.

Since a+a = 2 cos is the trace of the transformation we find that

k + - = 2 cos cd. (9.3-39)
K

Hence we may take
k = J” (9.3-40)

and since the stereographic projection is isogonal we may interpret cd 
as the angle of rotation as seen at the image of on the sphere.
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By geometric arguments it can be shown that any rotation of the sphere 
can be considered as the product of three rotations. A first rotation around 
the C-axis through an angle i//, a second rotation around the £-axis 
through an angle 0 and a third rotation around the £-axis again through

an angle (p, (fig. 9.3-2). The angles i/f, 0 and cp are called the Eulerian 
angles of the resulting rotation. We wish to investigate how they appear 
in the image under stereographic projection onto the extended plane.

Rotations around the £-axis through angles (p and i/s respectively are 
represented by automorphisms with matrices

'c™ 0 “I
0 e"^J

0 
e~iiv

(9.3-41)

respectively (section 9.3-7). A rotation around the £-axis is induced by 
an automorphism whose fixed points are +1 and — 1 and, therefore, is 
given by the transformation

w-1 = ei0
w+l Z + 1

whence
_ z(l + e10) + (1 — e10) _ z cos — i sin |0

z(l — el0) + (l + e10) — iz sin |04- cos |0
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This automorphism is represented by the matrix

d9 = cos — i sin 
— i sin cos (9.3-42)

and the resulting rotation by

n n n _ F cos 10 - /e^"^ sin $01
D*DeD*~ e-^^coslflj ’

It is an automorphism of the type (9.3-31) with

a = cos i0j ib = sin idt (9.3-44)

These expressions are called the Cayley-Klein parameters of the rotation.
Conversely it is possible to find Eulerian angles such that the Cayley- 

Klein parameters have prescribed values, provided that aa + 65 = 1. 
This follows from the fact that

aa = cos210, bB = sin210.

Since 0 < $0 < it the angle 6 is uniquely determined. From (9.3-44) 
follow cp + ij/ and q> —1/< and we are ready.

From (9.3-35) and (9.3-36) we may derive expressions for the para­
meters a, P, y, co of the rotation in terms of the Cayley-Klein para­
meters, viz.:

cos let) = $(a+a),
a sin |co = $i(b-b),
/? sin let) = 1(6 + 5),
y sin $co = — $i(a-a).

Taking into account (9.3-44) we deduce from these equations the follow­
ing

cos $co = cos l(<p + i/0 cos 1#> 
a sin $co = cos $(cp — i//) sin $0, 
P sin $co = sin $((p — ^) sin $0, 
y sin $co = sin $(cp + ^) cos $0,

expressing the parameters of the rotation in terms of the Eulerian angles.

9.4 - Mobius geometry

9.4.1 - The mobius plane

The group of all automorphisms of the extended plane impose on it a 
certain geometric structure which is called the Mobius geometry. The 
extended plane considered as a support of the Mobius geometry is called 
the Mobius plane. Two configurations of points in the Mobius plane are
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said to be equivalent if there is an automorphism which carries one of 
the configurations into the other. If we wish to emphasize the geometric 
side of the automorphisms we also refer to them as Mobius transforma­
tions. Only those geometric assertions are relevant which remain equally 
valid for all entities which are equivalent under Mobius transformations.

In the Mobius plane we cannot distinguish between circles and straight 
lines. This is a consequence of the following theorem.

Fig. 9.4-1. Invariance of the circle with respect to a Mobius transformation.

Fig. 9.4-2. The angles at the intersection points of two oriented circles.
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A Mobius transformation transforms a circle or a straight line into a 
circle or a straight line.

A geometric proof runs as follows. If zt, z2, z3 and z4 are four points 
on a circle or a straight line then

Z 3 Z< 1 Z3 Z2 arg —-- 1 and arg —--------
Z4 Z । Z4 Z 2

are either equal or their sum is n, (fig. 9.4-1). In the case of a straight line 
each of these angles is 0 or 7i. In all cases the cross ratio (zt, z2, z3, z4) 
is a real number. Since the converse is also true the theorem follows 
from the invariance of the cross-ratio (section 9.3.3). A straight line 
shall be considered as a circle through the point at infinity.

Since the Mobius transformations are conformal, preserving the sense 
of angles, the notion of angle belongs to the Mobius geometry. In this 
respect the following remark deserves mention. Consider two circles 
passing through the finite points zx and z2, (fig. 9.4-2). Imposing an 
orientation on two arcs connecting these points, the tangent half-rays 
are uniquely determined. It is clear that the angle between the half rays 
issuing from zx is the negative of the angle formed by the half rays at z2. 
This is in accordance with the fact that a Mobius transformation having 
zt and z2 as fixed points rotates the half rays at zx in a sense which is 
opposite to the sense of rotation at the other point. It is, therefore, 
natural to define the angle between two half-rays at z = 00 as the negative 
of that at the finite vertex (see also section 9.2.2).

9.4.2 - Inversion

We encountered the mapping w = 1/z several times. For many 
purposes the mapping

w = 1/z (9.4-1)

deserves mention. Combined with a reflection with respect to the real 
axis it yields the former mapping. Let z = reld. Then w = el0/r. Hence 
corresponding points are on the same ray issuing from the origin in 
such a way that the product of their distances from the origin is equal 
to unity (fig. 9.4-3). The transformation (9.4-1) is called an inversion with 
respect to the unit circle. It is an anti-isogonal mapping.

We may enlarge the circle and translate its centre to a point z = a, 
i.e., we may transform (9.4-1) by the transformation

w = Rz+a. (9.4-2)
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Then we get a transformation conjugate to (9.4-1):

R2
w = a+ -—(9.4-3) 

z—a

This is an inversion with respect to a circle around z — a having a 
radius J?. If z = zz + re10 then w = a + R2Q~iOlr and we see that w and z 
are two points on a ray issuing from the centre of the circle in such a way 
that the product of their distances from the centre is equal to the square 
of the radius.

Let us now perform the transformation

w = i — . (9.4—1)
1 — z

It is easily seen that the unit circle is transformed into the real axis, 
for the points z = —1, — z, 1 correspond to w = 0, 1, oo respectively. 
Transforming the transformation (9.4-1) according to (9.4-4) we get

w = z. (9.4-5)

This is a reflection with respect to the real axis. For this reason the 
transformation (9.4-1) is called a reflection with respect to the unit circle 
and, more generally, any inversion is called a reflection. Two correspond­
ing points are said to be symmetric with respect to the circumference which 
defines the inversion.
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A characteristic property of two points symmetric whh respect to a 
straight line is the following. All circles which pass through these points are 
orthogonal to the line and circles passing through one point and being 
orthogonal to the line pass through the other point. Since orthogonality 
is preserved under Mobius transformation we have

All circles passing through two points which are symmetric with respect 
to a circle are orthogonal to the circle. All circles which pass through a point 
and are orthogonal to a given circle also pass through the point which is 
symmetric with respect to this circle.

Fig. 9.4-4. Invariant characterization of the symmetry of two points with respect to 
a circle.

This is an invariant characterization of symmetric points, (fig. 9.4-4). 
Hence if a Mobius transformation carries a circle Ct into a circle C2, 
then points which are symmetric with respect to Ct are carried into points 
which are symmetric with respect to C2.

9.4.3 - Pencils of circles

We wish to prove the following theorem
There are infinitely many circles which are orthogonal to two given 

circles Cx and C2-
Let us first assume that Ci and C2 intersect in two different points. By a 

suitable Mobius transformation we can carry one of them to infinity 
and we thus obtain two straight lines through a finite point z0. All 
circles withz0 as centre are orthogonal to these lines and they correspond 
to circles orthogonal to Ci and C2. Secondly we suppose that Ct and
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C2 have one point in common, i.e., that they are tangent at this point. 
Bringing this point to infinity we obtain two parallel lines and all lines 
orthogonal to them correspond to circles orthogonal to the given circles.

Fig. 9.4-5. Proof of the existence of circles orthogonal to two non intersecting circles.

The case that the circles do not intersect remains to be investigated. 
Then we may bring a point of one of these circles to infinity and we obtain 
a line and a circle which have no points in common, (fig. 9.4-5). Let M 
denote the centre of the circle and the foot of the perpendicular through 
M on the line. The circle with centre and of radius equal to the seg­
ment on a tangent through at the circle determined by and the 
point of contact is orthogonal to the circle and the line. Bringing now 
one of the points where this latter circle cuts the line to infinity 
we obtain two orthogonal lines and the line and the circle transform into 
circles which meet these lines under right angles. Thus we see that the 
given circles can be transformed into two concentric circles. The lines 
through the common centre correspond to circles orthogonal to the given 
circles.

The set of all circles orthogonal to two given circles is called a pencil.
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From the above considerations it is clear that there are three types. 
First a pencil of circles which can be transformed into a system of 
concentric circles. A pencil of this type is called elliptic. No two circles 
of the pencil have a point in common and there are two points symmetric 
with respect to any circle of the pencil. They are the limiting points of the 
pencil.

Secondly a pencil of circles which can be transformed into a system of 
parallel lines. The circles touch each other at the same point. A pencil of 
this type is called parabolic.
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Thirdly a pencil of circles which can be transformed into a system of 
lines through a finite point. A pencil of this type is called hyperbolic 
All circles have two points in common, the base points of the pencil.

From the standard types (i.e. pencils of straight lines or of concentric 
circles) it is also clear that

A given pencil is always connected with a second pencil such that each 
circle of one pencil is orthogonal to all circles of the other. If one pencil 
is elliptic then the other is hyperbolic. The limiting points of the first pencil 
are the base points of the second pencil. If one pencil is parabolic, then the 
other is also parabolic, (fig. 9.4-6).

In addition we find
Through every point of the plane which is neither a limiting point nor a 

point common to all circles of a pencil there passes exactly one circle of 
the pencil.

From the standard forms (9.3-24) and (9.3-27) we deduce:
A hyperbolic transformation leaves all circles of a hyperbolic pencil 

invariant, the base points being the fixed points of the transformation.
An elliptic transformation leaves all circles of an elliptic pencil invariant, 

the limiting points being the fixed points of the transformations.
A parabolic transformation leaves all circles of a parabolic pencil 

invariant. The fixed point of the transformation is the point of common 
contact of the circles.

In all these cases the circles of the orthogonal pencil are interchanged, 
i.e., the pencil as a whole remains unaltered.

Finally we shall establish
If two circles do not intersect, but intersect a third circle, then there is 

exactly one circle orthogonal to all three.
Let C15 C2 and C3 denote these circles and assume that C2 and C3 

intersect as do and C3. Hence C\ and C2 do not intersect. By a suitable

Fig. 9.4-7. Existence of a circle orthogonal to three circles.
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transformation (if necessary) we may bring one of the intersections of 
C2 and C3 to infinity. They become straight lines L2 and L3 and C\ 
another proper circle C[, (fig. 9.4-7). Since L2 has no point in common 
with C[ the intersecting point of L2 and L3 is outside . This point is 
centre of a circle orthogonal to C[. Transforming back we obtain the 
desired circle.

9.5 - Hyperbolic geometry

9.5.1 - The automorphisms of the unit circle

It is our aim to construct a plane geometry which can be described 
by the same postulates as the ordinary Euclidean geometry, except the 
postulate of parallels.

This geometry has played an important part in the development of 
function theory. Our main task will consist of defining a group of trans­
formations which will enable us to introduce the notion of congruence 
with the same properties as the corresponding notions in ordinary 
geometry. As we shall see this group will appear as the group of auto­
morphisms of the unit circle.

On the transformation

w — az + b , ad—be = 1, (9.5—1)
cz + d

we impose the condition that zz = 1 implies w = 1. Hence the circum­
ference |z| = 1 remains invariant as a whole. In addition we wish that 
zz < 1 implies w < 1, that is to say, the points in the interior are 
carried into points also in the interior.

The first condition yields

(az+b)(az + b) ■=■ (cz+d)(cz+d),

or, taking into account zz = 1,

ab = cd (9.5-2)
and

ad — cc = dd — bb. (9.5-3)
Now we have

_ . (ad — cc)(zz — 1)
\cz + d\2

and the second condition gives rise to

ad — cc > 0. (9.5—4)

It follows that a 0 and from (9.5-2) also <7^0. For from (9.5-2) 



38 APPLICATIONS OF GENERAL METRICS [9

we deduce ab = cd, and d — 0 implies b = 0, in contradiction to (9.5-3) 
and (9.5-4). From (9.5-2) follows

a d
(9.5-5)

say, and from (9.5-4) follows |&| < 1. Hence (9.5-3) may be written as 

aa(l—kk) = dd(\—kk), 
whence

\a\ = \d\, \b\ = |c|. (9.5-6)
Now we write

az + b a z + b/a w =------- =-------------.
cz + d dl + zc/d

Then, according to (9.5-6), a/d = e'e. Put z0 = — b/a. In view of (9.5-5) 
and (9.5-6): zQ = — ba) ad = — cd)dd = — c)d, zQ = — k(b)c), whence 
|z0| = k < 1.

Hence
The transformations

w = e19
1-ZZp

koi < 1, (9.5-7)

represent automorphisms of the interior of the unit circle. They transform 
the circumference into itself

Introducing the numbers

a = 1 — ZqZ0, P = — az0,

the transformations appear in the form 

az + ft w = - ----- ,
fiz + a.

aoi-PP = 1, (9.5-8)

which are quite similar to the isometric automorphisms (9.3-31) of the 
extended plane.

It is clear that the automorphisms (9.5-7) or (9.5-8) constitute a 
transitive group. Next we investigate the subgroup of isotropy of all 
automorphisms of the interior of the unit circle with fixed point 
at the point z = 0. If z -> /(z) is such an automorphism, then |z| < 1 
entails |/(z)| < 1. But Schwarz’s lemma (section 2.21.1) implies |/(z)| |z|.
Since the same argument holds for the inverse automorphism we also 
have |z| |/(z)|. Hence |z| = |/(z)|, and then Schwarz’s lemma states 
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that /(z) = eiez. Thus we see that the subgroup of isotropy is included in 
the group of transformations (9.5-7) and according to the lemma of 
section 9.3.1 this group is the group of all automorphisms of the interior 
of the unit circle.

Finally we remark that there are no loxodromic automorphisms of 
the interior of the unit circle. This is a direct consequence of the fact that 
the trace of the matrix of the transformations (9.5-8) is a + a, i.e., real.

9.5.2 - The hyperbolic plane

A model of the hyperbolic geometry is obtained if we consider the 
interior points of the unit circle around the origin as “points”. This 
interior is called the hyperbolic plane. The circumference of the unit circle 
shall be denoted by Q. The part of a circle orthogonal to £2 (a diameter 
not being excluded) which is in the interior of Q shall be considered as a 
hyperbolic “straight line”, (fig. 9.5-1). This can be motivated as follows. 
A point within £2 is paired with its symmetric point outside. All circles 
through these points constitute a pencil of circles orthogonal to £2. 
Through a point different from the given point there passes just one 
member of the pencil, (section 9.4.3).

Fig. 9.5-1. The hyperbolic plane is the interior of the circumference Q.

We have a group of automorphisms of the hyperbolic plane at our 
disposal. This group can be extended with the so-called reflections with 
respect to a hyperbolic line. If CY is a circle cutting £2 orthogonally then 
an inversion with respect to leaves £2 invariant but interchanges the 
regions into which the interior of £2 is divided by Cr. Such an inversion 
will be called a reflection. The group of automorphisms and reflections 
is taken as the group of congruent transformations. Two configurations 
in the hyperbolic plane are said to be congruent if one can be derived 
from the other by a congruent transformation. Since the congruent 
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transformations constitute a group the relation “congruent” is reflexive, 
symmetric and transitive.

A hyperbolic line divides the hyperbolic plane into two half planes. 
Hence a point on a hyperbolic line divides this line into two half lines. 
Each half line determines a point on Q, the ideal point of the half line.

Let A and B denote two points on a hyperbolic line. The first point A 
is the endpoint of a half line passing through B while B is the endpoint of a 
half line passing through A. The intersection of these half lines is called 
the segment with end points A and B.

With this new concepts it is not difficult to build up that part of the 
Euclidean geometry which is independent of the postulate of parallels. 
As regards the angles we notice that angles equal in Euclidean sense 
are also hyperbolically equal. This is a consequence of the fact that 
hyperbolic congruent transformations preserve Euclidean angles.

For the sake of illustration we prove
Through a point there passes just one perpendicular on a given line.
If is the circle on which the given hyperbolic line lies then there is a 

pencil of circles orthogonal to and <2. This pencil is elliptic, its limiting 
points are the ideal points of the given line. Hence through an arbitrary 
point inside £2 there passes exactly one member of the pencil.

9.5.3 - Parallels and hyperparallels

The Euclidean axioms of parallels state that through a point not on a 
given line there is exactly one line which has no point in common with 
the given line. The situation in hyperbolic geometry is quite different. 
In order to clear this up we assume that the point is the centre O of £2. 
This can always be achieved by a suitable congruent transformation. 
Hence the line does not pass through O and O is exterior to the circle 
on which the hyperbolic line lies. The tangents of this circle at the 
points where it intersects £2 pass through O. Now it is easy to see that 
these tangents separate the hyperbolic lines through O and intersect the 
given line from those through O which do not meet this line. The tan­
gents through O have the ideal points with the line in common, (fig. 
9.5-2).

Lines of the first category through O are lines which meet the given 
line at a hyperbolic point. The two tangents through O are called parallels. 
They have an ideal point in common with the given line. The lines of the 
third category are called hyperparallels to the given line. Otherwise 
stated: Two lines which do not intersect and are not parallel are hyper­
parallel. They have an interesting property which has no counterpartin 
Euclidean geometry.

Two hyperparallels have exactly one common perpendicular.
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Fig. 9.5-2. Intersecting line, parallels and a hyperparallel through a point with respect 
to a given line.

Fig. 9.5-3. The three types of pencils of lines.

This is a direct consequence of the last theorem of section 9.4.3.
In hyperbolic geometry we may distinguish three types of pencils of 

lines, (fig. 9.5-3):
1) All lines through a hyperbolic point.
2) All lines parallel to a given line (tending to the same ideal point), 
3) All lines orthogonal to a given line.
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They are defined by means of the three types of pencils of circles.
There are also three types of direct congruent transformations, i.e., 

automorphisms of the hyperbolic plane.
First the elliptic automorphisms. Each has a fixed point in the interior 

of £2. They are called the rotations around their fixed point.
Secondly the parabolic automorphisms. The fixed point of each is 

necessarily on Q and they are called parallel displacements.
Thirdly the hyperbolic automorphisms. The fixed points of each are 

on <2 and there is just one hyperbolic straight line connecting these fixed 
points. These transformations are called translations and the line men­
tioned above associated with a translation is called the axis of the trans­
lation.

In the Euclidean geometry parallel displacements and translations 
coincide and they have infinitely many axes.

9.5.4 - Cycles

By a cycle we understand an orthogonal trajectory of a pencil of hyper­
bolic lines. These lines are called the diameters of the cycle, (fig. 9.5-4).

Fig. 9.5-4. Circles in hyperbolic geometry.
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If the pencil consists of lines passing through a hyperbolic point then 
a cycle associated with it is a hyperbolic circle with this point as its centre. 
A circle in our model is also a circle in the Euclidean sense, but in general 
it has not the same centre. This is only the case for circles around the 
origin.

If the pencil consists of lines through the same ideal point an associated 
cycle is called a horicycle. It is a Euclidean circle which touches Q.

All horicycles are congruent.
First we observe that all horicycles through O are congruent, for they 

are interchanged by a rotation about O. Secondly it is clear that by a 
transformation (9.5-7) any horicycle can be carried into a horicycle 
through O, for we may take z0 as a point of the horicycle.

Fig. 9.5-5. A fundamental arc.

Finally we have a pencil of straight lines orthogonal to a given line. 
Their orthogonal trajectories are invariant for the translations with this 
line as their axis. They are called hypercycles with axis the given line. 
The distances of the points of a hypercycle are evidently equal; a hyper­
cycle is a locus of points equidistant to a given line.

The cycles have many properties in common. Thus, for instance,
At a point of a given cycle there is always a tangent perpendicular to 

the diameter through this point.
If zQ is a point of the cycle we can always perform a transformation 

which brings this point to O. Then the desired tangent corresponds to the 
Euclidean straight line through O which touches the transformed cycle.

A remarkable figure is a fundamental arc, an arc of a horicycle such 
that the tangent in one end point is parallel to the diameter through the 
other end point, (fig. 9.5-5). It is not difficult to prove that all funda­
mental arcs are congruent (see e.g. section 9.5.8).
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9.5.5 - Hyperbolic metric

Now we turn to the problem of introducing a measure for angles and 
line segments.

As regards the measure of an angle there is no difficulty, for we can 
define it as its Euclidean measure. As we know this is an invariant for 
hyperbolic congruent transformations.

In order to introduce the notion of length we shall need an invariant 
intimately connected to the line on which the segment lies. We observe 
that a segment gives rise to two ideal points and the two end points of 
the segment are associated with a quadruple. In order to avoid ambigui­
ties we shall make the following agreement. Let , z2 denote the end points 
of a given segment. By z1Q we denote the ideal point of the half ray issuing

Fig. 9.5-6. The hyperbolic distance of two points.

from zt and passing through z2, by z2Q the ideal point of the half ray 
issuing from z2 and passing through z15 (fig. 9.5-6). Then, evidently, 
the cross ratio

(Z1, z2, zio, z2Q) = ^£1 : £?«Z£1 (9.5-9)
Z1Q~Z2 Z2Q~~Z2

is an invariant, (section 9.3.4). We shall prove that it is always greater 
than one. In fact, it is possible to transform the segment in such a way 
that zr = r > 0, z2 = 0, z1Q = — 1, z2Q = 1. Then

1 4- r
(Z1, Z2 > Z1D > z2o) = (r> 0, -1,1) = ;----  > 1- (9.5-10)

1 — r

This proves the assertion.
Next we consider a point z3 on the same line such that z2 is between 

zr and z3. This means that z2 is on the half line issuing from and point­
ing to zlQ and also on the half line issuing from z3 and pointing to z2Q. 
An easy calculation shows that

(z19 z2> z2«)(z2> Z3> Z1Q> Z2o) = (zi> z3> zin> z2q\ (9.5-11)
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Since the notion of arc length is to be additive it is natural to define 
the distance between the points zt and z2 (or, which amounts to the same^ 
the length of the segment between these points) by the formula

dist (zj, z2) = log (zt, z2, zlQ, z2O). (9.5-12)

It follows from (9.5-10) that dist (z1? z2) > 0. Hence, if z2 is between 
zt and z3

dist (z1? z2) < dist (zx, z3). (9.5-13)

In particular, if in (9.5-9) we let tend z2 -* zlfi the distance increases 
beyond any bound. Thus we may say that the ideal points have an in­
finite distance to any other point.

The triangle inequality

dist(z19z3) dist (z1? z2) +dist (z2, z3), (9.5-14)

holds for the measure defined above, equality occurring only if z2 is 
between zt and z3. A direct verification of this inequality is not easy. 
But we may recall that the analogous result in Euclidean geometry can 
be obtained without reference to the axiom of parallels. Hence it must 
also be valid in hyperbolic geometry. (See, however, also section 9.5.8).

It should be noticed that the expression on the right of (9.5-12) may be 
multiplied by a positive constant without the fundamental properties of 
distance being affected. This is, however, only a matter of scaling and 
not very important.

It is not very satisfactory that in (9.5-12) the ideal points z1D and z2Q 
occur, for it is not always a simple matter to find them when zx and z2 
are given. There is, however, a possibility to express dist (zt, z2) in terms 
of zt, z2 only.

Let us consider an automorphism which carries zx, z2 to z*, z* respec­
tively. According to (9.5-7) we have

* *
Z2 ~Z1 _ e id Z2~Z1 

1-Z*Z* l-Z2Zj 

whence

|z* — 211 = |Z2-Z1| 
ii-zt^i ii-ztz2i

Thus we have another invariant. In the particular case considered above, 
where zt = r, z2 = 0 this expression turns out to be equal to r and from

(9.5-15)

(9.5-16)
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(9.5-10) we deduce
1+ |Z1 -z2|

dist (zt, z2) = log-----———. (9.5-17)
1- lzi~zzl

II-Z1Z2I
This is the desired formula.

9.5.6 - The formula of lobatcevskij

In the hyperbolic geometry a point is the endpoint of two half rays 
pointing to the ideal points of an assigned line not through this point. 
The half of the angle between these half rays is called the parallel angle

associated with this point and by elementary geometry it can be shown that 
that it is uniquely determined by the distance of the point from the line. 
Lobatcevskij, the founder of hyperbolic geometry, has discovered a 
simple relation between this angle and the distance of the point to the 
line.

Without loss of generality we may assume that the point coincides 
with O and that the parallels issuing from O are symmetric with respect 
to the positive real axis. Denoting by A the parallel angle it is easily seen 
that the Euclidean distance between O and the given line is, (fig. 9.5-7),

1 x , 1- sin 2r - ---------- tan z = - -------- .
cos A cos 2
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Hence
1 + r cos A — sinA+l x , ----- =------------------- = ctnjx.
1 — r cosA + sinA —1

If p denotes the hyperbolic distance from to the line we have in view 
of (9.5-10),

ep = = ctn|A,
1 — r

or, writing 7c(p) for 2,

tan |7t(p) = e”p. (9.5-18)

This is the famous formula of Lobatcevskij. Alternative expressions are

/ x 2e"p 1 tan 7c(p) =------- -  =--------,
1 — e 2p sinh p

. ( . 2e~p 1
sin 7t(p) —------- — = ------- ,

1 + e 2p cosh p

Thus we see that in hyperbolic geometry there is a coupling between the 
measure of angles and the measure of line segments.

9.5.7 - The linear element and the element of area

Dividing both members of (9.5-17) by |zx—z2| and making z2 tend to zx, 
we get

dist (zt, z2) 2
|zt-z2| ^l-kd2’ (9.5-19)

the denominator on the right being positive. It is, therefore, convenient 
to consider

. 2^zl 
dSh = (9.5-20)

as the linear element at the point z, in the hyperbolic plane. It is easy to 
verify directly that the expression on the right is a differential invariant 
for hyperbolic motions. It is sufficient to check this for automorphisms. 
Let z*, z* correspond to z0, z, then the transformation is

z*~~z* - e* z~z° . (9.5-21)
1 —Z*Z* 1 — ZZq
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If z moves along a curve z(/) which passes through z0 — z{tQ) then by 
dividing by t — tQ and if t -* t0 we get

dz*/dt _ i9 dz/dt
AT2’

the derivatives being evaluated at t = t0. This proves the assertion.
According to (9.5-10) and (9.5-12) the hyperbolic distance of a point 

to the origin is
rh = iogl±£, (9.5-22)

1 — r

where r denotes its Euclidean distance. This is equivalent to

r = tanh %rh (9.5-23)

If we represent z by its polar form z = rei0 an easy calculation shows 
that in Euclidean polar coordinates the formula for the line element
appears as

j 2 a dr2 + r2d92 dst = 4-------- —
(1—r2)2

(9.5-24)

Making use of (9.5-23) an easy calculation shows that the formula for 
the line element in hyperbolic polar coordinates takes the form

ds^ = drf + sinh2 rhd92. (9.5-25)

We shall define the element of hyperbolic area as the product of line 
elements in two orthogonal directions. Taking these as the radial and 
lateral directions we find from (9.5-24)

=
ArdrdO 
(l-r2)2’

(9.5-26)

which is the area element in Euclidean polar coordinates. From (9.5-25) 
we have 

dAh = sinh rhdrhdO, (9.5-27)

the element of area in hyperbolic polar coordinates.

9.5.8 - Poincare’s model of the hyperbolic plane

For many purposes the simple model of the hyperbolic plane discussed 
above is not always convenient. Poincare has introduced another model 
which can be derived from the model described by the interior of the 
unit circle in a simple way.

Poincard’s model, (fig. 9.5-8), is obtained when we apply a transfer­
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mation which changes the interior of the unit circle in a w-plane into the 
upper half of the z-plane by performing the transformation

(9.5-28)

Let z — x+iy. Then
2 = x2+(y—I)2

2+(y+i)2’

Hence |w| = 1 for y = 0, i.e., if z is real, then w is on the circumference.
If, however y > 0 then |w| < 1.

Fig. 9.5-8. Poincare’s model of the hyperbolic plane with straight lines.

The automorphisms of the upper half plane can be found on applying 
(9.5-28). But it is easier to derive these automorphisms directly. Since 
they leave the real axis invariant they must be

z* = ad-be = 1, (9.5-29)
cz + d

where a, b, c and d are real. In order to show that they are all automorph­
isms we need only to determine the subgroup of isotropy with a suitably 
chosen point as a fixed point of the group of all automorphisms. In the 
w-plane we consider the automorphisms leaving the origin invariant. 
They are represented by

w* = ef0w.

The origin corresponds to z — i in the z-plane. The inverse of (9.5-28) is

z = i . (9.5-30)
1 —w

Hence
z* _ . l + etgw _ . (z-H‘)+(z-i)elg

1 — eI0w (z + i)—(z — i)e10
__ z(el° +1) — z(e10 — 1) _ z cos + sin

fz(e10 — 1) + e10 +1 — z sin 4- cos ’ 
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and these transformations are of the type (9.5-29). The group of auto­
morphisms can be extended to a group of congruent transformations 
just as in section 9.5.2.

On applying the transformation (9.5-28) it is not difficult to obtain the 
line element in Poincare’s model. But we can also proceed in the following 
way. We seek a differential invariant for the transformations (9.5-29). 
An easy computation yields

dz* = - Jz-.. -
(cz+d)2 

and
2* _ = Z~Z

(cz + d)(cz 4- d)
Hence

dz dz
|z-z|2

is an invariant of the desired kind. Thus we may arrive at the following 
result. Putting z = x + iy, we have

The line element in Poincare's model is given by

ds2h = Jx2+/y2 . (9.5-31)

y

In order to prove this conjecture we verify formula (9.5-12). For the 
line we take a vertical through the origin, i.e., the upper half of the 
imaginary axis and on it two points (0, j^), (0, y2).

The length of the segment with these points as end points is

A-, y
But

Thus, we see that (9.5-31) is the right formula. We may connect the points 
yt and y2 by a curve x = x(t), y = y(t) with x(rt) = x(t2) = 0> 
= y± > y(fi) — y2* If this curve does not coincide with the vertical axis 
then its arc length is

This is essentially the triangle inequality.
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The element of area is

y
(9.5-32)

For the sake of illustration we wish to make the following application. 
We consider a horicycle. A standard form for it is a line parallel to the

Fig. 9.5-10. The fundamental arc in Poincare’s model.

real axis, (fig. 9.5-9), for this is orthogonal to all vertical lines. Assume 
that an arc between the points (0, b) and (a, b) is taken. Its length is

'adx 

o b
a
b'

The area of the sector of this horicycle is the hyperbolic area of the half 
strip above the segment and is equal to

a 
b'
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Hence
The area of a sector of a horicycle is equal to the length of its bounding arc.
A particular case arises when b = a. Then the tangent at one of the 

end points is parallel to the diameter through the other end point, i.e., 
the arc is a fundamental arc (fig. 9.5-10). Thus (section 9.5.4)

The length of a fundamental arc is unity.

9.5.9 - The area of a triangle

The problem of finding the area of an arbitrary triangle can be solved 
easily if we know the solution for a particular case. We consider a

Fig, 9.5-11. Area of a doubly asymptotic triangle.

so-called doubly asymptotic triangle, a triangle having two ideal ver­
tices. Notwithstanding the fact that two vertices are on infinite distance 
of the third, the triangle still has a finite area. This may be seen in the 
following way. We make use of Poincare’s model and take the triangle in 
the standard form as shown in fig. 9.5-11. Let a denote the interior angle 
at the finite vertex. By a suitable transformation we may suppose that one 
side is on the unit circle around the origin and that the point z = — 1 
is one of the ideal vertices. The area is

(9.5-33)

In particular we have a trebly asymptotic triangle if a = 0. Thus 
The area of a trebly asymptotic triangle is finite and equal to n.
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It appears that all trebly asymptotic triangles have the same area. This 
is in accordance with the fact that all triangles of this kind are congruent.

Consider next a triangle ABC with interior angles a, p, y respectively. 
Let CQ denote the ideal point of the half ray AB, AQ that of BC and BQ 
that of CA, (fig. 9.5-12). Then

AABC+AABq Cq 4~ ABCqAq d CAq Bq = AAqBqCq.

Since the interior angles of the doubly asymptotic triangles are n — a, 
n — p and n — y respectively, we find, denoting the area of A ABC by A

A = 7i-(a + ^ + y). (9.5-33)

The number on the right is called the defect of the triangle. Hence 
The area of a triangle is equal to its defect.
In addition we have found that in hyperbolic geometry the sum of 

the angles of a triangle is less than 7c.

9.6 - Elliptic and absolute geometry

9.6.1 - Elliptic geometry

There is another approach to non-Euclidean geometry which consists 
in considering the extended plane endowed with the metric of the complex 
sphere. In this case it is natural to take the stereographic projections of the 
large circles on the sphere as “straight” lines. They become circles (or 
straight lines) which cut the unit circle diametrally. If we retain the whole 
extended plane there would be the difficulty that two lines always have 
two points in common, viz. the images of two diametral points on 
the sphere. We can eliminate this difficulty by identifying the points 
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which are images of diametral points on the sphere. Thus we obtain a 
model of the so-called elliptic plane. In space it is the surface of the unit 
sphere with identified diametral points. In the extended plane we may take 
for it the points of the interior of the unit circle completed with the 
circumference on which diametral points are identified, (fig. 9.6-1).

Fig. 9.6-1. Model of the elliptic plane with straight lines.

It is clear that in elliptic geometry there are no parallels. The group of 
congruent transformations is provided by the isometric homeomorphisms 
of the extended plane completed with reflections with respect to the elliptic 
lines.

Let us represent the points of the complex sphere by

£ = cos cp sin 9
ri = sin cp sin 9, (9.6—1)
C = cos 3.

Then the corresponding point in the z-plane is (see 1.1-10)

z = = eig> = ei<p tan (9 >6_2)
l + c l+cos3

The line element on the sphere is

ds2 = sin23d(p2 + d&2. (9.6-3)

An easy calculation shows

dzdz = tan2|9J<p2 + £ sec4|9<792 
and

14-zz = l+tan2|3 = sec2|9.
Hence

The line element in the elliptic plane may be taken as
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2_ 4|dz|2 _ dr2 + r2dO2
(l + r2)2

z = re'e. (9.6-4)

Next we evaluate the elliptic distance of a point z to the origin. From 
(9.6-4) we deduce

re = 2 f = 2 arctan r,
Jo 1 + P 

hence
r = tan|re. (9.6-5)

Comparing this with (9.6-2) we see that re =

Fig. 9.6-2. Area of a 1-gon in the elliptic plane.

We can also relate the elliptic distance with the chordal distance, for it 
is clear from the result just obtained that

Z(zi,z2) = 2sin|re, (9.6-6)

where re is the elliptic distance between zx and z2. In particular, when 
X(z1?z2) = 2, i.e., when zx and z2 are diametral, then re = it. Thus

All elliptic straight lines have the finite length it.
Inserting (9.6-5) into (9.6-4) we obtain

ds2 = dr2 + sin2red02. (9.6-6)

The surface element is

dAe = sin redredO, (9.6-7)

It is now possible to develop elliptic geometry along the same lines as 
hyperbolic geometry. The similarity between the pertinent formulas is 
striking.

The problem of finding the area of a triangle in elliptic geometry is solved 
very easily. First we consider a part of the elliptic plane inclosed by 
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two straight lines. By a suitable transformation we may assume that the 
common point coincides with the origin, (fig. 9.6-2). Let a denote the 
interior angle. The area is

sin redre = 2a.

If a = Ti the figure covers the whole elliptic plane. Hence 
The area of the elliptic plane is the finite number 2n.

Fig. 9.6-3. The area of a triangle in the elliptic plane.

Given an arbitrary triangle we can complete it to a figure considered 
above in three ways, (fig. 9.6-3). The triangle together with the added 
regions fill the whole plane completely. Denoting the complements 
Ja, Ap, Ay respectively, we have

2/r = A -b A^-b Ap -b Ay
= A + A a4- Ap + A + Ay~b A —2A
= 2a+2/? + 2y-2d, 

whence
A — a + j3 + y —7i. (9.6-8)

The number on the right is called the excess of the triangle. Hence 
The area of a triangle is equal to its excess.
In addition we have found that in elliptic geometry the sum of the 

angles of a triangle exceeds n.

9.6.2 - Absolute geometry

The striking similarity between the hyperbolic and elliptic metric 
suggests the idea of investigating a more general geometry which 
includes the above mentioned systems as special cases. It is natural to
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consider a geometric model which arises from the Mobius ph ne by 
identifying two points which satisfy a relation

Kzrz2 +1 = 0. (9.6-9)

Here K is an arbitrary, but fixed, real number. By “straight” lines we 
understand circles passing through points related by (9.6-9). The trans­
formations

w = flz + fe . , aa + Kbb = 1, (9.6-10)
— Kbz + a

completed with the reflections with respect to straight lines constitute 
the group of congruent transformations. A geometric system defined 
in this way will be called absolute geometry.

We introduce a metric by means of the line element

Adzdz . dr2 + r2dO2-------------- — 4--------------
(1 + K|z|2)2 (1 + Kr2)2

z = rei0. (9.6-11)

The distance ra of a point z to the origin is then

rs Cr dr ra = 2 -------- -
J o 1 + Kr

2 _
—— arctan rdK, 
yJK

(9.6-12)

and an alternative form of the line element is

ds2 = dr2 + - sin2(raV^)i/02. (9.6-13)
K

The element of area takes the form

dAa = sin [raSJ K)dradO. (9.6-14)

The formulas listed in this section change into those of elliptic geometry 
if K = 1 and of hyperbolic geometry if K = —1. In general we must 
distinguish between the cases K > 0 and K < 0. All geometries with 
K > 0 do not differ essentially of elliptic geometry. It is only a matter of 
scaling. The same can be said about the case K < 0. In order to interpret 
the parameter K we recall that on a sphere of radius R the circumference 
of a circle with spherical radius 9 is

2nR sin & = 2nR sin— = sin (rdK\ (9.6-15)
* V*

where r is the length of the spherical radius and K = 1/A2 the Gaussian 
curvature of the sphere. From (9.6-13) we obtain for the length of the 
circumference of a circle in absolute geometry with (absolute)
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radius ra
isin (rjK). (9.6-16)

By this reason the number K is called the curvature of the absolute plane.

9.6.3 - The area of a triangle

As regards the area of a triangle we may expect the general formula

KA = a + /? + y — 7c. (9.6-17)

It is not satisfactory that for K = 1 and K = — 1 this formula is obtained 
by essentially different methods. In the hyperbolic case we made use 
of the theory of parallels and in the elliptic case of the fact that the area 
of the whole elliptic plane is finite.

It is possible, however, to give a proof without an appeal to the theory 
of parallels, that is, by an absolute method. To this end we make use of 
the principles of the calculus of variations.

In the absolute plane we consider a curve given by

rfl = ^(0, 0 = 0(r). (9.6-18)

The arc length between the points tr and t2 is, according to (9.6-13),

sa = f yr2 + — sin2 (ray/K)62dt = f sadt, 
Jti & dti

(9.6-19)

where the dots represent differentiation with respect to t. We consider 
the variational problem

= o, (9.6-20)

end points being fixed. The Euler equations are

£ = 0 - = 0
dt dra dra ’ dt d0

(9.6-21)

where sa is considered as a function of the independent variables ra, 0, 
ra,6. Performing the differentiation we get

J 1 sin cos (Wx) ^2 = 0 d_ /sin2 (ray/K) A = Q 
dt sa sa dt\ sa /

(9.6-22)

The extremals of this variational problem are called geodesics. They 
satisfy a system of ordinary differential equations of the second order and, 
consequently, through a point there passes exactly one geodesic which
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has a prescribed direction there. If we have verified that the straight lines are 
solutions of (9.6-22), then we may infer that the straight lines are the 
geodesics. We may restrict ourselves to lines through the origin. Then, 
however, 6 = 0 and ra = sa, i.e., ra = sa. It is clear that the Eulerian 
equations are trivially satisfied.

It is our aim to characterize the geodesics in a more manageable form. 
To this end we introduce the angle i/r between the radius vector and the 
tangent at a given point, (fig. 9.6-4). If we exclude the case of a geodesic 
through the origin we may take the angle 0 as parameter instead of t. 
It is well-known that

tan (9.6-23)

where r is the Euclidean distance of the point under consideration from 
the origin. It follows that

i ? ra COS I// = - = —
S Sa

1 sin(ra5/7C)^ 
y/K sa '

(9.6-24)

(9.6-25) 

if we agree to take sa > 0 and 0 n. In view of (9.6-24) and the 
first equation (9.6-22) we have

-sin 1/z — = L Sin cos & 
dO y/K sa

and comparing this with (9.6-25) we get

= -cos(rjK). 
ciu

(9.6-26)
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Now it is an easy matter to derive the formula for the area of a triangle 
in absolute geometry. Assume that the vertex C is at the origin. Along 
the side AB the radius vector is a function of 0. At A the value of ip is 
% — a and at B its value is fi, (fig. 9.6-5). Hence, according to (9.6-14)

i py _ i py _
J = — <70 sin (fi^Kjdp = - (1-cos (r^K^dd 

yj KJ 0 J 0 KJq

Fig. 9.6-5. The area of a triangle in absolute geometry.

In the foregoing considerations we tacitly assumed K / 0. But a 
geometry with K = 0 also makes sense. Now (9.6-9) expresses that every 
finite point of the plane must be paired with the point at infinity and 
then the straight lines are the ordinary straight lines of Euclidean 
geometry. In fact, this parabolic geometry is the same as Euclidean 
geometry and by passage to the limit K -> 0 we obtain the usual 
formulas. The parabolic metric differs from the original Euclidean 
metric only by a scaling factor. Thus, for instance the parabolic distance

Fig. 9.6-6. Proof of (9.6-17) for the case K = 0.
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to the origin is related to the original Euclidean distance by the equation

tan|(rfl7^) r = hm-----—-
K-0 yj K

= irP>

where we have written rp instead of ra.
The proof of (9.6-17) for the case K = 0 is very easy. The formula 

(9.6-26) takes the form

To
hence + 0 is constant, (fig. 9.6-6). At the point A we have = ti — a, 
0 = 0, hence + 0 = n — a. At B we have if/ = /?, 0 = y; it follows that 
fl + y = Tt — a or a + /3 + y = n. This concludes the proof.

9.7 - Blaschke’s theorems

9.7.1 - Extension of the identity principle

The identity principle stated in section 2.11.2 may be formulated in the 
following way. Let

(9.7-1)

denote a sequence of points within a certain region 31 converging to a 
point aQ of the region. If these points are the zeros of a holomorphic 
function, then this function is identically zero throughout 31.

This assertion is not necessarily true if aQ is a point of the boundary of 
the region. Consider e.g. the function

sin —. (9.7-2)
1 —z

This function is holomorphic in the interior of the unit circle and it has 
infinitely many zeros, e.g.,

I-—, n = l,2,... (9.7-3)
mt

These tend to the point z = 1 on the boundary.
It is our aim to investigate whether there are restrictive conditions for 

(9.7-1) in order to make the identity principle valid in the case that the 
sequence tends to a point of the boundary. We confine ourselves to the 
case that the region is the interior of the unit circle. To this end we intro­
duce the mapping

W = |a|, jaj < 1, (9.7-4)
1 — za
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which, in accordance with (9.5-7), represents an automorphism of the 
interior of the unit circle and as an automorphism of the extended plane 
leaves the circumference |z| = 1 invariant. This fact may be verified 
directly, for if zz = 1 then

\a — z\ _ |z — a\ _ 1 |z — a\ 
|1— za\ \zz~za\ \z\ jz — af

The expression on the right of (9.7-4) is called a Blaschke factor.
Let now /(z) denote a function holomorphic within the unit circle 

and having infinitely many zeros. If this function does not vanish identi­
cally its zeros have no accumulation point in the unit circle and, therefore, 
constitute an enumerable set. We may arrange them in order of increasing 
moduli, multiple zeros being repeated as many times as their multiplicity 
indicates. In addition we assume that the function is bounded. Without loss 
ofgenerality wemay suppose that |/(z)| < l,forif |/(z)| < Afweconsider 
the function f(zfM.

Let (9.7-1) represent the sequence of zeros of /(z). If z = 0 is a zero 
of multiplicity k, we consider the function z~kf(z), that is to say, the 
numbers (9.7-1) are all different from zero.

Continuing we consider the functions

-v |av|, n = 1, 2,. . . (9-7-5)

The expressions on the right are Blaschke factors. Hence every gn(z) is 
holomorphic throughout the interior of the unit circle and |&,(z)| = 1, 
if kl = 1.

Let c denote an arbitrary positive number and keep n fixed. Since 
gn(z) is uniformly continuous on the disc |z| 1, we can find a circle
Ce about the origin inside |z| = 1 such that |^n(z)| > 1 —e for z on the 
circumference of Ce, provided the radius of Ce is sufficiently close to 1. 
On the other hand we have |/(z)| < 1. Hence, for the same values of z

1
1—8

(9-7-6)

and, as a consequence of the maximum principle of section 2.13.3, this 
equation holds also inside Ce. Since e is arbitrary, we even have

(9.7-7)

for all z within the unit circle. Equality is only possible if flgn is a 
constant, (section 2.13.3). Taking z = 0, we get

|<7„(0)| |/(0)|,
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whence
0 < |/(0)| |<7„(0)l = fl |a,l < 1. 

v= 1
(9.7-8)

Since this result is valid for every integer n, we may infer that the infinite 
product of the absolute values of the zeros of /(z) is convergent.

In view of the theorem of section 4.1.2 (applied to the case that all 
factors are positive) we have the equivalent statement:

The series 
f(l-W) (9.7-9)

v= 1 
is convergent.

Now we may state an extension of the identity principle in the following 
form:

A function f(z)9 holomorphic and bounded in the region |z| < 1 which 
vanishes at the points of a sequence (9.7-1) such that the series (9.7-9) 
is divergent, vanishes identically throughout the region.

The example (9.7-2) considered above does not contradict this asser­
tion, though the series 

0° i 
E - 

v=l V71

is divergent. The function, however, is not bounded, for z = 1 is an essen­
tial singularity.

The theorem proved in this section is due to W. Blaschke.

9.7.2 - Canonical representation

The infinite product

lim^n(z) = n (9.7-10)
n-*oo v=l 1—Zav

deserves a closer consideration. Let us write

1+/„(Z)= f^\an\, n = l,2,..„
l-za„

where alt a2,..are defined as in the previous section. If a„ = |an|e*9”, 
then

/n(z) „ (Kl-lXl+ze-””) 
l-«„z

Assume nowthat \z\ r < 1. Takinginto account (1.1-9) we readily find

|/„(z)| (1 - |a„|) Ltr,
l — r
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i.e., the series j|/v(z)| is dominated by the series (9.7-9). If this series 
is convergent then the series £/=1/v(z)is uniformly convergent on every 
disc |z| r < 1 and hence (9.7-10) represents a function #(z), holo­
morphic throughout the region |r| < 1. From (9.7-7) we deduce that

= lim — 1,
n-oo gn

provided that/(z) does not vanish at the origin. If, however,/has a zero 
of multiplicity k there, then

The function f/zkg has no zeros within the unit circle. It may, therefore, 
be represented as exp G(z), with Re G(z) 0, (section 9.1.4). Thus we find 
the following canonical representation for /(z)

v=i 1 — avz
ReG(z) 0. (9.7-11)

which exhibits all zeros of /(z).

9.7.3 - An extension of vitali’s theorem

The identity principle in the version of section 9.7.1 gives rise to an 
extension of Vitali’s theorem also due to Blaschke.

Let the functions of the sequence 

F0(z), Ft(z),.. . (9.7-12)

be holomorphic throughout the region |z| < 1 and uniformly bounded. 
The sequence has a finite limit at the points of a subset (9.7-1) which is 
such that the series (9.7-9) is divergent. Under these assumptions the 
sequence (9.7-12) is convergent throughout the interior of the unit circle 
and uniformly convergent on every closed subset of this interior.

In view of Vitali’s theorem (section 2.22.1) it is sufficient to show that 
the sequence (9.7-12) is convergent at an arbitrary point within the unit 
circle. Suppose that the series is not convergent at a certain point z0. 
Then the sequence F0(z0), Ffzf),.. ., has at least two different accumu­
lation points bY and Z?2. Then there is a subsequence F10(z0), Fn(z0), 
^i2(zo)> • • • tending to bY and a subsequence F20(Z0), F21(z0), F22(z0), • •> 
tending to b2. In view of the theorem of section 2.22.2 we can select from 
the sequence F10(z), Fxl(z), F12(z),... a subsequence/10(z),/11(z),. . ., 
converging to a holomorphic function /i(z), and from the sequence
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F20(z), F21(z), F22(z), . . a subsequence/20(z), /21(z),. . converging 
to a holomorphic function/2(z). In particular/l(z0) = ^i,/2(z0) = b2. 
Since the given sequence (9.7-12) is convergent at each of the points 
aY, a2,. . the same is true for the subsequences and hence f2(z) 
vanishes at all these points. From the identity principle of section 9.7.1 
follows that /j(z) = /2(z) identically, i.e., = b2. Thus we arrived at a
contradiction and we may conclude that (9.7-12) is convergent throughout 
the interior of the unit circle.

9.8 - Schwarz’s lemma

9.8.1 - Jensen’s lemma

Using simple geometry we may give various extensions of Schwarz’s 
lemma. First we shall make an application of formula (9.7-11). We retain 
the assumptions of sections 9.7.1.

Let 2f(r) denote the maximum of exp G(z) on a circle of radius r < 1. 
Then for any z on this circle

|/(Z)|^H(r)?n,rZ-v (9-8-1)
v=i |1 — zav\

The ratio
|7~a| , |a| < 1, (9.8-2)

|z-l/a|

represents the ratio of the distances of the point z to the points a and 
1/a respectively. If z describes the circle of radius r this ratio attains its 
maximum at z0 on the half ray opposite the one passing through a, 
(fig. 9.8-1).

In order to prove this we denote the points a and if a by A and B 
respectively. We assume that the point z, denoted by P, inside the unit 
circle is not on the line AB. Through P passes an Apollonian circle with 
respect to A and B. Its centre O' is between O and A. If Po is the point z0, 
then P0O' = PqO + OO' = PO + OO' > PO' and it follows that the 
Apollonian circle through P cuts the line AB in a point Q between Po and 
O. The assertion follows from PqAIPqB = (PoQ-VQA)/(<P()Q + QB) 
> QA/QB = PA/PB.

The value of the maximum of (9.8-2) is

r + \a\ 
r+l/\a\ ’ 

evidently < 1. Hence

|/(z)|^H(r)r*n (9-8-3)
V=1 1 + r|av|
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and, on account of the maximum principle, this is true for all z within 
the circle |z| = r < 1. Retaining only the first h zeros and omitting 
77(r) (which is 1), we obtain the less strong, however more manageable 
form

Fig. 9.8-1. Determination of the maximum of (9.8-1) for |z| = constant.

This is Jensen’s lemma. In the case that k = 1 we obtain Schwarz’s lemma 
by omitting the product on the right.

9.8.2 - Invariant statement of schwarz’s lemma

In the original statement of Schwarz’s lemma we assumed that/(O) = 0. 
It follows that |/(z)| |z| and, moreover, from (2.21-5) |/'(0)l = 1-
Equality can occur only if |/(z)| = |z|.

Now we omit the condition that /(O) = 0. Denoting by z0 any point 
within the unit circle we may apply the transformations

z* _ z~~zo 
l-zz0

(9.8-5)
1-/W/(Zq)
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The function w(z*) obtained by eliminating z satisfies the conditions of 
Schwarz’s lemma, hence

IM |z*|, 
or

/(z)-/(z0) < |z-zp| 
l-/(z)/(z0) " ’

Differentiating w(z*) with respect to z, we get

dw 1-ZqZq = l-/(zo)/(zo) 
dz* (l-zz0)2 (l-/(z)/^))27

If z = z0 then z* = 0. Hence \dw/dz*\ 1 at z = z0, i.e.,

|/'(z0)| 1~L/‘(Z°y, |zol<l. (9.8-7)
1 —|Zol

In these more general cases equality can only occur if /(z) is an auto­
morphism of the unit circle.

A very interesting formulation of Schwarz’s lemma in its more general 
form is based on the notion of hyperbolic distance. Observing that

log ----
1 —r

is an increasing function of r if 0 r < 1, the inequality (9.8-6) expresses
that (taking into account (9.5-17))

dist (/(z),/(z0)) dist (z0, z).

Now we may enunciate Schwarz’s lemma in the following geometric 
form due to G. Pick.

Iff(z) is holomorphic within the circle |z| < 1 and such that |/(z)| < 1 
and if z1? z2 denote any two points inside the unit circle then, measuring 
the distances in the hyperbolic metric,

dist (/(zi),/(z2)) dist (zt, z2). (9.8-8)

Equality can occur only if f(z) is an automorphism of the interior of the 
unit circle.

An alternative statement is
If Zq and f(zo) are the hyperbolic centres of two circles having the same 

hyperbolic radius, then to a point z inside the first circle corresponds a 
point f(z) inside the second circle. Ifz is on the circumference of the first 
circle then f(z) is in the interior or on the circumference of the second circle. 
If it is also on the circumference of the second circle for a certain value 
of z then z is on the circumference of the first circle and for every value of z 
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on this circumference the point f(z) is on the second circumference. In this 
case f(z) is an automorphism of the interior of the unit circle.

This result enables us to obtain a remarkable inequality. Let z denote 
an arbitrary point within the unit circle and C a hyperbolic circle around 
/(0) with radius dist(0,z). If d denotes the smallest Euclidean distance 
of C to the circumference |z| = 1, we have evidently

(0, |z|, 1,-1) = (17(0)1,1-d, i, - I) 
whence

1-17(0)1.2-J = 1 + |z|
1 + 17(0)1 d 1-izi’

Since f(z) is within or on the boundary of C we have

1-I7(z)| ^d.

Solving for d from (9.8-9) we obtain

l-|7(z)| > (l-|z|) ,
“ l + MI7(0)| 

or, since |z| < 1, 1/(0) | 0,

l-|/(z)| > l-|/(0)|
l-|z| ~l + |/(0)|’

In the case that /(0) = 0 this reduces to Schwarz’s lemma.

9.8.3 - Julia’s theorem

Consider two hyperbolic circles C and C", with hyperbolic centres 
1— u and 1—w' on the real axis (w < 1, u' < 1) and equal hyperbolic 
radii. Let the first circle cut the real axis in a point x < 1 — u and the second 
in a point x' < 1— u'. The equality of radii is expressed by

(x, 1—w, 1, — 1) = (x', 1— u', 1, — 1) 

which is equivalent to

1—x' __ (2 — u)u' 1—x 
1+x' (2 — u')u 14-x

(9.8-11)

(9.8-12)

Consider next two sequences of such circles Cls C2,. .. and C[, C2, 
..., centred at 1 — ut, 1 — u2,. . . and 1 — u\, 1 — u'2 ,.. . respectively, such 
that for each n the circles Cn and C'n have equal hyperbolic radii. In 
addition we make the assumption

lim un = lim u'n = 0, 
n-*oo n-*oo 

lim — = a, 
00 Un

(9.8-13)
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where a is finite, and all circles Cn, n = 1,2,... pass through the same 
point x on the real axis. Then the circles Cn' pass through the points x'n 
determined by

^~Xn = . (9.8-14)
i+x; i+x

Making n -> oo we see that the circles of each sequence tend to horicycles 
Co and Cq , passing through z — 1 and the points x and x' respectively, 
where x' depends on x according to

1— x' 1— x------  = a----- .
1+x' 1+x

(9.8-15)

If r and r’ denote the Euclidean radii of Co and Cq, then x = 1—2r, 
x' = 1—2r' and by (9.8-15)

, _ ar
1—(1 —a)r

(9.8-16)

Now let f(z) be a holomorphic function in the interior of the unit circle, 
such that |/(z)| < 1. Suppose that there is a sequence of numbers z19 
z2,•.such that

and

lim zn = 1, = 1
oo n->oo

lim
n-*oo 1- |z„|

where a is finite. It follows from (9.8-10) that

(9.8-17)

(9.8-18)

(9.8-19)> 1-I/(Q)I 
" 14-|/(0)|

Introducing the numbers un = 1 — |zj, u'n = 1 — |/(z„)|, n = 1,2,..., 
we may construct the circles C„, C„' considered above. They tend to hori­
cycles Cq and Cq, with z = 1 as an ideal point. We might also construct 
circles Cn, C„ with equal hyperbolic radii about the points zw,/(z„). 
These are obtained from those constructed before by a rotation around 
the origin. But since by (9.8-17) the angles of rotation tend to zero as 
n -> oo, the new circles tend to the same horicycles Co and Cq.

Let z lie inside Co. From a certain index upwards it lies within Cn. 
Hence f(zn) lies within Cn' and, therefore, within Cq . Thus we have Julia’s 
theorem:

If there exist sequences z15 z2,.. . and/(^i),/(z2), • • • tending simul­
taneously to +1 under the condition (9.8-18) and if f(z) is inside a hori- 
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cycle Co touching |z| = 1 at z = 1, then f(z) is inside a horicycle CQ 
which is the image of Co under the tranformation

1 —z' 1 —z
------ = «------- ,
1 + z' 1+z

a > 0. (9.8-20)

In addition we may assert that if z is on the boundary of Co, then f(z) is 
inside or on the boundary of Cq and in the latter case f(z) is an automorphism 
of the interior of the unit circle.

Fig. 9.8-2. The shortest distants between two horicycles.

The last part of this theorem deserves still a proof, which is not trivial. 
To this end we observe that two horicycles having the same ideal point 
intersect equal hyperbolic segments on the diameters. This is at once 
clear by considering the Poincare model for horicycles having their ideal 
point at z = oo, (fig. 9.8-2). It is also seen that this segment represents 
the shortest distance between two points on the horicycles. In fact, let 
Cq be inside Co, A on Co and A' on Cq such that A A' is a common dia­
meter. If any other hyperbolic line through A intersects Cq in B then the 
hyperbolic circle about A through B has A' in its interior. Hence 
dist U, B} > dist (A, A').

Assume now that z0 is a point on Co such that f(z0) is on Cq, (fig. 9.8-3). 
Let Cq denote a horicycle within Co and Cq', its image under the 
transformation (9.8-20). Through z0 passes a diameter of Co which cuts 
C* in z*. By the first part of Julia’s theorem/(z*) is on or within C*'. 
Now dist(z,z*) is equal to the shortest distance between /(z0) and the 
points of C*. Hence

dist(z0,z*) dist(/(z0),/(z*)).

But from (9.8-8) follows

dist (z0, z*) dist (/(zo),/(zj)).
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Hence equality occurs and f(z) is an automorphism. This entails that for 
every z on Co the point/(z) is also on Cq.

Fig. 9.8-3. Proof of the last part of Julia’s theorem.

By two rotations we can extend the theorem to the case that zn and 
/(zn), n = 1,2,..., tend simultaneously to two arbitrary points on the 
circumference of the unit circle.
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From Julia’s theorem an interesting inequality follows, which can be 
derived by geometric arguments. In fig. (9.8-4) we see that

AP _ 1-x 
BP~1+x'

If P, P' denote the points z,/(z) then according to Julia’s theorem

AP' < 1-x'
P'B = 1 + x' ‘

In view of (9.8-20) we have

AP' AP 
------- = $ — •
P'B PB

But
ylP _ AP2 AP2 _|l-z|2
PB ~ AP • PB ~ CP' PD ~ 1 —|z|2

and a similar expression for, AP'jP'B in terms of /(z). Thus we obtain
the inequality

|l~/« < a H-z|2 
l-|/(z)|2- l-|z|2‘

(9.8-21)

Finally we wish to mention that Julia has also established a similar 
theorem for hypercycles.

9.8.4 - A CONVERSE OF JULIA’S THEOREM

The following theorem is a converse of Julia’s theorem
Let f(z) be holomorphic and of modulus < 1 throughout the region 

|z| < 1. If the inequality (9.8-21) is satisfied at every point of this region 
for a certain positive number a, then it is possible to find a sequence zn 
tending to 1 such that f(zn) also tends to 1 as n -> oo and that

1-knl
has a limit not exceeding a.

Let us take z on the real axis at x and construct a horicycle Co including 
x passing through the ideal point z = 1 with radius r. The inequality 
(9.8-21) expresses that /(x) is on or in a horicycle Cq with ideal point at 
z = 1 and of Euclidean radius r' given by (9.8-16):

, __ ar 
1—(1—a)r
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It follows that

jl-/Wl S 2r' =
2ar

1 — (1 — a)r
Since 1 — x = 2r we have

l-|/(x)| < |l-/(x)| < g .
1— x ~~ 1— x ~ 1— (1 — a)r

Making x -> 1 (which amounts to r -> 0) we get

hm sup ———~ hm sup-----v a.
x-*l 1— x x->l 1— x

Let now xn denote a sequence tending to 1. By the previous result the 
upper limit of

l-xn

will not exceed a, hence |1—/(x„)| tends to zero and /(%„) to 1. Again, if

lim sup = p
n~> oo 1 — Xn

then ft a. It is possible to find a subsequence xni such that f(xn) tends 
to 1 and

l-l/W 
1-^

to /?. This proves the theorem.

9.9 - The theorem of Bloch

9.9.1 - Statement of block’s theorem

Let cP denote the family of all functions /(z) holomorphic in the open 
unit disc |z| < 1 and normalized by the condition /'(0) = 1. Bythe2?/ocA 
number Bf of a. function f of this family is meant the least upper bound of 
the set of positive numbers r such that there exists a subregion of 
|z| < 1 that f maps univalently onto an open disc of radius r. The Bloch 
constant is defined as

B = inf Bf, (9.9-1)

where the greatest lower bound, indicated by “inf”, is taken with respect 
to the functions of the family <P.

A famous theorem discovered by A. Bloch states
The constant B is positive.
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The remarkable feature of this theorem is that despite the vastness of 
the family there is an absolute positive constant B and an open disc of 
radius B which is the one-to-one image of a subregion of |z| < 1 under 
a mapping w = /(z). The exact value of B is unknown.

An interesting and important application of Bloch’s theorem is an 
“elementary” proof of Picard’s theorem, already stated in section 6.11.1. 
The original proof of this theorem was based on the elliptic modular 
function and we shall discuss it in paragraph 14.4. Proofs avoiding the use 
of the modular function are considered as elementary (which is not 
synonymous with easy!). The shortest elementary proof of Picard’s 
theorem is due to E. Landau, who observed that Bloch’s theorem is not 
needed in its sharpest form, but that a weaker statement suffices.

To this end we introduce the Landau number Lf of a function of cP, 
being the least upper bound of the set of positive numbers r such that the 
image of |z| < 1 contains an open disc of radius r. The Landau constant 
is the number

L = inf Lf. (9.9-2)

It is clear that Bf Lf and so B L. We shall prove that L 1/16.

9.9.2 - The bloch-landau theorem

We start with the following lemma.
Let <p(z) be holomorphic in the disc |z| < R, R > 0. We assume that 

<p(0) = 0, |<p'(0)| = p > 0 and |<p'(z)| < M throughout the disc. If c is a 
number not taken by <p(z) for |z| < R, then

(9.9-3)

From Darboux’s inequality (2.4-17) applied to

the path of integration being a rectilinear segment connecting 0 and z, 
|z| < R, we deduce

|<p(z)| M\z\ < MR. (9.9-4)

By assumption c 0. Hence 1— (p(z)/c is holomorphic in |z| < R with 
no zero. In view of the monodromy theorem of section 9.1.4 we may infer 
that there is a function

ikz) = 1- z+ 
2c
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holomorphic in |z| < R such that

c c
From (9.9-4) we deduce

|<A2(z)| < 1+ —, |z|<R. (9.9-5)
c

If 0 < r < R we have by Parseval’s theorem (2.18-5)

i । r2
4c2

whence
|C. > r2|<pr(0)l2 = iV

4MR 4MR

Since we can take r as near R as we please, we finally have

Rp
4M

as asserted.
Now we can prove the Bloch-Landau theorem which states
If g(z) is holomorphic in the disc |z| < 1 and if g'fL) = 1, then the 

image of the disc as given by g(z) covers a circular disc of radius 1/16.
We set

M(s) = max |g'(z)|, 0 s r < 1, r > 0.
|z|^s

It is clear that the function

g(s) = sM(r- s)

is continuous, takes the value 0 at s' = 0 and the value r at s = r. Hence 
there is a least value of s, say 2R, for which g(2R) = r; we have 0 < 2R

Now we take a number a with

\a\ = r — 2R, \g'(a)\ = M(r-2R) = r/2R .

The function
cp(z) = g(z + a)-g{a) (9.9-6)

is holomorphic for ]z| < 2R, because

|z + a| g |z| + |a| < 2R + (r—2R) = r.

It takes the value 0 at z = 0 and

I<P'(O)| = |/(a)| = r/2R > 0.
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If now |z| < R, then

|z + fl| |z| + |a| < R + (r — 2R) = r — R 
and

l<P'(z)l = \g'^ + a)\ M(r — R).

By the choice of R we find that

^(7?) = RM(r—R) < r, 
whence

l</(z)l < ^ > |z| < R.
R

On applying the lemma we find that if c is a number not taken by 
<p(z) for |z| < R

> R(r/2R)2 = L
~ 4r/R 16 ’

This expresses the fact that the image of |z| < R as given by <p(z) covers 
an open disc with radius r/16. The disc |z| < 1 certainly includes the disc 
|z — a\ < R, since

|z| |z-a\ + |a| < R + (r-2R) < r < 1.

From (9.9-6) we have

= cp(z—a)+g(a)

and it follows that the image of |z| < 1 as given by g(z) covers a disc 
about g(a) of radius r/16. This is true for all r < 1. Hence we may let 
r -► 1 and conclude that the image of |z| < 1 covers a disc of radius 1/16.

It is not claimed that the number 1/16 is the best possible. There does 
exist a sharp 1/16-theorem. It will be stated and proved in section 14.5.10.

9.9.3 - Picard’s theorem

Following Landau we may base a proof of Picard’s theorem on the 
lemma

Let ^be a simply connected region in the open plane including the point 
z = 0. Let f(z) be holomorphic throughout 9? and omit the values 0 and 1 
for all z in 9L Then there exists a function g(z) holomorphic in 91 such that 

f(z) = -exp (tiz cosh (2#(z))); (9.9-7)

#(0) depends only on /(0) and the image of 91 as given by g(z) does not 
cover any open disc of radius 1.

On applying the monodromy theorem of section 9.1.4 we can deter­
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mine successively functions A(z), w(z), r(z) and #(z) all holomorphic in 
91 which satisfy the conditions listed below. In each case it is necessary 
to make a definite choice among the various possibilities, but it suffices to 
make this choice at z = 0; the function in question is then uniquely 
determined throughout 91.

Since /(z) has no zero we can find a function /z(z) such that

/(z) = exp (2mh(z)).

Since /(z) / 1 implies A(z) / 0, we can choose w(z) such that

h(z) = w2(z).

The condition /(z) 1 implies also A(z) / 1 and, consequently, there
exists a function r(z) so that

A(z) = l + r2(z).

It is clear that w(z) / v(z\ for w2(z)~ v2(z) = 1. Hence there exists a 
function g(z) such that

m(z)~r(z) = exp g(z).
As a consequence

w(z) + v(z) = 1 = exp (-0(z)),
M(z)-t>(z)

whence
w(z) = cosh g(z)

and
cosh2#(z) = 2 cosh2 ^(z) — 1 = 2z/2(z) —1.

It follows that

27tf/z(z) = 27czm2(z) = Tti cosh (2^(z)) + 7cf 
and finally

/(z) = -exp (tu cosh (2#(z))),

as asserted. It is clear that #(0) depends only on/(0).
In order to prove the last assertions of the theorem we construct a 

set of points not taken as images of the points of 91 under the mapping 
as given by g(z) with the property that each open disc of radius unity 
covers at least one of the points of this set. We contend that these are the 
points represented by

b = ± log (y/m +>Jm— l) + |w7iz, (9.9-8)

where m and n are integers, m 1. These points form the vertices of a
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rectangular net. The height of each rectangle is < 5/3; the width is 

log Qm + 1 + vM“log (Vm + 0
_ = log (^2+1) <1, if m = 1,

< log 1/ + - log y/3 <1, if m > 1.
" f m — 1

As a consequence to every point a there is a point b with

|Re b — Re a\ < |, |Im b — Im a\ < 1^/3
i.e., ___

\b — a\ < Vi + i = 1.

It remains to be proved that g(z) does not take any value b as long as z is 
in 91. Suppose this were not true. Then we could find a z0 in 9i such that 
#(z0) = b and

cosh(2#(z0)) = + + = 2m-l,

so that
f(zf) = —exp (2m—l)7rf = 1.

This is contradictory to the hypothesis.
It is now an easy matter to prove Picard's theorem
An integral function which omits two different values is a constant.
This theorem is sharp as the function exp z which omits only the 

value 0 shows.
Without loss of generality we may assume that f(z) omits the values 

0 and 1. For if /(z) omits the values a and b, a / b, then

/(z)-fl 
b — a

is again an integral function and is constant if and only if/(z) is constant.
We apply the lemma to /(z), where 91 is now the open plane. Suppose 

/(z) is not constant. Then the same can be asserted about the auxilary 
function g(z) of the lemma which is also an integral function. It is possible 
to find a number a with g'(a) / 0 and the function

! / 16z \ 1 / \
T6<7 +a) = + • • •

\9 W /
is an integral function whose values do not cover any open disc of radius 
1/16. This contradicts, however, the covering theorem of the previous sec­
tion. We conclude that /(z) is a constant, as asserted.

9.9.4 - Landau’s theorem

The lemma of the previous section leads to astonishing results concerning 
the influence of the first two terms of a power series on the properties of 
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the functions defined by the series. Landau discovered the following 
remarkable theorem

Let 
f(z) = g0 + «i^+ • • •, / 0, (9.9-9)

be holomorphic in the region |z| < R. Then there exists a positive number 
A(fl0, #i) depending only on a0 = /(0) and ar = /'(0) such that if 
R > R(a0, af), the function takes at least one of the values 0 or 1 within 
the disc |z| < R.

Suppose that /(z) omits the values 0 and 1. The lemma of the previous 
section asserts that there is an auxiliary function g(z) having the proper­
ties stated in the lemma. Differentiating we find

f'W) = -27tz/(z)/(z)sinh(2^(z))

and, taking z = 0, 

aY — -'litia^g' (0) sinh (2^(0)). (9.9-10)

By assumption a§ / 0. Since also aY / 0 we see that #(0) 0, #'(0) / 0.
It follows from the lemma that #(0) depends only on aQ = /(0) and, con­
sequently, g'tty depends only on aQ and at.

If 0 < r < R the function

g(rz)̂  = c°+z+...
rg(0)

is holomorphic in the disc |z| < 1 and does not cover any disc of radius 
l/r|#'(0)|. On the other hand it follows from the covering theorem of sec­
tion 9.9.2 that it covers a disc of radius 1/16. Hence

so that

___1
r|0'(°)l

r < R(a0, ah =------- .
l/(0)l

Since this is true for all r < R we may infer that

R ^(6/0, af)

and this result is equivalent to the statement of Landau’s theorem.
Landau's theorem implies Picard's theorem.
Let/(z) denote a non-constant integral function. Then there is a point 

in the finite plane such that f(zf) / 0, f'izf) / 0. If we set aQ = f(zQ) 
ar = f\zf) then it follows from Landau’s theorem that in every region 
|z —z0| < R, R > R(a0, af), the function /(z) takes at least one of the 
values 0 or 1.
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9.9.5 - Schottky’s theorem

Another application of the lemma of section 9.9.3 is Schottky's theorem. 
Let

f(z) = aQ + a.z+ ... (9.9-11)

be holomorphic throughout |z| < 1 and omit the values 0 and 1. Let 9 be a 
number between 0 and 1. Then a number (p(a0, 9) exists depending only 
on a0 and 9 such that for |z| <? 9

1/0)1 <p(a0, 9). (9.9-12)

Let g(z) be the auxiliary function of the lemma of section 9.9.3. 
Take r such that 9 < r < 1. It is clear that the function

g(a + (l-g/r)z) 
(l-S/r)0'(a)

|a| <3

is holomorphic in \z\ < r, provided that g'(a) 0, for

|a4- (1 — 9/r)z| |a| + (1 — 9/r)|z| < 9 + r —9 = r.

It does not cover a disc with radius 1/(1 — 9/r)|#'(#)| and it follows from 
the Bloch-Landau theorem that

1
(l-9/r)|0'(a)|

or
16 

1-3/r

This is also true if g'(a) = 0. If |z| 9 then

|<7(Z)-0(O)| = I J6/,- < 1 16 -
Jo I 1-9/r 1-9/r

and since this is true for all r as near 1 as we please, it follows that

|<7(z)-0(O)| g -IL
1 — 9

whence

and so

|0(Z)| g |0(O)| + -L-
1 — 9

|/(z)| exp Lexp(|0(O)|)+
\ 1 — 9/

since #(0) depends only on a0.
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Schottky's theorem implies Landau's theorem.
For assume that /(z) is holomorphic in |z| < R and omits the values 

0 and 1. Then f(Rz) = 670 + tz1Az+ ...,aY # 0, is holomorphic in 
|z| < 1 and

laJR 2 max |/(Rz)| <p(a0,l),

whence

K T- <p(«o , i)> 
l«il

as stated in Landau’s theorem.

9.9.6 - Ahlfors’s extension of schwarz’s lemma

In order to obtain a positive lower bound for Bloch’s constant L. V. 
Ahlfors formulated a theorem which may be considered an extension 
of Schwarz’s lemma.

Any real, non-negative and continuous function A(z), defined through­
out a region 9? gives rise to a metric in if we define the length of a curve 
C : z = z(7), 0 t 1, by means of

l = f 2(CMI = f\(z(r))kW> 
J c Jo

(9.9-13)

It reduces to the ordinary Euclidean metric if z(z) = 1 identically.
Suppose that a region 9L has been mapped conformally onto a region 

9tw by means of the function iv(z). If we are given a metric in 9tu„ 
then the length of the curve iv(z(z)) corresponding to the curve C in 9?z 
is given by

with
2(z) = p(w(z))|w'(z)|. (9.9-14)

In section 9.6.2 we introduced the metric

2(z) = rr~-’
1 + Kzz

(9.9-15)

It is easily verified that it satisfies the condition

△ JogA(z) = -IU2(z). (9.9-16)

In fact, with reference to (9.2-12) we have
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△ log x(z) =

7- log A(z) = 
dz

Kz
l + Kzz'

„ d Kz4--------------
dz l + Kzz

4K
(l + Kzz)2

— Kz2(z).

A metric 2(z) is called regular at a point z = a if in some neighbour­
hood of this point 2(z) has derivatives of at least the second order which 
are continuous in this neighbourhood.

The expression

A log 2(z)
(9.9-17)

evaluated at a point where 2(z) is regular and different from zero is called 
the Gaussian curvature of the metric at this point. Thus the metric (9.9-15) 
has the constant Gaussian curvature K throughout the disc |z| < 1.

Let now 2(z) be a metric within the open disc |z| < 1. Suppose that 
2(a) / 0 at a point z = a of the disc. A metric 2a(z), which is regular 
at z = a and satisfies the conditions:

(i) Aa(z) 2(z) in some neighbourhood of z = a;
(ii) 2a(a) = 2(a);

(iii) in some neighbourhood of z = a we have

△ logla(z)SUa2(z), (9.9-18)

will be said to support the metric 2 at z = a.
The third condition expresses the fact, that the Gaussian curvature of 

the metric at the point z = a does not exceed the Gaussian curvature of 
the hyperbolic metric, of Gaussian curvature —1.

Ahlfors’s theorem states
Let there be given a non negative continuous function 2(z) in the disc 

|z| < 1. Suppose that for each z = a in the disc for which 2(a) + 0 there 
exists a supporting metric 2a. Then

9.9-19)

We set

u(z) = log 2(z), v(z) = log 2R
R2-kl2’

|Z| < R < 1.

It is clear that u(z) is continuous at all points of |z| < 1 which are not 
zeros of 2(z). We contend that throughout the disc |z| < R the inequality
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w(z) r(z) (9.9-20)
holds.

Suppose that not everywhere in the disc |z| < R the relation (9.9-20) 
holds. Then at some point u(z)—v(z) is positive. If z tends to a point of 
|z| = R then r(z) -> + oo and w(z) —r(z) -> — oo. The same is true if z 
tends to a zero of 2(z). Hence the difference w(z) —r(z) has a positive 
maximum inside the disc |z| < R. Let this maximum be taken at z = a. 
This point is not a zero of 2(z)

By assumption there is a regular metric 2a(z) supporting 2(z) at z = a. 
If wfl(z) = log2fl(z), we evidently have ua(d) — v(a) = u(a)-v(a) > 0 
and also ua(z) — r(z) > 0 in some neighbourhood of z = a, by continuity. 
By condition (i) we have in a sufficiently small neighbourhood of z = a 
the inequality ua(z) — v(z) w(z) — r(z). This means that the function

<p(z) = Mfl(z)-r(z) (9.9-21)

has a positive maximum at z = a with respect to a neighbourhood 
|z—a| < r0. We shall prove that this is imposssible.

The relations (9.9-18) and

△ua e2Ma (9.9-22)

are equivalent. Proceeding as in the proof of (9.9-16) we also have

△t? = e2y. (9.9-23)
Hence

△<p = e2Ma-e2p > 0, |z — a\ < r0.

Now we employ the expression (9.2-15) and we find, if r < r0,

\z-a\<r

1 d2
P2

\ pdpdO. 
do2r

Along the circumference |z — a\ = r the function cp is periodic, whence

p27C 

Jo

d-^d9 = 0 
de2

and it follows that

.2n>2n
r— dO = r 

dr

2it
— d09 

o Sr
or

>271

0

0
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Integrating from r = 0 to r = r0 yields
Flit f*2n

cp(a + roeie>)d3 — cp(a)dO > 0,
Jo Jo

whence
1 C2lt<p(a) < — cp(a + r0 Ql0)dO.

2k Jo

Since cp(z) has a maximum at z = a we have

<?(«) <p(a + roee)
and

1 f2% 
cp(a) — (p(a + roel9)d0, 

2k J 0

in contradiction with (9.9-24).
We conclude that

o/ x 2K , ,
2(z) = ;> k < R

R2-lz[2

(9.9-24)

and since we may take R as near 1 as we please, we get the desired in­
equality (9.9-19).

Let, as in Schwarz’s lemma, /(z) denote a holomorphic function in 
|z| < 1 and |/(z)| < 1. If in the circle |w| < 1 we are given a hyperbolic 
metric it induces by w = /(z) a metric 

2(Z) = 2|/'(z)| 
1-lW

in accordance with (9.9-14). Using (9.2-13) and (9.9-15) with K= - 1 we 
readily find that

△ log 2(z) = P(z)

at every point where f'(z) / 0. Hence this metric supports itself and as 
a consequence of Ahlfors’s inequality (9.9-19) we have

im i
1-|/(Z)|2 “ 1-|Z|2’

in accordance with (9.8-7).

9.9.7 - Proof of bloch’s theorem

We start with a function /(z) holomorphic throughout the unit disc 
|z| < 1 and normalized by the condition /'(0) = 1. Let z0 be a point of 
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the disc with f'(zQ) / 0. Then there is number r such that the disc 
|w —w0| < r, w0 = /(z0), corresponds univalently to a region 9?2o(r) in the 
disc |z| < 1 under the mapping w = /(z). Suppose that on the boundary 
of this region there is no point of the circumference |z| < 1, and that there 
is not a point at which f\z) vanishes neither. About every point of the cir­
cumference |w — w0| = r we can assign a small open disc which corresponds 
univalently to a certain region in |z| < 1 which overlaps the region 
fRZo(r). From the Heine-Borel theorem (section 1.2.4) follows that the 
circumference | w — w0| = r can be covered by a finite number of such discs 
and that we can extend |w —w0| < r to a larger open disc which is still 
in a one-to-one correspondence with a subregion in \z\ < 1. The least 
upper bound of the numbers r having the property that the mapping 
w = /(z) causes a one-to-one correspondence between the disc |w — w0| <r 
and a subregion 3izo(r) of the disc |z| < 1 will be denoted by p(z0). 
Thus p(z0) is defined at every point at which /'(z0) / 0. It is clear that 
p(z) Bf and that p(z) is bounded if we assume that Bf has a finite 
value.

Let Rzq be the region corresponding to |w —w0| < p(z0). From the 
above considerations follows that on the boundary of 9iZo there is either 
a point of the circumference |z| = 1 or a point at which f'(z) vanishes.

We take a point z = a in |z| < 1, where f\d) / 0. If z0 is in
then/'(z0) 0 (section 9.3.2). The radius p(z0) of the disc which corre­
sponds univalently to 3?Zo is not less than the shortest distance of /(z0) 
to a point of the circumference |w—f(a)\ = p(a) and does not exceed the 
distance of /(z0) to the remotest point on this circumference.

Hence
|p(z)-p(tz)| |/(z)-/(a)|, /'(fl) / 0, (9.9-25)

if z is in some neighbourhood of z — a.
If, however,/'(a) = 0 then in some neighbourhood of z = a we have 

/'(z) t6 0, z a. If z0 is sufficiently near a the disc about /(z0) with 
radius p(z0) corresponds univalently to a subregion in |z| < 1 which has no 
boundary points in common with |z| = 1. But then a zero of /'(z) must 
be on the boundary of and this can only be at z = a. Hence |w—/(z0)| 
= P(zo) passes through /(fl), and so

p(z) = |/(z)-/« f'W = 0. (9.9-26)

The relations (9.9-25) and (9.9-26) express the fact that p(z) is contin­
uous throughout the disc |z| < 1, provided that we take p(z0) = 0 if 

= 0. This function will be used to construct a suitable metric 
in |z| < 1.

Let again z = a denote a point of |z| < 1 at which/'(a) / 0. By b 
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we denote a point on the circumference |w —f(a)\ = p(a) which is not the 
image of a point at which f'(z) does not vanish. The function w—b does 
not take the value 0 in the disc |w—f(a)\ < p(a) and we can, therefore, 
define a single-valued branch — b of the square root of w — b throughout 
the open disc.

The hyperbolic metric with Gaussian curvature — 1 in a w1 -plane is by 
means of the mapping

1 /--------A
wx = — y/w—b

A
transformed into

_______A_______
(A2 — |w — b\\/w — b

which has a meaning throughout |w—f(a)\ < p(a), provided that A is 
sufficiently large, say > y/2Bf. The mapping as given by w = f(z) trans­
forms this metric into

with

A|/'(Z)I 
(42-pa(Z))V^)’

(9.9-27)

P«(z) = (9.9-28)

This metric is regular and since it is derived from an hyperbolic metric 
with Gaussian curvature —1, the relation 69.9—18) is true (in this case 
we even have equality).

Replacing pa(z) by p(z) in (9.9-27) we obtain a more general metric

^l/'(z)l__ 
(A2-p(z)X/p(z)

(9.9-29)

which has a meaning at all points where /'(z) 0 (for then p(z) / 0).
We contend that this metric is continuous throughout \z\ < 1. This is 

clear at every point z — a where f\a) / 0. It follows for a point z — a 
where /'(a) = 0, provided we can prove that A(z) has a limit as z -> a. 
For then we can take 2(a) as being equal to this limit.

Assuming that /'(a) = 0, we have for all z in some neighbourhood of 
z = a, taking into account (9.9-26),

a(z) = w-m 
(A2-p(z))V|/(z)-/(«)l

\f (z)-/ (a)l
A----- 1 T—|z-a|

l/(z)-/(q)l 
|z-a|2

and this tends to (lM)Vil/"(a)|, as z -> a. Hence if we define
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^) = ^Vil/"(z)| (9-9-30)

at the points wheref'(z) = 0, then 2(z) is continuous throughout |z| < 1.
Next we wish to show that at all points where 2(z) 0 this metric

has a supporting metric. Consider first the case that f'(a) — 0. Then we 
may take the number b occurring in (9.9-28) as f(a) and it follows that 
2fl(z) 5g 2(z) in some neighbourhood of z = a. Let f'(a) / 0. The 
function

(A2-/)** (9.9-31)

is increasing in 0 t jA2. Now

0 5g p(z) 5g Bf < iA2

if we take A > y/3Bf. If z is in a sufficiently small neighbourhood of 
z = a then pfl(z) < p(«) + c < %A2. On the other hand, if z is in 
then a circle of radius p(z) about /(z) cannot include the point b and it 
follows that pa(z) p(z). In particular pa(a) = |/(«) — b\ = 
Hence Aa(z) 5g A (z) if z is sufficiently near a and the conditions (i), (ii) 
and (iii) listed in the previous sections are fulfilled. It follows from Ahlfors’s 
theorem that

A|/'(z)l , |z|<1
(X2-p(z))7p(z) 1 —|zj2

Taking z — 0 and observing that/'(0) = L by assumption, then we find

A U2-p(0)\/p(0) g 2(A2-Bf\fBf,

taking again into account the fact that the function (9.9-31) is increasing 
in the interval 0 t Bf. By letting A -+ ^Bf we obtain

yj 3Bf = Bf *

whence Bf and so

B > iV3.

This concludes the proof of Bloch’s theorem.
As M. Heins has pointed out the actual value of B is > |>/3.

9.9.8 - A LOWER BOUND FOR LANDAU’S CONSTANT

Ahlfors’s method also yields a lower estimate of Landau’s constant 
which is much better than that obtained in section 9.9.2. We start again 
with a function /(z), holomorphic throughout |z| < 1 and normalized 
by the condition /'(0) = 1. Without loss of generality we may assume 
that the Landau number of Lf of f is finite.
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If |z0| < 1 we define p(z0) as the radius of the largest circle about 
/(z0) which is still contained in the image of |z| < 1 as given by the map­
ping w = f(z). It is clear that p(z0) Lf and that (9.9-25) holds for 
this function p(z). As a consequence p(z) is continuous throughou |z| < 1.

The hyperbolic metric with Gaussian curvature — 1 in a -plane is 
by means of the mapping

1 —wWi = ----
1 + w

transfonned into

|l + w|2 (1- 1-w
4

|l + w|2 —11 —w|2

_4_____________  2 _ 1 
(14-w)(14-w) —(1 — w)(l — w) w + w Rew

Let b denote a point on the circumference |w—/(a)| = p(a) which is also a 
point of the boundary of the image of |z| < 1 as given by /(z). Since 
f(z)—b has no zero in |z| < 1 we can define a single valued branch of 

log--------- ,
f&~b

A > 0,

and it gives rise to a regular metric

PXZ)'08^
(9.9-32)

where pa(z) = |/(z) —6|. At the points where f'(z) 0 the condition
(9.9-18) is fulfilled (with equality).

It is easy to see that the metric

A(z) =------------------ (9.9-33)
P (z) log A- 

p(z)

is continuous throughout |z| < 1 and is supported at every point z = a 
with f'(a) 0 by 2a(z), provided A is sufficiently large. For the function

t log - (9.9-34)
t

is increasing in the interval 0 t A/q and we may take A > eLf. 
Then in a sufficiently small neighbourhood of z = a also p(z) < A.
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According to Ahlfors’s theorem we have

Lf(z)l < 2
... A ~ l-|z|2’

p(z) log — 
P(z)

whence, by taking z = 0,

1^2p(0)logA ^2LzlogA. 
p(0) Lf

By letting A -> eLf we find 1 2Lf, and so

This is a formidable improvement of the poor estimate L

9.9.9 - Bloch functions

It is our aim to prove that there exist functions in the class with
Bf = B. These functions will be called Bloch functions.

We need two lemmas. First
The Bloch constant B is the greatest lower bound of all Bloch numbers

Bf, where F belongs to and is regular on the closed disc |z| 1.
It is clear that BF B and, consequently, inf BF B. There exists a

function /in such that Bf < 7?+e, where e is a positive number.
If 0 < 3 < 1, then the function

F(z)

belongs to and is regular for |z| 1. Now /(9z) covers univalently a
disc of radius Bf and so F(z) covers univalently a disc of radius 

Bf/&, whence

Bf < ?£ < ^±1. 
9 3

By making e -> 0 and 9 -> 1, we even have

Bf B

and, therefore, inf BF B if F runs through the set of functions of $ 
which are regular throughout |z| 1.

Secondly
The Bloch constant B is the greatest lower bound of all numbers Bf, 

where f belongs to and satisfies the condition
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(9.9-35)

From the first lemma follows that there is a function F(z) in the family 
<£> which is regular on the disc |z| 1 and whose Bloch number satisfies

Bf < B + s,

s being a given positive number.
The function

(1 — |z|2)|F'(z)|

is continuous throughout the closed disc \z\ 1 and takes a maximum at
z = z0. Since the function is 1 at z = 0 this maximum is 1 and because 
the function vanishes on \z\ = 1 the point z0 is in the interior of the disc.

The transformation

z + z0 w = -------- ,
1+zzq

(9.9-36)

being a transformation of the type (9.5-7), transforms \z\ 
valently into |w| 1.

The function

1 uni-

/(z). —®, 
(1 —|z0|2)F'(z0)

(9.9-37)

where w is given by (9.9-36) is holomorphic in |z| < 1 and belongs to 
the family <P. In fact, from

dw = 1 — |z0|2 
dz (1 — zz0)2

f'(z) =
(1 —|z0|2)F'(z0) dz

and

(9.9-38)

follows that /'(()) = 1-
Since

(l-|z0|2)|F(z0)| 1
we have

|/(z)| |F(w)|, \z\ < 1

and, as a consequence,
Bf Bp <z B8

It remains to be proved that (9.9-35) holds. To this end we observe that
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\d™\ _ \dz\ 
l-|w|2 l-|z|2’

if w and z are related by (9.9-36). This is a consequence of the invariance
of the hyperbolic line element (section 9.5.7). We may write this as

w<1.
dz 1 — |z|2

Now we find from (9.9-38), assuming |z| < 1,

|rf x. = (l-|w|2)|F(w)| . 1 < _J_
17171 (1 — |z0|2)|F'(z0)| 1-|z|2-1-|z|2*

This completes the proof of the theorem.
The existence of Bloch functions can readily be shown now. We shall

prove
In the family there is a function which does not cover univalently any

disc of radius exceeding the Bloch constant.
The following proof is due to R. M. Robinson.
For every positive n choose a function fn(z) whose Bloch number is 

less than 2?+ 1/n and which satisfies the inequality

|z| < 1.
1 —|z|

If z = reld, 0 < r < 1, we have

IAW-A(0)| = fk'(pew)ef^p 
J o

[f(peie)\dp f = i log .
Jo Jol-P l-r

Thus the sequence fn(z) is uniformly bounded in the disc |z| r < 1. 
Analyzing the proof of Vitali’s theorem of section 2.22.1 we see that we 
used only the fact that the sequence (2.22-1) is uniformly bounded on 
every closed disc included in 9ft. Hence the corollary stated in section 
2.22.2 is already valid if the sequence (2.22-18) is uniformly bounded on 
every closed and bounded set included in 91. Applied to the above situation 
we infer that a subsequence fni, fn2,... can be chosen which converges 
uniformly on every disc 0 |z| r < 1, and hence converges to a holo­
morphic function /(z) in |z| < 1.

Suppose that in |z| < 1 the function /(z) covers univalently the circle 
|w — w0| > B+4e, e > 0. There is a region 9t4 in |z| < 1 on which/(z) 
is univalent and maps 3$4 onto the open disc |w —w0| < 2? + 4£. There 
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are regions 9t2 and within 9$4, whichf(z) maps on |w — w0| < 2? + 2e 
and |w —w0| < B+3e respectively. The boundary of this latter region is a 
simple closed analytic arc C, being the image of |w — w0| = R+3e as 
given by the inverse of /(z). This arc encloses 9?2.

Let z0 denote a point in 9ft 2 and b = /(z0). The function b—f(z) does 
not vanish on C, for /(z) is univalent in 9ft4. Hence there is a positive 
number m such that for z on C

|/(z)-Z?| m > 0.

Since the sequence fni ,fn2,..., is uniformly convergent on C we can find 
a number n0 such that for nk > nQ

l/Bk(z)-&-(/(z)-fc)l = l/»k(z)-/(z)l < w,

if z is on C. We then have

|/„fc(Z)-/(Z)|<|/(Z)-i|,

with |#„k(z)| < |/(X)|. By Rouche’s theorem (section 3.10.2) we conclude 
that fnk(z} — b, nk > n0 has the same number of zeros inside C as f(z)—b. 
It follows that/,fc(^) is univalent on 9ft2.

SinceXk(z) /U) uniformly in 9ft 2 the functions /„k(z) cover univalently 
the open disc |w —w0| < provided nk is sufficiently large. But this 
leads to a contradiction for the functions with 1/n < e. Hence /(z) does 
not cover univalently a disc with radius > B, i.e., the Bloch number of f is 
equal to the Bloch constant. This concludes the proof of the theorem.



Chapter 10

CONFORMAL MAPPING OF SIMPLY CONNECTED REGIONS

10.1 - The principle of symmetry

10.1.1 - General theorems on conformal mapping

The theory of conformal mapping is a very important part of the theory 
of functions. It enables us to illustrate properties of functions by geo­
metric facts and thus the insight in the character of the functions is very 
often increased. First we shall state some general theorems which are 
basic for the theory.

In section 3.12.2 we stated that the image of a region under a holo­
morphic (and therefore also conformal) mapping is again a region. 
If the mapping is slightly restricted, we may state.

Let w be a univalent function holomorphic throughout a simply connected 
region 3tz. Then the image 91 w is also simply connected.

If 9iz is the extended plane or the open plane, then is again the 
extended or the open plane (section 9.3.2). We assume, therefore, that 

(and hence also 9$z) admits at least one other external point b beyond 
w = oo. The function w—b does not vanish on and, consequently, 
w(z) — b has no zeros in $RZ. It follows that w'(zf(w(z) — b) is holomorphic 
throughout 3ftz. Let Cw denote an arbitrary cycle in and C2 the corre­
sponding cycle in 9?z (since w(z) is univalent the function is invertible). 
In view of (2.3-26), Cauchy’s integral theorem, and the fact that Cz ~ 0 
in 3$z we have

f = f = 0 (io.i-i) 
Jc„w-b JC'W(C)-b

In view of (2.3-30) this means that &Cw(Z>) = 0, i.e., Cw ~ 0 in 9tw. 
This proves the assertion.

If w admits a (simple) pole then the theorem is still valid, for we can 
eliminate the pole by combining the mapping with a suitable homeo­
morphism of the extended plane.

A famous theorem of Riemann, to be considered in section 10.5.2, 
states that all simply connected regions, with at least two boundary 
points, are univalently (and hence conformally) equivalent. This is the 
reason that without restricting the problem we can confine ourselves to 
the study of images of the interior of a circular disc. The situation in

[93]
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the case of a multiply connected region is not so simple. However, 
for applications in the field of applied mathematics the mapping prop­
erties of simply connected regions are also extremely useful.

The following theorem is of fundamental importance
Let w(z) be a function holomorphic in the region |z| < 1 and regular 

at each point of its boundary Cz. Let Cw denote the curve into which w 
transforms Cz and assume that there is no zero of w on Cz. Then, denoting 
by N the number of zeros of w in the interior of the disc, we have

N = ^Cw(0). (10.1-2)
The number of zeros inside Cz is necessarily finite. Since the winding 

number of the circumference with respect to an inner point is unity, 
the truth of the statement follows from (3.10-4).

The theorem remains true if there are isolated points on Cz where w is 
only continuous. For then we can indent Cz by small arcs and if we contract 
them to the respective points the winding number varies continuously, 
i.e., remains constant, for it is an integer.

A more general version of the above theorem states:
Let w(z) be a function continuous on the closed disc |z| 1 and holomorphic
in the interior, Cw the curve into which the function w transforms the 
circumference Cz of the disc in the z-plane and finally assume that C„ does 
not pass through the origin. Then (10.1-2) holds, if N is the number of 
zeros of w in the interior of the disc.

Let Cn, n = 1, 2, . . ., be a sequence of contours given by the functions 
zn(t) respectively, 0 t 1, these functions being continuous. Let C 
denote a contour given by z(z) on the same interval such that

z„(?) -► z(0,

Fig. 10.1-1. Proof of (10.1-3)
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uniformly as n -> oo. Then for every point z0 not lying on C or Cn we 
have

^c„(zo) = <2c(z0), (10.1-3)
provided that n is sufficiently large.

In order to prove this we divide the interval 0 t 1 into m equal parts 
by the points 0 = aQ < ar < ... < am = 1 and denote by C0) the arc of 
the curve C on the interval t t aj9 j = 1,..., m. If m is sufficiently 
large then every C(J) is contained in a circle which does not contain z0.

Similarly, for every n = 1, 2,. . ., j = 1,2,..., m we denote by C(nJ) 
the arc of the curve Cn on the same interval (fig. 10.1-1). Connecting 
z^^j-t) with z^-J and zn(ay) with z(«7) we may complete C(7) and 

to a cycle whose winding number with respect to z0 is zero (for this 
cycle is contained in an open circular disc not containing z0, this disc being 
simply connected), provided that n is sufficiently large. Taking the sum 
of all these cycles we obtain the chain C— Cn whose winding number 
with respect to z0 is also zero.
Since

^c-cn(zo) = ^c(zo) — ^c„(zo)

the truth of (10.1-3) follows.
Now we are sufficiently prepared to prove the theorem. Let rn, n = 1, 

2,. . ., be an arbitrary increasing sequence of numbers tending to 1 and 
let Nn denote the number of zeros of w(z) in the disc |z| < rn. We denote 
by Cw(rM) the image of \z\ = rn under the mapping w. Notice that w(z) 
cannot have infinitely many zeros, for these would have an accumulation 
point, necessarily on the boundary |z| = 1, and since the mapping is 
continuous the curve Cw would pass through w = 0. From a certain 
value of n upwards all zeros of w(z) are within |z| = rn and according to 
the previous theorem

i2Cw(r„)(0) = N. (10.1-4)

By introducing an appropriate parameter we may represent Cz as z =z(/), 
0 1, and the circumferences |z| = rn as z = zn(f) on the same inter­
val. If 3 is a given positive number we have evidently |z(z)—z„(Z)| < 3 
uniformly with respect to t, provided that n is sufficiently large. On the 
other hand w(z) is uniformly continuous on |z| = 1 (section 1.2.3), i.e., 
if s > 0 is given then we can find a number 6 such that | w(z') — w(z")| < e, 
provided that |z'~z"| < 8. Hence, from a certain index upwards we have

|m?(z(0)-w'(2»(z))I <
uniformly with respect to t. Hence from a certain index upwards 

^Cw(rn)(0) = ^cw(0)
and from (10.1-4) we obtain the desired result.
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In practical situations ffiz is often the upper half of the z-plane. By an 
elementary transformation e.g. (9.5-28), this can be transformed univa­
lently into a circular disc and we may apply the above result. In this case 
we therefore have

Let w(z) be a function continuous on the closed half plane Im z 0 
and holomorphic in the open halfplane, Cw the curve into which the function 
w transforms the real axis percorsed from the left to the right and finally 
assume that Cw does not pass through the point w0. Then

N = QCw(w0)

is the number of zeros of w — w0 in the half plane.
In this theorem it is tacitly understood, of course, that Cw is a closed 

curve.
Another proof of this theorem may be given as follows. Since w(z) 

remains finite as z -> oo along the real axis, a large half circle |z| = R, 
Im z 0 corresponds to a small arc connecting two points near w(oo) 
on Cw. If is sufficiently large £2Cw(vv0) remains unchanged if now 
denotes the indented curve. The previous theorem may be applied now.

The following example may serve as an illustration. Consider the 
mapping

Zl + iz W = I ------
\1 — iz

It is easily verified that if z varies from — oo to + oo then w percorses 
the circumference of a unit circle twice. Hence — 2, in 
accordance with the fact that w(z) = % has two solutions in the upper 
half plane, viz. z = and z = 3i.

In certain circumstances, however, continuity on the boundary already 
implies regularity (with exception of isolated points). This is a famous 
discovery due to H. A. Schwarz which will occupy us in the subsequent 
sections. It is the so-called symmetry principle.

10.1.2 - A BOUNDARY VALUE THEOREM

In order to obtain the symmetry principle in a rather general form we 
must base our discussions on a theorem about harmonic functions which 
take prescribed values on the circumference of a circle.

In section 2.15.2 we obtained the following result: If /(z) is holo­
morphic throughout a region which contains a circular disc of radius R 
around the origin, then (2.15-13) holds, that is to say

i f2n r+z/(z) = iv(0)+ ± u(R, </>) dtp, (10.1-5) 
2ttJ0 C-z
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with /= u + iv, £ = Rei<p and z inside the disc. Taking/(z) = 1, iden­
tically, we find

i r2nt+z1 = -r1 d(f)- (10J-6)
2tiJ0 (,-z

A consequence of (10.1-5) is Poisson’s formula (2.15-17) which we 
shall write in the form

1 f2n u
Re/(z) = — m(r, <P) Ji d(P’ (10.1-7)

2tt J q u

where /z is the power of the point z with respect to the circumference 
\z\ = R with reversed sign and d is the distance between z0 and £.

Thus we see that the values of the harmonic function Re /(z) are unique­
ly determined by its values on the circumference. The question arises 
whether there is a function harmonic throughout |z| < R and having 
prescribed values on the boundary |z| = R. This question can be answered 
in the affirmative under the assumption that the boundary values consti­
tute a piecewise continuous and bounded function.

Let G(<p) denote this function. We can summarize the answer in the 
following theorem

If G(cp) is a piecewise continuous and bounded real function on the cir­
cumference |z| = R, then there exists a function g(z) holomorphic through­
out |z| < R such that the real part of this function tends to G((p) if z tends 
to a point z = Re1*5’, where G(cp) is continuous.

From the lemma proved in section 2.8.1 we deduce that the function

1 f2n f + z= G(cp)^d<p (10.1-8)
J q ^ — z

is holomorphic within the region |z| < R, for

C + 2; t

and so, neglecting an additive constant, the integral (10.1-8) takes the 
form (2.8-1). We have achieved our purpose when we prove that

1 C2n ijRe0(z) = - G(<p)^d<p (10.1-9)
2tz J q d2

is a solution of the boundary value problem, i.e.,

lim Re g(z) = G(<p0), (10.1-10)
z-»Re‘^o

provided that G(</>) is continuous at (p = cp0. Since (10.1-6) is equivalent
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we also have
Re g(z) - G(cp0) = f (G(<p) - G(<p0)) dtp,

z/H J q cl

and, consequently, we may assume, without restricting the generality 
of the problem, that G((p0) = 0.

Fig. 10.1-2. Proof of the principle of symmetry

Let denote a circular arc on |z| = R determined by (pQ — 8 cp 
= + <5, <5 being a small positive number (e.g. < |rc); by C2 we denote the
complementary arc on the circumference, (fig. 10.1-2). If 3 is sufficiently 
small we evidently have, e being an arbitrary positive number,

|G(<p)| < Is,

provided that \cp — <p0| < <5- Let M be an upper bound of |(7(<p)| on C2. 
Then
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Now we observe that g tends to zero as z -> Rei<po, while d2 remains above 
a certain positive value if £ is on C2. Hence for all z sufficiently near Rel<po

If V j £ 
2nJC1d2 2M

and for these values of z we have |Re g(z)\ < e. This concludes the 
proof of the theorem.

10.1.3 - The symmetry principle

It is our aim to obtain a far reaching generalization of the elementary 
symmetry principle which has been discussed in section 9.4.2. As in 
section 9.2.1 we denote by 2IZ the set obtained by reflecting an open set 
2IZ in the real axis. In the section mentioned we proved that if f(z) is 
holomorphic throughout 9lz then g(z) = f(z) is holomorphic throughout 
21,-.

We suppose first that 91g is a region 9?z such that 3tz = 9^, in which 
case 3lz is said to be symmetric with respect to the real axis. Let /(z) 
be holomorphic throughout $RZ and real on the real axis. Then /(z) — /(z) 
is holomorphic throughout 9lz and vanishes on the real axis. By the 
identity principle (section 2.11.2) this function is identically zero in 9tz, i.e.,

/(z)=aT). (10.1-11)

Examples are provided by the elementary functions. Thus, for instance, 

logz = log r + z*0 = logr — iO = logz;

log z is defined throughout the principal region |z|+z / 0 and real on 
the positive real axis which belongs to the region.

The meaning of (10.1-11) is that/(z) takes conjugate values at conju­
gate points. Functions obeying the condition (10.1-11) are called 
symmetric.

Continuing our considerations we only require that 9$z meets the real 
axis. Then the join 3iz + 3?z is a symmetric region and the intersection of 
3iz and is a union of symmetric regions. If/(z) is holomorphic in 9tz 
and real on the real axis then/(z) = /(z) in each component of the inter­
section of 9ftz and Now we can define a function g(z) on 3tz + 9?, 
which is equal to /(z) in 31 z and equal to /(z) on 9?z, for these functions 
coincide in the intersection of these regions. Thus we see that /(z) has a 
symmetric holomorphic extension to 3tz + 3tz. Very often there is no fear 
of confusion if we designate this extension also by /(z). Summing up 
we have the following elementary version of Schwarz's symmetry principle 
(or reflection principle).
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If f(z) is holomorphic throughout a region 9tz which meets the real axis 
and if f(z} takes real values on the real axis, then f(z) has a symmetric 
extension throughout the region Dtz + n?z.

A simple example may illustrate this theorem. The function

w = Vl-z2 (10.1-12)

can be defined as single valued throughout the region Im z > 0 (section 
9.1.4) such that it takes the value 1 at z = 0. It is still regular at all 
points of the segment — 1 < x < 1 and takes real values there. Hence it 
may be extended to a symmetric function in the z-plane cut along the 
half rays x < — 1 and x > 1. At points of these half rays the function 
takes different values. If z tends to y/2 from above, the limit is i, whereas 
the limit is — i as z tends to from below.

In many cases the theorem is applied under somewhat different cir­
cumstances. Suppose that 3iz is a region in the upper half plane and that 
its boundary contains an open subset a of the real axis. Let

/(z) = u(z) + iv(z) (10.1-13)

be holomorphic throughout Diz. If denotes the region obtained by 
reflecting 9$z in the real axis, then the union Dtz + a+9?z is a symmetric 
region and the question arises whether/(z) admits a holomorphic exten­
sion in this larger region.

We shall prove that it is sufficient to assume that v(z) tends to zero as z 
approaches a point of a. The existence of a limit of w(z) is not a part of 
this hypothesis. In numerous practical cases it is known that /(z) is real 
and continuous on a. Then the above condition is certainly fulfilled.

Without loss of generality we may assume that z = 0 is an interior 
point of a. We consider the semicircular disc |z| R, Im z 0, whose 
interior and circular part of the boundary (with exception of the end 
points) belong to SRZ, while the segment — R z R is part of a.

The function

G(<p) =
0, 
v(R, (p), 
— v(R, -cp),

if cp = 0 or cp = 7i,
if 0 < (p < 7t,
if — 7i < (p < 0,

(10.1-14)

is clearly continuous and bounded along the circumference |z| = R and 
takes opposite values at points of the circumference which are symmetric 
with respect to the real axis. As a consequence the function

tf(z) =
1 cn
r G(<P)

C + z , 
----- d(P
C-z

(10.1-15)

is holomorphic throughout \z\ < R and from the theorem of the previous 
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sections it follows that its real part takes precisely the values G(cp) 
on the boundary.

Next we write

0(z) =
I p(<P) “ d<p + I f° G(<p) d<p 
2tiJ0 ^ — z 2nJ_n t> — z

= Y[v{-R’(p}rld(p~T 
2nJ0 L,—Z Z7T

*0

>0

2n
c + Z 1 z-v(R, cp) ——- d<p-\----- I v(R, <p) dtp

C-z 2nJn C-zZ-z0

0

The expression between brackets inside the last integral is the difference 
of two conjugate complex numbers if z is real; hence g(z) is purely imag­
inary on the real axis. It follows that the function

Im (/(z)-z^(z)) = r(z)-Im ig(z) (10.1-16)

tends to zero as z tends to a point of a between — R and R, these end 
points included. It is clear that this function vanishes on the upper half 
of the circle \z\ = R. Since it is harmonic in the interior of the semicircle 
the principle of extreme values stated in section 2.14.1 implies that this 
function is zero. A function with vanishing imaginary part is a real con­
stant c (section 3.12.2). Hence the difference of/(z) and ig(z) is equal to c 
if Re z > 0. The function

w(z) = I0(z) + c

is defined throughout |z| < R and holomorphic. Hence this function is 
symmetric.

The function/(z) in 3iz gives rise to a function/(z) in At a point 
of a we carry out the construction as described above and we find a 
function w(z) which coincides with/(z) in the upper part of the disc and 
with/(z) in the lower part. Now we identify/(z) and w(z) throughout the 
disc. It is clear that in overlapping discs the functions are the same in 
the intersection. Thus we have extended the given function /(z) to a 
function holomorphic throughout Dtz + a + 9iz which takes real values 
on a and is also regular at every point of a. Summing, up:

If f(z) is holomorphic in a region 3iz in the upper half plane, whose 
boundary contains an open subset of the real axis, and if Im /(z) tends 
to zero as z approaches a point of a, then f(z) admits of a holomorphic 
symmetric extension.
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This theorem has obvious generalizations. We may assume that a is 
an open arc of a circumference and that the values of w(z) approach a 
point on an arbitrary circumference (or a straight line) when z tends to 
a point of a. This case can be reduced to the former case by means of a 
suitable homeomorphism of the whole plane. The extension satisfies a 
symmetry relation with respect to the circles just as in the case of linear 
fractional transformations. Hence

If a is an open arc of a circumference belonging to the boundary of a 
region Di, if w(z) is holomorphic in Di and if its values tend to the points of a 
circumference (which may be a straight line) then w(z) is regular at each 
point of a and can be extended beyond a.

In this form the symmetry principle has many applications. It should be 
noticed that Di is supposed to be inside or outside the circumference 
from which a is a part.

10.1.4 - ANALYTIC ARCS

It is possible to generalize the symmetry principle to the case that the 
boundary contains a particular type of Jordan curves, viz. an analyt­
ical arc. Consider a function z(t) holomorphic throughout a region 
Dit containing the segment 0 t 1. The set of points corresponding 
to those of the segment is called an analytical arc. An analytical Jordan 
arc is one with z(tf) / z(t2) for tr / /2- As usual it is assumed that 
z'(t) / 0 for all t in the interval.

By Dt(p) we denote a subregion of D?f consisting of all points whose 
distance from the segment 0 t 1 is < p, where p does not exceed 
the (minimum) distance of the boundary of D^ to the segment. It is clear 
that Dl(p) is symmetric with respect to the real axis in the ^-plane.

Analytical arcs have some simple geometric properties which make 
them useful for applications in various problems.

An analytical arc meets a straight line only in a finite number of points.
A line may be given by an equation

Ax + By + C = 0, (10.1-17)

where A, B and C are real numbers. The function
____ D

X(z(f) + z(t))+ -(z(t)-z(0) + 2C (10.1-18) 
i

is holomorphic throughout D?(p) and has only a finite number of zeros 
in D?(p). The real zeros correspond to the points of intersection of the 
arc and the line.

By a similar argument we may prove
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An analytic arc sends only a finite number of tangents through a given 
point.

Without restricting the generality we may assume that this point is at 
the origin. A tangent at a point t passes through the origin if there is a 
number A such that

x{t) = 2x'(0> y(f) = V(0> 
or

x(t)y\t)-x'(t)y(t) = 0.

Now we observe that the function

(z(?)+z(t)(z'(0 - z'(0) —(z'(0+z'(D)(z(0 - Z(D)
has only a finite number of zeros in $R(p) and that the real zeros corre­
spond to the points at which the tangents pass through the origin.

Suppose now that C is an analytical Jordan arc. Then we contend that 
z(7) is univalent in 9l(p) if p is sufficiently small. Let t0 be a point of the 
segment. Since zf(t0) / 0 there is a neighbourhood of t0 in which z(f) 
is univalent. Assume that we could find pairs tln t2n, n = 1,2,... 
tending to the segment such that z(/ln) = z(t2n). These sequences contain 
convergent subsequences t2nk with limits ti9 t2 and by continuity 
z^) = z(t2). By hypothesis tY = t2 = t0, say. For sufficient larged the 
points tlnk, t2nk are in a given neighbourhood of t0 and thus we arrive 
at a contradiction.

If t and t are conjugate points in 9l(p) the corresponding points z(t) 
and z(r) are called symmetric with respect to the analytical Jordan arc C, 
(fig. 10.1-3).

Fig. 10.1-3. Symmetry with respect to an analytic arc

It is necessary to show that this notion depends only on the point set C 
and not on the particular choice of the parameter. Let zfJi) and z2(r2) 
parametric representations of the same arc C, (0 tr g 1, 0 t2 1), 
and choose corresponding regions 91t, 9?2 as above, their images being
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and ®2 respectively. Let $ be a component of the intersections of 
and @2 > containing C and and its inverse images in the Z1-plane

and Z2-plane respectively, (fig. 10.1-4). The mappings z = z^t^ and 
z = z2^2) induce a one-to-one holomorphic correspondence between 
and S)2 , and by the first theorem of the previous section conjugate values 
of ti correspond to conjugate values of t2. The points z(/) for which Im 
t has the same sign are called points on the same side of C. Since two 
points on the same side can be joined by an arc on which no point is 
symmetric to itself, this notion is also independent of the parameter.

Fig. 10.1-5. Symmetry principle for analytic arcs

Now we are sufficiently prepared to state the symmetry principle for 
analytic Jordan arcs, (fig. 10.1-5). Consider an analytic Jordan arc Cz 
and a region in which symmetry with respect to Cz is defined. Let
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JR* denote a subregion consisting of all points on the same side of Cz. 
Let further JR denote a region and a a subset of Cz subject to the con­
dition: every z0 on a has a neighbourhood U such that the intersection of 
U and Cz is in a and the intersections of 11 and JR coincides with the 
intersection of U and JR*. Now we contend:

Iff(z) is holomorphic in JR and if the limits of f(z) as z approaches points 
of a all lie on an analytical Jordan arc Cw in the w-plane, then f(z) has a 
holomorphic extension to a region which contains JR+a.

If Cz is given by z = z(/) and Cw by w = w(t), then w(t) = f(z(t)) 
defines a relation between t and t which is a holomorphic function in 
JRf+. If t tends to real values, then t also tends to real values. Hence the 
conditions of the second theorem of the previous section are satisfied 
and we may conclude that t is extensible beyond the real /-axis. As a 
consequence /(z) can be extended beyond the arc C2.

10.2 - Examples of conformal mapping

10.2.1 - Introduction

In the subsequent sections we shall list some illustrative examples of 
the images of the interior of the unit circle as effected by functions which 
are meromorphic in the interior. Our examples are, however, of a restrict­
ed type, since they are continuous on the circumference. The case that 
they take an infinite value on the circumference is included, provided the 
function is chordally continuous there. This infinity can then be removed 
by combining the mapping with a suitable Mobius transformation.

Instead of using a circular disc we can also start with a half plane, for 
these two domains are univalently equivalent. We consider this fact in

Fig. 10.2-1. The mapping (10.2-1)
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more detail by directing our attention to the mapping

The inverse mapping is

z + 1
z — 1

w + 1z = ------ .
W—1

(10.2-1)

(10.2-2)

Hence the mapping is involutory. We contend that the half plane Re z < 0 
corresponds to the region |w| < 1, (fig. 10.2-1). In fact

_ z + 1 z + 1 2(z + z)
ww — l =-----------------1 = —------ i < 0,

z —1 z — 1 |z —1|2

if Re z = i(z+z) < 0. Of course Re w < 0 is also transformed into 
|z| < 1. This can be verified directly as follows

_ z+1 z + 1 zz— 1w + w =-------- 1--------= 2--------- -
z —1 z —1 |z —1|2

< 0,

if and only if zz = |z|2 < 1. Finally we observe that Re w > 0 corresponds 
to the exterior of the unit circle.

Combining the transformations

z + 1 
=---- -

z —1
and

W =

the latter denoting a rotation through a right angle to the right, we obtain

,1 + z w — iw = i------, z = ------ ,
1 — z w + i

(10.2-3)

which maps the interior of |z| = 1 onto the upper half of the w-plane.
This is the mapping (9.4-4).

Another involutory mapping is

1 
w = - , 

z
(10.2-4)

which transforms the interior of the unit circle onto the exterior of the unit 
circle.

The mapping (10.2-1) has still another remarkable property: it maps 
the upper half plane onto the lower half plane. This follows from

z + 1 z + 1
-1 z-1

= 2
z — z
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The involutory character is now geometrically evident.
The Mobius transformations can often serve to simplify certain given 

situations. For instance, the region bounded by two intersecting circles 
or by two circles having internal contact, (fig. 10.2-2), can be transformed 
into an angular region or a strip respectively by means of a Mobius 
transformation whereby a point common to the two circles corresponds 
to the point oo. As we shall see further on these regions can easily be 
mapped onto a half plane or, which amounts to the same, onto the 
interior of a circle.

Fig. 10.2-2. The mapping of a lunular region onto an angular region or onto a strip

10.2.2 - The angular region

An arbitrary angular region whose angular width we denote by arc, 
0 < a 2 and whose vertex we suppose to be at w = 0 can be trans­
formed into a half plane by means of

w = za, (10.2-5)

the function on the right being a branch which is positive for z > 0. 
Indeed, on introducing polar coordinates, this relation takes the form
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and the image of the half ray 0 = constant in the z-plane corresponds to 
the half ray (p = a# = constant in the w-plane. Hence the region Im z > 0 
corresponds to an angular region of width an. If we agree that (10.2-5) 
represents the branch of the power function which takes real values if z 
is real and positive, then the positive real axis in the z-plane corresponds 
to the positive real axis in the w-plane and to the negative real axis in the 
z-plane corresponds the half ray <p = arc. The case a = 1 corresponds to 
the identity mapping. If a = 2 the image of the upper half of the z-plane 
is the w-plane slit along the positive real axis.

If we suppose that in (10.2-5) a is negative —2 a < 0, we consider

Fig. 10.2-3. The mapping w = zi
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the combination of the mappings

1Zt = - , W = zt.
Z

The first mapping interchanges the upper and the lower half of the z- 
plane. Hence, on account of Schwarz’s symmetry principle the image of 
the upper half of the z-plane is mapped onto a region obtained from that 
found above by reflecting with respect to the real axis in the w-plane.

Of particular interest is the case that a = 1/n, where n is a natural 
number. We obtain an angular region with width 7t/«. In fig. 10.2-3 this 
region is shaded. The inverse function

z = wn (10.2-6)

is regular everywhere in the angular region and also on the boundary. 
Since the bounding leg which is not the positive real axis is transformed 
into the negative real axis we can extend the function (10.2-6) beyond 
this leg by means of Schwarz’s symmetry principle. Thus we obtain a 
congruent region, unshaded in the figure, which corresponds to the 
lower z-plane. The union of these regions and the common boundary 
correspond to the whole z-plane slit along the positive real axis.

Repeating the process of reflection we obtain n shaded and unshaded 
regions which correspond to the upper and lower half plane respectively 
by means of (10.2-6) and which cover the w-plane without gaps or 
overlappings. Thus we have verified that w" is a single-valued function 
defined throughout the whole w-plane.

The pattern plotted in fig. 10.2-3 illustrates a remarkable property of 
symmetry of the functions w", viz.,

wn = (nw)n (10.2-7)

with rj = exp(2?n/n). In fact, multiplying by rjm means a rotation through 
an angle equal to a multiple of 27i/n and this leaves the pattern in the 
w-plane as a whole invariant.

In this example we encounter the important notion of fundamental 
domain of a group related to a function. It is clear that the rotation

w = rjw, rj = exp (2ni/n) (10.2-8)

generates a cyclic group of order n. Two points in the w-plane are said 
to be “congruent” with respect to the group if they correspond under a 
transformation of the group. Now a fundamental domain may be charac­
terized as follows:
i) No two points of the domain are congruent;

ii) Every point of the w-plane is congruent to precisely one point of the 
domain, (see also section 13.2.1).
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It should be noticed that a fundamental domain is not uniquely deter­
mined by the group, for from a given domain we may delete a certain 
part and add a part congruent with this.

It is easy to verify that the domain 0 arg w < 2n/n (w = 0 included) 
is an example of a fundamental domain of the cyclic group generated by 
(10.2-8).

The function wn, invariant under the transformations of this group, 
is said to be automorphic with respect to this group. The automorphic 
functions constitute a remarkable class of functions; in subsequent 
sections we shall encounter other interesting examples and chapter 13 is 
devoted to the general theory of these functions.

10.2.3 - The exterior of an ellipse

We start with the problem of representing the z-plane, cut along the

Fig. 10.2-4. The mapping (10.2-9)

segment — 1 z 1 onto the exterior |w| > 1 of the unit circle, so 
that the points z = oo and w = oo correspond. In view of the results



10.2] EXAMPLES OF CONFORMAL MAPPING 111

obtained in section 10.2.1 we see that the transformation

z + 1
z — 1 ’

= Wi + 1 z = -------
wx —1

transforms the cut z-plane into the -plane cut along the negative real 
axis. The transformation w2 = transforms this into the half plane 
Re w2 > 0 and this half plane corresponds to the exterior of the unit 
circle by means of

w2 + lw =------- .
w2-l

We eliminate the auxiliary variables by writing

Fig. 10.2-5. The pattern associated with the mapping (10.2-9)

effects the desired mapping, (fig. 10.2-4). It is clear that it also maps the 
slit plane onto the interior of the unit circle.

The figure in the z-plane is symmetric with respect to the half lines 
z < — 1 and z > 4-1 which correspond to w < — 1 and w > +1 in the 
w-plane. Hence, in view of the symmetry principle, the upper half of the 
z-plane is mapped onto the upper half of the w-plane outside the 
unit circle (fig. 10.2-4), the segment — 1 < z < 1 corresponding to the 
semicircular arc. As a consequence the interior of the upper half of the 
semicircle in the w-plane corresponds to the lower half of the z-plane.
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Repeating the process of reflection we obtain the pattern of fig. 10.2-5.
The function (10.2-9) is automorphic with respect to a group of order 

two generated by the transformation w -> 1/w.
A fundamental domain is evidently the union of the region |w| < 1 and 
the arc |w| = 1,0^ arg w < tc.

Next we interchange the symbols z and w and we consider the relation

(10.2-10)

Introducing polar coordinates in the z-plane: z — rei0 we have

w = u + iv = - -) cos 0 + $i (r— sin 0 (10.2-11)
2 \ rJ \ rJ

and it appears that the circle |z| = r > 1 corresponds to an ellipse in 
the w-plane with semi axes

(10.2-12)

If r increases a and b do so too. Hence the exterior of the circle |z| = r > 1 
(or the interior of the circle |z| = 1/r < 1) corresponds to the exterior 
of the ellipse (10.2-11), (fig. 10.2-6). If r tends to 1 the ellipse shrinks into 
the segment — 1 w 1.

Fig. 10.2-6. The mapping (10.2-10)

The representation of the interior of the ellipse cannot be obtained in 
this simple way. We shall solve this problem in section 10.2.12, using a 
Jacobian elliptic function.

Another application of the mapping (10.2-10) which deserves mention 
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is the following. We modify it slightly by writing

= z + - —2.
z

It is clear that the interior of the unit circle of the z-plane corresponds to 
the -plane cut along the segment —4 0. This is transformed
into the w-plane cut along the half ray w —i by means of w = l/wlf 
(fig. 10.2-7). Eliminating we obtain the function

(10.2-13)

Fig. 10.2-7. The mapping as given by Koebe’s function (10.2-13)

known as Koebe's function, which plays an important part in the theory 
of univalent functions to be dealt with in the next chapter. It has the 
remarkable expansion

w = z+2z2 + 3z3+ ... = £ vzv 
v= 1

(10.2-14)

all coefficients being equal to the exponent of z.

10.2.4 - The dihedral function

A natural generalization of (10.2-9) is the dihedral function

(10.2-15)

where n is an integer 2. This function is automorphic with respect to 
the cyclic group of rotations of order n but also with respect to the extend­
ed group which is obtained by adjoining the transformation w -> 1/h\ 
This group can be generated by the transformations
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A : w riw, r/ = exp (27ii/n) 
B : w 1/w, 

with the defining relations

A" = E, B2 = E, AB = BA"1. (10.2-16)

The transformation as given by (10.2-15) is the product of

z =
1

W1

and

— wn,

and it is easily seen that the region Im z > 0 is transformed into the 
region 0 < arg w < njn outside the circle |w| = 1. On applying the 
symmetry principle we obtain a pattern of shaded and unshaded regions 
(fig. 10.2-8) which correspond to the upper and lower half of the z-plane 
respectively. A fundamental domain consists of an angular region con­
taining a shaded and an unshaded part together with a bounding half ray.

Fig. 10.2-8. The pattern associated with the dihedral function with n = 6
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The case n = 2 deserves mention. Then the dihedral group introduced 
above has the defining relations

A2 = E, B2 = E, AB = BA.

Writing C = AB, we evidently also have C2 = ABAB = AABB = E, 
BC = BBA = A = ABB = CB, CA = BAA = B = AAB = AC. The 
group possesses four elements and is known as the four group of F. Klein.

10.2.5 - The semicircle and the slit circle

In section 10.2.3 we found that the relation (10.2-9) whose inverse is

W = z + y/z2 — 1 (10.2-17)

maps a half z-plane onto a semicircle in the w-plane, more precisely,

1
Z1 " 2

1\ wd— I 
w/

maps the lower half of the zt-plane onto the semicircle |w| < 1, Im 
w > 0. The transformation

Zi + 1 z =-------
Zi-1

maps the lower half of the Zpplane onto the upper half of the z-plane. 
Eliminating zt we find that

and its inverse

(10.2-18)

(10.2-19)

where ^/z is such that it takes positive values for positive values of z, 
maps the upper half of the z-plane onto a semicircle in the w-plane 
(fig. 10.2-9).

It is easy to see that

(10.2-20)

maps the region Im z > 0 onto the interior of the unit circle in the 
w-plane cut along the radius 0 w < 1, (fig. 10.2-10). It is instructive 
to consider the correspondence between the boundaries in more detail. 
If z increases from 0 to 1 then w decreases from 1 to 0 and if z increases 
from 1 to co then w increases from 0 to 1. If z = — x, x > 0 then |w| = 1,
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hence the negative real axis in the z-plane corresponds to the circular 
part of the boundary

Fig. 10.2-9. TheTnapping (10.2-19)

Fig. 10.2-10. The mapping (10.2-20)

10.2.6 - The infinite strip

The mapping functions so far employed (except for (10.2-5) if a is 
not rational) are all algebraic. A greater variety of possibilities is obtained 
by considering the elementary transcendental functions too. We start 
with the mapping (10.2-5) and observe that it does not differ essentially 
from

:a—1 a > 0. (10.2-21)
a

Now z = 0 corresponds to w = — 1/a. If a -> 0 the angular region 
tends to a strip, for the angular width tends to zero and the vertex to 
— co. Since

= exp(«iogz)-l z
a a

as a -> 0, it is natural to consider the mapping

w = log z, (10.2-22)
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where the logarithm may denote the principal branch. If z = re'9, 
0^0^ 7T, then w = log r + iO. Hence a half ray 0 = constant corresponds 
to a horizontal line at a distance 9 above the real axis in the w-plane. 
Thus the region Im z > 0 corresponds to the infinite strip 0 < Im w < n. 

The inverse function
z = exp w (10.2-23)

may be extended beyond the line Im w = n and thus we obtain an un­
shaded strip corresponding to Im z < 0. Repeating the process of reflec­
tion on both sides of the strip we find a pattern of shaded and unshaded 

strips (fig. 10.2-11) covering the whole w-plane without gaps or over­
lappings. This is in accordance with the fact that the exponential function 
is defined throughout the whole plane. The transformation

w -> w+2tu

generates a cyclic group of translations in the vertical direction, the order 
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of this group being infinite. This illustrates the fact that the exponential 
function is automorphic with respect to this group, i.e., this function 
is periodic. The domain 0 Im h < 2n is a fundamental domain.

10.2.7 - The semi infinite strip

The hyperbolic and circular functions may be obtained from the 
exponential function by simple algebraic operations. Consider first

wt = exp w, (10.2-24)

the mapping of the strip 0 < Im w < 7c onto the upper halt oi the 

Fig. 10.2-12. The mapping as given by (10.2-26)
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plane. If we write w = u + iv then

= e“ cos v + ieu sin v.

Take first v = it and let u decrease from + oo to 0; then moves from 
— oo to — 1. If now u remains equal to 0 and v decreases from n to 0 the 
corresponding point describes the semicircle Im 0, IwJ = 1 
from the left to the right. If, finally, v = 0 and u increases from 0 to oo 
then increases from 1 to oo. The line u = 0 is a line of symmetry of the 
infinite strip in the w-plane and the half of the unit circle in the wrplane 
is a line of symmetry in the upper half of the iVj-plane. It follows from 
Schwarz’s symmetry principle that the half strip Re w > 0, 0 < Im w < n 
corresponds to the upper half of the plane outside the unit circle, 
(fig. 10.2-12). In section 10.2.3, we found that this region is mapped onto

Fig. 10.2-13. The pattern associated with (10.2-28)
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the upper half of the z-plane by means of

(10.2-25)

and it follows by eliminating wt from (10.2-24) and (10.2-25) that

z = cosh w (10.2-26)

maps the half strip described above onto the region Im z > 0. Replacing 
w by w/f means a rotation in the w-plane to the right through a right 
angle.

Hence the function
z — cos w (10.2-27)

maps the half strip 0 < Re w < n, Im w < 0, onto the upper half of the 
z-plane. Replacing w by fyt — w means a reflection in the origin followed 
by a shift through the distance to the right. As a consequence the 
function

z = sin w (10.2-28)

maps the strip — < Re w < |tc, Im w > 0, onto the upper half of
the z-plane. Applying the symmetry principle we obtain a pattern of 
shaded and unshaded half strips, (fig. 10.2-13) which is invariant under 
the transformation

W -> 71 — W. (10.2-29)

Hence the sine function is automorphic with respect to this group of 
transformations generated by (10.2-29).

The inverse of the function (10.2-28) may be represented as

fz dt
Jo (10.2-30)

We remove the ambiguity if we agree that the argument of the denomina­
tor is equal to |($i+ 02~7r)> where = arg(z4-l), 92 — arg(z—1), 
0 g , 92 = K- The integral does not depend on the path of integration. 
If z moves from — 1 to 4-1 along the real axis then w describes the 
horizontal segment —|tc w |tc, for then (f = 0, 92 = whence 
0 = 0. If z > 1 we may write, since 9 = —in,

dt . fz dt
4-i ---

w =

the argument of the second integrand being if z > 1, so w describes
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the half line Re w = from below to above. If z < — 1 we may write

f 1 dt f1 dt
J2 Jo

for 0 = %n, i.e., the argument of the first integrand is — in if z < — 1.

10.2.8 - The mapping of an infinite strip onto a circle

It is easily verified that the relation

Wi = e2iw = e~2v cos 2u + ie~2v sin 2u (10.2-31)

effects the mapping of the infinite strip — in < Re w < in onto the right

Fig. 10.2-14. The mapping as given by (10.2-33)
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half plane Re > 0. By an argument employed in section 10.2.1 we 
deduce that

1 vvt — 1z =---- -----
i Wjl + 1

(10.2-32)

maps Re > 0 onto the interior of the unit circle. Eliminating from 
(10.2—31) and (10.2-32) we get

z — tan w (10.2-33)

representing the mapping of — in < Re w < in onto the region |z| < 1. 
Applying the symmetry principle we see that in < Re w < %n 
corresponds to the exterior \z\ > 1 of the unit circle and proceeding in 
the usual way we obtain a pattern of shaded and unshaded strips, (fig. 
10.2-14). This pattern is invariant under the group of transformations 
generated by

w -> w+n,

illustrating the fact that the tangent is periodic with period n. 
The inverse function is

(10.2-34)

defined throughout the disc \z\ 1 except at z = ±i. If z moves on the
right half of the circumference we have

dO
0 cos 0

= in-log tan (%n-%(/)).

Thus we see that w describes the line Re w = in. A similar expression 
is obtained if z describes the left half of the circumference.

If z = iy, then the integral (10.2-34) becomes 

i.e., Re w — 0. Hence the right half of the unit circle is transformed onto 
the strip 0 < Re w < in. Applying the symmetry principle to the right 
half of the circumference we see that (10.2.34) can be extended beyond 
this arc to the right half of the z-plane. A similar argument holds for the 
left half of the circumference. We conclude that the integral can be defined 
as a single valued function in the whole z-plane slit along two vertical 
half lines issuing from 4- i and — i respectively. This result is in accordance 
with that obtained in section 1.12.3.
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10.2.9 - The parabola

We consider the mapping

w = z 2 (10.2-35)

from another point of view than in section 10.2.2. Let us write w = w + zr, 
z = x+zy. Then

u = x2 — y2, v = 2xy. (10.2-36)

The image of the line x = 1 has the equation

v2 = 4(1-w) (10.2-37)

Fig. 10.2-15. The mapping of the region Re z > 1 as given by (10.2-35)
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and is, therefore, a parabola whose focus is at the origin and whose vertex 
is the point w = 1, (fig. 10.2-15). If x > 1 then

v2 = 4x2^2 > 4y2 = 4(x2 —w) > 4(1—w)

and thus we see that the exterior of the parabola corresponds to Re z > 1. 
It follows that

w = (zz+1)2 (10.2-38)

maps the exterior of the parabola onto the upper half of the z-plane. 
To z = 0, 1, —1 correspond w = 1, 2z, — 2i respectively.

Fig. 10.2-16. The mapping of a vertical strip onto the interior of a parabolic slit 
along the negative real axis
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For the interior of the parabola the problem is not quite so simple. 
Eliminating y from the two relations (10.2-36) yields

v2 = 4x2(x2-w) (10.2-39)

which represents a parabola which is in the interior of (10.2-37) if 0 < x < 1. 
To x = 0 corresponds the negative real axis in the w-plane counted 
doubly. Hence the interior of the parabola slit along the negative real 
axis corresponds to the interior of the strip 0 < Re z < 1, (fig. 10.2-16). 
Next we consider the transformations

z = exP ^i’ 
which combine to

z — exp Tiyjw. (10.2-40)

The branch of the root is such that ^/1 = 1. It is clear that (10.2-40) 
transforms the interior of the slit parabola into the upper half of the 
z-plane.

Fig. 10.2-17. The mapping as given by (10.2-41)

Starting again with the mapping (10.2-35) it is easily seen that the 
upper half of the interior of the parabola corresponds to the upper half 
of the strip 0 < Rez < 1, for the segment 0 < w < 1 corresponds to 
y = 0, 0 < x < 1. The left side of the half strip corresponds to the 
negative real axis in the w-plane. Reflecting with respect to this negative
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real axis we obtain a parabola slit from 0 to 1, (fig. 10.2-17), which 
corresponds to the semi strip — 1 < Re z < 1. It is now clear that the 
relation

z = sinlTi^/w (10.2-41)

Fig. 10.2-18. The mapping as given by (10.2-43).

maps the parabolic region slit from the focus to the vertex onto the 
region Im z > 0. In particular the line v = 0, u < 0 corresponds to 

z = |i(ei7tV“-e“i7tVM) = i sinh

that is to say the positive part of the imaginary axis. Writing

zx = sin injw (10.2-42)
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it follows that the upper half of the parabolic region is transformed onto 
the first quadrant of the z1-plane and this is carried into the upper half 
of the z2-plane by means of z2 = z2. The relation

z3 = 1—z2 = 1— z\ — COS2|7l^/w

effects the mapping onto the lower half of the z3-plane such that to the 
half ray w < 1 corresponds to z3 > 0. This is at once clear if 0 w < 1 
and it follows from z3 = cosh2|nx/vv if w > 0. On applying the symmetry 
principle we find that the whole interior of the parabola corresponds to 
the z-plane slit along the negative real axis. Hence zt — cos 
transforms this into the right half z4-plane and

z = i cos (10.2-43)

gives the solution of the problem of the mapping of the interior of the 
parabola (10.2-37) onto the upper half of the z-plane, (fig. 10.2-18).

10.2- 10 - The rectangle

A new aspect of the theory of conformal mapping is shown if we leave 
the field of elementary functions and turn our attention to the elliptic 
functions. We start with Legendre’s integral

w = dt

o V(i-t2)(!-k2r2)’ o < k < i. (10.2-44)

As usual z varies throughout Im z 0. The integral is regular at each 
point of the real axis, except at z = + 1, z = ±l/fc, where it is still 
continuous. We agree to take that branch of the square root which takes 
the value 1 at z = 0. This can be specified as follows. Let 0Y, 02> 03,04 
denote the principal arguments of z + 1/Z;, z +1, z — 1 and z—\fk respec­
tively, therefore these angles are between 0 and 71 (these values included). 
The argument of the denominator in (10.2-44) is chosen as

0 = -^(0|—71 + 02— 4" 03 4“ ^4)5

i .e., the argument of the integrand is —0. It follows that the argument 
of the integrand is 0 for z between —1 and +1, for then 0i = 02 = 0, 
03 = 04 = The argument is |tc for z between 1 and 1/k and for z 
between — 1/Z; and —1. Finally the argument is 71 for z > 1/k and 
z < — 1/Z;.

If z moves from 0 to 1 the integral is a steadily increasing function and 
takes the value

K = dt 
y/(l-t2)(l-k2t2)

(10.2-45)
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(in accordance with (5.14-4). If z is between 1 and 1/k we may write

w = K + i f —---- -- ----- — . (10.2-46)
Ji V(t2-l)(l-fc2t2)

It must be confessed that the integrand is not regular at z = 1, but the 
integral is continuous there and we may avoid the singularity by a small 
indentation. If we let its radius tend to zero we obtain (10.2-46). If 
z -> 1 /k the second integral becomes

r1/fc dt
Jl J(t2-t)(l-k2t2)'

This integral can be thrown into a more elegant form by making the 
substitution

1

V(i-fc'2t'2) 
where

k' =

Omitting afterwards the primes at the variable f we find

K, _ f1  _____ dt________
Jo V(l-/2)(l-k'2/2)' (10.2-47)

Hence to z = \jk corresponds w = K + z‘K'. Thereupon we let z vary 
between Ijk and oo and we get

.iz/ fz dtw = K +1K — I —-— --------— ------.

If we perform the substitution t' = 1/kt the last integral becomes 
(omitting the primes)

f1/kz dt
A V(i-t2)(i-k2t2)

and making z -> oo it becomes — K. Thus to z = oo corresponds z’K'. 
The other half of the real axis may be treated in a similar way and thus 
it appears that the real axis, percorsed from the left to the right, corres­
ponds to the perimeter of a rectangle with vertices K, K + zK', — K-i-zK', 
— K, percorsed in the counter clockewise sense. If w0 is a point inside 
the rectangle the winding number is exactly +1, for the mapping of the 
real axis onto the perimeter is one-to-one. Hence, in view of the last 
theorem of section 10.1.1:

The function (10.2-44) maps the upper half of the z-plane univalently 
onto the interior of a rectangle with sides 2K and K'.
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As a consequence the function is invertible within the rectangle and 
on the sides. If — 1 < z < 1 its inverse is the Jacobian sine (section 
5.14.1 and 5.14.7), for the substitution t = sin (p leads to

w =
parcsinz dcp

o — k2 sin2 cp

On account of the identity principle (section 2.11.2) we, therefore, have

z = sn w, (10.2-48)

the modulus of this function being equal to k.

-1/k -/< o k 1 1/k
Fig. 10.2-19. The pattern associated with the mapping (10.2-44)

Applying the symmetry principle it is easily seen that this function is 
extensible throughout the whole w-plane and is everywhere holomorphic 
except at isolated poles, viz. at iK', mod (2K, 2iK'). The w-plane can be 
covered smoothly by shaded and unshaded rectangles of width 2K and 
height K', (fig. 10.2-19), corresponding to the upper and the lower half
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of the z-plane respectively. This illustrates the double periodicity of the 
Jacobian sine. Otherwise stated: the Jacobian sine is automorphic with 
respect to the group of translations generated by

w -> w + 4K, w -> w+2iK'. (10.2-49)

A fundamental domain is a period parallelogram containing two shaded 
and two unshaded rectangles.

Let us now assume that a rectangle is given, with the vertices a, 
a + ib, — a + ib and —a, where a and b are positive. First we evaluate

. b . / b\
t = i - , g = exp tut = exp I — n -1 

a \ a/

and with the theta functions belonging to this value of t we find from 
(5.15-6) and (5.15-9)

= K = (10.2-50)

or, which amounts to the same, 

k - r _ -
Jo Vl — k2 sin 2cp

Now the desired mapping is

z = sn — , (10.2-51)
a

k being the modulus of the Jacobian function.
For later applications we need to know the image of the line segment 

connecting the midpoints of the vertical sides of the rectangle mapped 
by (10.2-48), i.e., the segment connecting the points K + fK' and — K + jK'. 
This segment is the set of points « + where u is real and between 
— K and +K. The image is

z = sn(w + |z’K')

and we contend that this image is a semicircle.
The proof of this assertion requires some computation. In the addition 

theorems (5.16-7) we put a = b and we find

2 sn a cn a dn a
1 — k2 sn4 a

cn2 a — sn2 a dn2 a
1 — k2 sn4 a

dn2 a — k2 sn2 a cn2 a
1 — k2 sn4 a

sn 2a —

cn 2a =

dn 2a =
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These equations are remarkable since it is possible to solve sn2«, cn2a 
and dn2a rationally. We need only an expression for sn2a. Some compu­
tation yields, taking into account (5.14-8) and (5.14—10).

sn2 a = 1 —cn 2 a
1 + dn 2 a

In this equation we put a = u+|iK'. Using (5.16—11) we easily find

2/ i1 ksn2u + i dn 2u sn2(u + |iK') =-----------------------
k sn 2u — i cn 2u

Referring again to (5.14-8) and (5.14-10) we see that the modulus of 
the numerator and that of the denominator in the second fraction are 
both unity provided u is real. Hence

|sn(u + |iK') |= -T, (10.2-52)

that is to say: the image of the segment connecting the midpoints of the 
vertical sides is the arc of a circle with radius ll^/k above the real axis,

Fig. 10.2-20. The image of the midline of a rectangle which is mapped onto the 
upper half plane by means of (10.2-48)
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10.2.11 - The rectangle (continued)

An alternative approach to the problem of mapping a rectangle is 
possible by means of Weierstrass’s elliptic integral

f00 dtw= -=±L=, (10.2-53)
•Jz <4t3-g2t-g3

where g2 and g3 are real and such that the polynomial in the denominator 
has real roots er, e2, e3, (e3 < e2 < e^. Again z varies through Im z 0 
and it is easily verified that the integral is continuous at z = oo. The 
path of integration may be any curve connecting z with a point on the 
real axis, combined with a half ray on the real axis issuing from this point. 
As we shall see presently it is of no importance whether this half ray 
tends to the right or to the left. It is necessary to select a branch of the 
square root occurring within the sign of integration. Let 0i9 02 and 03 
denote the arguments between 0 and n (these values included) of z — e3, 
z — e2 and z— er respectively. We take the argument of the dominator 
as 0 = 2(.01 + 02 + 93\ i.e., that of the integrand as —0.

The further discussion will be facilitated by the following considera­
tions. The integrand is holomorphic in the region Im z > 0 and regular 
at each point of the real axis, except at , e2, e3 and oo. At these points, 
however the integral is continuous. Let C denote a contour consisting 
of a semicircle z — |7?|, Im z > 0, completed by the segment — R z ^R. 
Along this contour the integral

W(t)dt,

where

IF(Z) = - 1 =
V^z-e^z-^Xz-es)

is zero (possible singularities can be avoided by small indentations). 
On the other hand the integral tends to zero like R~* as R -> oo. Hence 
the integral taken along the whole real axis is zero.

If z increases from er to oo the argument of the denominator is 0 and

= ... 1 .
V4(z-e1Xz-e2)(z-e3)

where the square root is positive. Hence w decreases from

dt
^4t3-g2t-g3

(compare (5.13-9)) to zero along a linear path.
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If z is between — oo and e3, the argument of the integrand is 
Hence

r00 r00 dt
w — W(t)dt = i ...... . . .=.

Jz J*

. T00 dt= -i ..-.
J-z v4(t + e1)(^4-^2)(^'be3)

f00 dt
= - l z ..... ,

J-z>J 4(7 + e^t + e2X* + e$)

since

- oo V4(Z + e^t + e2)(t + e3)

If z tends to e3 then w tends to

. f00 dt .co'
— 1 - -------------= — 1 —- = — CO .

J-e3 \l At3 — g2t+g3 i

Next we observe that

0 = |00 W(t)dt = ( W(t)dt+ J 2W(f)dt+ J lW(t)dt+ jW^dt. 
J—00 J—co J e3 ez J ei

We already know that

co = I W(t)dt. 
J ei

On the other hand

r* ZXJ . re3 dt . f00 dt W(t)dt = — l — . = I . — = CO .
•^-qo Joo y^t3—g2t+g3 J-e3 V4f3‘-g2t+g3

Hence
f ei pei

W(t)dt+ W(t)dt = —co—co'. 
J e3 J e2

The first integral on the left is real, the second is purely imaginary. It 
follows that

[*e3 pei
W(t)dt = co, W(t)dt = co'. (10.2-54)

J e2 ei

Taking into account the fact that the argument of the first integral is — it 
= n (mod 2ft) and that of the second integral is —^n — in (mod 2n) 
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we have the following expressions for the half periods co and co*

(10.2-55)

and

(10.2-56)

If z is between e3 and e2, then

w = [°°W(t)dt = | 2W(t)dt+ j 'w(t)dt+ J W(t)dt 
Jz Jz Jez J e±

= W(t)dt — a>' + a>
J z

varies between — co — co' + co = —co' and — co' + co on a rectilinear path.
Finally, if z is between e2 and then

pei poo pei
w = W(t)dt+ W(t)dt = w(t)dt + co

J z J ei J z

varies between —co' + co and co on a rectilinear path.
By means of the same arguments as employed in the previous section 

we may deduce that the upper half of the z-plane corresponds uni- 
valently to the interior of the rectangle with vertices 0, — co', —co' + co, co 
(fig. 10.2-21).

The function (10.2 — 53) is invertible, its inverse is denoted by

Z = 92,91)- (10.2-57)

This function is defined throughout the closed rectangle mentioned above 
(w = 0 being a pole) and coincides with the Weierstrass pe function 
on the real axis. Hence it is identical with the Weierstrass pe function 
(compare section 5.13.1).

Assume that co > 0 and co'/z > 0 are given. Then t = co'/co is known. 
From (5.10-2) and ^i+e2 + e3 = 0 we deduce

whilst

7F2
2^ + e3 = — 31(0), 

4co2

7T2
el“"e3 = ~—J $3(0)’



10.2] EXAMPLES OF CONFORMAL MAPPING 135

Fig. 10.2-21. The mapping (10.2-53).

Hence

3 4cd

Similarly
g2=^(^(0)-^(0))

3 4co
and

1 ir2 e3= -|^-2(^(0) + 3t(0)),
3 4co

all theta functions belonging to the above value of t.
An interesting particular case is presented by a square. Then zco = co' 

and from (5.8-8) it follows

t = i, q = e \ (10.2-58)

From Jacobi’s imaginary transformation (section 5.10-3) we deduce 
$2(0) = $4(0\ whence e2 = 0, = — e3. We take co such that er = 1.
The pe function is £)(w; 4, 0) now and from (10.2-55) follows

f dt ’1 dt
0 2^/(1-r2)

1 f1 dt.
4Jo r*(l-t)* iB(i.i)-



136 CONFORMAL MAPPING OF SIMPLY CONNECTED REGIONS [10

An easy computation yields, (sections 4.6.13 and 4.6.14),

4^/271
(10.2-59)

Summing up we have: 
The function

z = p(co; 4, 0) (10.2-60)

maps a square with side length (10.2-59) onto the upper half of the z-plane.
By a geometric reasoning based on the symmetry principle we may 

obtain other interesting results. We start again with (10.2-60), the 
inverse mapping being

w = dt 
V4t(t2-1)

(10.2-61)

Now we observe that along the imaginary axis in the upper half of the 
z-plane the argument of the integrand has a constant value, viz. — 
Hence w describes a straight line as z moves along this axis. Since 
w(oo) = 0 and w(0) = w(e2) = co —co' the point w describes the diago­
nal joining the points 0 and co-co', (fig. 10.2-22). It is now easily 
seen that the triangle with vertices co, 0, — co' (= — fco) is mapped 
onto the first quadrant in the z-plane. It follows that

A triangle with angles |tc, can be mapped univalently onto the 
upper half of the z-plane by means of the function

z = £>2(w; 4,0). (10.2-62)

Fig. 10.2-22. The mapping of a triangle onto a quadrant by means of (10.2-60)
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The image of the diagonal connecting co and — co', which is also 
a line of symmetry for the square, is readily found if we apply the 
formula (5.5-5). Observing that this diagonal is characterized by

w = (1—z)co —z7co = co — /(co + zco), 0 t 1, 

(fig. 10.2-23) remembering the fact that the pe function is even, we have

z x 2 p(t(co + zco)) + l£>(w) = 1 +-------------------  = .
£>(t(co + zco)) -1 p(t(co + zco)) -1

The line w = /(w + zco), however, is obtained by reflecting the diagonal 
from 0 to co —zco in the real axis and on this diagonal the pe function takes 
purely imaginary values. Hence £>(/(co4-zco)) is purely imaginary and it 
follows that |p(w)| = 1, if w describes the diagonal from co to —zco.

Fig. 10.2-23. P = r(co+co'), P' = —/(co-j-co'), Q = co —/(co-Fco7)

The image is a semicircle in the z-plane. The interior of the triangle co, 
0, —zco is transformed into the upper half of the z-plane outside the 
semicircle and it is clear that l/^?(w; 4, 0) maps this triangle onto the 
lower half of the unit circle. Taking the square root we find a corre­
spondence between the triangle and a quadrant of a circle. Applying 
again Schwarz’s symmetry principle several times we find

The relation

(10.2-63)
^(w; 4, 0)



138 CONFORMED MAPPING OF SIMPLY CONNECTED REGIONS [10

defines a univalent mapping of a square with diagonal length

(10.2-64)

onto the interior of the unit circle in the w-plane.
The vertices of the square are co, ico, —co, — ico, (fig. 10.2-24).

Fig. 10.2-24. The mapping of a square onto a circular disc by means of (10.2-63)

In all these examples the figures in the w-plane are specially situated. 
But by the movement w -> CiW+c2, |cj = 1, we can carry them into 
any other situation.

10.2.12 - The interior of an ellipse

In the w-plane we consider an ellipse with semi axis a and b. We can 
represent the ellipse by means of the equation

v2
b2

(10.2-65)

For the sake of convenience we assume that the foci are situated at the 
ponts ±1, i.e.,

a2—b2 = 1, a>\. (10.2-66)

We contend that the mapping

w = sin (10.2-67)

transforms the upper half of the interior of the ellipse into a rectangle 
in the zrplane. If zx = + then

u — sin xt cosh yt, 
v = cos sinh yr (10.2-68)

and if yt = h is a fixed number, then these equations represent the ellipse

u 2

a 2
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(10.2-65) in parameter form, provided h satisfies the relations 

cosh h = a, sinh h = b,
that is to say

I b tanh h = -, 
a

or

h = | log = log (a + b), 
a-b

taking into account (10.2-66).

Fig. 10.2-25. The mapping of the interior of an ellipse onto a circular disc

From (10.2-68) we easily deduce that the segment — 1 w 1 
corresponds to the segment — = 0, the segment
1 w a to xt = in, 0 h, the segment — a w —1 to 
xi = — in, 0 yr h and the elliptical arc to the segment = h, 

Iti, (fig. 10.2-25).
It is necessary to employ a trick now. We do not map this rectangle, for 

then afterwards the symmetry principle does not yield the whole interior
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of the ellipse (but that of a slit region as may be seen afterwards). 
Instead we map a rectangle of the same width, its height being however, 
doubled, i.e. 2h. As in section 10.2.10 we define

2hi T = ---
7C/2

47n 4i. ,— = — log (a + b), 
it n

q = —. (10.2-69)(a + b)4 V ’

Then k and K of the corresponding Jacobian sine can be evaluated and 
the desired mapping is

2K
z2 = sn — zP (10.2-70)

n
In section 10.2.10 we proved that the segment connecting the points 
fyt + ih and — %7t + ih is transformed into the arc of a semicircle with 
radius il^Jk. It is easily verified that the vr-plane is mapped onto the 
z2-plane in such a way that the rectilinear part of the semi-ellipse 
corresponds to the horizontal diameter of the circle, whilst the elliptical 
arc is carried into the circular arc. Applying the symmetry principle 
we find that the elliptical region is transformed into the interior of the 
circle with radius \fyjk, and that finally this is changed into the unit 
circle by means of z = z2yjk. Thus

The elliptical region bounded by the ellipse 

in the w-plane, is mapped onto the region |z| < 1 in the z-plane by means 
of the transformation

(2K \— arcsin w) , (10.2-71)
71 J

where the modulus and the quarter period are determined by (10.2-69).

10.2.13 - The annulus

The method used for the mapping of the interior of an ellipse can also 
be employed to map an annulus bounded by two concentric circles. 
This is, however, not a simply connected region and therefore we cannot 
expect that an image is the interior of a circle. As we shall see it is possible 
to map the annulus onto the interior of a unit circle slit along a seg­
ment, hence also a doubly connected region.

In the w-plane we consider an annulus bounded by two circles around 
the origin with radii Ri9 R2, (Rr < R2). By means of

w
Zi = log (10.2-72)
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Fig. 10.2-26. The mapping of an annulus onto a slitted disc

the upper half of the annulus is transformed into a rectangle in the zt- 
plane with height n and vertices at |log (7?2/^i) and — |k>g (^2/^i)r 
(fig. 10.2-26). The semicircles correspond to the left and the right 
vertical sides respectively. Next we determine t from

t =---- —----- (10.2-73)
log(^i)

in order to map the rectangle with double height. This rectangle is 
mapped onto the upper half of the z2 plane by means of

2K 
z2 = sn-------------- Zi

log^/KO
(10.2-74)

and we see that the upper half of the annulus corresponds to the interior 
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of a semicircle with radius \ffk as in the previous section. The rectilinear 
parts of the boundary of the semiannulus correspond to the segments 
between 1 and and — Xf^Jk and — 1 respectively. The largest arc 
corresponds with the semicircle in the z2-plane and the smallest arc 
with the segment between 1 and +1. Applying the symmetry principle 
we find that the whole annulus corresponds to the circle with radi­
us lljk slit from —1 to +1. Performing the final transformation 
z = z2y/k we have

An annulus bounded by the circles |w| = w = |7?2j, < ^2 ™ the
w-plane can be mapped by means of

/v / 2K 1= Jk sn -------------- logV \10g(^i)
w 

^R^Ri
(10.2-75)

onto the interior of the unit circle in the z-plane cut along a horizontal 
segment —^Jk x y/k. Here k is determined by (10.2-73).

It should be noticed that the length of the slit is determined by k, i.e., 
by the ratio of R2 and Rt. It can be proved that it is not possible to modify 
the mapping in such a way that the slit takes an arbitrary length. Hence 
two annuli are then and only then conformally equivalent if the ratio of 
their radii is the same.

If we had taken

_ 2ni
^log^/Kj (10.2-76)

a simple reasoning would have led to the result
An annulus bounded by the circles |w| = R19 |w| = R2, Rr < R2, 

in the w-plane can be mapped by means of

z = sn / 2K w 5
------------ log -

\log.R2/.R1 ^RXRZ
(10.2-77)

onto the whole z-plane slit along the segments 1 x 1/k and 
— 1/k^x^ — 1, where k is determined by (10.2-76) now, (fig. 10.2-27).

Fig. 10.2-27. The image of an annulus as given by (10.2-77)
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Finally we mention that the above annulus can be mapped by means of

z = g) (10.2-78)

where the pe-function is determined by co = log (jR2/^i) and co' = ni9 
onto the whole z-plane slit along the half line x e3 and the segment 
e2 = x = ei> (fig- 10.2-28), where e19 e2 and e3 have the usual meaning. 
We leave the details to the reader.

////////^

Fig. 10.2-28. The image of an annulus as given by (10.2-78)

We conclude this section by establishing the following theorem:
There does not exist a function f(z) which provides a bicontinuous map 

of the annulus rr |z| 1 onto the annulus r2 \z\ 1, / r2, in such
a way that f(z) is univalent on < |z| < 1.

Bicontinuous means that/(z) is continuous and has a continuous inverse. 
It is understood, of course, that /(z) is holomorphic in the interior of the 
annular region.

If such a function exists we can extend it, by symmetry to a region 
0 < |z|. The extension is called /(z) again. It has no singularity at z = 0 
and, evidently,/(0) = 0. Similarly/(z) has a pole at z = oo. Hence/(z) 
is an automorphism of the extended plane and, therefore, has the form

az+b 
cz+d

Since /(0) = 0, /(oo) = oo, |/(z)| = 1 for |z| = 1 it is easily seen that 
/(z) = el0z. It follows that |/(z)| = for |z| = r1? in contradiction with 
the fact that by assumption |/(z)| = r2 /

10.3 - The mapping of a polygon

10.3.1 - Jordan’s theorem for a polygon

Generally speaking the problem of finding a function which transforms 
a given simply connected region into the interior of the unit circle (or 
the upper half of the complex plane) is very difficult, for in advance 
we do not know sufficiently about the special properties of the function. 
In most cases we cannot find a useful analytic expression and we are 
obliged to use numerical methods. In the case of a polygon, however, 
a systematic theory exists and we can write down an explicit formula 
solving the mapping problem.
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First we wish to prove a theorem about closed polygons which is an 
elementary counterpart of Jordan’s theorem, referred to in section 1.2.5. 
It is not our aim to expose all mathematical details which are necessary 
if we would attain satisfactory rigour, but we prefer to throw light on 
the main points which are important for the adaptation of geometric 
reasoning to obtain a solid understanding of basic function theoretic 
aspects.

Fig. 10.3-1. Jordan’s theorem for a polygon

A closed polygon consists of n finite points pt,.. .,pn, the vertices, 
and the connecting line segments pxp2, P2P 3, • • •? PnPa the sides. If 
we omit the last segment the polygon is called a polygonal arc connecting 
the points pY and pn, A closed polygon is called simple if all vertices are 
different, no vertex is on a side and no two sides intersect. It is our inten­
tion to prove:

A closed polygon divides the (open) plane into two parts such that 
1) each point which does not lie on the polygon belongs to precisely one part, 
2) it is impossible to connect a point of one part with a point of the other 
part by a polygonal arc which does not meet the given polygon*, 
3) the end points of a segment which cuts one side of the polygon belong to 
different parts, (fig. 10.3-1).

Let p denote a point not on the polygon and consider a half line issuing 
fromp. We define the number of intersections of this half ray in the follow­
ing way. If the ray crosses a side between the vertices it is counted as an 
intersection. If the ray passes through a vertex pk it is counted as an 
intersection if the adjacent sides are on different sides of the ray. If, 
finally, one or more successive sides are on the ray, then it counts as an 
intersection, provided the adjacent sides are on different sides of the ray.

Let now Lr and L2 be two half rays issuing from p. We assert that the 
sum of the numbers of intersections of these rays with the polygon is 
always even. In order to prove this we divide the sides of the polygon in 
parts, such that each part meets only one of the half rays Lr or L2, The 
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end points of these parts (that are the original vertices and possible newly 
introduced points) are denoted in order by . ., qm. To each point 
qt we relate a number having the value 0 or 1 according as qt is inside 
or outside the angle formed by and L2. If qi is on one of the legs of the 
angle we put qt = q^ (it is understood that the enumeration is such 
that qr is not on a leg). The difference Ki+1 — is always zero, except 
when between qt and qi+1 or at qt or along the side q^ 1qi an intersection 
occurs. Then Ki+1 —= ±1. The number of terms in the identity

(k2-k1) + (k3-k2) + ... +(k„-kb_1)+(k1-kii) = 0

equal to 1 is the same as the number of those equal to —1. Hence the 
number of intersections is even.

Fig. 10.3-2. The interior and the exterior points of a polygon (schematic)

Now we define: If the number of intersections of the half ray issuing 
from p (not on the polygon) is odd, then we call p a point of the first kind. 
If, however, this number is even, then p is called a point of the second kind. 
As pointed out above this distinction is independent of the choice of the 
half ray. Thus we proved 1).

Let now p and q denote two points not on the polygon such that the 
segment pq does not meet the polygon. The half ray from p through q 
can be divided into the segment pq and its extension issuing from q. 
It is clear that both half rays have the same number of intersections, 
i.e., p and q are of the same kind. This proves 2). By the same argument 
we see that the end points of a segment pq which crosses exactly one 
side ofthe polygon are of different kind. Thus we proved 3). It is common 
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practice to call the points of the first kind the internal points of the poly­
gon and those of the second kind the external points. In fig. 10.3-2 the 
set of internal points of the polygon is shaded. In addition we have the 
lemma:

If p and q are end points of a segment which crosses just one side of a 
closed polygon L between its vertices, then the winding numbers of L with 
respect to p and q differ by unity, i.e.,

±t (W.3-1)

Let pkPk+i the side of the polygon crossed by the segment. We 
assume that L is percorsed in a certain sense, e.g., in the sense pY,..., pn. 
There is a square Q with vertices pk, pk+i,Po,qo such that if Q is percorsed 
in the appropriate sense the orientation induced by pkpk+i is opposite 
to that induced by L, (fig. 10.3.-3). Hence in the chain L0 = L + Q this

Fig. 10.3-3. Proof of (10.3-1)

segment is missing (for it is percorsed in two opposite ways). Since the 
winding number depends continuously on the reference point we may 
assume that at least one of the points p or q, let us say q, is inside Q. 
Then the other is outside and we have

^l(?) = ^l0-q(q) = = ^Lo(?) + £> £ = ±1,

^l(p) = &l0-q(p) = QLo(p)-QQ(p) = 42Lo(p).

Since the segment pq does not meet Lo we have QLo (p) = QLfq). Hence 
(10.3-1) is true.

A consequence is
The winding number of a closed polygon with respect to an internal 

point is odd, that with respect to an external point is even.
This is a direct consequence of the above lemma and of the fact that 

the winding number depends continuously on the reference point.



10.3 J THE MAPPING OF A POLYGON 147

10.3.2 - The mapping of the interior of a polygon

We are sufficiently prepared now' to establish the following basic 
theorem:

Let w(z) be holomorphic throughout |z| < 1 and univalent and continuous 
on |z| = 1. Assume that the image of this circumference is a closed polygon. 
Then w(z) is univalent throughout the disc.

Since w(z) is univalent on |z| = 1 the image is a simple closed polygon. 
Let w0 denote a point on a side between two vertices corresponding to z0 
on the circumference and Co a sufficiently small circle around w0 (such 
that it intersects the polygon in two points only on the side through vv0), 
(fig. 10.3-4); this side divides Co into two parts.

Fig. 10.3-4. Univalence of the mapping function

H <5 > 0 is chosen suitably the image w(z) of a point z with |z — z0| < <5 
is nside Co. All these images belong to the same part, for if \p — z0| < 
\q—Z(y\ < b, |p| < 1 and |#| < 1 and w(p) and are in different parts, 
then the image of a curve connecting p and q which lies in |z[ < 1 is a curve 
connecting w(p) and w(q\ which lies inside Co, This curve, however, meets 
the common boundary of the parts, in contradiction with the fact that 
the mapping is univalent on |z| = 1. Hence the points of one part are not 
images of points inside |z| = 1, and, consequently, the winding number of 
the polygon with respect to these points is zero, as follows from the second 
theorem of section 10.1.1. In view of the lemma of the previous section the 
winding number with respect to any point of the other part is +1. Since 
the image of |z| < 1 is connected, the polygon has the same winding 
number with respect to every point of this image, this number being either 
+ 1 or —1. If the circumference |z| = 1 is percorsed in the counter 
clockwise sence this number cannot be — 1, for w(z) has no poles inside 
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|z| = 1. Referring again to section 10.1.1 we may conclude that the 
function w(z) —where wr = w(zf), |zi|< 1, has exactly one zero, i.e., 
the function w(z) takes the value just once.

It is now clear that the polygon L, the image of |z| = 1, divides the plane 
in exactly two regions. The region of the internal points is characterized 
by the fact, that the winding number of L with respect to each of its points 
is unity. They are the images of the internal points of |z| 1. The region
of external points is the set of all points with respect to which the winding 
number of L is 0.

Applying a linear fractional transformation we may replace the disc 
|z| 1 by the closed half plane Imz^O (with the point oo added);
the circumference of the circle corresponds to the real axis. Thus we have

If a function w(z) is holomorphic in the half plane Im z > 0 and con­
tinuous and univalent on the real axis, and if it transforms this axis into a 
closed polygon, then this function transforms the open halfplane univalently 
into a region bounded by the polygon and the closed half plane into the 
closure of the polygon.

10.3.3 - The schwarz-christoffel formula

It is to be expected that an appropriate generalization of the formulas 
discussed in the sections 10.2.10 and 10.2.11 will provide us with a formula 
which effects the mapping of the upper half of the z-plane onto a region 
bounded by a polygon. Let a1,...,aB_1be finite real numbers such that

< a„_1,n > 1.< @2

We consider the integral 

dt
Im z 0, Im z0 0

(10.3-2)

where ..., are real numbers such that the integral is continuous 
at a19..., an_x. This requires 2t > — 1,. .., A„_1 > — 1. To investigate 
the behaviour at z= oo we perform the substitution t = 1/f and after 
omitting the primes we find

A/zo i2 (Al + -”+A-‘>(l-a1ty‘ ’

Hence the integral is also continuous at z = oo if 2n = 2 — + ... + 2„ _ t)
> — 1. On geometrical grounds it will be necessary to suppose 

< 1,..., < 1 as we shall see presently. Hence to (10.3-2) are
associated n real numbers ..., An, such that
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-1 < At < 1,..-1 < A„ < 1, (10.3-3)
and

Aj + .. . + An = 2. (10.3-4)

Without further comment the integral (10.3-2) is not uniquely defined; 
we must make an agreement about the argument of the integrand. We 
assume Imz^O and we take 0k = arg(z-tzA), k = 1,. . ., n — 1, such 
that 0 0k 7i, The number

0 = A^H- . ..

will be taken as the argument of the denominator of the integrand, i.e., 
— 0 is the argument of the integrand itself. The integrand is holomorphic 
throughout Imz > 0 and continuous at every point of the real axis: 
zQ is an arbitrary point of Im z 0 and the path of integration can be 
taken at will. For the sake of convenience we denote the integrand in 
(10.3-2) by Let x' denote a point between ak^1 and ak, (ak_r 
= —oo if & = 1), and x" a point between ak and afc+1, (ak+1 = oo if 
k = w —1). Let the argument of J7(x') be cp. Then the argument of 
PF(x") is <p + Ak7t. Hence

w(ak) —w(x') — J* f |

Thus we see that w(z) describes a linear segment as long as x' is between 
and ak. Further

w(x")-w(a*) = f
J Ok

Fig. 10.3-5. Behaviour of the integral (10.3-2) at a point a*
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and w(z) also describes a linear segment as long as x" describes the 
segment akak+l. It is clear that the angle between the vectors w(ak) 
— w(ak^t) and w(afc+1) — w(ak) is Xkn, (fig. 10.3-5). We can also say 
that the argument of the integral increases by 2k7i if z passes through the 
point ak.

We introduce the numbers

bi = w{ai), ...,bn.i = w(an-i), bn = w(oo).

The preceding discussion leads to the result that the real axis is trans­
formed into a closed polygon. If z moves from — oo to + oo the argument 
of the integral increases by (At+ ... +An_1)7c = (2-2„)tc = 
(mod 2ti). Hence the angle between bn_1bn and bnbt is These angles 
are called the exterior angles of the polygon. By the interior angles we 
understand the numbers

a1n = (1— ..., an7c = (1—Art)7r (10.3-5)
and, evidently,

at + ... +a„ = n-2. (10.3-6)

Now we make the additional assumption that this polygon has no multiple 
points. Then we may apply the second theorem of the previous section. 
Hence

The integral (10.3-2) transforms the region Im z > 0 into a region 
bounded by a polygon with angles (10.3-5), provided the exponents in the 
denominator are subject to the conditions (10.3-3) and (10.3-4) and the 
integral is univalent for real values of z.

The formula (10.3-2) is called the Schwarz-Christoffel formula. It 
should be noticed that it is, in general, rather difficult to tell from this 
formula whether it transforms the real axis into a polygon without 
multiple points. In the case of a triangle there is no difficulty.

The length of a side bk bk+15 may be evaluated from

lk = |w(at+1)-w(o*)| = W(t)dt (10.3-7)

It may be happen that An = 0. Then the angle at bn is it and the image 
is an (n — l)-gon.

Given an w-gon with vertices b19 .. .9bn the numbers ..., 
are known and we can write down the integral (10.3-7) with un- 
determinate values of at,..., an_r. Since also w+c2 is a mapping 
onto a polygon we can take e.g. ar = 0, a2 = 1 and evaluate cr and 
c2 such that bY corresponds to ar and b2 to a2. There remain n — 3 
values of at which correspond to bi9 (/ = 3,..., n— 1). The evaluation 
of these constants is an extremely difficult problem and a general 
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solution is not known. In the particular case of a rectangle we are able 
to solve this problem by means of the Jacobian thetafunctions as we 
have seen in the examples of section 10.2.10 and 10.2.11.

In particular applications it is sometimes convenient to change the 
sign of one or more monomials in the denominator of JF(7). This means 
only a change in the argument. Thus, for instance, (ak — zYk contributes 
A(^k + 71) or t0

By a simple transformation we can also derive a formula which effects 
the mapping of the interior of a circle onto a polygonal region. The 
linear fractional transformation (10.2-3), now written as

(10.3-8)

maps the interior of \z'\ = 1 onto the region Im z > 0. Performing the 
substitution we have, if ak corresponds to ak,

t-ak = i /!+£' _
\l-t' 1-a'J l-a'k 1-f

and
2idt'

Taking into account (10.3-4), omitting the multiplicative and additive 
constants and dropping the primes, we arrive at

. 1 + z'Z = I ------
1 — z’

Aj + ... = 2,

(10.3-9)

where now ar,..., an are on the unit circle. Thus, formally, we have an 
expression similar to (10.3-2).

10.3.4 - Illustrative examples

i) A simple application of the use of (10.3-9) is the construction of a 
function w(z) which maps the upper half plane Im z > 0 onto the interior 
of a triangle. In this case we are sure that the boundary is a simple poly­
gon. Let the interior angles of the triangle be oqjc, a27r, a37c. Then 
ai + ai + a3 = 1 and, if we take = 1— a1? A2 = 1—a2, A3 = 1— a3, 
the conditions (10.3-3) and (10.3-4) are satisfied. We may take ax = 0, 
a2 = 1 and the desired formula will be

o

r"1^, (10.3-10)
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where we have written 1 — t rather than Z — 1. In this case w(0) and w(l) 
are real. In particular

w(l) = = r(gl)r(«2)
Jo f(ai+a2)

= = - r^r^r^) sin tox3 .
r(l-a3) n

Hence the length of the side opposite the vertex b2 is

l3 = - sin na3.
71

It is easy to see that the length of the side opposite the vertex bt is 

f00 f1 Jz
lr = f^t-rp-'dt =

Jl Jo t “2

= f1r(a“+a2)(l-t)a2"1(/r = f1t0'3’1(l-t)a2-1^, 

Jq Jo
or

Zx = - r(a1)r(a2)r(a3) sin tco^ . 
71

In almost the same way we finally have

l2 = - r(a1)r(a2)r(a3) sin 7ta2. 
71

Notice that these results are in accordance with the sine rule

?i _ Z2 _ Z3 
sin sin 7ca2 sin 7ca3

of elementary trigonometry.
ii) The examples of the sections 10.3.3 and 10.3.4 are particular cases 

of the Schwarz-Christoffel formula. In both cases we have = A2 = 23 
= A4 = |. In contrast to the Legendre case the Weierstrass integral 
transforms z = oo into a vertex of the rectangle.

iii) An interesting application of (10.3-9) is the formula

rz dt
Jo (l-O2/"‘ (10.3-11)

We have = 1, a2 = t),..an = if-1, with tj = exp2ni/n and
Ai = ... = !„ = 2/n. The image of the circle |z| = 1 is a polygon with
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angles (1—2/n)7t. The length of a side bk_rbk is

|w(at)-w(afc_1)| = rak dt

If we perform the substitution t' = rjt and drop the primes the integral 
becomes

1 p" dt _ 1 p+1 dt 

(i-tT"’
whence

Hence the polygon is regular.
The radius of the circumscribed circle of this polygon is

R = f1---- ^— = - f1l1/B"1(l-t)“2/',dt.
J0(l-t")2/" njo V

In view of (4.6-13) we have

The length of a side is I = 2R sin 7c/«, hence

Applying (4.6-26) we find

(1 \ / 1\ I ?\1- -) r(1- -I = 22/t (i- -) Vtt 
n/ \ n/ \ n/

and after some computation we find

(10.3-12)

Summing up:
The relation (10.3-11) effects a univalent mapping of the unit circle onto 

a regular polygon whose sides have the length (10.3-12).
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We list some particular cases. If n = 3 we have an equilateral triangle 
whose sides have the length

l= i m
3^2 r(|) ■

This result can be simplified. From (4.6-26) follows

ra)r(i) = 2*r(i)^

and, according to (4.6-13),

W(i) =

whence

r(|) = (10.3-13)
V71

and thus the length of the side turns out to be

/ = lr3(i). (10.3-14)
2ft

In the case n = 4 we have

Z = J-r2(i). (10.3-15)
4a/ft

This is in accordance with (10.2-64).

10.3.5 - The mapping of the exterior of a polygon

The problem of representing the interior of the unit circle in the z-plane 
upon the exterior of a simple polygon in the w-plane can be solved by 
a formula closely resembling the Schwarz-Christoffel formula (10.3-2). 
We assume that the numbers ,..., are the same as in section 10.3.3 
and satisfy the same relations (10.3-3) and (10.3-4). Now we consider 
the integral 

(10.3-16)

where ar,..., an are on \z\ = 1. It is evident that the function (10.3-16) 
has a simple pole at z = 0. In order to prove that |z| = 1 is transformed 
into a polygon it is more convenient to apply the substitution (10.3-8) 
and by omitting the primes and irrelevant constants we find
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/1 i #2\2 (10.3-17)

ai < a2 < • • • < an- an = 00 the corresponding factor is missing. 
We agree that now the argument of the integrand is the number 0, 
defined in (10.3-5).

Reasoning as in section 10.3.3 we see that (10.3-16) maps the real 
axis onto a closed polygon L and, consequently, the relation (10.3-17) 
maps the circumference \z\ = 1 on L. We must make the additional 
assumption that this polygon is simple. It should be noticed that if z 
percorses the real axis and passes through a point ak, the argument of the 
integrand in (10.3-17) decreases by Afc7i, (fig. 10.3-6).

a k-1 ®k ®k + 1

Fig. 10.3-6. Behaviour of the function (10.3-16) at a point ak

Our further discussion is based on (10.3-16). Let zY denote a point 
inside |z| = 1 and 1^ = w(zt) its image. Since zx can be connected with 
z = 0 by a continuous arc which does not meet the circumference we 
can join with oo by means of a continuous curve which does not 
meet L, since w(z) is univalent on |z| = 1. Hence = 0. By a 
reasoning similar to that employed in section 10.1.1 we make sure the 
fact that the argument principle of section 3.10.1 is applicable and we 
find that the sum of the numbers of zeros and poles of w(z) —inside 
|z| = 1 is zero. Since w(z) has a simple pole it follows that w(z) — w1 has a 
simple zero. Notice that (10.3-17) is finite at z= oo, by virtue of (10.3-4). 
Summing up
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The relation (10.3-16) effects a univalent mapping of the interior of 
the unit circle onto the exterior of a polygon L, provided this polygon is 
simple, and the closed disc onto the closure of this exterior region.

A similar theorem holds for (10.3-17). We need only replace the disc 
|z| 1 by Im z 0.

i) It is clear that the function

w = , z0 * 0 (10.3-18)

maps the interior of the unit circle onto the exterior of a square.
ii) The integral

2 fz V(t2-c2)(t2-l/c2) d c real (10.3-19) 
Jo 02 + l)2

represents the mapping of the exterior of a rectangle onto the upper half 
of the z-plane. The vertices correspond to ±c, ±l/c on the real axis. 
We assume 0 < c < 1.

In this case it is also possible to express the mapping function in 
terms of Jacobian functions. We follow a method essentially due to W.G. 
Bickley.

First we introduce a variable / and a constant a by means of

z = tan c = tan |a. (10.3-20)

By an elementary, somewhat troublesome computation, it can be verified 
that the integral (10.3-18) can be cast into the form

w = | esc a J V2(cos 26 -cos 2d)d0. (10.3-21)

Indeed, replacing t by tan |0, the square of the integrand of (10.3-19) 
takes the form

(1 \ 1
tan2 |0------ -—I--------- --------

2 tan2 W (l + tan2|0)4

= (tan2 |0 —tan2 |a)(tan2 |0 tan2 |a — 1) ~0S —2- .
tan |a

First we have

tan |0 — tan |a = tan |(0 — a)(l + tan |0 tan |a), 

whence

tan210 — tan2 |a = tan |(0 —a) tan |(0 + a)(l—tan2 |0 tan2 |a).
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Next

tan |(0 — a) tan |(0 4- a) =
cos 0 — cos a _ 1 cos 20 — cos 2a
cos 0 4- cos a 2 (cos 0 4- cos a)2

From
. . io. i cos|(0+a) 1 — tan |0 tan |a =------- -------—

cos |0 cos Ja

follows

1 — tan2 |0 tan2 |a
cos 04-cos a

2 cos2 |0 cos2 |a

Thus the expression we started with takes the form

cos 20 — cos 2a (cos 0 4- cos a)2 cos8 |0 
2(cos 0 4- cos a)2 4 cos410 cos4 |a tan2 |a

cos 20 — cos 2a 4 . n ---------------- -— cos* |0 =
8 sin |a cos |a

cos 20 —cos 2a 
2 sin2 a

cos410

and the integrand of (10.3-19) becomes

—-— \/2(cos 20 —cos 2a) cos2 |0. 
2 sin a

Because

dt =-----— de,
2 cos2 |0

the truth of (10.3-21) follows.
Next we put

dn t = cos 0, dn = cos k sn = sin /, (10.3-22)

where the modulus k of the elliptic functions is determined by

k = sin a. (10.3-23)

Performing the substitution we find

w = k \ cn2 t dt = - I (dn2 t — k,2)dt 
Jo kJ0

or, in view of (5.17-2) and (5.17-14),

w = - 6zn wt4- — k,2\ . (10.3-24)
k \ \K / /

The desired mapping function is obtained by eliminating % and .
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The elimination of / does not give rise to difficulties, but provides us 
with useful information. From (10.3-22) and (10.3-20) it follows that

2z---- - = k sn w
i ^2

or
1 + z\2 __ 1 + k sn
1 —z/ 1 —ksnwx

(10.3-25)

From (10.2-18) and (10.2-1) it follows that this relation defines a univalent 
correspondence between a rectangle in the wrplane and a semicircle in 
the z-plane, the radius of this circle being unity. To = 0 corresponds 
z = 0 and to = K + zK' corresponds z = 1. Hence the upper side of 
the rectangle is transformed into the circular arc.

An alternative expression for the relation between z and can be 
obtained by starting from the first equation (10.3-22). We have

2 _ 1 —dn _ (1—dn wt)2 _ (1 —dn vvt)2 
l + dnwx 1— dn2 Wi k2 sn2 wx

or
1 — dn Wjl 
k sn wx

(10.3-26)

By the symmetry principle we find that (10.3-26) or the equivalent 
relation (10.3-25) maps the upper half of the z-plane onto a rectangle 
with vertices +K, +K + 2iK'. As a consequence (10.3-24) maps the 
exterior of a rectangle in the w-plane onto the interior of a rectangle in 
the w^plane.

Turning back to (10.3.23) we see that to = K corresponds

1 — k' 1 — cos az =------- = —:------ = tan fa = c.
k sin a

To vvx = K-h2/K' corresponds

1 + k' 1-k'2 kz =------  =----------= -------  = 1 c.
k k(l-fc') 1-k'

(10.3-27)

since dn (K + 2/K') = — dn K, in accordance with (5.14-30) and 
sn(K+2iK') = 1.

Now we wish to consider a rectangle in the w-plane with vertices 
±a±bi9 a > 0, b > 0, and try to find a mapping function such that the 
exterior corresponds to a half z-plane, whereby a —bi and —a —bi



A , B

0 C 1 Vc
Fig. 10.3-7. The mapping of the exterior of a rectangle

correspond to c and 1/c respectively, (fig. 10.3-7). We shall prove that 
the desired mapping function is of the form

Aw+B, 

where w is the function of z found by eliminating wx from (10.3-24) 
and (10.3-26). Since

zn K = 0, zn (K+2/K') = -

by (5.17-15), we have to determine A and B such that

a—bi = ^(E-k'2K)+B,

—a —bi = ^(E-fc'2K) + B+ (- Tti— +2i 
K

EK' —fc'2KK'
K

= d(E-fc'2K)+B- ^(E'-k2K'), (10.3-28)

where we have used Legendre’s relation (5.17-8). It follows that
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2a = — (E'-k2K'), 
k J

or

A =------ . (10.3-29)E'-k2K' V 7

Hence A is purely imaginary and, therefore,

B = a. (10.3-30)

From the first of the equations (10.3-28) it also follows

. — ibkA = ------ —
E —fc'2K

and thus k is determined by

b _ E-/c'2K
a ~ E' —k2K'*

(10.3-31)

(10.3-32)

By the aid of numerical tables k can be evaluated if bja is known. The 
constant c is determined by (10.3-27).

The special case of a square deserves some extra consideration. 
Now we have a = b, k = k' = |^2, whence

c = x/2-l, 1/c = V2+1.

The quarter period K of the associated elliptic functions is

r1 = ,-2 f1 dt.
o V(l-t2)(l-|t2) o V(l-t2)(2-t2)

Performing the substitution x2 = 2—t2, we find

K = f1 = 7? f x-*(l-x)“* dx = 
JOV1-X4 4 Jo 4 r(i)

whence, by (10.2-59)

K = Xr2(i). (10.3-33)
4^71

From Legendre’s relation we get

E—|K = —
4K

and since K is known, we can evaluate A if a is given.
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10.3.6 - Degenerate cases

The scope of the Schwarz-Christoffel formula is wider than is implied 
by the theorems of section 10.3.3. Various generalizations depend on a 
particular choice of the exponents we then obtain a transformation 
of the half plane (or the unit disc) into generalized polygonal regions 
the boundaries of which may consist not only of segments, but also of 
half lines. Also the mapping onto the boundary needs not be one-to-one 
either. It should be pointed out that the use of the Schwarz-Christoffel 
formula in this degenerate cases requires special justification and very 
often it is easier to verify the result directly. If we retain the condition 
(10.3-4) we can interpret the figures as degenerate polygons.

We wish to discuss some typical examples which may serve as an illus­
tration.

First we consider again the mapping

w = za, 0 < a 2

which we shall write in the form

w = a P JL . (10.3-34)
Jo *

In this case we satisfy (10.3-4) by taking = 1 — a, A2 = 1 +a. The 
angular region which is the image of Im z > 0 may be considered as a 
2-gon with internal angles an at w = 0 and — an at w = oo (compare 
section 9.2.8). In accordance with (10.3-6) the sum of the internal angles 
is zero.

A similar example is
w = log z, 

written as

w=fZ-. (10.3-35)
A

The values of 2 are = 1, 22 = 1 and the internal angles (at the vertices 
coinciding with w = oo) are both zero. This situation can be pictured in 
a more illustrative form on applying a linear fractional transformation 
which transforms the point at infinity into a finite point. The infinite 
parallel strip which is the image of Im z > 0 under (10.3-4) becomes the 
region between two circles with internal contact, (fig. 10.3-8).

A somewhat more complicated example is the following: the function

»l = -L/z+ (10.3-36)
2 \ >JZ)
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Fig. 10.3-8. Linear equivalence between an infinite strip and a region 
bounded by two circles with interval contact

is defined throughout Im z > 0. We agree that the square root is such 
that ^1 = 1. This may be written as an integral

1 + 1 dt. (10.3-37)
4jt t*

The transformation zx = vzz maps the upper half of the z-plane onto 
the first quadrant in the zrplane. Let zt = reie. Then

wi = i (r + cos 0 + 2 i [r ” sin 
\ rJ \ ri

If 0 = 0 then decreases from + oo to 1 if r moves from 0 to 1 and in­
creases from 1 to + oo if r moves from 1 to oo. If, however, 0 = |tc, 
then wt moves from ooz to — ooz along the imaginary axis. Thus we see 
that the image is the half plane Re wr > 0 slit along the half ray 

1, (fig. 10.3-9). The integral (10.3-16) suggests the values 
= 22 = |, 2 3 = —1. Hence the figure is a degenerate triangle with a 

vertex at wx = 1, corresponding to z = 1 and a doubly counted vertex 
at wt = oo (corresponding to z = 0 and z = oo). The internal angles are 

2tc. By means of

w = (10.3-38)
Wi + 1

the half w-plane is transformed into the unit circle slit along the radius 
w 1. Inserting (10.3-36) into (10.3-38) we obtain (10.2-20).

Now let us consider the mapping defined by means of

w = log z—z. (10.3-39)
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Fig. 10.3-9. The mapping as provided by the combination of (10.3-36) and 
(10.3-38)

We put z — reie and find

u = log r—r cos 0, v = 0 — r sin 0.

To the positive real axis in the z-plane corresponds v = 0, u = log r — r. 
This function u increases from — oo to — 1 as r increases from 0 to 1 and 
decreases from — 1 to — oo as r increases from 1 upwards. The negative 
real axis corresponds to the line v = n described from oo to — oo if 
z increases from — oo to 0. Thus the image of the upper half of the 
z-plane is the half plane Im w < n slit along the half ray u — 1, 
(fig. 10.3-10). Expressed as a Schwarz-Christoffel integral the function 
(10.3-18) appears as

w = —1— -----dt,
Jt t

If we take Aj = — 1, 22 = 1, A3 = 2 we can interpret the image described 
above as a triangle with the angles 2tc, 0, — tc, the last two at coinciding 
vertices at infinity. Transforming this point to a finite point we find a 
figure as pictured in fig. 10.3-11.

A similar function is

w = log z—z2. (10.3-40)
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Fig. 10.3-10. The image of the upper half of z-plane as given by 
(10.3-39)

A discussion, quite the same as above, reveals that the image of the upper 
half of the z-plane is the whole w-plane slit along two half rays, viz. 
u — 1, v = 0 and u — 1, v = 7t, (fig. 10.3-12). Written as a Schwarz- 
Christoffel integral (10.3-40) assumes the form

1-2Z2

i
dt. (10.3-41)

If we take = —1,22 = —1,23 = 1,24 = 3 we can interpret the image 
as a quadrangle with internal angles 2tc, 2tt, 0, — 2rc, the latter two angles

Fig. 10.3-11. A linear equivalent of the region pictured in Fig. 10.3-10
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Fig. 10.3-12. The image of the upper half of the z-plane as given by (10.3-40)

corresponding to a doubly counted vertex at infinity. Bringing this to a 
finite point we obtain the figure pictured in fig. 10.3-13.

Fig. 10.3-13. A linear equivalent of Fig. 10.3-12

10.4 - Functions related to the mapping of a square

10.4.1 - The gaussian lemniscate functions

We obtain an interesting pair of functions if we study more closely 
the mapping of a square onto a circular disc by means of the formula

w
dt

(10.4-1)

It is clear that the points corresponding to z — 1 and z = — 1 are real 
and those corresponding to z = i and — i are purely imaginary.

The inverse function z(w) is defined throughout the square and is
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denoted by
z = si w. (10.4-2)

It is called the lemniscate sine. A complementary function, the lemniscate 
cosine, is defined as the inverse of

w = f (10.4-3)
•L Vl-'4

and denoted by
z = cl w. (10.4-4)

The length of the diagonal of the square in the w-plane shall be denoted 
by n. It is equal to

r1 dt 1 f1a = 2 -^= = - r^i-tyidt =
J() y ” 4 2 J 0

whence, by (10.2-59) and (10.3-30)

n = -^=r\i)=^2, (10.4-5)
2yj27t

where K is the real quarter period of the Jacobian elliptic functions with 
nodulus 1^/2.

The integral (10.4-1) appears in the problem of rectifying the arc of 
)e lemniscate. This curve can be represented in polar coordinates as 

r2 = cos 2d. (10.4-6)

The curve consists of two loops and has a double point at the origin, 
ig. 10.4-1). The arc length is calculated from
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(ds\2 . / d0\2 1— = 1+ r I = ------ - .
\dr/ \ dr/ 1 — r4

Hence the perimeter of the half of a loop is
dr

It is clear that the complementary 
follows

cl w = sIQtc —w),

lemniscate functions are related as

slw = cl(i7i-w). (10.4-7)

10.4.2 - Lemniscate functions as doubly periodic functions

If we reflect the square which is mapped onto the interior of the unit 
circle in the z-plane with respect to one of its sides we obtain another 
square which corresponds univalently to the exterior of the unit circle. 
In a figure the first square is shaded. Repeating this process indefinitely 
we obtain a regular pattern of shaded and unshaded squares, covering 
the whole w-plane without gaps or overlappings, (fig. 10.4-2). In two 

Fig. 10.4-2. The pattern associated with the lemniscate sine (n — zero, p = pole)
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shaded squares we can find homologous points, i.e., points which corre­
spond to the same point inside the unit circle. A similar remark holds 
for the unshaded squares. Each point of the w-plane belongs to a lattice 
of homologous points.

It is now clear that the lemniscate functions can be extended beyond 
the boundary of the original square by applying the symmetry principle 
repeatedly. It follows that these extended functions (also denoted by 
si and cl) are defined throughout the w-plane and take the same values 
at homologous points. Since the pattern remains unchanged if we shift 
it horizontally or vertically through a distance 2ic, it follows that the 
lemniscate functions are doubly periodic with periods 2ft and 2fti.

The zeros of the lemniscate sine are at the centres of the shaded squares, 
whereas the centres of the unshaded squares are the poles of this function. 
It is clear that the order of a pole is unity. The pattern of the zeros and the 
poles of the lemniscate cosine is obtained from that of the lemniscate 
sine by the transformation w -> —w.

The investigation of the pattern of the zeros and the poles of the 
lemniscate functions reveals that the pattern of the zeros of the lemniscate 
sine is similar to that of the zeros of the first theta function , (fig. 
5.8-1) and that of the poles is similar to that of the zeros of the third 
theta function <93. The quotient is doubly periodic and we may 
deduce from Liouville’s theorem (section 5.2.2) that

si w = &t(Zw)
93(Aw) ’

(10.4-8)

where ct and A are constants. Since the periods of the theta quotient are 1 
andr, we find that 2 = 1/ic (the distance between two consecutive zeros 
being ft) and t = z, for the network of zeros and poles consists of squares 
with horizontal and vertical sides. Taking into account (5.8-27) and 
(5.15-8), we find

31G)
11 = si ^ft = c r ^(0)

1 M>)

But since t =i Jacobi’s imaginary transformation (5.10-1) is the identity 
now and k = k' = 4^/2. Hence = 1. Proceeding along the same 
lines, and taking into account the fact that cl 0 = 1, we finally have,

WK/*)’
cl w = g2(w/KV2)

W<V2) ’
(10.4-9).

where we have replaced it by its value (10.4-5).
It is not difficult to relate the lemniscate functions to the Jacobian
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elliptic functions with modulus/: = 1^/2. From (5.15-10) we deduce at 
once

si w = , cl w = cn w^/2. (10.4-10)
^2 dn  I V 7

Finally from (5.14-16), (5.14-18) and (5.13-12) we find that

z2 = si2 w =-------------,
p(w;4, 0)

(10.4-11)

this result being in accordance with (10.2-63).
In a wider sense all elliptic functions related to r = z are called lemni­

scate functions.

10.5 - Riemann’s theorem

10.5.1 - Preliminary lemmas

We are going to prove one of the most important theorems in the 
theory of functions of a complex variable: the fact that any simply 
connected region whose boundary is not empty and which does not reduce 
to a single point can be mapped conformally onto the interior of the unit 
circle. As a consequence two regions of this kind are always conformally 
equivalent, that is to say there always exists a univalent and meromorphic 
function defined in one of these regions which provides a mapping of 
this region onto the other region. For the sake of brevity we shall call a 
mapping provided by a univalent and meromorphic function a conformal 
mapping.

This theorem, although formulated by Riemann, was not completely 
proved by him. The first complete proof we owe to Koebe and Caratheo- 
dory. Since then many mathematicians have simplified the original proof 
considerably.

It is worth noting that the situation in the case of multiply connected 
regions is not quite so simple. For instance, not every two doubly connect­
ed regions are conformally equivalent, as we illustrated in an example 
exhibited in section 10.2.13.

The theorem is not valid for a region which coincides with the extended 
plane or has only one boundary point. Without loss of generality we may 
assume that in this latter case the boundary point is at infinity. A map­
ping of either region of the kind under consideration onto the interior 
of the unit circle is provided by a function /(z) holomorphic throughout 
the z-plane and bounded. Hence, by Liouville’s theorem this function 
reduces to a constant, and is, therefore, not univalent.
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Before stating and proving Riemann’s theorem we mention some lem­
mas which facilitate the main proof.

First we have
Every simply connected region 91 whose boundary is not empty and 

which does not reduce to a single point can be transformed conformally 
into a bounded region.

This lemma is obvious when the complement of the region with respect 
to the extended plane contains at least one interior point. If this point 
is at infinity, then 91 is already bounded. If this point is at z — a, then 
we perform the mapping which interchanges the interior and the exterior 
of a sufficiently small circle around z = a. This mapping is provided by a 
fractional linear transformation. Therefore it is sufficient that 91 can be 
transformed into a region having this property. Without loss of generality 
we may assume that z = co does not belong to 91. For if z = oo is in 91 we 
can find a (finite) point z = a not in 91, by hypothesis, and the function 
1 /(z — tz) provides a mapping of 91 onto a region not containing the point at 
infinity. From now on we assume that 91 is situated in the open z-plane.

By hypothesis there is a finite point z — a not in 9t The function 
z—a is holomorphic throughout 91 and has no zero in 91. Hence (section 
9.1.4) we can define a single-valued branch g(z) of log (z—a). The func­
tion g(z) is evidently univalent in 91. Now let z0 denote a point of 91. 
From the first theorem of section 3.12.1 follows that there exists a circle 
around g(zQ) such that the image of a suitable chosen circle around z0 is 
inside this circle. We translate this circle about g(zf) through the distance 
2?r upwards and we assert that the circle thus obtained has no point in 
common with the image of 91 as provided by g. For in the contrary case 
we could find two points zx and z2 in 91 such that g(zf) — g(z2) + 27ii, 
whence exp g(zf) = zt — a = exp g(z2) = z2 — a, i.e., zt = z2. This is 
a contradiction. It follows that the function l/(g(z) — g(z0) —2ni) is 
holomorphic and univalent throughout 91 and, moreover, bounded. 
Thus we obtain the desired mapping.

Secondly we have
If 91 is a simply connected region containing the point z = 0 and con­

tained in the open disc |z| < 1, but not coinciding with this disc, then there 
exists a holomorphic and univalent function f(z) in 91 such that

\f(z)\ < 1, /(0) = 0, f'(0) > 1.

Let z0 denote a point in the disc |z| < 1, but not in 91. An automorph­
ism (9.5-7) brings z0 into the origin and transforms 91 into a region 
<Pi(91), denoting this automorphism, which does not contain z = 0. 
Hence we can define (p2(z) as a single-valued branch of ^/z in <Pi(9t). 
Finally we apply an automorphism (p3 of the type (9.5-7) which brings
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<p2(<Pi(0)) into origin. The function <p(z) = 3(<Z>z(<Pi(^))) is obviously 
holomorphic in 91 and univalent. In particular <p(0) = <p3(<p2(<Pi(0))) = 0 
and <p'(0) 0. If we take

/(z) = M<p(z)
<p(0)

then, evidently, /'(0) > 0.
The inverse of the function (p is the function = i/'/’AzC’AbZ))) 

where i/^, ^2, are the inverses of <px, (p2, respectively. It is clear 
that this function is defined throughout |z| < 1. Moreover |^(z)| < 1 
as |z| < 1, whilst </<(0) = 0. Since i/<2(z) = z2> the function if/ is not a 
linear fractional transformation. By virtue of Schwarz’s lemma we have 
|<A'(0)| < 1, and it follows that

This concludes the proof of the second lemma.
Finally we need the lemma
Let fn(z), n = 1, 2,..., be holomorphic and univalent in an open set 21 

and suppose that the sequence of this function is uniformly convergent in 
every bounded and closed subset of 91. If

/ 0, 
n~* oo

then

f(z) = lim/„(z) 
«->oo

is holomorphic and univalent throughout 21.
By virtue of Weierstrass’s theorem of section 2.20.1 fn(z) tends to a 

holomorphic limiting function /(z) as n oo and f„(z) tends to f'(z). 
Hence/'(0) / 0, that is to say,/(z) is not constant. If/(z) is not univalent 
a value b exists such that /(zt) = /(z2) = b, zx / z2 in 21. Hence the 
function f(z) — b has at least two zeros inside 21. By Hurwitz’s theorem 
(section 3.11.1) there are infinitely many functions fn(z) — b which admit 
a zero inside an arbitrarily small circle around zx, i.e., there is a sub­
sequence tending to f(z) — b consisting of functions with at least one 
zero in the considered circle. By the same argument there are among 
these functions infinitely many which also admit a zero inside an arbitrar­
ily small circle about z2. Hence among the given functions there are 
infinitely many which take the value b at different points. Thus we obtain 
a contradiction.
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10.5.2 - Statement and proof of riemann’s theorem

Now we are sufficiently prepared to establish the following fundamental 
theorem:

Given a simply connected region 9? which is not the whole z-plane and 
a point Zq in 91, there exists a unique holomorphic and univalent function 
w(z} in 31, normalized by the conditions

w(z0) = 0, w\z0) > 0 (10.5-1)

which provides a conformal mapping of 3t onto the open disc |w| < 1.
In view of the results obtained in the previous section we may assume 

that 31 is bounded. After a suitable translation we may suppose that 
zQ = 0 and, applying a dilation with centre O, if necessary, that 31 is 
within the unit circle around the origin.

Now we consider the family of univalent and holomorphic functions 
f(z) on 31 with the additional property that/(0) = 0, /'(0) > 0, \f(z)\ < 1. 
Let m denote the least upper bound of all numbers /'(0). We do not 
claim at this stage that m is finite. We can extract a sequence ffz), 
f2(z),... from this family such that lim^^TO) = m. The functions of 
this sequence are bounded and by virtue of the theorem of section 2.22.2 
we can select a subsequence which converges uniformly in any closed set 
contained in 31. This sequence tends to a holomorphic function w(z) 
and it is clear that w'(0) = m > 0. Hence m is finite. Moreover w(0) = 0, 
|w(z)| < 1. From the last lemma of section 10.5.12 it follows that w(z) 
is univalent.

It remains to show that w(z) takes every value w with |w| < 1 as z 
is in Si. According to the second lemma of the previous section we can 
construct a function cp(w) on w(3l), such that l<p(w)| < 1, <p(0) = 0, 
<p'(O) > 1 provided w(3l) does not coincide with the open disc |w| < 1. 
The function /(z) = <p(w(z)) belongs to the family as may be verified 
at once, whereas

/'(0) = <p'(0), w'(0) > m.

This contradicts the definition of m and, consequently, w(z) fills out the 
whole disc |w| < 1, if z runs through 3i.

The uniqueness is obvious, for if wr and w2 are functions with the 
property stated in the theorem then x(iv) = w1(iv2(w)) is univalent, 
where iv2(w) is the inverse of w2(z), whilst %(0) = 0, |/(w)| 1. It
follows from Schwarz’s lemma that lx(w)| |w|. Since %(w) is 
invertible, we also have |w| |/(w)|, whence lx(w)| — |w|. From
Z'(0) = w{ (0)/w2(0) > 0 follows %(w) = w, i.e., % the identity mapping 
and, therefore, wfz) = w2(z). This concludes the proof of Riemann’s 
mapping theorem.
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10.5.3 - THE MAPPING OF THE BOUNDARY

The mapping theorem of Riemann states that it is always possible to 
establish a one-to-one conformal mapping between two simply connected 
regions 3ftz and 3ftw whose boundaries contains at least two points. 
However, it yields no information regarding the points of the boundaries 
of these regions. In particular the mapping theorem does not say that the 
mapping is continuous in the closure of 3ft z and that it establishes a one-to-

one correspondence between the closures of 3ftz and 3ft w. That this cannot 
be expected follows from the fact that the concept of a region with more 
than one boundary point is very general and that quite peculiar cases 
may occur.

To illustrate what might happen consider the region indicated in 
fig. 10.5-1. The region 3ft consists of the square 0 < x < 1, 0 < y < 1, 
from which the vertical segments
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x = 2^T’ 0 < T < X = 2^’

k = 1, 2,. . ., have been removed. The remaining set represents a region 
whose boundary consists of the perimeter of the square and all indicated 
segments. Obviously no point of the set x = 0, 0 y 1 can be 
connected with an interior point by a Jordan arc which is entirely in SR. 
For if we accept the possibility of such an arc we must take for the 
ordinates of its points a continuous function y(t) which tends to 
j>(70) = b9 0 b 1, as t -> t0 which is impossible, for it must take 
infinitely many times values greater than f and values less than

Points of the boundary which can be connected by a Jordan arc with 
interior points, with only one point in common with the boundary, 
are called accessible boundary points. Points without this property are 
called inaccessible boundary points of the region SR. In our example the 
points x = 0, 0 y 1, are inaccessible (from the interior) and all 
other boundary points are accessible. It is clear that the conformal 
mapping of the interior of the unit circle onto SR cannot be continuous 
at all points of the circumference.

In order to obtain continuity it becomes necessary to make restrictive 
assumptions which exclude such phenomena as described above.

Let/(z) denote a univalent conformal mapping of the open disc \z\ < 1 
onto a region SRW in the w-plane (compared with the previous section 
we have interchanged the roles of the z- and the w-plane). We consider 
a sequence z1? z2,..., of points in the region SRZ described by |z| < 1 
converging to a point z^ on |z| = 1. As regards the corresponding points 
Wt, w2,..., we can only assert that the accumulation points of this 
sequence belong to the boundary of 3tw. In fact, such an accumulation 
point cannot be an exterior point of for all points wn belong to 3ftw 
and an exterior point possesses a neighbourhood which has no points in 
common with 31 w. Neither can it be an interior point, for a suitably 
chosen neighbourhood of an interior point is mapped by the inverse 
function /(w) onto an open set within 9$z. This region would contain 
infinitely many points zn in contradictions with the assumption that they 
converge to a point on the circumference.

In particular cases the sequence w2,..., corresponding to z15 z2, 
.. ., may have one accumulation point . If, however, we consider 
another sequence z[, z'2,in 3iz which also converges to z^, there is 
no reason to believe that also the sequence w{, w2,..., of the correspond­
ing points in 9$w converges to It may happen that it does not 
converge, or converge to a point different from .

Next we consider two points z^ and having the property: to every 
sequence z1? z2, . . . which converges to z^ corresponds a sequence 
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w19 w2,. . . which converges to w^. In this case we shall say that the 
boundary point w^ corresponds sequentially to the boundary point by 
the mapping w = /(z).

Suppose that this situation is realized for every point of the circum­
ference |z| = 1. We may extend the mapping function /(z) defined in 
|z| < 1 to a function defined on the closed disc |z| 1 if we assign
to every point z^ on |z| = 1 the point w^ as described above. This 
function shall also be denoted by/(z). Now we assert:

If every boundary point of 9ftw corresponds sequentially to a point of 
|z| = 1 then the extended mapping function f(z) is continuous throughout 
the closed disc.

Suppose that /(z) is not continuous at a certain point za of |z| = 1. 
Then we can find a sequence zx, z2,..tending to z^, of points in |z| 1 
such that |/(zn)—/(z00)| = a> where a is a positive number. There are 
infinitely many points z„ on |z| = 1, for, if not, then we could omit them 
and obtain a sequence in |z| < 1 tending to z^ and hence /(zrt) tends to 
ivoo = /(^oo) according to the definition of w^, As a consequence we 
may assume that all points of the sequence zn are on |z| = 1. By 
hypothesis/(z) is defined at every point of |z| = 1. To every point zn on 
|z| = 1 we can take a point z' in |z| < 1 such that \zn —z'n\ < 1/n and 
l/(z»)-/(^)l la. Then we have la > 0 and this is
impossible, for the sequence z't, z2,... consists of points in |z| < 1 
tending to z^. This concludes the proof of the theorem.

If z describes the circumference |z| = 1 then /(z) describes a contin­
uous curve Cw consisting of boundary points of 9ft w. We shall prove that 
Cw exhausts the whole boundary of 9ft Assume that w' is a boundary 
point of 9ft w which does not belong to Cw. It is always possible to find a 
sequence w'l9 w29... consisting of inner points of 9ftw converging to w'. 
The corresponding points z[, z2,... are in |z| < 1 and the accumulation 
points of this sequence are on |z| = 1. Consider one of the accumulation 
points z^ and extract from the above sequence a subsequence z1? z2,... 
tending to zw. The corresponding points wt, w2,... constitute a sequence 
tending to the point w^ = f(z^) of the curve CW9 but also to w' / w^. 
This is impossible. Hence

If by means of w = f(z) to every point of the circumference |z| = 1 
corresponds a boundary point in the above described manner, then the 
boundary of 9ftw is a continuous curve C„,

The curve Cw may have multiple points, i.e., to different points of 
|z| = 1 may correspond the same point of Cw. The last example of sec­
tion 10.2.5 provides an illustration.

The general problem of the boundary behaviour of the Riemann 
mapping function and its inverse is not easy and it has received consider­
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able attention in a series of investigations since the beginning of this 
century. Special mention should be made of the important pioneer 
work of Caratheodory on the general boundary problem which he could 
solve by introducing the fundamental concept of a “prime end”.

It is not our intention to pursue the general problem, for we need only 
a rather special case. In the next section we shall formulate a criterion 
which enables us to conclude that the situation as described in this section 
is realized. The faultless verification of this criterion in concrete examples 
often requires detailed topological considerations but in most cases we 
can accept its truth without further proof.

10.5.4 - Normal boundary points

It will turn out that the considerations of section 10.5.3 may be applied 
if the boundary points of are of a particular kind. By a cut into the 
interior of is meant a Jordan curve joining an interior point of
to a point of the boundary, and such that any infinite sequence of
points of the curve either has at least one accumulation point within 

or else has w^ as its only accumulation point. A boundary point 
Wqo of is called normal if every sequence w19 w29... of points in 
tending to w^ contains a subsequence of points lying on a cut ending 
in All boundary points of the region plotted in fig. 10.5-1 except 
those on the side x = 0 are normal.

In order to be able to decide whether a given boundary point is normal 
the following lemma may render service

A sequence w19 w2,... of points in a region which converges to a 
boundary point w^ lies on a cut C if to every £> Owe can assign a number 
nQ such that all points wn of the sequence with n nQ can be joined two by 
two by means of a polygonal arc included in the intersection of and 
the disc |w — < g.

According to the assumption to every number sk of a sequence sx, 
fi2»• •. of positive numbers tending to zero we can assign a number nk 
such that all points wn with n nk can be joined by a polygonal arc 
within the intersection of the region and the disc |w —>%] < &k. 
First we connect wr,..., wni within in this order. Then wni, wni +t,..., 
wn2 within the intersection of and the disc |w—< sx, etc. Thus 
we obtain a half open polygon in which admits the only accumulation 
point on the boundary of 9^w. In general this polygon has multiple 
points. If we shift a little the vertices we can obtain a polygon L with 
only isolated self-intersections not coinciding with the points wn.

Starting from wt we percorse the polygon in a direction which we shall 
call positive. We meet the double points which we denote in succession
176
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Fig. 10.5-3. The successive eliminations of the crossing points (schematic)
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by a?!, a>2, • • •• First we reach co1. We do not traverse the crossing but 
move along the polygon to the right or to the left in the positive direction. 
Then we reach a second crossing and proceed as before. Continuing 
we obtain a polygon Lo which has the only accumulation point on the 
boundary of The polygon Lo has no crossing points, but may have 
contact points. We remove them by means of two short segments inside 
a neighbourhood of the contact point which does not contain points of 
the original sequence, (fig. 10.5-2).

Next we percorse L again starting from wr. Let cor denote a crossing 
point of L which was not a contact point of Lo. We can find a part Lr 
of L beginning and ending at cor which bounds a simply connected 
region. This polygon contacts with Lo in and possibly in other points 
of Lo. By removing small segments issuing from cor we can connect Lr 
to Lq by means of two other small segments, (fig. 10.5-3), and the re­
maining contact points are removed as above in the case of £0. Thus 
we have extended Lo to a polygonal arc LQ+L1. This being done we 
move further along L until we reach again a crossing point which was 
not a contact point of LQ+Lr and proceed as at a>r. Thus we construct 
a polygon C =L0+Lr + ... without double points, containing all points 
Wi, m>2, ... and having the only accumulation point on the boundary 
of

10.5.5 - The central theorem

The question of the behaviour of a mapping function at the boundary 
can be answered completely if we make the assumptions stated in the 
theorem

If f(z) maps the interior of the disc |z| < 1 univalently and conformally 
onto a region which has only normal boundary points, then f(z) is 
continuous throughout the closed disc |z| 1.

By the same arguments as used for the proof of Riemann’s theorem we 
may assume that is bounded and even included in the open disc 
|w| < 1. Let z0, zt,.. . denote a sequence of points having a point z^ on 
|z| = 1 as the only accumulation point. It is our aim to show that the 
corresponding sequence w2,... tends to a boundary point 
of and that is uniquely determined by z^, i.e., it does not depend 
on the sequence tending to z^. Suppose that the sequence of the points 
% has at least two accumulation points w' and w". Then we can find 
two subsequences w'19 w2,... and w", w2,... tending to w' and w" 
respectively and having the additional property that the points of the 
first sequence are on a cut and those of the second sequence on a cut

corresponding to two curves Cz' and C" in |z| < 1. The curve C'z
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Fig. 10.5-4. Proof of the central theorem

contains infinitely many points z'n corresponding to w'n and C" contains 
infinitely many points z'n' corresponding to w'n'. Both have z^ as accumu­
lation point.

Let d denote the positive number |w' —w"|. About w' and w" we 
describe two discs and having a radius equal to %d. On we 
determine a closed initial part C'lw such that the remainder C2w on is 
in Similarly we define and C^. The originals C[z, C"z of Cx'w, 

respectively, are closed sets in \z\ < 1 and they do not contain z^. 
Hence we can separate from these sets by means of a circular arc 
Cp about z^, °f radius p within |z| < 1, (fig. 10.5-4) with end points 
a and b on the circumference |z| = 1. It is clear that C2z and C2z meet Cp 
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at points af, b' corresponding to points on C^w and we may assume 
that we do not meet a point of any more if we move along Cfz 
from a', b' resp. to z^. It follows that

|/(&')-/(a')| = f/'(CX
J a'

where £ is on Cp. Put £ = z^+PQld- Since the angle cpf between the half 
rays issuing from zw and passing through a' and b' does not exceed the 
angle cp between the half rays issuing from and passing through a 
and b, we have

o
^p l/'(C)I^P \f (CW

Jq Jo
Hence f<p

Jo
(10.5-2)

This inequality is valid if p remains under a certain number r.
Now we apply Schwarz's inequality, stating
If f(f) and g(f) are complex continuous functions of a real variable t 

varying throughout an interval a t b and if we put

then

Cb 
(f, g) =

J a
(10.5-3)

(10.5-4)

Notice that (f,f) 0 and (J, g) = (gj). Further (/i+/2,0)
= (/i , #) + (fi, g), (Pf, g) = P(f, g) if P is a constant.

The inequality (10.5-4) is trivial if (g, g) = 0. Hence we assume that 
(g, g) > 0, i.e., g does not vanish identically. We have

o (f-pg,f-pg) = (fJ)-P(fg)-P(f,g)+PP(g,gY

Taking P == (f g)l(g, g) we obtain the desired result.
If we replace in Schwarz’s inequality f by /'(£), where t is replaced 

by 0, and g by 1, we find from (10.5-2)
d2 / f9 \2 r9
- P l/'(0l^ P l/'(0W do
yp \Jq / Jo Jo

<2np lf'(Ol2d0-
Jo

Integrating from p = s to p = r, where 0 < e < r, we get
d2 r Cr
-10g-g27c \fWpdpd0. (10.5-5)
9 fi J. Jn
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If p varies from £ to r the arc Cp describes a region 93z whose image 93 w 
is in and hence in |w| < 1. Therefore its area is n and we obtain 
the inequality

J*J* du dv 7i.

But
JJdudv = dxdy = ^(ux + u2y)dxdy

where we have applied the Cauchy-Riemann equations (1.3-7). Combining
this with (10.5-5) we find

1 r log -
£

18tt2 
d2 9

or

log 8 log r— 18tt2 
d2 ’

By making 8 -> 0 we find a contradiction. Our conclusion must be that the 
sequence Wi = /(zt), w2 = f(z2)> • •tends to a point on the bound­
ary of 3iw.

The uniqueness is readily proved. Let z\, z2,. .., and z'/, z2,. . ., 
denote two sequences tending to zx on \z\ = 1. Their corresponding 
sequences are , w'2,..., and w", w2,.... We form the combined 
sequence zj, z[', z2, z29.... The corresponding sequence w'i9 w'/, w2, 
w2,..., converges to a unique point wx and so do the above subsequences. 
We are now in the situation described in section 10.5.3 and the truth of 
the theorem has been established.

10.5.6 - Boundaries containing analytic arcs

A particular case which often occurs in practical application is the 
following: Assume that is a simply connected region in the z-plane 
which is mapped by w = /(z) onto the open disc |w| < 1 in the w-plane 
and that Cz is an analytic arc (section 10.1.4) on the boundary of 9i*. 
In addition we assume that Cz can be imbedded in a region 9?z in which 
symmetry with respect to Cz is defined. Let a denote a subset of Cz 
with the property described at the end of section 10.1.4.

We consider a sequence z0, zt, z2,... of points of 9iz which tends to a, 
i.e., all accumulation points of the sequence are on a. Then we contend 
that the images/(z0),/(z1),/(z2), • • •> tend to the circumference |w| = 1. 
If this assertion were not true we could find a subsequence f(zn^)9 f(zni), 
f(zn2),. . ., which converges to a point belonging to |w| < 1. Since 
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the mapping is one-to-one and bicontinuous the corresponding sequence 
z„o, zni ,zn2,... would converge to the point zx = J'(wa0) in 9ix, contrary 
to the assumption.

In view of the theorem of section 10.1.4 we may conclude that /(z) 
remains regular at every point of a and that the correspondence as given 
by f(z) between a and points on |w| = 1 is one-to-one. For, assume 
that /(z) would take the same value at two points of a. Then /(z) would 
have to map disjoint neighbourhoods onto open sets which have a point 
on |w| = 1 in common but no common points inside the unit circle.

As a particular instance we mention the following theorem
Let denote the interior of a polygon whose boundary consists of 

circular arcs with vertices b19.. .9bn. Iff(z) maps |z| < 1 onto 3iw, then 
f(z) is still continuous on |z| = 1 and there is a one-to-one correspondence 
between the circumference |z| = 1 and the boundary of^^.At every point 
of |z| = 1 which does not correspond to a vertex the mapping function is 
regular and so is its inverse.

This latter theorem which is of great practical value can be proved in a 
simple direct way, only with the aid of the Riemann mapping theorem 
of section 10.5.2. For the sake of convenience we make the additional 
assumption that the region is either in the interior or in the exterior of a 
circle to which a side belongs. In our practical applications this con­
dition is always fulfilled, (fig. 10.5-5).

There is a fractional linear transformation of the w-plane which maps 
any side a onto the line segment between — 1 and +1 and maps 3iw onto 
a region in the upper half of the w-plane. Let 3^ denote the region 
symmetric with 3^ with respect to the real axis. Since Sftx is simply 
connected its complement with respect to the extended plane is connected 
(section 9.1.3). It is easy to see that the complement of the region 91* 
consisting of 3?tt and the segment between — 1 and +1 is also connect­
ed. Hence 3t* is simply connected and we can map it univalently onto 
the interior of a unit circle in a Zi-plane by means of a function zr = <p(w), 
such that <p(0) = 0 <p'(0) > 0. Since this mapping function is unique 
and since the same mapping is accomplished by the function <p(w) it 
follows that <p(w) = <p(w) and hence <p(w) is real for real w. Thus (p 
provides a univalent mapping of 3Ftx onto the upper half of the unit 
circle. In addition this function is univalent and continuous on the region 
SRi extended by the segment between —1 and +1, as is its inverse. A 
transformation of the type (10.2-18), viz.,

transforms the upper half of the circle in the z^plane onto the upper half
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of the z2-plane, such that the segment between — 1 and +1 corresponds 
to the positive real axis. Finally we can map the upper half of the z2-plane 
onto the interior of the unit disc in the z-plane by means of a suitable 
fractional linear transformation. Combining all these auxiliary transfor­
mations and adjusting constants we can find a function g(w) mapping 
onto the unit disc |z| < 1 such that for given w0 we have #(w0) = 0, 
#'(w0) > 0- This function is unique and it is continuous and univalent 
on the side a and so is its inverse. Since this side is arbitrarily chosen 
the same statement holds for the whole boundary of Si with the possible 
exception of the vertices.

We investigate the behaviour of g(w) at the vertices. Let two sides meet 
at a vertex b and let arc / 0 be the interior angle of the two arcs. Our 
assumption about implies a 1 and a = 1 is impossible, unless the 
two arcs belong to the same circle. But then the continuity of g(w) at 
w = b is obvious. By a suitable linear fractional transformation of the 
w-plane we map b onto the origin, one side onto part of the positive axis 
and the other into part of the ray w = reia. Then is carried into a part 
of the angular region 0 < arg w < arc. Now we apply the transformation 
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t* = w, (section 10.2.2). Thus we have mapped onto a part of the 
upper Z-plane such that a segment of the real /-axis, including t = 0 
is on the boundary. We can proceed as before and conclude that g(w) is 
still continuous at b.

If a = 0, a linear fractional transformation is used to map into a strip 
with the image of one side on the real axis and the image of the other 
on the line Im w = n9 whilst b corresponds to the point — oo of the real 
axis. We apply the mapping w = log t9 (section 10.2.6), and proceed as 
before. This concludes the proof of the theorem.



Chapter 11

UNIVALENT FUNCTIONS

11.1 - Preliminary lemmas

11.1.1 - Area enclosed by a contour

We consider a function f(z) which is regular at every point of the cir­
cumference |z| = r and univalent. Then the image of this circle as given 
by the function is a closed simple curve, a contour, (section 1.2.5). The 
equation of this curve is

iv = Re10

and by an elementary formula, the area enclosed by it is

Ar = j R2d$, 
J Cr

(11.1-1)

the integration being performed along Cr, the image of \z\ == r, percorsed 
in the counter clockwise sense. This may also be written as

f2* 30Ar = | R2 — dO.Jo se

From (9.2-16) we deduce

(11-1-2)

n250 ndR , oR2R — = rR — ----
S9 dr dr

Hence
A 1 f2n SR2 M 
Ar = ---- de.

Jo dr
(11.1-3)

11.1.2 - The interior area theorem

We wish to apply the formula (11.1-3) to the following problem. 
Assume that /(z) is holomorphic and univalent throughout the region 
|z| < 1. What can be said about the area of the image of this region as 
given by /(z)?

The Taylor expansion is

/(z) = f a„zv, 
v = 0

(11.1-4)

[185]
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valid throughout the interior of the unit circle. Since nothing is claimed 
about f(z) on the boundary, it is natural to consider first the image of 
|z| = r, with 0 < r < 1. The area enclosed by this curve can be evaluated, 
for we have

R2 = /(rei9)/(rei9) = £ |av|2r2v+(exp ikO), 
v = 0

where (exp ikO) collects all terms involving a factor of the type exp ikO, 
with k 0. It follows that

00
r----  = £ 2v|av|2r2v+(exp ikff).

dr v=o
Hence

Xr = ™ E V|av|2r2v. (11.1-5)

Now two cases are possible. First we assume that Ar is bounded for 
0 < r < 1. Let M denote an upper bound. Then certainly

"E^v|Vv

v = 0
(11.1-6)

where n is a fixed, but arbitrary integer. Since all terms in the series 
(11.1-5) are not negative the expression on the left of (11.1-6) does not 
decrease with r and has a limit as r -> 1. Hence

v|av|2 M. 
v = 0

If n -> oo we obtain

A = lim Ar = 7c E ^1<2V|2. 
r-+l v = 0

(11-1-7)

This number is called the interior area of the image. Secondly we assume 
that Ar is not bounded. Then the series on the right of (11.1-6) is diver­
gent and the interior area has an infinite value.

11.1.3 - The exterior area theorem

A very interesting and important result is obtained if we consider the 
function

0(z) = - + X bvzv, Z v = 0
(11.1-8)

supposed to be holomorphic and univalent throughout the region 
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0 < |z| < 1. It is distinguished from the preceding function by the ad­
dition of a simple pole (with residue 1). Writing again g(z) = Ae10, 
we now have

1 oo

K2 = — + ^ |bv|2 r2v + (exp ike) 
r v = o

whence
9 00

r----  =---- - + y 2v\bv\2r2v + (exp ikO), 0 < r < 1.
dr r2 v=o

It follows that
--2+7rfv|M2r2v, (11.1-9)

r v = o

where Ar denotes again the integral (11.1-3).
In this case, however, Ar is negative, i.e., — Ar is the area of the region 

complementary to the image of the interior of |z| = r. This is a conse­
quence of the fact that Cr is percorsed in the clockwise sense. This can 
be verified by the following argument. Let z0 denote a point in the region 
\z\ < 1 outside \z\ = r. Since g(z) is univalent the function g(z) — g(z^ 
has no zero inside or on |z| = r. But it has a simple pole inside this circum­
ference and so we have (section 3.8.2)

1
2ni lCl=r 6f(O-Xzo)

= -1.

This means that the winding number (section 3.10.1) of Cr with respect 
to the origin is —1.

When proceeding we deduce from (11.1-9) that

£ v|b„|2r2v+2 < 1.
v = 0

(11.1-10)

As in the previous section we see that it is allowed to let r -> 1 and thus 
we obtain GronwalVs theorem

If g{z) is holomorphic and univalent in the region 0 < |z| < 1 and 
has the expansion

i 00g(z) = - + £ bvzv,
Z v = 0

then

f v|M2 1. 

v = 0
(11.1-11)

It should be noticed that this theorem does not state anything about the 
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coefficient bQ. This is clear, for changing b0 means a translation of the 
image of \z\ < 1 and the areas considered above do not alter.

We wish to derive an important consequence from (11.1-11) namely

| IM 1 (11.1-12)

Equality occurs only if bt = tj, |i/| = 1, and b2 = b3 = ... = 0 
Then g(z) is the function

/ x 1Xz) = - +riz 
z

and thus it appears that the inequality (11.1-12) is sharp.

11.1.4 - Prawitz’s lemma

Gronwall’s theorem is an interesting illustration of the fact that simple 
geometric considerations give rise to function theoretic results of impor­
tance. There is another geometric approach which is based on a very 
simple idea due to Prawitz. This is embodied in the following lemma

Let C denote a piecewise analytic simple closed curve, surrounding the 
origin, given by the equation

z = Re10.

Let F(Rj be a non-negative monotonous function. Then

F(R)d<P 0, 
c

(11.1-13)

the integration being performed along C in the counter clockwise sense.
Consider an angular element issuing from the origin with width |d$| 

and inside this element a half ray which does not touch C. This is possible, 
for C sends only a finite number of tangents through O, (section 10.1.4). 
The number of intersections with C is odd. Denote the distances of these 
points to O successively by Rt,..., R2k+1 • The contribution of this angu­
lar element to the Riemann sum approximating the integral (11.1-13) is

(F(Rl)—F(R2) + ... -F(R2k)+F(R2k+1))\A<P\
k

= X (F(7?2K_1)-F(K2K))+F(j?2t+1))IM^|
K = 1

k

= (W+ L (-F(K2k)+F(K2k+1)))M#|. (11.1-14)
K= 1

We have taken the +sign at the points where C intersects the half ray 
from the left to the right and the —sign in the contrary case. It is now 
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clear that the sum is F(R2k+1) if F(R) is non-increasing and F{Rr) 
if F(R) is non-decreasing. In either case the contribution to the Riemann 
sum is not negative. The truth of the statement follows easily.

Next we assume that f(z) is holomorphic throughout |z| < 1 and 
univalent. We put

/(re*) = Re1’0, 0 < r < 1. (11.1-15)

If C = Cr is the image of \z\ = r as given by /(z), we have

F(Ry—dO^Q. (11.1-16)
Jo d0

Two particular cases are of importance. First we take

F(R) = R\ (11.1-17)

where 2 is real and different from zero. Then, on account of the Cauchy- 
Riemann equations (9.2-16)

Jo -R Sr Jo dr

or
1 J f2n
- - R*dO 0. (11.1-18)
2 dr Jo

This result implies Ar 0, where Ar is defined in (11.1-3), if we take 
2 = 2.

Secondly we take
F(K) = Rx0-R\ (11.1-19)

where Ro is the radius of a circle around O which includes Cr in its interior. 
In view of (11.1-16) we have

R*—d0.
50

(11.1-20)

But

and performing the operations which lead to (11.1-18) we have

- — f R*d0 < 2nRx0.
2 drJo

(11.1-21)
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11.1.5 - A MEAN VALUE THEOREM

Let again /(z) be holomorphic and univalent throughout |z| < 1. 
We make the additional assumption that /(0) = 0. Let Af(r) denote 
the maximum of |/(z)| if |z| = r. Next we take RQ = Af(r) + e, e > 0. 
Assuming that 2 > 0 we find from (11.1-21)

— 2nX (M(r)+e)A .
drjo r

Since this is valid for every e > 0 we may let e -» 0. Integrating from 0 
to r we obtain

If f(z) is univalent and holomorphic within |z| = 1 and f(G) = 0, then

— f 2n|/(rei9)|Ad0 2 f dp, 0 < r < 1, 2 > 0, (11.1-22)
2tcJo Jo P

where M(r) denotes the maximum of\f(z)\ on |z| = r,
From this result we may derive an estimate for the coefficients of the 

Taylor series
/(z) = f cvz” (11.1-23)

v= 1

which exhibits close resemblance to Cauchy’s inequality (2.18-2). 
In fact, as in section 2.18.1, we have 

where Cr is a circumference about the origin with radius r < 1. It follows 
that

2nr Jo

and taking 2 = 1 in (11.1-22) we obtain

the desired formula.

11.1.6 - Faber’s functions

In subsequent parts of this chapter we will study functions which are 
univalent and holomorphic throughout the interior of the unit circle. 
In most cases the statements about these functions obtain their simplest 
form if we make some not essential restrictions, namely that they have a 
zero (and hence the only zero) at the origin and that the value of the
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derivative there is equal to one. Every univalent function /(z) can be 
reduced to a function of this kind if we replace it by

/(z)~/(°) (11.1-25)
/'(0) 7

Univalent functions, holomorphic for |z| < 1 and satisfying the above 
conditions will be referred to as univalent normalized functions. Their 
expansions in series are of the type

/(z) = z + a2z2+ ... = z + X avzV- (11.1-26) 
v = 2

Every such function gives rise to a class of associated funtions of the 
same kind, introduced by Faber. In many considerations about univalent 
functions they present themselves as very useful.

In order to define them we observe that in

/(zfc) = z*(l + f avz(v~1)fc) (11.1-27)
v = 2

k = 1,2,... the series between brackets represents a function which is 
holomorphic for |z| < 1 and has no zero. According to section 9.1.4 
we can find a holomorphic function

h(z) = 1+ — zk+ ..
k 

such that
hk(z) = l + a2zk+ .. ..

The function

fk(z) = zh(z) = z + — zfc+1+ ... (11.1-28)
k

is holomorphic for |z| < 1 and satisfies the equation

/(?) = (A(z))\ (11.1-29)

We will prove that this function is univalent. In fact, it vanishes at 
z = 0 only and from

A(^i) =Afe) 
follows

/(*?) =/(z‘)
whence

vz^ — z2
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and so
Zi = yiz2

with rjk = 1. It remains to prove that tj = 1. If rj 1 we have

A(zi) * =A0pi) =/fc(z2) 

and this concludes the proof of the assertion.

11.1.7 - An inequality of golusin

The inequality (11.1-22) may be generalized for an integral including 
also the derivative of /(z), namely

1 r2n
V- l/(reiTl/'(reH’)|d0. (11.1-30)
2tc Jo

It is again understood that/(z) is univalent and normalized, while 2 > 0 
and 0 < r < 1. For our considerations we need Schwarz’s inequality 
(10.5-4).

We consider the function

A(z) = (/(zfe))1/fc = £ av>kzvk+1, k = l,2,..., (11.1-31) 
v = 0

which is, as we know, univalent and normalized as is/(z). Differentiating 
we get

A'(z) = zk-\f{zk^k~lf'{zk), 
whence

/'(z) = z^-^fiz))1-1^^).
Inserting this into (11.1-30) we find

l/k-l [>2it

— \f(ree^+1~llk\fi(zllk)\d0
2ti J q

and from Schwarz’s inequality (10.5^1) follows that this integral does 
not exceed

— PiQi r
with

•i p2n

p = J- \f(reie)\22+2~2/kd0 (11.1-32)2n Jo
and

2 = A f2"'-2/4IA'(z1/fc)l2 de. (11.1-33) 
2tc J q
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Now we take k such that 2+1 — 1/k > 0. Then we may apply (11.1-22) 
and we find

/ 2\ Cr (M(oS\2X+2'2,kP (22 + 2— -) -----------dp. (11.1-34)
\ k! Jo p

For Q we find

e = f(vk+i)2KjV’+^
v = 0

= f (vfc+ l)rv+ 1/k(yk +1)] a v> fc|2r(vfc + 1)z*.
v = 0

Our next task will be estimating the expression

(nk+l)rn+1,k.

This may be done as follows. If m is any positive number the function 

xm(l-x)

takes it maximums on the interval 0 < x < 1 at x = ml(m+1). Hence 
this maximum is

mw = 1 1 1
(m+l)m+1 m l\m+1 ms

\ mJ
whence

tnxm < —-—, 0 < x < 1, m > 0.
e(l-x)

If we take
1 

m = n+ - , x = r, 
k

we get

(nk+l)rn+1,k < ——— 
e(l-r)

and thus
k 00

Q < —-----r L (vk+l)|av,J2r(vt+1)/*.
e(l — r) v=o

(11.1-35)

According to (11.1-5) the sum on the right is equal to the area of the 
image of the disc \z\ = ri/2k divided by it as determined by the function 
A(z). This area does not exceed that of a circle with radius the maxi­
mum of |/fc(z)| if |z| =r1/2k. But this maximum is also that of |/(zk)|1/k



194 UNIVALENT FUNCTIONS [U

for |z*| = y/r i.e., As a consequence

e(l-r)
(11.1-36)

Combining this with (11.1-31) we finally have
If f(z) is univalent and normalized, then for 0 < r < 1, A > 0,

1 f2ni |/(rei9)n/'(rei9)|d0
2nJ0

1 pfc(l + A)-2\*/M(V?)2/ll\*/ ffM(p)22+2~2/*^
r \ e / \ 1-r / \Jo P /

(11.1-37)

where M(r) denotes the maximum of\f(z)\ on |z| = r, provided the integer 
k is such that A 4-1 — 1/fc > 0. This result is due to Golusin.

There is another estimate of the expression on the left of (11.1-35) 
which deserves mention. We notice that

(nfc+l)rB = r”(n + l) + . +r")
n4-l n4-l

k
< /c(l + r + ... + r”) < k(14-r+ .. .) = —.

1 — r
Hence

(nk + iy+1/k kri/k
1-r

2 <

and thus, reasoning as above,

1 —r
(11.1-38)

whence
1 (*2n

A \f^lk)\2do
2ti J 0 (11.1-39)

In the case k = 1 this result is due to Littlewood and Payley.

11.2 - Distortion theorems

11.2.1 - Bieberbach’s theorem

A map of the interior of the unit circle as given by a univalent normal­
ized function can be regarded as a distortion of the shape of this region 
and of all subsets of it, resulting in the shape of the corresponding images.
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Any result giving limitations for the amount of this distortion is, 
therefore, called a distortion theorem.

As we shall see a basic theorem for deriving distortion theorem is the 
following theorem due to Bieberbach

If the function (11.1-26) is univalent for |z| < 1 then

|a2| 2. (11.2-1)

In order to prove this statement we consider an associated Faber func­
tion with k — 2:

/2(z) = z+$a2z3 + ....
Then

1

/2(z)
---- $a2z + ... 
z

satisfies the conditions of Gronwall’s theorem of section 11.1.3. From 
(11.1-12) follows

11^1 1

and this is equivalent to (11.2-1).
An alternative proof of Bieberbach’s theorem may be given by using 

Prawitz’s method. We write

/(z) = Re™, z = reid, 0 < r < 1, (11.2-2)

and consider the function

(j/t) =CO + C1z+... (11.2-3)
V(z)/

which represents a holomorphic branch of the square root of zlf(z). 
It is easily verified that this branch exists throughout \z\ < 1 and is uni­
valent. A simple calculation shows that

Cq = 1, Ci = (11.2-4)

Next we observe that

= Ekv|Vv *+(expifc0). 
v = 0

Hence
oo

R~lde = 2rc£ [cv|2r2v—1
Jo v = 0
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and it follows from (11.1-18) that

- 4 + 2 (2v — 1 )|cv|2 r2v—2 0
r v= i

or

Ji(2v-l)|cv|V’ 1.

By making r -> 1 we find

f (2v-l)|cv|2 g 1. 
v= 1

In particular |ct| 1 and in view of (11.2-4) we find again |a2| 2.
The estimate (11.2-1) is the best possible. Equality occurs iff(z) is 

Koebe's function

<z
- (TZTp • <n-2-5>

We have investigated the mapping as given by this function in section 
10.2.3 and we remarked that the expansion in series is

k(z) = z + 2z2 + • • • = X vzV* (11.2-6)
v= 1

This led Bieberbach to the conjecture that for all n 2

M (11.2-7)

provided the function is normalized. It is one of the deepest unsolved 
problems in the theory of univalent functions whether (11.2-7) holds 
for all n > 1. Beyond the case n = 2 only the cases n = 3 and n = 4 
have been established. The case n — 3 will be considered in section 11.5.3.

11.2.2 - The Koebe-bieberbach theorem

A theorem due to Koebe states that the image of |z| < 1 as given by a 
normalized univalent function /(z) covers a circle whose radius is an 
universal constant. Bieberbach determined the exact value of the radius.

First we observe that /(z) cannot take every complex value, for there 
is no one-to-one conformal mapping onto the whole z-plane. Hence 
there is a constant c such that /(z) / c if |z| < 1. The function

<p(z) = </(z) 
c-/(z)

= z + (11.2-8)
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is again univalent and normalized. By Bieberbach’s theorem we have 

or

|c|
whence

+ 1^2! = 4,

Id i. (11.2-9)

Thus we have the so-called ^-theorem
A univalent normalized function takes for |z| < 1 all values c with 

C < I-
Otherwise stated
The image of the interior of the unit circle as given by a normalized 

univalent function covers an open disc about the origin with radius |.
This result is sharp, for Koebe’s function does not take the value

—| inside |z| = 1. Hence the constant | cannot be replaced by a larger 
constant.

An easily proved consequence is the following theorem
If two points are situated on a line through the origin and separated by 

it and are not covered by the image of the interior of the unit circle, then 
at least one has a distance from the origin not less than

Suppose that the function /(z) does not take the values a and b with 
a / b, arg a — arg b = 71. Then, evidently, a 0 and the function

a/(z) 
a-Az)

is also univalent and normalized. Since it does not take the value ab/(a — b) 
we have

\ab\ > ± 
\a~b\ = 4’

or
11 1 1 A------- ----  - + - 4.

a b a b

Without loss of generality we may assume that |Z>| |a|. Then 2/|a| 4
i.e., |a| This proves the assertion.

11.2.3 - A COVERING THEOREM FOR CONVEX FUNCTIONS

In the case that the image of the unit circle as given by /(z) is convex
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(section 2.2.1) we can improve the ^-theorem of the previous section. 
In this case we shall say that the function f(z) is convex.

If the normalized univalent function f(z) maps |z| < 1 onto a convex 
region, then this region covers an open disc about the origin with radius |.

A very short and elegant proof of this theorem has recently been given 
by T. H. Mac Gregor. He showed that the theorem is a direct conse­
quence of the ^-theorem.

Let 91 denote the image of |z| < 1 as given by the normalized univalent 
function f(z) and suppose that 9i is convex. Let c be a number not taken 
by /(z). We introduce the auxiliary functions

g(z) = (/(z)-c)2, = (11.2-10)
2c

It is clear that g(z) has no zero in |z| < 1. Moreover, g(z) is univalent. 
For, let zt and z2 denote two distinct points of the unit disc. Then

^(Zi)-^(z2) = (/(Zi)-c)2-(/(z2)-c)2

= (/(^)-/(z2)X/(^)+/(^2)-2c).

Since/(z) is univalent we have/(zj / /(z2). On the other hand, i(f(zi) + 
+/(z2)) belongs to 91, for St is convex and since c does not belong to St 
we see that also /(^1)+/(z2) — 2c 0.

Now g(z) = (—c+z+ . . .)2 = c2—2cz+ ..., whence h(z) = z+ ... 
and h(z) is again univalent. It does not take the value %c9 and by the 
theorem we have ||c| J or |c| |, as asserted.

The function 

shows that this result is sharp, for this function maps |z| < 1 onto the 
half plane Re w > — |.

11.2.4 - General distortion theorems

In this section we shall develop an interesting further group of inequali­
ties for univalent functions as a direct consequence of Bieberbach’s 
theorem (11.2-1). First we wish to prove the following lemma

If 0 x < 1, then

_ 2x 

f'(x) 1-x2
4

“ 1—x2 ’
(11.2-11)

where f(z) denotes a normalized univalent function.
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The function
z + x
1 + xz *

considered as a function of z is univalent for |z| < 1 and its modulus is 
less than unity, for (1 + xz)(l +xz) — (z + x)(z + x) = (1—x2)(l—zz) > 0. 
Hence

g(z) = = b0 + blZ + b2z2+ ... (11.2-12)
\l+xz/

is univalent and holomorphic for |z| < 1. By elementary computation 
we have

x [z + x \ (1-x2)2 ,/z + x\ 1-x2g (z) = f ------- -------- -A -f I------- • 2x---------- .
\l+xz/(1 + xz)4 \l + xz/ (1+xz)3

Hence

= <7'(0)=/'(x)(l-x2), (11.2-13)

b2 = i^"(0) = K/"(x)(l-x2)2-2x/'(x)(l-x2)).

The function

g(z)~fc° = z+hz2+ ...
b.

is again univalent and normalized. From Bieberbach’s theorem we may 
infer that

£ L_W(i_x2)^2x = 2

and (11.2-11) follows at once.
An easily deduced consequence are the inequalities

1 —r 
(i+T3 !/'(*)! l + r 

(1-r)3’ |z| r < 1. (11.2-14)

Thus we have a limitation of the stretching of the mapping at any point 
within the unit circle. It is usually referred to as Koebe's distortion 
theorem.

Since f'(z) has no zeros l//'(z) is holomorphic. In view of the 
maximum modulus principle it is sufficient to prove (11.2-14) for |z| = r.
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We may even take z = r, for the general case can be reduced to this one 
by considering the function 

*1

with suitably chosen rj such that \rj\ = 1.
From the lemma we deduce, assuming 0 r < 1,

|log|/'(r)|+log (1- r2)| = Re f ^—^dx + log(1-r2)
J0/'W

- — dx- 
o f’M

,r 2x , ----dx
o

'r 4

o I”*2
dx = 2 log itL. 

1-r

Hence
1 -4“ 7* 1 -4“ r

log |/'(r)l -log (1 -r2) + 2 log — = log  -----
1 —r (1 — r)

1 v* 1   y
log|/'(r)| -log(1-r2)-2log----- = log--------  ,

1-r (l + O

and this concludes the proof of (11.2-14). 
Next we shall prove

r 
(uTp l/(z)l

r 
(l^f’ |z| r < 1. (11.2-15)

From the previous theorem we deduce

1/0)1 f |/'(x)|dx f dx = —yJo J0(l-x)3 (1 —r) (11.2-16)

and as in the above proof it follows that the inequality on the right is 
valid for all z with |z| r.

The proof of the inequality on the left is not easy. As we remarked 
above it suffices to prove it for z = — r, 0 < r < 1. Let w and z be related 
by Koebe’s function

w = z 
(1^ = fc(z). (11.2-17)

The inverse relation may be denoted by

z = cp(w). (11.2-18)

The function cp maps the w-plane slit from — | to — oo onto the 
region \z\ < 1. If p is a positive constant < 1, the function
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^(w) = <p(pfc(z)) (11.2-19)

is holomorphic and univalent for |w| < 1. In fact pk(z) does not take 
values g — ip and, therefore, exceeds — The derivative of Koebe’s 
function is 

and is positive if — 1 < z 0. Hence Koebe’s function increases and 
tends to —| as z tends to —1 from the right. Its value for z = — r, 
0 < r < 1, is

r

Now we take
4r

p =------- Z. (11.2-20)
(1 + r)2

It follows that if z tends to —1 from the right, then <A(w) tends to 
<?(/>&(-1)) = <p(-|p) = <?>(&(—r)) = -r.

Continuing we introduce the function

z(z) = = z+ ...
P

which is univalent and holomorphic for \z\ < 1. If 0 < r < 1 then

xO?)
r

is also univalent and normalized. As a consequence of the one quarter 
theorem of section 11.2.2 %(rz) takes all values rc with |c| < |. Hence %(z) 
takes all values c with |c| < ir, if |z| < r. No such value can be taken on the 
circumference |z| = r, for the function is univalent. Thus we may infer 
that

1x0) , 0 < |z| < 1.
4

Let 0 < p < 1. Then

1x0)1 > iP
if —1 < z < —p. If z tends to —1 from the right, then x(z) tends to 
f\ — r)lp. It follows that

p
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and by making p -> 1 we find

/(-r) ip =
r 

(l+F

Thus we proved the statement on the left of (11.2-15). 
An alternative statement is

|z| r < 1.
1 < < 1

(1 + r)2 “ z = (l-r)2’ (11.2-21)

This is clear for |z| = r and it follows for |z| < r from the maximum modu­
lus principle since f(z)/z and z/f(z) are both holomorphic for \z\ < 1.

We wish to apply this latter statement to the function

gUMo

where g(z) is defined in (11.2-12) in which x is replaced by r. In view 
of (11.2-21) we readily find

IM Ml+rJ IM

(1 + r)2 - z “(1-r)2’
M r < 1.

Next we replace z. by — r and insert the expression (11.2-13) for bt.
Thus we get

l/'(r)||^+ ^|/'(r)l^-r
1+r r 1—r

or

1 —r rf'if) < 1 + r
1 + r “ /(r) ” 1-r ’

whence, by the usual arguments

1 + r
z/'(z) 
/(z)

1 + r
— 1 —r ’

|z| r < 1. (11.2-22)

All these inequalities are sharp. Equality occurs for Koebe’s function.
The inequalities (11.2-14), Koebe’s distortion theorem, are a limi­

tation for the absolute value of f'(z) inside the unit circle. Bieberbach 
has also obtained a limitation for arg/'(z). Taking into account (11.1-16) 
we have
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|arg/'(z)l = |Im log/'(z)l = |Im (log/'(z)+log (1 -r2))|

|log/'(r) + log(l-r2)| = f 6+^ - dx
•'oVW 1-x/

/"(x)2x
/'(x) 1-x2

fr 4 J 1 + rdx < ------- dx = 2 log-----,
“Jo 1-x2 1-r

where the argument is that branch which takes the value 0 at z = 0. 
It follows that

|arg/'(z)| 2 log ,
1 — r

0 < \z\ = r < 1. (11.2-23)

This is Bieberbach's rotation theorem.
In contrast with Koebe’s theorem this result is not sharp. In fact, the 

function

1 / / 1 I r\ \/(z) = ^77—dexP (O + O^g—) -1) = z+(l + i)z2+ ...

2(1 +1) \ \ 1— zJ / 

yields a counter example, for

/. .X . 1 -r z,exp (1 +1) log-----
1—z

i-T2

and along the positive real axis

Im log/'(x) = arg/'(x) = log----- .
1-x

The sharp form of the rotation theorem has been obtained by Golusin, 
applying powerful methods to be dealt with in a subsequent part of 
this chapter.

11.2.5 - Koebe’s distortion theorem for general regions

Up to now we considered functions which are univalent throughout 
a circular region. Koebe has also proved a distortion theorem valid in a 
general region in the open z-plane. It states

Let 9$ denote a region in the open z-plane and 6 a closed set included in 
St. Then there is a positive constant M depending only on JR and 6 such 
that for every function f(z) univalent and holomorphic in JR andfor arbitrary 
values z1? z2 belonging to 6 the inequalities
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1< HiO
M f'(z2)

(11.2-24)M

hold.
We may assume that d is the closure of a region. In fact, any two points 

of 6 can be connected by an arc included in SR and the points belonging 
to all these arcs constitute a closed set S' again included in SR. Any point 
of this set is the centre of an open disc of radius p, say, included in SR. 
We replace it by an open disc of radius |p. Thus S' is covered by open 
discs and from the Heine-Borel theorem we deduce that S' can be covered 
by a finite number of such discs. Their union is a region whose boundary 
is still contained in SR. Hence every closed set may be imbedded in the 
closure of a region which is a subset of SR and we have only to prove the 
theorem for sets of this kind.

Let now a > 0 denote a number not exceeding the distance of S 
to the exterior of SR. We construct a net of squares whose sides have a 
length The number n0 of the closed squares which have points in 
common with © is finite, for 6 is bounded, and their union is the closure 
® of a region, which closure contains 6 and is included in SR. Next 
we take two points zr and z2 in ©. We can find a sequence of points 

= zt, s2,.... sn = z2 such that two consecutive points of this se­
quence are situated in adjacent squares and n does not exceed n0. The 
distance of two consecutive points is at most a/^/2 < %cr. The open 
discs |z—sk\ < o, k — are all included in SR. Hence the function

/(st+<rs)-/(sfc)
= s+ ...

is holomorphic and univalent in |^| < 1 for every k. From (11.2-14) 
in |sj < 1 it follows

|/'(sfc+ffs)| < l + |s| 
|/'(Sfc)l = (1-M)3

(11.2-25)

If we take 

5fc+l ~~5k

a

we obtain, since |^| < |, 

l/u+i)lr 1+i 
l/U)l “(1-i)3

Taking k — l,...,n — 1 successively and multiplying corresponding 
members of the inequalities thus obtained we get
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\f (^2)1 < H2n~1 
l/'(*i)l =

< 112"° = M, (11.2-26)

where M depends only on 9t and on but not on /(z) and the selected 
points z15 z2. Interchanging zt and z2 in the inequality we obtain the 
desired result.

In the case that 9i in a circular disc we easily obtain an explicit expres­
sion for M. Let 91 denote the interior of the unit circle. If zv and z2 are 
two points of the closed disc |z| r < 1 we have, according to (11.2-14),

1-r 1 + r 1 —r 
(1-r)3 ’ (1 + r)3

and it follows that

\l + r/ " |/'(z2)|
(11.2-27)

the desired result.

11.2.6 - A TEST FOR NORMAL FAMILIES

Integrating the inequality (11.2-25), and using (11.2-24) we get,

l/U+1)-/&)! =
‘(■Sk+1-Sk)/^

f\sk+as)ds
0

= 12ff|/'(sk)| < 12Ma\f\Z1)\. 
o (1-P)

Taking fc=l,...,n —1, and adding the corresponding members of the 
inequalities thus obtained, we easily find

l/fe)-/(*i)l < 2(h-1W|/'(zi)| \2MnQcr\f\zJ\, 

where nQ is the number introduced in the previous section. Hence

l/(*2)l |/(z1)| + 12M«oa|/'(z1)|.

Writing K = 12Mnocr, we have
Let 91 denote a region in the open z-plane and S a closed set belonging 

to 9t. Then there is a positive constant K, depending only on 91 and on 
such that for all functions f(z) which are univalent and holomorphic 
throughout 91 and for every pair z15 z2, belonging to (£ the inequality

|/(z2)| £ |/(Z1)| + X'j/'(z1)| (11.2-28)

holds.
This result has an interesting consequence. Consider a family of 
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functions /(z) univalent and holomorphic throughout a region 9? in the 
open z-plane, such that at a given point z0 of the region the inequalities

|/(z0)| < Mr, |/'(z0)| < M2

hold, where and M2 do not depend on /(z). Then these functions are 
uniformly bounded throughout any closed set included in 9?.

This follows at once from (11.2-28).
Now we make the following remark. Analyzing the proof of Vitali’s 

theorem of section 2.22.1 we see that we used only the fact that the 
sequence (2.22.1) is uniformly bounded on every closed disc included in 
St. Hence the corollary stated in section 2.22.2 is already valid if the 
sequence (2.22-18) is uniformly bounded on any closed and bounded set 
included in the region St. It is customary to express this by saying that 
the sequence (2.22-18) is uniformly bounded in the interior of St. As a 
consequence of this we have

If the family of univalent and holomorphic functions in a region St in the 
open z-plane is such that the values of the functions as well as those of 
their derivatives are bounded at a given point of St, then the family is a 
normal family.

11.3 - Estimates of coefficients

11.3.1 - A THEOREM OF LITTLEWOOD

As we pointed out earlier (section 11.2.1) Bieberbach conjectured that 
for a univalent and normalized function with the expansion (11.1-26) 
for|z| < 1 the sharp inequalities |an| n hold. Littlewood has established 
the truth of a weaker assertion stating that Bieberbach’s conjecture is 
true within order of magnitude. He proved

If f(z) is the univalent function (11.1-26) then

knl < ne, n = 2,3,.... (11.3-1)

We are sufficiently prepared to establish this result in a few lines. Using 
(11.2-16) we find from (11.1-24)

r
1-r ’

Now we may take r = 1 — 1 /n. Hence

1
n —1l«nl

nn
(n-1)”"1 < ne3

as was stated.
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Since then this result has been improved by other authors. A first 
result in this direction is due to Landau who proved

|a„l n (|+ e.

The strongest result known at present is due to Bazilevie and is 

|an| <l«e + l,51.

11.3.2 - Odd functions

Imposing certain conditions upon the functions under consideration it 
is possible to gain more detailed information. A classical result due to 
Littlewood and Payley states:

The coefficients in the expansion of an odd univalent and normalized 
function are bounded

\an\^A. (11.3-2)

Here A is a constant not depending on the functions. The best possible A 
is not known, but we shall be able to evaluate a number for which 
(11.3-2) is true.

In order to prove this statement we will apply Golusin’s inequality 
(11.1-37), taking 2 = 0, k = 4. First we notice that the coefficients 
occurring in

(11.3-3) 
v= 1

are on account of (2.16-7) determined by

na„ = L f ® n = 1,3,5,..., 
2mJCr C

whence

1 r2n
nan^~l/'(rei9)|d0 

2nrn lJ0
and thus

(h.^;
r " e \ 1 — r / \J0 p J

Now we observe that /(z) may be considered as a Faber function with 
k = 2 associated with a univalent and normalized function g(z). In fact

/2(z) = z2+2u3z4+ ...
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is univalent in terms of the variable z2. Hence

/(z) = P2CO = (p(z2))*

with

g{z) = z + 2a3z2 + ....

If we apply the estimate (11.2-16) to #(z) we readily find

M(p) .
1“P

Hence

m*. = r p^p < i r dp =
Jo P Jo (1-P2)*- Jo (1-P2)* (1-r2)*’

Again
< r*/(l —r)* _ r*

1 — r ~ 1 — r (l~r)*

The product of the expressions obtained is

ri |
(1-r)2 (1 + r)* < (1-r)2

for
r 

(HTP 0 < r < 1,

as follows from 0 
(11.3-4) we get

< (1—r)2 = (1+r)2 —4r. Inserting these results into

2*3*e~* 
rB"*(l-r)‘

Take

2n-l
2n + l

Then

r”-*(l-r)

|2n + l 

n
1

n-i '

Making n -» oo we find
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Since 

is increasing for x > 1 (its derivative being positive) we find that

i/(2n + l)2B+1 
i r (2n —I)2”-1

Hence (11.3-2) is valid if we take

A = 2*3 V = 3,39 ....

11.3.3 - Typically real functions

There is an interesting case for which Bieberbach’s conjecture is true 
and can be proved by simple means. A function is called typically real if 
f(z) is holomorphic throughout |z| < 1 and is real there if and only if z 
is real. For these functions (which need not necessarily be univalent) 
the following theorem holds:

If
f(z) = z + a2z2+ .. . (11.3-5)

is typically real, then

|an| = n, n — 2, 3,.. ..

Note that for real values x of z we have/(x) = Re/(x) + i Im/(x), where 
Im/(x) is a power series in terms of x which vanishes everywhere. Hence 
all coefficients of this series are zero and, consequently, the coefficients 
of f(z) are real. Next we put z = re10. Then

00

r(z) = Im/(z) = Im r(cos 0 + i sin 0)+ Im £ av rv(cos v9+ i sin v0) 
v = 2

00

= £ avrv sin v6, 
v= 1

if we take ar = 1. Multiplying the first and the last member by sin nO, 
observing that the series thus obtained is uniformly convergent with 
respect to 0 and taking into account the fact that
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sin nO sin mOdO = 11 .r ’ Jo if n = m,

we find that

2 f*
anrn = - Kre‘fl) sin nOdO, n = 1, 2,....7C J 0

By induction we may prove that

| sin n0\ n sin 0, 0 < 0 < ra.

In fact, the assertion is true for n = 1 and if n is an integer for which the 
assertion holds we have

|sin (n+1)0| = |sinn0cos0 + cosn0sin0| |sin n0\ + sin 0.

Thus, since r(re10) has constant sign for 0 < 0 < it (for /(z) is only real 
if z is real), we find

|anr"| — f |v(reie) sin 0|d0.
7C Jo

Notice that

f |v(re10) sin 0\dO = |7tr, 
Jo

whence
|a„r"| nr.

Making r -> 1 we obtain the desired result.
Koebe’s function z/(l—z)2 shows that this result is sharp.
Now let /(z) denote a univalent and normalized function which has 

the expansion (11.3-5) with real coefficients. In this case

/(*)

If /(z) is real for some complex z0 0 we have 

/(^o) =/(z0).

This is impossible, since z0 / z0 and f is univalent. It follows that /(z) 
is typically real and thus we have

If f(z) is univalent and normalized and if its Taylor expansion about 
the origin has only real coefficients then Bieberbach's conjecture holds.

11.3.4 - Starlike univalent functions

Another important class of univalent functions for which Bieberbach’s 
conjecture holds is provided by those which map |z| < 1 on a starshaped 
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region. A region 5R is said to be starshaped with respect to a point O in JR 
if for any point P in SR the straight line segment OP also lies in SR (see also 
section 8.1.1).

First we will prove
If SR is the image of |z| < 1 and starshaped with respect to the origin, 

then so is the domain SRr, the image of\z\ r < 1.
Iff(z} is in SR then tf(z), 0 < t < 1 is in SR and the function

#(z) = /((/Iz)),

where / denotes the inverse of f is holomorphic in |z| < 1 and satisfies 
|#(z)| < 1, #(0) = 0. It follows from Schwarz’s lemma that even |#(z)| 
g |z|. Suppose now that f(zf) is in SRr, |zx| r < 1. Then

I/W1))I = 1^1)1 kil r.

Hence there is a number z2 with |z2| r such that /(z2) = tf(zf) and so 
Z/(z1) is in SRr, i.e., ,SRr is also starshaped.

A function mapping |z| < 1 onto a sharshaped region is called starlike. 
If z 0 we have

log/(z) = log |/(z)| + f arg/(z) 

and, if z = re'0,

Iog/(z) = log If (z)| + i ^-arg/(z),
ou f (z) ou oO

whence

— arg/(z) = Re . (11.3-6)dO f(z) 1 ’

It is geometrically clear that for a starlike function arg /(z) does not 
decrease along |z| = r, Hence

Re?£(£)>o, |z| = r < 1,
/(z) ”

and in general
If f(z) is univalent and starlike, then

Re^>0, |z|<l, (11.3-7)
/(z)

and conversely. 
In fact, equality cannot occur, on account of the maximum principle of

section 2.14.1.
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If we write
^=l + <A(z) (11.3-8)

then, evidently, i/<(z) maps |z| < 1 onto a region included in the half 
plane Re z > — 1.

In order to obtain more information about /(z) from this result we 
apply the following lemma.

Suppose that
(p{z) = f a„zv (11.3-9)

V— 1

is convex and univalent (not necessarily normalized) and maps |z| < 1 
onto a region 31. Let

W = f (11.3-10)
v= 1

denote a function holomorphic throughout |z| < 1 and assume there only 
values which lie in 3?. Then

« = 1,2,.... (11.3-11)

Consider the function

%(z) = ^«z)) = - z+ ..., (11.3-12)

where denotes the inverse of cp. It is clear that %(z) is holomorphic 
throughout |z| < 1 and satisfies |%(z)| < 1, %(0) = 0. By Schwarz’s 
lemma we have |/(0)| 1, whence \[f\ kJ.

Let a>k, 1 k n, denote the «th roots of unity. Since 3i is convex, 
the centre of gravity

1 ”
- E = /J„Z + /?2nZ2+ • • •
n K = i

is also included in 31. We may apply the previous result and we find 
\Pn\ 1*11-

A simple corollary is
If f(z) is univalent, normalized and convex, then

k„l 1. (11.3-13)

This is clear if we apply the lemma to (p = i[/ = f This result is sharp 
as is shown by the function

— =z + z2+..„ (11.3-14)
1 —z
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which maps |z| < 1 onto the half plane Rez > — 
If we take the function

<p(z) = — = 2z + 2z2+ .. . (11.3-15)
1 — z

which maps |z| < 1 onto the half plane Rez > —1, we easily deduce 
If

f(z) = \ +axz + a2z2 + ... (11.3-16)

is a univalent function with a positive real part then

|u„|^2, n = l,2,.... (11.3-17)

This result is sharp as is shown by the function

l + <p(z) = = 1+2z+2z2+ .... (11.3-18)
1 —z

An estimate for the modulus of functions of this kind has been obtained 
in section 2.21.3.

Finally we wish to show that the lemma yields also a second proof for 
the covering theorem of section 11.2.3.

Let SR be the image of |z| < 1 as given by the convex, univalent and 
normalized function /(z) and let w0 = reie be a point of smallest modulus 
lying outside SR. Replacing, if necessary,/(z) by — — where
|z/| = 1, we may suppose that w0 = — r. Then no point w with Re w — r is 
in SR. Suppose, contrary to this, that SR contains a point such that 
Re — r. By the convexity of SR that part of the line through m>0 and
Wi which lies on the side of w0 opposite to lies entirely outside SR. 
But this part contains points of modulus less than r, which leads to a 
contradiction.

The function
/ \ 2rz<KZ) = ----- = 2rz+ ...

1 — z

maps |z| < 1 onto the half plane Rez > — r. Since /(z) assumes all its 
values in this half plane, the lemma applied to i/r(z) = f(z) gives 2r 1. 
This proves the assertion.

Now we return to the case of the starlike functions. For <p(z) of the 
lemma we take the function (11.3-15) which maps |z| < 1 onto the half 
plane Rez > —1. For i/<(z) we take the function defined by (11.3-8). 
Then the lemma states that \fin\ 2, n = 1, 2,. .., as we have seen above. 
If /(z) has the expansion (11.3-5) it follows from (11.3-8) that

( E a»2'’)(1 + f M”) = f vavzv. 
v= 1 v= 1 v=1
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Equating coefficients, we have

na„ = a„ + 01a„_1+ ... +P„-t.
Thus

(M-l)kl = |^147„_1+... ^2(|a„_1|+ ... + 1), n>l.
(11.3-19)

By induction we can prove that

l«nl « 
for, assuming that

|tfm| rg m, m = 1,..n — 1, n > 1,

we also have

Thus we proved
For starlike univalent and normalized functions Bieberbach's conjucture 

holds.
Koebe’s function shows that this result is sharp, for this function is 

starlike with respect to the origin.
We additionally have
For starlike, univalent, normalized odd functions the inequalities

kJ 1 (11.3-20)
hold.

In (11.3-19) we replace n by 2«4-1 and notice that inside the brackets 
on the left n terms occur. Assuming |a2m+il = 1 f°r m < n> we have 
2«kl In, and the assertion has been proved by induction.

11.3.5 - Relation between convex and starlike functions

First we need the following lemma
If 3ft, the image of |z| < 1 as given by a univalent normalized function 

f(z), is convex, then ®r, the image of[zl r < 1, is also convex.
Suppose that /(zj and /(z2) are in ®r. Without loss of generality we 

may assume that |zj \z2\ 0 0. Then

<p(z) = tf(—z) +(i-0/(z) 
\z2 /

is in 31 for \z\ < 1 and 0 < t < 1. Hence g(z) = /(<p(z)) is holomorphic 
in |z| <1, / being the inverse of / while #(0) = 0, |#(z)l = 1* By 
Schwarz’s lemma we have |#(z)| |z|. In particular, if z = z2

lZ(?/(zi)+(l-0/(z2))l r.
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But the value

is assumed by f(z) at z = z0. Hence |z0| r, i.e., f(zQ) is in ®r. The 
converse is obviously true: If all are convex so is 3L

In particular the curve/(r), |z| = r is convex. The tangent through the 
point z = re10 at this curve makes an angle cp with the positive real 
axis. Since

arg —/(re10) = arg ir eI0/'(re‘0) = |7c + 0 + arg/'(z)

we have
<p = fl+in+arg/'Cz).

If s denotes the arc length, the curvature is

(11.3-21)

_ d(p _ dcp/dO K — — • (11.3-22)
ds ds/dO

In view of (11.3-6) we have

Aarg/'(z) = Re^. (11.3-23)
30 f (z)

From (11.3-21) follows

= 1 +Re . (11.3-24)
4/0 /'(z)

The sign of dcp/dO is the same as that of k, since ds/dO is positive. Hence 
the expression on the right of (11.3-24) has the same sign as the curvature 
and is, therefore, not negative for convex functions. Thus

If f(z) is convex, then

l+Re^-il) > o, |Z| < 1, (11.3-25)
/'(z)

and conversely.
Equality does not occur on account of the maximum principle. The 

converse is also true.
Now we consider the univalent and normalized functions fff) and 

/2(z). Suppose that f2(z) is connected with ffz) by the equation

/2(z) = z/;(z). (11.3-26)

In view of (11.3-7) then it follows from

Reffl-l+Re^
AGO /i'(z)

that f2(z) is starlike if and only if fff) is convex.
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Let 
00 

/i(z) = z + c2z2+ ... = cvzv, Co = l. 
v= 1

Then

/2(z) = z + 2c2z2+ . . . = X Vcvz* = E #vzv. 
V=1 V=1

For convex functions we proved |c„| 1, (11.3-13). Hence \an\ n,
in accordance with results obtained before.

11.4 - Lowner’s theory

11.4.1 - Introduction

The foregoing results, based on simple geometrical considerations, are 
limited in scope. Very deep results can be achieved by an interesting theory 
due to K. Lowner. For many years this method was the only capable of 
producing results of such depth. Recently two other methods, Schiffer’s 
variational method and Jenkin’s theory, have appeared, which are capable 
of giving comparable results. They, however, are beyond the scope of this 
book. Lowner’s theory has initiated a new development in the field of 
univalent functions and we desire to give an exposition of it which is 
justified by its many beautiful applications.

For the sake of convenience we will henceforth denote the class of 
functions which are holomorphic, univalent and normalized in the disc 
\z\ < 1 by The fundamental idea in Lowner’s theory is that for many 
problems it will be sufficient to consider functions of a subclass 
which is dense in This means that an arbitrary function f(z) of can
be approximated as closely as desired by a sequence of functions 
/„(z) of y7'. More precisely stated: there is a sequence of functions 
fn(z) of eT7' such that/^z) -* /(z) uniformly on every closed set within 
|z| < 1. It follows from the considerations of section 2.20.1 (Weier- 
strass’s theorem) that then all derivatives at an arbitrary point of |z| < 1, 
and in particular the coefficients of the series expansion of /„(z) tend to 
those of /(z) as n -> oo. Thus bounds obtained for the functions of the 
class are also valid for those of the class

As we will see we can obtain approximating functions as the func­
tions which map |z| < 1 on so-called slit-regions, i.e., regions which are 
the region |w| <jl slit along an arc inside it and ending on the circum­
ference. A remarkable thing is that these functions are closely related 
to solutions of a certain type of differential equations, and thus much 
information about these functions can be obtained by a computational 
method.
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11.4.2 - The kernel of a sequence of regions

First we will introduce an important notion due to Caratheodory. 
Let an arbitrary sequence

(H.4-1) 
of simply connected regions, each containing the origin but not the point 
at infinity, be given. We associate with the sequence a certain set of points 

called the kernel of the sequence. If the sequence is such that no circle 
with the origin as its centre is covered by all regions when n is suffi­
ciently large, then its kernel consists of the origin only. In all other 
cases the kernel SB is the largest region having the property that every 
connected closed set, containing the origin and contained in ST lies 
within every region St„ for sufficiently large n (or, as we shall also say, 
in almost all 3t„).

The kernel of a sequence of regions is uniquely determined.
This may be seen by means of the following construction. Suppose that 

the point z0 of the complex plane has a neighbourhood which is covered 
by almost all of the sequence. Let C(z0) denote the largest circle with 
centre z0 such that all smaller concentric circles are covered by almost 
all The union of the interior of all these circles C(z0), if z0 varies 
throughout the open plane, is an open set 21, which may be either empty, 
or does not contain the origin. In this case the kernel is a single point, 
viz. the origin. If, however, 21 contains the origin, the kernel SB consists 
of all points of 21 which can be connected with the origin by a polygonal 
arc within 21. This proves the assertion.

Let us consider two examples. First we define as the region obtained 
from the z-plane by omitting all points of the real axis with Re z — 1 jn. 
The set 21 of the above construction is obviously the principal region. 
This does not contain the origin. Hence the kernel is the origin.

Secondly we define as the open z-plane cut along an arc of the unit 
circle joining the points eI7t/n and e"l7t/”, and 2tc(1 — 1/n) in length. The 
set 21 consists of the interior and the exterior of the unit circle; the 
kernel SB is the interior of the unit circle.

A sequence (11.4-1) is said to converge to its kernel'^ every subsequence 
5Rni,9?B2,...,W1 < n2 < ... (11.4-2)

has the same kernel as the original sequence. It is clear that the sequences 
of the above examples converge to their kernels respectively.

11.4.3 - Caratheodory’s convergence theorem

The following theorem, due to Caratheodory, relates the convergence 
of a sequence of functions to the convergence of a sequence of regions.



UNIVALENT FUNCTIONS [U"ZT3

Let
/i(z), /2(z)>... (11-4-3)

be a sequence of univalent functions, holomorphic and uniformly bounded 
in the region |z| < 1, with the additional property that they all vanish 
at the origin and that their first derivatives are positive there. These 
functions converge uniformly on every closed set in |z| < 1 to a holomorphic 
function f(z) or to zero if and only if the sequence (11-4-1) of the images 
of\z\ < 1 in the w-plane consists of uniformly bounded regions converging 
to the kernel of the sequence. If the limiting function f(z) is not identically 
zero, then it maps the open disc |z| < 1 conformally onto the kernel ® 
and the sequence of inverse functions /i(w),/2(w)> • • • converges uniformly 
on every closed set within the kernel to the inverse function f(w) of f(z).

The proof of this theorem is rather long. Let us first assume that the 
sequence fn(z) is convergent within |z| < 1, uniformly on every closed 
set of |z| < 1. Then it follows from the last lemma of section 10.5.1 
that the limiting function is either the constant 0, or a univalent holo­
morphic function which transforms |z| < 1 into a region ® in the w- 
plane containing the point w = 0. We suppose that/(z) is not identically 
zero.

Now we take a closed and connected set in ® such that it includes 
w = 0. It corresponds by /(z) to a closed set within |z| < 1. Hence 
there is a circumference |z| = r < 1 which encloses ®z. Either is 
contained in almost all or there is an infinite sequence nY < n2 < ... 
such that for each nk the function

M'=/Bk(z) (11.4-4)
maps |z| r onto a set of points which does not contain the whole set 

By this assumption not all points of correspond to points inside 
|z| = r on account of the function (11.4-4), for in the contrary case the 
winding number of the image of |z| = r with respect to each point of 
would be equal to that with respect to w = 0 (for is connected) and 
consequently different from zero. But then would contain no other 
points than those of the image of |z| r by virtue of (11.4-4). As a 
consequence contains at least one point wnk which is the image of a 
point znk on |z| = r on account of (11.4-4). The sequence of numbers 
n2,..., contains a subsequence mt, m2, ..., such that the sequence of 
points zmk converges to a point z0 with |z0| = r.

The following remark is now of importance. Let zn -+ z0 as n oo, 
where z1?z2,.. ., are points of a closed set within |z| < 1. Since the 
sequence (11.4-3) is uniformly convergent on this set we have, if £ is an 
arbitrary positive number,

|/n(z)-/(^)l < U
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for all points z of the set, provided n is sufficiently large. In particular

But since /(z) is continuous at z = z0, we also have 

l/(z„)-/(^o)l <
provided that n is sufficiently large. It follows that from a certain index 
upwards

|/n(zJ-/(*o)l < *

and this means that the sequence of the points wn = /„(z„) is convergent.
Now we return to our proof. Is clear that the points

constitute a convergent sequence, tending to the point wQ = f(zQ). 
Hence meets |z| = r, in contradiction to the construction of this 
circumference. Thus we see that every closed and connected set containing 
the point w = 0 and contained in SB is contained in almost all regions Dtn.

Next we assume that SB* is a region with the same property, i.e., it 
contains the origin and every closed and connected set of SB* is covered 
by almost all regions Dt„. Then it follows that /(z) cannot be a constant. 
In order to prove this, we take an arbitrary point w0 of SB*. Consider a 
region Di containing the points w = 0 and w0 and such that the closure 
of Di is also in Since, by hypothesis, Di is covered by almost all Din, 
the inverse functions fn(w) offn(z) are defined throughout Dt, provided n 
is sufficiently large. These functions are uniformly bounded, for their 
moduli do not exceed unity. Hence they constitute a normal family and 
there is a subsequence of functions which converge to a function <p(w), 
this convergence being uniform on every closed subset of Di. Applying 
again the above mentioned lemma of section 10.5.1 we may infer that 
either <p(w) is the constant 0 (for <p(0) = 0) or the equation z = <p(w) 
gives a mapping of Di onto a region within |z| < 1. In both cases 
z0 — <p(w0) is a point in the interior of the unit circle in the z-plane. 
Thus, if znk = fnk(w0), it follows that znk -> zQ and since z0 is within 
|z| < l,/,k(zWfc) -> J\zq) by the strength of the same argument as used 
above. Observing that fnk(rnj) = w0, it follows that w0 = /(z0). But 
w0 is an arbitrary point of SB* and so /(z) cannot be a constant and 
|z| < 1 is mapped by /(z) onto a region

The following consequences are obvious now:
1) ®* is a subregion of SB. Hence SB is the kernel of the sequence of the 
images of |z| < 1 as given by the functions (11.4-3).
2) If the sequence (11.4-3) tends to a function which is identically zero, 
then there is no neighbourhood of w = 0 which is covered by almost all 
regions Df„ and in this case the kernel is the point w = 0.
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3) The function cp(w) is the inverse of /(z) if /(z) is not identically 
equal to zero and consequently all subsequences of the sequence 
tend to the same limiting function, i.e., the sequence is convergent, uni­
formly on every closed subset of
4) Any subsequence of (11.4-1) tends to /(z) and this function maps 
|z| < 1 onto the kernel of the sequence (11.4-1). It follows that this 
kernel coincides with ® and so that the sequence (11.4-1) converges 
to its kernel. This concludes the necessity part of the theorem.

In order to prove the sufficiency part, we start with the assumption 
that all regions of the sequence (11.4-1) are uniformly bounded and 
converge to their kernel To each $Rrt corresponds a function/,(z) with

/n(0) = 0, /„'(0)>0, n = 1, 2,..., (11.4-5)

which maps |z| < 1 onto The sequence (11.4-3) is uniformly bounded 
and constitutes, therefore, a normal family. If this series were not conver­
gent it would be possible to find two subsequences

fnJzMA ■ • ;

and
/mi(z)>/m2(Z)> • • •’

converging in |z| < 1 to two different holomorphic functions g(z) and 
A(z) respectively. But both functions map |z| < 1 onto the kernel ® and 
from (11.4-5) it follows that they vanish at z = 0, having positive deriva­
tives there. This entails g(z) = A(z) and this concludes the proof.

11.4.4 - Lowner’s approximation theorem

Caratheodory’s theorem enables us to give a simple geometrical con­
struction of a set of functions of if' which is dense in if. First we will 
show that an arbitrary function /(z) can be approximated (in the sense 
of section 11.4.1) by a family of functions also belonging to if which map 
|z| < 1 onto a region bounded by a contour. For these functions we can 
take the functions f(pz)/p, where p is between 0 and 1. It is clear that 
f(pz) maps |z| < 1 onto the image of the interior of |z| = p, which is the 
boundary, and it is also clear that f(pz)/p is in if We have to show that 
these functions tend to /(z) as p -> 1 uniformly on any closed disc 
|z| r < 1. If /(z) has the expansion

/(z) = z+ X (11.4-6)
v=2

then
f(pz)lp = z + f aypv~1zv

v = 2
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and
oo v — 2 oo

I/(z)-/(pz)/pI = (l-p)l £ av L P"zVl (i-p)Z (v-l)|avllzr- 
v = 2 /z = 0 v = 2

The radius of convergence of this latter series is the same as that of (11.4-6) 
(as follows e.g. on applying the Cauchy-Hadamard test of section 1.6.5) 
and, therefore, the series is bounded throughout |z| r < 1. The truth 
of the statement follows easily now.

Thus it is sufficient to state an approximation theorem for the functions 
f{pz)lp, 0 < p < 1.

Next we introduce the so-called slitregions. Let L be a simple Jordan 
arc having one end point on the circumference |w| = 1 and lying other­
wise in |w| < 1. We suppose that L does not pass through w = 0. The 
set 3f consisting of all points of |w| < 1 not on L will be a simply connect­
ed region. In fact, if P and Q are points of 3? near L we can pass from 
P to Q along a path near L, which, if necessary, will go round the tip of 
L and along the other side. Thus any two points of St can be joined to 
some point near L, for instance to the tip of L. Thus 31 is connected. That 
it is open is evident. The complement of 31 with respect to the closed 
z-plane consists of |w| 1 together with L and so it is closed and connected 
(last theorem of section 9.1.1). Hence 3i is simply connected (section 
9.1.3).

Now we are in a position to prove an approximation theorem, which 
will turn out to be of utmost importance. First we observe that if M 
is sufficiently large the function f(pz)lpM maps |z| < 1 onto a region 
within |w| < 1 bounded by a contour. Further, if L is a slit in |w| < 1 
as described above then on account of Riemann’s mapping theorem 
there exists a unique function

w = p(z + a2z2+ ...), p > 0, (11.4-7)

which maps |z| < 1 one-to-one onto |w| < 1 except for the slit L.
Let now <p(z) denote a function which maps |z| < 1 onto a region 31 

bounded by a closed contour C within |w| < 1. We define a sequence of 
slits in the following way. Let Ln consist of a straight line segment from 
w = 1 to the nearest point P of C, (fig. 11.4-1) and a part of C which is 
described from P along the whole of C in the positive sense, except for an 
arc PnP of diameter 1/n. Let 3t„ consist of |w| < 1 except for this slit 
Ln and let

/n(z) = j?n(z+a2,nz2+...), P„>0, (11-4-8)

where a2,n, etc. also depend on n, of course, map |z| < 1 onto 3tn. 
Now it is easy to see that 31 is the kernel of the sequence 3t±, St2, • • •> 
and that this sequence converges to Si. By Caratheodory’s theorem the
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W=1

Fig. 11.4—1. Lowner’s approximation theorem

functions (11.4-8) tend to <p(z) = f{pz)jpM as« -> oo and, consequently, 
fn(z)/Pn to f(pz)/p, uniformly on every closed set within \z\ < 1.

Our next task is proving that the functions (11.4-7) constitute a 
family, dense in Sf. Let /(z) denote an arbitrary function of if and pn 
run through an increasing sequence of numbers between 0 and 1, such 
that pn -> 1 as n -> co. The functions f(pnz)]pn form a sequence which 
tends to/(z), uniformly on every closed subset of |z| < 1. Further we take 
an increasing sequence of numbers r2,..also between 0 and 1, 
such that rn -> 1 as n -> oo and, additionally, a decreasing sequence of 
positive numbers £t, £2>• • * , tending to 0. In view of the results obtained, 
there is a function fi(z')lfii in Sf of the type described above such that

l/i(z)/^i-/(Piz)/Pil < ei>
for all |z| r. Again a function /2(z)//?2 in such that 

l/2(z)//?2-/(P2Z)/P2l < 82

and so on. Thus we obtain a sequence

of functions in & and it remains to show that they tend to/(z) uniformly 
for |z| r < 1. Given the number r we can find a number Nr such that 
rn > r for all n > N\. Given £ > 0 we can find a number N2 such that 
£n < for all n > N2. Finally there is a number N3 such that 
\f(pnz)lpn—f(z)\ < for n > N3, all z satisfying |z| r < 1. It follows 
that for all n > N = max (7V1? N2, N3) and |z| r

\fn^)IPn-f(z)\ \fn(.z)^n-f(pnz)]Pn\ + \f(j)nz)lpn-f(z)\ < £

and this proves the assertion.
Calling the functions f(z)IP, where/(z) is the function (11.4-7), bounded 
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slit mappings we may state Lowner’s approximation theorem in the form 
The set of bounded slit mappings is dense in ST.
In the next section we will study the slit mappings more closely.

11.4.5 - Introduction of a parameter

Let L be a sectionally analytic slit inside |w| < 1 given by

w = co(Z), 0 t t0, to>0, (11.4-9)

where co(Z) 0 0, |<y(z)| <1, (0 t < tf) and |co(Zo)| = 1- By Lvv> we 
denote the arc corresponding to the values t which satisfy t' t t" 
and by Lt the arc Ltto. Let 9^ consist of |w| < 1 except for Lt. As t 
increases from 0 to tQ the region expands from fR = 9t0 to |w| < 1. 
In accordance with (11.4-7) we denote by

w = g(z, t) = £(z)(z + fl2(Z)z2 + ...), 0(Z) > 0 (11.4-10)

the function which maps |z| < 1 onto and by g(w, Z) the inverse of 
this function.

First we observe that fi(f) is continuous. In fact, is a subregion of 
3ir, if t’ < z" and it is easy to show that the sequence 9?f2,..., 
converges to the kernel if Z1? Z2,... tends to Z*. Hence g(z, Z) 
-> g(z, Z*) as Z runs through a sequence tending to Z*, uniformly on 
every closed set within |z| < 1. As a consequence /?(z) /?(z*).

Now we introduce the function

h(z, t', t") = g(g(z, t'), t"), 0 z' < Z" Zo. (11.4-11)

Its expansion in series is evidently

= ^z + .... (11.4-12)

The function g(z,1') maps |z| < 1 onto and #(w, z"), which is the 
inverse of g(z, t"), maps onto |z| < 1. Hence |A(z, t', z")| < 1, while 
/z(0, Z', Z") = 0. Thus the conditions of Schwarz’s lemma are satisfied 
and we may infer that

h'(0, t', t") = ® < 1, t' < t",

for it is clear that h(z, t'9t") is not the identity mapping. As a consequence 
/?(Z) is a strictly increasing function as is

t = log

We may, therefore, take t for our parameter Z, which has been left un­
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determined so far. With this normalization we have, replacing again t by /,

g(z, t) = Pe‘(z + a2z2+ ...), 0 t g t0 = log (1/0),

fi = /?(0) being a positive constant. It follows that 

h(z, t', tfr>) = e*,-rz+ ....

In view of the definition (11.4-11) we see intuitively that 

h(z, t'9 t") -► z

(11.4-13)

(11.4-14)

(11.4-15)

as t' — t" -► 0, but the formal proof is not trivial. As we will see this 
result is of paramount importance for the further development of the 
theory.

11.4.6 - The continuity property

We recall that w = g(z9 tf) maps \z\ < 1 onto 9$^, that is |w| < 1 
cut along Lt>. Also that z = g(w, t") maps onto \z\ < 1 and so 
corresponds to |z| < 1, except for the image of Lvv, by g(w, /"), for 
Lvt„ lies in except for one point co(f') but not in The image of 
A't" by t") will be denoted by Thus h(z, t', t") maps \z\ < 1 
onto |z| < 1 cut along

If w = g(z9 t) then the inverse function z = g(w, t) is continuous at 
co(O, i.e. as w-+at(f) in any manner from z approaches a point 
2(f) such that |2(/)| = 1. This point will play an important part in the 
theory.

We may prove this in quite the same way as the theorem of section 
10.5.5. It is clear that the points of |z| = 1 are normal boundary points of 
\z\ < 1. Let w0, w15..., denote a sequence of points in tending to 
co(/). Suppose that the sequence of points z0, z1}..., corresponding to 
these by the mapping z = g(w, t) has two subsequences tending to z' and 
z" respectively. They are on two cuts C'z and Cz respectively, correspond­
ing to the curves and C^. We determine closed initial parts C[ and Cf 
such that the remainders C2 and C2 are within two open discs 3?' and 
about z' and z" with radius jd = ||z'—z"|. Now it is not difficult to see 
how to modify the discussion of section 10.5.5, (fig. 11.4-2), in order 
to be applicable to the problem under consideration.

The first theorem of section 10.5.5 states that A(z, f, /") is still continu­
ous at all points of |z| = 1. The arc on |z| = 1 which corresponds to 
St,t„ will be denoted by Bet>,9 (fig. 11.4-3).

Suppose first that f' -> f, (f < t''), while t' remains fixed. Then the 
arc Lev, shrinks to the fixed point co(f). The mapping g(w, t') is contin­
uous at co(f). Hence, given e > 0, we can find a circumference about
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Fig. 11.4-2. Proof of the continuity of the function g at w = w(/)

co(f) with radius 5 such that all points of within this circle correspond 
to points z with |z — 2(f)| < e. If t" is sufficiently near f the arc 
Lvv» is inside |w-w(f)| < <5. If w tends to a point of this arc then 
the corresponding point g(w, /) tends to a point the distance of which 
from 2(f) is not larger than e. Hence Bt'V, is contained in the region 
|z-2(i')| < e.

Secondly we suppose that f fwhile f' remains fixed. Since 
g(w, f') is continuous at m(f') it is at once clear that the tip of St't„ 
approaches 2(f') as f -> ffor then &>(f) -» m(f').
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Now we wish to prove the fundamental result of this section:
As t' — t" -> 0, while either t = t' or t = t" remains fixed, both St't„ 

and Btt" approach the point 2(Z). Moreover, 2(0 is continuous.
We give the proof for the case that t = t'. The proof in the case t = t" 

is similar.
Take a decreasing sequence of positive numbers e2,... tending 

to zero and such that < 1. In the z-plane on the ray issuing from the 
origin and passing through 2(f) there is a point which is the centre of a 
circle CF with radius en, n = 1,2,..., which cuts the unit circle En n? 7 7 7

orthogonally and is within C£n. This circle contains 2(f) in its interior. 
Let denote the region inside |z| < l/e„and outside the circle CEn.

Take f' so near t' that Bet„ is inside C£n. The function h(z, t', t”) 
can be continued analytically beyond the arc C outside CSn on the unit 
circle by means of the reflection principle. Hence its values taken at 
points symmetric with respect to |z| = 1 correspond to points also sym­
metric with respect to the same circumference. Since ef remains above 
a certain constant c, taking into account (11.4-14), we find from (11.2-15) 
that

cr
/ Z)I - (l+r)2 ’ |Z' = r < L

It follows from the reflection principle that on |z| = l/en we have

\h(z, e, t")i (1+£")2 A.
ce„ ce„

With reference to the maximum modulus principle we infer that h(r, t', t") 
is uniformly bounded in and the family consisting of all these func­
tions is normal on 2)n.

Now let f' f through any sequence of values. There is a sub­
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sequence such that the corresponding functions

Aii(M'X h12(z9f),... (11.4-16)

constitute a sequence which converges throughout ®15 uniformly on 
every closed subset of . From a certain index upwards these func­
tions are also defined throughout ©2 and, therefore, from the sequence 
(11.4-16) we can find a subsequence

^21(Z> ^22(Z, • • • (11.4—17)

which converges in the same way throughout ®2. And so on. Now we 
apply the diagonal method and consider the sequence

An(z, f), h22(z9t')9 • • • (11.4-18)

From a certain index upwards its members are defined throughout 
, where n is fixed, but arbitrary. Hence the sequence is convergent, 

uniformly on every closed subset of , and tends, therefore, to a function 
holomorphic throughout ®n. It follows that this function has a meaning 
on every bounded region which does not contain 2(f). But the function 
is locally bounded at 2(f) and on account of Riemann’s theorem 
(section 2.8.3) it is still regular there. Thus we obtain a function, holo­
morphic throughout the whole (open) z-plane, taking the value 0 at 
z — 0 and which has a positive derivative there. From (11.4-14) it 
follows that this derivative at z = 0 is unity and hence the limiting 
function is the function z. Thus we have proved (11.4-15), the con­
vergence being uniform on every closed set within |z| < 1.

We already know that Bvv, shrinks to 2(f). Now we have the more 
precise result that Svt" also shrinks to 2(f). We conclude the proof by 
showing that 2(f) is continuous.

If z lies on Bev> and s is a corresponding point on Sev> by A(z, f, f') 
we have |z—< s finally. Now Svv> contains 2(f") and BVt„ contains 
2(f). Take z = 2(f) and choose f" so near t' that the diameter of St't„ 
is less than s. Then |5—2(f")| < s, |s—z| < s, and so |2(f')—2(f)| < 2s. 
Thus we see that 2(f") -► 2(f) as f" -> t = f. In a similar way we can 
prove that 2(f) -> 2(f) as f f" = f.

11.4.7 - Lowner’s differential equation

We are now in a position to relate the approximating slit mappings 
to the solutions of a certain differential equation.

Let L denote the slit co(f), 0 f f0, defined in section 11.4.5 and 
let /(z), which is the function (11.4-7), map |z| < 1 onto |w| < 1 except 
for L. The function #(z, f), represented by the series (11.4-13), maps
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|z| < 1 onto |w| < 1, except for Lt. In particular g(z9 0) = /(z) and 
g(z9 t0) = z. Next we introduce the function

f(z, t) = t). (11.4-19)

Since g(w91) maps |w| < 1 cut along Lt onto |z| < 1, the function/(z, f) 
maps [z| < 1 onto a subset of |z| < 1 and is a univalent function for 
0 t t0. From (11.4-19) it follows

/(z) = 0z+ . . . = g(f(z, t), t) = j5e'/(z, /)+....

Hence
/(z, t) = e“*z + ...

and so ef/(z, r) is in In particular

j?-*/(z, t0) = eV(z, r0) = J?-1/(z)

is in eZ and from the above considerations it follows that the functions 
ef0/(z, r0) form a dense subclass of <9^.

Now we turn our attention to the functions f(z9 t). It is clear that 
f(z, 0) = g(g(z, 0), 0) = z.

The function
F(z) = log O (11.4-20)

z

is such that F(0) is real and 0. It is holomorphic throughout |z| < 1 
and continuous in |z| 1. It takes the value zero on |z| = 1 except on the
arc BVt„9 where it is negative. Let us denote the endpoints of Bvv, by ela 
and eip respectively.

Applying Schwarz’s formula (2.15-13) for the case that R < 1, 
where z is a point inside |z| = R, we obtain

1 (*2k . Re^-l-z
F(z) = — Re F(Re',>) - , — d<p.2nJ0 ’r^-z

Since the integrand is continuous on |z| 1 (and, consequently, uni­
formly continuous) we may let R -> 1. It follows that

log f> .0 = £ J Re F(ei”) dtp. (11.4-21)

Now

A(/(z, /'), t', t") = g(g(f(z, /'), t'), t")

= 3(^(^(/(z), t'), t'), t") = g(f(z), t") = /(z, /").
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If in (11.4-21) we replace z by /(z,/'), we get

log
f(z,tr>) 27cJa eigf—f(z9tf)

dcp. (11.4-22)

Referring to the expansion (11.4-14) we see from this by taking z — 0 
that

1 rp— = - — Re F(el(p)d<p. (11.4-23)
27lJ„

Now we apply a mean value theorem of integral calculus (stating: if 
f(t) and g(t) are continuous in the interval a t ft and g(f) does not 
change sign, then there is a number 0 in the interval such that $pf(t)g(f)dt 
= /V0B#(0^0 and we obtain

10^ = 1 (Re

/(z, t') 2n \ e,9‘ -/(z, t')

+ i Im e.^+^^Z’ - fRe F(eiv)d(p, 

(11.4-24)

where and 92 are in a t 0. Dividing corresponding members of 
(11.4-24) and (11.4-23) we find

log/(z, t")-log/(z, t') ei01 +f(z, t') ei#2+/(z,*')----------------------------- = — ——------------— iim ——------------- .
f' —/ e101 —f(z91') el02—f(z9tf>)

(11.4-25)

Making t" -> t = t'9 then, on account of the fact that eI<z -► 2(0, e,/? -► 2(0 
simultaneously, the expression on the right of (11.4-25) tends to

2(Q+/(z, Q = _ 1 + k(Q/(z, Q
2(0~/(z, 0 1-k(0/(z, 0’

(11.4-26)

where k(0 = l/2(r), |k(0| = 1 and is continuous for 0 t t0. Since 
we may interchange the roles of t' and z", the expression on the left of 
(11.4-25) tends to

3 . z x 5/(z, ffidt 
— log/(z, 0 = ——— • 
St /(z,0

Summing up, we may state the following fundamental theorem
The function f(z9 Z), defined by (11.4-19), satisfies the differential equation

dw 1 + K(t)w  = — w ----- - , 
dt--------- 1 — K(f)W

(11.4-27)

with the initial condition f(z9 0) = z. The functions etQf(z9 tf) for varying 
positive t0 and functions K(t) form a dense subclass of Sf. The functions 
K(t) are continuous for 0 t t0 and |k(/)| = 1.
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The differential equation (11.4-27) will be referred to as Lowner's 
differential equation.

11.4.8 - The existence theorem

We shall complete the foregoing considerations by proving the theorem
Let K(f) be a continuous function of the real variable t throughout an 

interval 0 t t0, satisfying the condition |k(/)| = 1. There exists a 
unique solution w = /(z, Z) of the differential equation

dw 1 + K(t)w--- = — w------
dt 1 — K(f)w

(11.4-28)

such that f(z, 0) = z, |z| < 1. For any fixed t the function t'ffz, t) 
belongs to the class SF.

The differential equation (11.4-28) with initial condition w = z at 
t = 0 is equivalent to the integral equation

w = z exp
01-k(t)w ,

(11.4-29)

We may solve this equation by applying Picard’s method of successive 
approximations. To this end we construct a sequence of functions by the 
recurrent relations

w0 = z, w„ = w„(z, t) = z exp p + K(r)wn ljT 
01-k(t)w„_! .

n > 0.

(11.4-30)

An easy calculation shows that Re (1 + kw)/(1 — kw) > 0 if |w| < 1. Then 
it follows by induction that |w„| \z\, as |z| < 1 and that wn(z, t),
n > 0 considered as a function of z is holomorphic throughout |z| < 1 
and considered as a function of t is continuous in the interval 0 t t0. 
In particular

wn(0, /) = 0, w'(0, t) = e“*, n > 0.

If t = 0 all functions reduce to z. Differentiating (11.4-30) we get

dwn l-F/<wn_1
----- = - ----------—dt

(11.4-31)

and thus

dt
l + KWn-l j 
1-KW^t

2kw„!
(1-kw„_1)(1-kw„_2)
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All functions coincide at t = 0. Hence, by integrating,

. . 1 + KWn. t
(W„ - % _ J  ------— dt +

0

2KW„_t 

(1-KWB_1)(1-KWB_2)
dr.

Now we use the additional assumption that |z| r < 1. Since |kwJ 
|z| r, n = 0, 1, . .., we have evidently

pt pt
|wB-wB_1| A |wB-wB_1|dr+B |w„_t-w„_2|dr, 

Jo Jo
or

pt pt
|wB-wB_1|-4 |wb-wb_1|</t B |wB_1-wB_2|dr, 

Jo Jo
with

X = —, B------ (11.4-32)1-r (i-r)2 7

This remains true if we multiply both members on the left by e At. We 
obtain

’* -At.

— e '1|wB-w„_1 
o

|t/r B |wB_1-wB_2|dr, 
•'o

or

e ^|wn-wB_i| B |wb_1-wb_2|</t, 
Jo

so that we finally have

Wn-i-wn-2\di:.

By direct computation we see that |wt — w0| < K, where K is again a 
constant depending only on r. By induction we find

|wB-wn-1| K
(n-1)!

(eA,0Bt0)"-1 

(»-!)!

It follows with reference to Weierstrass’s test (section 1.5.4) that the 
series

w0 + (^i - Wo) + (w2 - Wi) + ...

is uniformly convergent as regards z in |z| r and as regards t in the 
interval 0 t tQ. Hence the partial sums wn(z, t) tend to a function 
w = /(z, t) as n oo -which is holomorphic throughout |z| < 1 (section
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2.20.1), and continuous throughout the interval 0 t t09 since wrt(z, t) 
is continuous with respect to t (section 1.5.3). In particular

/(0, t) = 0, /'(0, 0 = e“f

and since wn(z9 0) = z9 lwn(z9 r)| 5g |z|, we have also

/(z,0) = z, |/(z,0l 14

Since wn(z9 f) converges uniformly it is alllowed to let n^>co in (11.4-30) 
and we obtain

x / f' 1 + k(t)/(z, t) 7 \J(z, 0 = z exp - ----- —L dr . (11.4-33)

Thus it appears that/(z, r) is differentiable with respect to t and it follows 
that it is a solution of (11.4-28), having the assigned initial value.

Suppose that f\(z91) is a solution of (11.4-28) such that /(z^rj 
= /i(z2> *i) f°r some pairs zx, tt and z2, tr, with 0 t1 5g tQ.

Writing for short f = f(zl9t)9fY = f1(z19t)9 we have in view of 
(11.4-28)

= -(/-A) -(/-A) - 2.^; .. . (11-4-34)
Sr 1-k/ (I-k/XI-k/O

Let r denote a number such that |zt | < r < 1. Then |/(z1? r)| |zj < r. 
Since (z2, t) depends continuously on t we also have, if tr < r0,

IA(^2, 01 < r,

provided that tr 5g t tY +a t09 where a is a suitably chosen positive 
number. It follows from (11.4-34) that for these values of t

l/~AI (A + B) [‘if-Aldr = C [‘if-Aldr,
Jtl Jtl

where A and B have the values (11.4-32). Let /z denote the maximum of 
|/—/i | on the interval t ti + a. Then I/-/J C/za and if we 
take a < jC we even have \f—/x| 5g |/z, in contradiction with the 
meaning of /z, unless /z = 0. A similar assertion is true in the case that 
ti > 0 in an interval 0^rx—a^r^rx. Thus we see that the subset of all 
values t for which f = fx is an open subset of the interval 0 < t < t0. On 
the other hand, because of the continuity of f—J\ the subset of all t9 
for which f 0 fi, is likewise an open set. Since the interval 0 < t < t0 
is a connected set this latter subset must be empty. We conclude, again 
with reference to continuity, that even for 0 5g t 5g tQ the solutions f 
and f\ coincide.

A direct consequence is the fact that/(z, r) is univalent. For iff(z191) 
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and f(zr, t) take equal values for some t — then f(z i9 z) = /(z2, f) 
throughout the whole’ interval 0 g t t0 and in particular /(zt, 0) 
=/(z2» 0), i.e., zx = z2. Since/'(0, t) = e-' the function t'ftz, t) belongs 
to the class

It should be noticed that the mapping of the unit circle as given by 
e/(z, z) is not necessarily always a slit mapping.

We conclude this section with a final remark.
Suppose that the conditions of the above theorem are fulfilled for all. 
From (11.4-33) we deduce

eMz.O-zexpJ^1-^) dr = z exp

Since \f(z, z)| | z | the integral in the last member is uniformly con­
vergent as Z -> oo and z remains in a closed subset of |z| < 1. We may 
apply Weierstrass’s theorem of section 2.20.5 and it follows that the 
limiting function

/(z) = lim e/(z, z) (14.4-35)
t-*oo

is holomorphic throughout |z| < 1.

11.5 - Applications of Lowner’s theory

11.5.1 - The sharp form of Bieberbach’s rotation theorem

At the end of section 11.2.4 we obtained a limitation of arg/'(z)> if 
f'(z) belongs to the class But the result (11.2-23) is not sharp. The 
exact form of the rotation theorem has been obtained by Golusin by 
using Lowner’s theory. We know that the class of the solutions 
of Lowner’s differential equation, by taking all possible functions k(Z) 
includes the slit mappings and with them we may approximate a given 
function of the class as closely as desired. Hence we may confine 
ourselves to the functions e/(z, Z), where /(z, Z) satisfies a differential 
equation of Lowner.

In the case that we wish to estimate the argument we can omit the 
factor e* and it suffices to consider a function /(z, Z) which satifies the 
equation

g/(z> 0 = _f(z 1 + k(Q/(z, t) = 2 _ 2
dt 9 1 —k(z)/(z, z) k k(1 —k/)

while/(z, 0) = z, writing/ = f(z, t), k = k(z) for short. Differentiation 
with respect to z yields

^f\z, t) = f'(z, t) (1-7-/- 
dt \ (1—7C/)
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or

Equating imaginary parts we obtain

^urgr(z,<) = 21"‘(1~y)2. (11.5-1)
Ot |1 — Kf\

On the other hand we also have

dlocf_ (1+k/)(1-^)
St 1-Kf |1-k/|2

Equating real and imaginary parts we get

F<losl/l = _iF1rP (1L5-2)
Ot |1 — Kf\

and
S . 2 Im Kf ... ,— arg/ = - ——J~. (11.5-3)St ll-K/l2 ’

Combining (11.5-1) and (11.5-2) we deduce

£ arg/' = 2Im<1~K/)2 -1 gl/l
St |1-K/|2 |/|(1-|/|)2 St ’

From De Moivre’s theorem we deduce, since |fc(t)| = 1,

Im(l —k/)2 . . .. ...
,|2 = sm (2 ar§ (1 - */))•

Hence, since |k(z)| = 1, (fig. 11.5.1),

kf

Fig. 11.5-1. The inequalities (11.5-4)
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|Im(l—k/)2| 
H-K/l2

sin (2 arcsin |/|) = 2|/|71 - l/l2,

1,

if

if

1/1 S 7’

1/14 71

(11.5-4)
Because of — d\f\ldt > 0, we have

Z -4 g|/i
— arg/' JVl-l/P * ’

51 —2 -5|/|
1/1(1 ~I/2I) St’

1
V2

if l/l^

Integrating from t = 0 to t = l0 > 0, we obtain for |z| 1/^/2

|arg/'|
c<o —4

o 71-1/12
8̂ dt = 
dt

•|z| 4dx . . . .—= s 4 arcsin |z|, 
l/(z.<o)l 71 ~x2

and for |z| 2: 1/72

f1/V2 4dx|arg/'| -f=
•'!/(*,<«)l V1-*2

’|z| 2dx , |z|2---  71 + log --- —- . 
i/VIx(l-x) l-|z|

Thus we proved:
If f(z) belongs to the class then we have the inequalities

(4 arcsin |z|,
Izl2 7r + log-!-/- 

1-lz
(11-5-5)

These inequalities are sharp. To prove this we must find k(7) such that 
if f(zQ, f) is the solution of (11.4-28) with f(zQ, t) = z0, z0 being a value 
of z within the unit circle, then equality holds in (11.5-4). The resulting 
equation enables us to calculate k/(zo,O in terms of |/(z0, Z)|, and 
|/(z0, 01 in terms of t by means of (11.5-2) and (11.5-3). We can then 
choose k(0, so that equality holds in (11.5-4). When this is done for 
0 t tQ then (11.5-2) and (11.5-3) and equality in (11.5-4) will hold 
simultaneously and we shall have

arg/'(z0, ^0) =

’|Z0‘ 4dx 
|/(zo,to)| V1-*2

J^+log Wl, 

l/(zo.<o)l V1 “x2 1 lZol

if lzol = Vx/2’

if |z0| 1/72,

and if |/(z0, r0)| 1/72, and so for all large t0. For,/(z0, Zo) -> 0 as
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Zo °0, since t) remains bounded. Thus the upper bounds of the 
theorem stated above may be approached as closely as desired and so 
are sharp. By considering /(z0, z) instead off(zQ , f) we can show in the 
same way that also the lower bounds are sharp.

By the same method we can also find sharp bounds for arg
which we need in the next section. From (11.5-2) and (11.5-3) we deduce

3 z -arg/ 
dt

e- log login
l-l/l 3> 8 7 “ l-l/l 3< 8 7

Integrating from 0 to tQ we find, by noting that f(z, 0) = z

Hence

/(z, 0 arg -i— 
z

2dx f,z| 2dx . l + |z|
 , ? = log —— 

|/(z,to)1~x----- ^0 1-X 1- |z|

If f(z) belongs to the class then the inequality

|z| < 1 (11.5-6)
/(z) arg-^ 

z
< , 1 + |z|= log ■ )

l-|z|
holds.

This result is sharp. Let z0 denote a fixed value of z with |z0| < 1. 
We have to find k(Z) in an assigned range 0 t t0 such that the solu­
tion f(zQ, t) of (11.4-28) with the initial condition f(zQ, 0) = z0 satisfies 
k/ = — *|/|. Since then because of (11.5-2) 

£1/1/
dt /

l/l = I log |/| 
dt

l-l/l2
l + l/l2’

we see that f — f(z0, t) satisfies

l/l = e-t l^ol 
l-l/l2 l-|Zo|2’

This result may be used as a definition of |/(z0, t)|. We calculate arg/(z0, t) 
from

«arg/.+!ZL.____ 2_™,
n i + l/l2 i-l/l2 3i

so that
/M , l + |z0| , l + l/l arg - = log—-log —— .

Zo 1 —koi l-l/l
Finally k(Z) shall be the function —i\f(z0, Z)|//(z0, Z). With these defini­
tions (11.5-2) and (11.5-3) are satisfied and arg (/(z0, z)/z0) can be chosen 
as close as desired to log (1 + |z0|)/(l — |z0|), since f(z0,t)->0 as 
t oo. This completes the proof of our assertion.
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11.5.2 - The radii of convexity and starshapedness

In section 11.3.5 we obtained the result that a function f(z) of class & 
maps the circumference |z| = r < 1 onto a convex curve if and only if

l+Re^-^>0, |z| = r < 1.
/'(*)

(11.5-7)

The inequality (11.2-11) gives for /(z)

Re z/"(z) r(2r—4)
" 1-r2

Hence our condition (11.5-7) is satisfied for those values of r for which 
2r2—4r > r2 — 1 holds, or r2 — 4r+l > 0, i.e., r < 2—^/3.
If 

then
z/"(z) __ 2z2 + 4z 
/'(z) 1-z2

and this is real and less than — 1 for — 1 < z < 5/3—2. Thus this func­
tion does not map |z| = r onto a convex curve for r 2—^/3. Summing 
up we have

By all functions f(z) beloning to the class the circumference 
|z| = r < 1 is mapped onto a convex curve if

where
0 < r < rc, 

rc = 2-^3

is called the radius of convexity.
A similar but much more difficult problem arises if we ask for the 

radius of the largest circle |z| = r such that the image of it by /(z) (this 
being again any function of class y7) bounds a starshaped region with 
respect to the origin. The condition for this was seen in section 11.3.4 
to be (comp. (11.3-7) and (11.3-6))

z/'(z)
> 0, |z| = r < 1,

i.e.,
z/'(z) 
/(z

< in. (11.5-8)

In order to obtain sharp bounds for the expression on the left of (11.5-8)
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we apply (11.5-6) to the function

Xz) = (l-|z0|2)/'(z0)

this function belonging to the class Sf if and only if /(z) belongs to Sf. 
At z = — z0 we have

g(-zo) = /(zq)
-z0 (l-|z0|2)z0/'(z0)

and thus (see (11.5-6))

arg2-7"*2"1
log l + l^ol 

1-kol’

This result is sharp, for replacing in the first member/by g at z = — z0 
we obtain (11.5-6) agains, whence:
By all functions f(z) belonging to the class Sf the circumference 
|z| = r < 1 is mapped onto a curve which bounds a starshaped region 
with respect to the origin if

0 < r < rs

where the radius of star shapedness rs satisfies the equation

l-rs

i.e., rs has the sharp value

rs = tanh |tc.

11.5.3 - The third coefficient

Lowner’s theory enables us to obtain an exact upper bound for |a3| 
in the Taylor expansion of /(z), this function belonging to the class Sf. 
We may confine ourselves to functions of the type e/(z, tf where 
/(z, t) is a solution of Lowner’s differential equation with /(z, 0) = z.

Let
/(z, to) = e'°(z+ f avzv), p = e"'0. (11.5-9)

v = 2

It is convenient to introduce the function
v 000<o(z> 0 = /(7(z> 0. to) = j?e'(z + X cv(t)zv) (11.5-10)

v=2
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where f denotes the inverse of f Thus

0 = /(z> *o) 

and differentiation with respect to t yields

^9 to । ^9tp _  Q
dz dt dt

It follows that in a neighbourhood of z — 0 we must have (comp. 
(11.4-24))

^gtQ = ^gtp yl+K(t)/ 
d1 dz 1 — K(t)f

In view of (2.16-7) we have

0<o(C> 0
n = 2, 3,..

C denoting a small circle around the origin. Differentiation with respect 
to t (section 2.9.1) yields for n 2

27CIJq Ct

= — f = — f (1 + £ VCv(t)C_1)(l + 2 X *V) ~
2niJc dt; 1-kC C 2ni Jc C

= e,~t0(ncn(t)+2K"~1(t)+2 X gcA(t)K""'‘(O)> 0 <o-
/*=1

Hence

cXO = (n-l)e„(z) + 2^-1(z)+2 (11.5-11)
g = 2

If t = 0, then/(z, 0) = z, gto(z, 0) = /(z, Zo), c„(0) = an and if t = tQ, 
then gtQ(z, Zo) = z and so cn(tQ) = 0, n 2. Thus we have the 
boundary conditions

^(0) = an. cn(t0) = 0, n 2.

From (11.5-11) we can determine successively the coefficients. In fact

cn(t) = —2e(" 1)r f e (n 1)t(k" \t)+ X m(t))^t> 
Jr M=1

(11.5-12)

as may be verified by differentiating both members. In particular
^0

c2{t) = —2er c2(0) = — 2 f e xK(z)dt. 
Jo

(11.5-13)
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Hence for all t0 > 0 we have |a2| = |c2(0)| Jf0°e“T^T, whence 
[a2l 2 Jo = 2, which in Bieberbach’s result (11.2-1).

Observing that

2 •to
e~rK(r)dT = K(t)e 2,c2(t)

we also have

C3(O = — 2e2' K(T)e”2TC2(T)dT
‘to

(11.5-14)

Since the function ^-1/(^z) with \t]\ = 1 belongs to the class if 
/(z) does so, the maximum of |a3| with respect to the class Sf coincides 
with the maximum of Re<73. We take

K(t) = e*(t)

and consider

Ct0 / Ct0 \2Re a3 = — 2 e”2r(2 cos2 0(r) —1)^ + 4 I e“* cos 0(t)dtl + 
Jo \Jo /

a‘t° \2
e f sin O(t)dt I . 

o /

We omit the third term on the right. The first term is

r^- CtQ
-4 e~2t cos2 9(t)dt+l — e“2fo 

Jo

and by Schwarz’s inequality (10.5-4) the second term does not exceed

fto po po
4 e~ldt cos2 9(t)dt <4 e~r cos2 9(t)dt. 

Jo Jo Jo

Thus we obtain

po
Re a3 1 + 4 (e~'-e-2^ 

Jo
r)cos2 O^dt 1+4 (e r —e 2t)dt = 3, 

Jo
i.e.,

k3l 3.

As we know this result is sharp.



11.5] APPLICATIONS OF LOWNER’S THEORY 241

11.5.4 - Coefficients of the inverse functions

A very remarkable success of Lowner’s theory is the fact that it enables 
us to get sharp bounds for all coefficients of the expansions of the inverses 
of the functions belonging to the family Sf. The theory is applicable to 
this type of functions, for the coefficients of their expansions are obtained 
from those of the expansions of the functions of by means of rational 
operations. Hence if a given function of Sf is approximated by a certain 
class of functions, then the inverse is approximated by the inverses of the 
functions of the class.

Let, again, /(z, /), 0 t t0 be a solution of Lowner’s differential 
equation, subject to the initial condition f(z, 0) = z. Near w = 0 this 
function is invertible; the inverse will be denoted by <pf(w), so that

<pt(f(z,t)) = z. (11.5-15)

We may write the expansion of (pt(w) near w = 0 as

<pr(w) = e'(w+ £ £\(0wV)> (11.5-16)
v = 2

for, as we pointed out in section 11.4.7, the function tff(z, t) is in 
that is to say

/(z, 0 = e~fz + . . ..
The function

00

<p(w) = cpto(e~tow) = w+Y bvw\ (11.5-17)
v=2

with
bn = bn(r0)e-(',-1)'°) n^2, (11.5-18)

is inverse to e'°/(z, t0) as follows from

(p(e‘°f(z, t0)) = <p,0(/(z, t0)) = z-

Since the functions e*°/(z, ^o) f°r varying t0 and functions k(0 form a 
dense subclass of y*, it suffices to prove inequalities for the coefficients bn. 

The following discussion is very similar to that of the previous section. 
Differentiating (11.5-15) yields

bjPt bf(z, t) + Sep, = 0 
dt dt

and because/(z, t) is a solution of (11.4-27) we have

= ^pM w i+K(t)w, (11.5-19)
dt dw 1 — K(t)w ’

where w stands for /(z, t).
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Let C denote a small circumference about w = 0. From

2711 J c Q

we obtain by differentiating with respect to t

± f *© ± f MQ 1±?@ «
2»|JC it 2itlJc di (n

P* c 00 00 jr
= (i+ xvwi)(i+2EK’(r)~

27tlJc v = 2 v=l £

= e'(nt„(r)+2Kn-1(/)+2X1vfev(z>’'-’'(t)), 
v = 2

whence
b'n(t) = (n-l)bB(t)+2K"-1(0+2nf vfev(t)Kn-v(t)> (11.5-20) 

throughout the interval 0 t t0.
Taking into account (11.5-18) we see that the initial conditions for the 

coefficients are

&„(0) = 0, b„(t0) = n*2.

Thus the equations (11.5-20) are equivalent to

bn(t) = 2e("“1)f re-(”-1)T(K"-1(r)+ f (11.5-21)
J 0 v = 2

By induction on n we may prove that the bn(t) attain their maximum 
possible value for any fixed tQ > 0 if k(/) = 1 identically. Then all these 
coefficients are real and positive. Moreover, bn = e~(n"1)t0 bn(t0) in­
creases with increasing t0, as follows again from (11.5-21). As a conse­
quence of this the upper bounds for the coefficients bn are obtained in the 
limit if t0 -> oo.

The extremal function may be obtained by solving Lowner’s differential 
equation with k(z) = 1 identically. In this case it takes the form

dw w + 1— = w----- ,
dt w —1

or
dw /1 2
dt \w w+1.

A solution w(z, 0 with w(z, 0) = z satisfies the relation 
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where c(z) does not depend on t. By taking t = 0 we find

c(z) = — 
(l+z)2

and it appears that f(z, t) satisfies the relation

e/(z, t) _ z
(l+/(z,t))2 (1 + z)2'

Since &f(z9 t) remains bounded as /-> oo, we conclude that lim^^/fo r) 
= 0, whence

lim ef/(z, t) = —-—- . k } (1 + z)2

Thus we see that the extremal function for the problem under consid­
eration is, therefore, the inverse £(w) of this function.

It remains to evaluate the coefficients of the expansion of k(w) near 
w = 0. Let us write

£(w) = £ kvw\
V= 1

According to (3.12-8) we have

kn = — f (1+02" = J_ f ( 2n i
2mnJc tf 2ninJcv=o\v/ n \n + l/

In particular, k1 = 1. Thus we have proved:
If w = f(z) is a function of the family Sf and if

00

z =f(.w') = w+ E bvwV 
v = 2

is the expansion of its inverse near w = 0, then

(11.5-22)

Equality holds for the coefficients of the expansion of £(w), the inverse of 
the function k(z) = z/(l +z)2. It should be noticed that this function is 
essentially Koebe’s function (11.2-5).



Chapter 12

ANALYTIC FUNCTIONS - RIEMANN SURFACES

12.1- Analytic continuation

12.1.1 - Introduction

Strictly speaking the notion of a function is a pair of two things, viz. 
a set S of complex numbers (possibly including oo) and a rule f which 
assigns to every element of S a complex number or oo, called the value 
f(z) of f Sometimes it is convenient to exhibit the set S and we denote 
the function defined on it by (/, (5). It is clear that the rule f applies to 
every subset S' of <5. The pair (/, S') is then called a restriction of the 
function. It may happen that another rule yields the same values of the 
restriction. Thus, for instance, the function defined by the rule

(12.1-1)
1-z

applies to the whole z-plane, from which z = 1 is excluded (supposed we 
do not admit the value oo). The restriction to the region |z| < 1 can be 
obtained by means of the rule

Z zv. (12.1-2)
v=0

It is natural to consider the inverse problem. Given a function (/, S') 
and a set S including S', we may ask: is there a function (#, S) such that 
its restriction with respect to S' is the same as (/, S')? If so, this new 
function is called an extension of the given function. It is true that this 
problem can be solved in many ways, e.g., by assigning arbitrary values 
to the elements of S which are not in S'. It is clear that the interest of 
the problem lies in the fact that the extension also belongs to a certain 
class of functions. In our case we consider only holomorphic functions 
and the process of extension is then called analytic continuation.

Let and 3% be overlapping regions, i.e., the intersection of these 
regions is not empty. Let /i(z) be holomorphic in 3^ and /2(z) ^2-
If now and f2 define the same restriction in the intersection of fRi and 
9t2, that is, if /i(z) = /2(z) for all z in this intersection, then f2 is said 
to be a direct analytic continuation of into 3R2. It is clear that according 
to this definition is a direct analytic continuation of f2 into 3^.

[244]
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Now we can define a function f throughout the union SR of SR x and SR2 
such that its restriction with respect to SRX is and that with respect 
to SR2 is /2. On account of the identity principle / and also f2 are 
uniquely defined by /t.

More generally we consider a sequence of n regions SRX,. . ., SR„. 
such that two consecutive members SRfc, SRk+1, k = 1,..., n — 1, are 
overlapping. Assume we are given n functions /1?. .., fn, where fk is 
holomorphic in SRfc and a direct analytic continuation of fk into 
SRfc+x. Then fn is said to be an analytic continuation off into SRn along the 
sequence of regions. Is is clear that every one of the functions fk can be 
considered as an analytic continuation of every other one.

It may happen that SRX and SR„, n > 2, overlap. In that case the func­
tions and fn need not be direct analytic continuations, i.e., fn(z) and 

(z) may be different in the intersection of SRX and SRn. This phenomenon 
is the key of a rigorous definition of multiply valued functions, as we 
shall see later on, (paragraph 12.2).

In the next section we shall describe a method of analytic continuation, 
employing circular disks instead of more general regions. This enables 
us to describe the process of continuation in a more concrete manner.

12.1.2 -Rearrangement of power series

Consider a function given by the power series
00

/o(z) = E «v(z-Zo)v- (12.1-3)
v —0

If it is necessary to exhibit also the region of convergence, we shall 
write (/0, ®0). The case z0 = oo may be included, for then we have

/0(z) = X avz~\ (12.1-4)
v = 0

Such a power series, together with its disc of convergence, will often 
be referred to as a function element with centre z0. Sometimes we under­
stand by this the pair (/ SR) of a function /holomorphic throughout SR.

Let zx / z0 denote a point inside the disc of convergence of the 
function element (12.1-3).

Since ffz) is regular at z = zx we have the Taylor expansion

/i(z) = X bv(z-Zi)v, (12.1-5)v = 0
with

1 00 /v\
b„ = = X av(zt-zorn. (12.1-6)

n! v=n\n/
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It is easy to see that this new series can be obtained by rearrangement, 
that is, by means of the expansion of

(z-Z0)” = (Z-Zi+Zt-Zo)"

in powers of z—zx. The series (12.1-5) is convergent at all points of an 
open disc about zx which is inside the circle of convergence of (12.1-3), 
i.e., for all z satisfying

Iz-zJ < ro-!^i-^ob

where r0 is the radius of convergence of (12.1-3). However, and this is 
the most interesting case, it may converge in a larger disc, (fig. 12.1-1). 
It is evident that /t(z) as given by (12.1-6) is a direct analytic continua­
tion of /0(z) int0 the disc of convergence of the series (12.1-5).

Fig. 12.1-1. Direct analytic continuation

If it is not possible to extend f0 beyond its disc of convergence by means 
of this process, we call the circumference of a natural boundary. 
Examples are provided by the series (8.2.-4), or (8.2-7). In that case it is 
in no way possible to extend f0 beyond S?o.

12.1.3 - Hyperconvergence

Let 9$ denote a region including the origin and f a function holo­
morphic throughout 9ft. We assume that there is no larger region in which 
f is holomorphic. In a neighbourhood of z = 0 the function can be 
represented by the expansion

f(z) = f cvzv, 
v = 0

(12.1-7)

which is convergent within a circumference about z=0 with radius equal 
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to the distance of the boundary to the origin. The function f is regular at 
those points of the circumference which are not boundary points. Without 
loss of generality we may assume that the radius of convergence of 
(12.1-7) is unity.

The sequence of partial sums

sn(z) = Z cvZv> n = 0, 1,..., (12.1-8)
v = 0

is divergent at every point outside the circumference of convergence. 
In certain cases, however, we can find a subsequence of partial sums 
which is also convergent at points of a region which extends the region 
of convergence of the initial series (12.1-7). A power series with this 
property is called hyper convergent. It is obvious that a power series can 
only be hyperconvergent in a neighbourhood of a point of the circum­
ference of convergence where the function f(z) is regular. We call a 
point of this kind a regular point of the series (12.1-7).

As we shall see the phenomenon of hyperconvergence can occur in the 
case of power series which possess gaps i.e., certain coefficients are zero. 
Thus we consider series of the type

Xc^, (12.1-9)
v = 0

where 0 20 < < ... is an increasing sequence of integers. Now we
shall prove the following theorem due to A. Ostrowski:

Suppose that the power series (12.1-9) has the radius of convergence 1 
and that there exists an increasing sequence p0, pi9..., of suffixes such 
that

^n+1-^n^ n = 0,1,2,..., (12.1-10)

where 9 > 0 is a fixed number. Then the sequence of partial sums
l*n

S#„(z) = Z CvZAv 
v=0

(12.1-11)

is convergent in a region of which every regular point of (12.1-9) on the 
circumference of convergence is an interior point.

Let /(z) denote a function coinciding with the sum of (12.1-9) for 
|z| < 1 and being holomorphic in a larger region. Without affecting the 
generality we may assume that it is regular at z = 1. If <5 > 0 is small 
enough, it is regular at the points in and on a circle with radius | + <5 
about the point z = |. We apply Hadamard’s three circles theorem (sec­
tion 2.13.4) to the function

gr„(z) =/(z)-sMn(z) (12.1-12)

and the circles with centre z = | and radii rr = | — <5, r = | + £, r2 = I + <5,
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Fig. 12.1-2. Application of Hadamard’s three circles theorem

where 0 < e < <5 < (fig. 12.1-2). If M15 M and M2 are the maximum 
moduli of gn(z) on these circumferences respectively, then in view of 
(2.13-14)

, , 10gl±^ logl±lc
M10gr2/ri Mi W‘M2 (12.1-13)

We proceed to show that we can take e so small that M -► 0 as gn -> oo. 
Then the sequence (12.1-11) represents an extension of (12.1-9) beyond 
its circle of convergence, for inside and on the circle of radius r this 
sequence tends to /(z).

To this end we take a number rj between 0 and <5 and denote by K the 
maximum modulus of/(z) on the circumference |z| = 1 — rj. By Cauchy’s 
inequality (2.18-2) we have

. . . K
IGiI = z \A * 

(1-#"

If z is on the circumference with radius i\ we have
°o oo /I _ S\AV

|cv||z|^ X |cv|(l-<5/’^ K X --
V=Hn+l V = fin+1 v = AMn+l \1— rj/

1-//
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where we have employed (12.1-10). The constant Kv depends only on 
3 and tj, but not on r. If M* is the maximum modulus of/(z) on the cir­
cumference with radius r2, we have for z on this circumference

/in Mn /I f £\
m2 M*+ X M*+KY (^4)

K__

1+5

where K2 is again independent of n. Inserting the estimates for and 
M2 thus obtained into Hadamard’s inequality (12.1-13) we find

Mlogr2/n

The expression between the braces tends to
(J _^)(1 +d) log (1 +2<5)(j +^-log(l —25)

as £ -> 0, i; -> 0, and the logarithm of this last expression may be written 
as

(1 + 1°g(1+2^) log (!-<*) _ log (l-2<3) log(l+<5)\ (_ ^2)
V 23 -3 -2(5 3 T ‘

For sufficiently small 3 this expression is negative. As a consequence we 
may take £ and y] so small that the original expression between braces is 
less than 1. Since JlMn -> oo as n oo it is possible to make M as small 
as desired, provided that n is large enough. This concludes the proof of 
the theorem.

The following example may serve as an illustration. Consider the series 
of polynomials

/(z) = f (12.1-14)
v=i Av

where An is the maximal coefficient in the polynomial (z + z2)4”. Evidently, 
in each of the polynomials occurring in (12.1-14) the coefficients do not 
exceed unity and one of them is actually equal to 1. The highest term in 
the polynomial corresponding to n is of degree 2 x 4n and the lowest of 
the next polynomial of degree 4n+1. Hence, if we expand/(z) in powers of 
z, each term is a single term of one of the polynomials occurring in 
(12.1-14). On applying the Cauchy-Hadamard test (1.6-11) we deduce 
that the radius of convergence of the power series is unity. As a conse­
quence, the series of polynomials is convergent for |z| < 1. But since 
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z + z2 = z(l+z) is symmetric with respect to z and 1 + z, it is also con­
vergent for \z +1| < 1. The special sequence of partial sums of the power 
series for/(z) by taking each polynomial as a whole is, therefore, conver­
gent in a region which lies partially outside the unit circle.

In this example we have

Ho = 5, fin+1 = /z„ + 4n+2 + l, n^O 

4 = 2x4”+1, 4 + 1 = 4n+2

and so 
^Hn+ = 2X4 = ,

whence 3 = 1.

12.1.4- Hadamard’s gap theorem

An interesting and famous theorem due to Hadamard is obtained from 
Ostrowski’s theorem if we take = n. It states

If the sequence of exponents in the power series (12.1-9) satisfies the 
condition of Hadamard

(12.1-15)

where 3 > 0 is fixed, then the circumference of convergence is a natural 
boundary.

Assume that the series were regular at any point of the circumference. 
Then the series would be hyperconvergent at that point and the sequence

^„(z) = sn(z) = X ayz*' (12.1-16)
v = 0

would be convergent outside the circle. But the sequence (12.1-16) is 
exactly the whole sequence of partial sums of the series (12.1-9). This 
leads to a contradiction and our conclusion is that each point of the 
circumference of convergence is a singularity of the series.

A simple example is provided by the series (8.2-4). In this case Xn = 2”, 
whence 2n+1-2„ = 2” = A„, i.e., 3 = 1.

Another example is provided by the series
00

(12.1-17)

Here = n\, A„+1—A„ = n ■ n\ n\, whence 9 = 1.

12.1.5- The fatou-p6lya theorem

The following remarkable theorem was conjectured by Fatou and 
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proved by Polya. It can be considered as a consequence of Hadamard’s 
gap theorem.

If
Z cvz' (12.1-18)

v = 0

denotes an arbitrary power series with a finite radius of convergence, 
then we can find numbers rjn, being either + 1 or — 1, such that the series

Ywvzv (12.1-19)
v = 0

is not continuable beyond the circumference of convergence.
Without loss of generality we may assume that the radius of conver­

gence is unity. From (12.1-18) we take a subseries satisfying Hadamard’s 
condition (12.1-15). This represents a series A(z) whose circumference of 
convergence is a natural boundary. We put

fcvzv =/0(z) + h(z) (12.1-20)
v —0

and decompose h(z) into infinitely many power series

/i(z) =/,(z)+/2(z)+..., (12.1-21)

such that no two of these series contain terms with the same exponent, 
whereas every series contains infinitely many terms. Consider the collec­
tion of all series

/o(z) + £i/i(z)+e2/2(z)+ • • , (12.1-22)

where every sn is either +1 or — 1. Suppose that all these series are con­
tinuable beyond the circumference of convergence. We observe that the 
roots of unity form an enumerable set which is everywhere dense on the 
boundary of the unit circle. Hence there is at least one root of unity, 
say p19 at which a certain series (12.1-22) is regular. Let this series be

/o(z) + fiu/i(z) + ei2/2(z)+ • • •• (12.1-23)

Next we can find a root of unity, say p2, at which a second series 
(12.1-22) is regular. Let this series be

/o(z) + fi21/l(z) + s22/2(z)+ • • •• (12.1-24)

After n steps we have a series

/o(z) + ^1/1(z) + 8n2/2(z) + • • (12.1-25)

which is regular at the root pn. Thus we find an enumerable collection 
of series and it is easy to see that the series

o(z) —£n/i(z)~e22/2(z)~ • • • -e«n/„(z)- • • • (12.1-26) 
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does not belong to this collection. In fact, it cannot coincide with 
(12.1-23), nor with (12.1-24), etc. There is, however, according to assump­
tion, a root pk at which this series is regular. Hence, among the series 
(12.1-22) there are at least two which are regular at a point of the circum­
ference of convergence (for the set of roots of unity is enumerable and 
the collection of series (12.1-22) is not) and the same is true for the 
difference of these series. In this difference, however, /0(z) *s cancelled, 
and it is therefore a power series satisfying Hadamard’s condition and 
being still regular at a point of the circumference of convergence. This 
means a contradiction.

The proof reveals that the collection of the series (12.1-22) is not 
enumerable. Hence, in a certain sense, the non-continuability of a series 
beyond the circle of convergence is the most common situation.

12.1.6- Analytic continuation along a path

Let L denote a path leading from z = a to z = b. We may assume that 
L is represented by the function z(/), 0 rg t 1, such that z(0) = a, 
z(l) = b and that z(t) is continuously differentiable for 0 < t < 1 and 
still continuous at the terminal points. Suppose further that to each t 
we may associate a power series ft(z) whose disc of convergence has 
the centre z(z). For any t0, if t has the property that z(r) lies within &tQ 
for all t0 t^ t19 we shall require that ft(z) be a direct analytic contin­
uation of ftQ, (fig. 12.1-3). We then say that fY has been obtained by 
analytically continuing f0 along the path L. Now we state

Analytic continuation of a given power series f0 along a path L leads to a 
uniquely determined power series

Let ft and gt denote two continuations of/0 = g$ along L. For any tQ 
the power series ftQ and gtQ converge in a disc |z—z(r0)| < r(/0), where 
r(f0) is the smallest of their radii of convergence. There is a b = <5 (*o) > $ 
such that |z(/)—z(r0)| < r(/0) for all |Z-/0| < b. Hence for these values 
of t the series ft and gt are direct continuations offtQ and gto respectively. 
Let now tQ denote the greatest lower bound of the t for which ft and gt 
disagree. Clearly tQ > 0. As a consequence there is a f with Zol 
<<5(r0) such that fti = gtl. But the discs of convergence of fti and those of 
fto and gtQ overlap. In the overlapping area the power series under con­
sideration are identical. It follows that ftQ = gto, i.e., the series agree 
at t0 and, consequently, for all t satisfying \t — r0| < <5. It follows that 
tQ < 1 leads to a contradiction.

The radius of convergence of a power series is either identically infinite, 
or a continuous function of the centre of the disc of convergence, where it 
is understood that the elements (/, a) and (g, b), a and b being the centres
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Fig. 12.1-3. Analytic continuation along a path.

of the respective elements, are direct continuations if b is sufficiently 
near a.

Indeed, if r(a)< oo, r(«) denoting the radius of the disc of convergence 
with centre a, and |Z> — a\ < %r(a), then r(b) r(a) — |Z> — a\ |r(a). 
Hence a lies in the circle of convergence of the series about b and also 
r(a) r(b) — \b — a\. It follows that

|r(b)-r(a)| g |b-a|. (12.1-27)

An easily proved consequence of this theorem is
If the continuation of the power series f0 along a path L is possible, 

it can always be accomplished by analytic continuation along a finite 
chain of discs.

The radius of convergence rt = r(z(7)) of the series ft is either identically 
infinite or is a continuous function of t and possesses a positive minimum 
p. Hence in all cases we may take a positive number p and a partition of 
the interval O^f^l:O = fo<Z1<...<fn=l, such that 
|z(7fc + 1)—z(7k)|< p for k = 0,..n-1. Then the discs \z — z(7*)l < rtk 
are overlapping and the corresponding functions ftQ,--^ftn form an 
analytic continuation.

Finally we prove
If f0 is analytically continued along L from a to b, then continuation 

along a path L* connecting a and b and sufficiently nearL leads to the same 
element at b. Let again p denote a positive number not exceeding the 
radii of convergence rt = r(z(/)) of the power series ft, 0 t 1. 
Let L*, defined by z = z*(7), 0 t 1, beany other path with z*(0)= a, 
z*(l) = b and such that |z*(7)—z(7)| < If we denote by gt the power 
series obtained by continuing/0 = gQ along the path L*, then the theorem 
states that ft = gt.
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z(t2)L

Z*(tP z*(t2)

Fig. 12.1-4. Analytic continuation along different paths.

In order to prove this we consider the partition 0 = t0 < tr < . . . 
< tn = 1, such that for all t in the interval tk t tk+1, k = 0,..., n— 1 
we have |z(t) —z(?k)| < ip. The sequence of discs \z — z(tk)l < rtk, 
gives us the continuation of f0 to by a finite succession of direct con­
tinuations. Let Lk represent the line segment joining z(/fc) to z*(7k). 
Continuation along any path, lying entirely within the disc of convergence 
of a power series, leads to the same series, for each direct continuation is 
merely a rearrangement of the original series. Thus continuation of /0 
from z = fl to z(^) along L and along the composite path composed of 
L* from z = a to z*(/1) and then to z(rj along —Lt (that is Lr percorsed 
in the opposite direction) both lead to the same series fti. Now we con­
tinue ft, from z(/J to z(Z2) along the path followed by L* from z*^) 
to z*(/2) and then — L2, obtaining the same series /f2, (fig. 12.1-4). 
In this process we traced Lt successively in both directions, the net 
effect being that we get the same result as we left out Lr. Thus we have 
continued f0 along two paths to get ft2, namely L from z = fl to z(z2) or 
L* from z = a to z*(/2), followed by — L2. We repeat this stepwise 
process to b in a finite number of steps and end with j\ = gr.

This theorem implies that for purposes of analytic continuation we can 
always replace a path L by a polygon approximating L and which has its 
vertices on L. We do not need to consider all elements on the broken 
line, for if the vertices are sufficiently dense it will be sufficient to use only 
the elements whose centres are vertices. Otherwise we may have to inter­
polate intermediary points.

12.1.7- Permanence of functional relations

Consider a collection of function elements

defined throughout a disc SL Let

(12.1-28)

denote a function of n variables such that its first order partial derivatives
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exist and are continuous if . ., wn are in regions 9? trespec­
tively. Assume that is in is in 9?n. Then

y(31(z),..g„(z)) (12.1-29)

is evidently a holomorphic function of z in for this function is well- 
defined there and has a unique derivative

df = g/ dg{ + + of dgn
dz dwr dz dwn dz

We assume further that the function (12.1-29) vanishes identically in 
Let (gi9 ®),. .(gn9 be a set of direct analytic continuations of 
the given collection in a region 9L Then we contend that in ® 
also /(^t(z),..., gn(zf) vanishes identically. This is true, for this latter 
expression vanishes identically in the intersection of ® and Hence 
(12.1-29) vanishes for all sets of corresponding function elements. This 
is the principle of permanence of functional relations,

12.2 - Analytic functions

12.2.1 -Weierstrass’s definition of an analytic function

Two function elements (/15 ®t) and (/2, ®2) are said to be equivalent 
if the second is an analytic continuation of the first. Hence there exists 
a finite sequence of power series joining ft to f2. It is easily verified that 
this equivalence relation has the usual properties in that it is reflexive, 
symmetric and transitive. As a consequence, all power series can be divided 
into disjoint classes of equivalent elements. Each class consists of all 
power series equivalent to any one of its members. Such a member may 
be taken as a representative of its class and it determines the latter uni­
quely.

After these preliminary remarks we may introduce a fundamental 
notion. By an analytic function we understand an equivalence class of 
power series. This notion is due to Weierstrass.

An analytic function is not a function in the usual sense. If z = a 
belongs to the disc of convergence of a certain power series f(z)9 this 
latter assigns a certain value f(a) to z = a. But there may be other power 
series about z = a equivalent to the given one which assign other values 
to z = a. All these values are called values of the analytic function at 
z = a and a function of this type is considered as a multiply valued 
function.

A remarkable theorem due to Poincare and Volterra states
IfF is an analytic function obtained by continuing analytically a function 
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element (/0, ®0) throughout a region 91, then every point of 91 is the centre 
of at most an enumerable set of function elements of F.

Thus the set of values assigned to a given value of z is at most enum­
erable.

We start with (/0, ®0), where S?o is included in 91. The various elements 
of F with the same centre z = a as the initial element are obtained by 
analytic continuation along suitably chosen paths in 9?. With each such 
a path we associate a finite sequence

(/o, ®o), (/i, $i),..(fn, a;) (12.2-1)

where has the same centre as S?o. Without loss of generality we may 
assume that the centres of the intermediary discs are rational points 
The minimum number of elements in (12.1-1) performing the same con­
tinuation be m. This number shall be called the length of the sequence. 
The number of sequences of a given length is enumerable, for we have 
for the choice of the centres certain subsets of rational points at our 
disposal. Since the lengths are natural numbers we finally obtain an at 
most enumerable set of sequences joining two function elements with a 
given centre.

Let 91* denote a subregion of a region 9i on which an analytic function 
F is defined. Starting with a function element whose centre is in 9i* and 
performing only analytic continuation throughout 9t* it may happen 
that the analytic function F* thus obtained assigns only one value to an 
arbitrary point of 91*. Then F* may be interpreted as a single-valued 
function which is referred to as a single-valued branch of F defined on 9i*.

12.2.2 - The derivative and the inverse of an analytic function

If the function elements (/15 ®x) and (/2, ®2) are direct analytic con­
tinuations of each other, so are (//, ®x) and (/2, ®2), where the prime 
denotes differentiation. Hence

The derivatives of the elements of an analytic function F(z) are equivalent 
and constitute again an analytic function.

This latter function is called the derivative F'(z).
The proof of the following theorem requires more attention. We recall 

that a function element (/ 3?) is invertible throughout 3? if it possesses 
an inverse there. In section 3.12.3 we proved that /is invertible at z = z0 
ff/'fco) t6 Otherwise stated, if/(z) assumes its value /(z0) only once. 
Now we assert

The inverses of the invertible elements of an analytic function F are 
elements of an analytic function F, called the inverse of F.

Excluding the trivial case that F is a constant we observe that every 
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analytic function has invertible elements, for the derivatives of the 
elements are not identically equal to zero. Let

/(z-z0) = f cv(z-zoy 
v-0

be a power series. Referring to section 3.12.5 we may conclude that 
/(z—z0) assumes the value f(z1 — Zq) only once if zt is sufficiently near z0. 
The point z0 may be an exception. Hence the rearrangement g(z — z±) 
is invertible at zx as is shown in section 3.12.3.

Next we consider two invertible elements (/0, ^0) and (/i, SBX) of the 
same analytic function F, having the centres z0 and zx respectively. We 
contend that they can be joined by means of a sequence consisting 
exclusively of invertible elements. There is certainly a collection (/f, 
0 t 1, where £Bf has its centre at the point z(?) on a path joining 
z(0) and z(l). By 2 we denote the set of those values of t of the interval 
0 t 1 for which the element (/f, can be joined to (/0, SB0) by a 
sequence of invertible elements. Let t0 be the least upper bound of $ 
and let ®* denote a sufficiently small disc around z(70) so that the function 
ftQ assumes everywhere in SB*, with possible exception of the point z(70), 
each of its values once, i.e. with multiplicity equal to one. It is our aim 
to show that t0 = 1.

There is certainly a value in J for which z(/x) belongs to ®* and for 
which fti is a direct analytic continuation of ft0. Let denote a path 
along which a collection of invertible elements joins ftl to ftQ. Supposing 
t0 < 1 we should be able to find a value t2 such that t0 < t2 < 1, 
z(72) in SB* andft2 a direct continuation offtQ. Let C2 denote an arbitrary 
path in SB* joining z(^) and z(z2). If z(/x) / z(/0) we could assume that 
C2 does not pass through z(70). Then, continuing along and C2 succes­
sively, we should obtain a sequence of invertible elements joining /0 
and ft2. We should therefore have that also t2 belongs to 2, which is 
impossible since t0 is the least upper bound of 2. Hence t0 = 1. The 
function /x(z) assumes its values at all points of the segment joining 
z(rx) and z(l) in ®* only once and the direct continuations of the element 
/i with centres on the segment are invertible. Hence continuing f0 along 
the path consisting of Cr and this segment we obtain a sequence of 
invertible elements joining f0 and . Thus we see that there is always a 
path connecting z(0) with z(l), such that continuation along this path is 
effected by invertible elements.

Finally we consider the function w(t) = /t(z(0) and denote by ft(w) 
the inverse of ft(z) in a neighbourhood of z(7). The elements ft form a 
collection along the path w(f), 0 t 1, joining the elements/0 •
These elements therefore belong to an analytic function.
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12.2.3 - The monodromy theorem

An analytic function Fis said to be arbitrarily continuable in a region Di 
if each element of the function has a continuation along every path 
emanating from the centre of the element and lying in Di. It is clear that 
every point of this region is the centre of the same number (finite or 
infinite) of elements of the function.

Assume further that Di is not the entire z-plane. Then the disc of 
convergence ® of every element of the analytic function F has, inside or 
on its boundary points of the complement of the region Di. For, let us 
assume that 3? and also its closure is inside Di. Then the element, having 
® as its disc of convergence, can be continued to every point of the bound­
ary of S? and by an argument similar to that employed in section 8.2.1. 
we see that the power series under consideration converges in a disc 
larger then the disc This is an absurdity. If the closure of S? is not 
entirely in Di the assertion is trivial. If Di coincides with the whole z- 
plane then this latter is the disc of convergence of every element of the 
function F.

An analytic function F which is arbitrarily continuable in a disc ® is 
a single-valued function. In order to prove this, we consider an element 
/o of F with the centre of S? as centre. From the above consideration 
follows that ® is contained in the circle of convergence of /0 and f0 is 
holomorphic in Therefore, the function F has for each point in ® 
exactly one element with centre at this point.

These preliminary considerations enable us to prove the general 
monodromy theorem'.

An analytic function in a simply connected region and arbitrarily con­
tinuable in this region, is single-valued in this region.

Let ® denote an open disc in the w-plane and assume that the region Di 
in the z-plane has at least two boundary points. By Riemann’s mapping 
theorem we can find a univalent function w(z), holomorphic throughout 
Di, which maps Di onto Ifffzf 0 t 1, is a collection of elements 
along a path z = z(t) lying in Di then the elements gt(w) = ft(z(wf) 
form a collection along the path w = w(z(t)). Therefore, if /2(z) is a 
continuation of ffz) effected by the above collection, then g2(w) 
=f2(z(™)) is a continuation of gfw) = fi(z(w)) in The same is true if 
we interchange the roles of Di and ©. Hence, if F is an analytic function 
in Di the set of all g(w) = f(z(w)), where f(z) is an element of F, is an 
analytic function G in If/(z) is arbitrarily continuable in Di then g(w)

arbitrarily continuable in The consideration in the first part 
of this section leads to the result that G is single-valued. As a consequence, 
also Fis single-valued. The case that Di has only one boundary point or is 
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the extended plane needs no comment. Then St may be taken as the z- 
plane or the extended plane. This concludes the proof of the monodromy 
theorem.

12.2.4 - Continuation by integration

In many cases analytic continuation can be carried out by integrating 
a single-valued function. Let/(z) denote a function holomorphic through­
out a region fR, with the exception of isolated singularities. Consider 
further a path z = z(7), 0 t 1, which avoids the singular points of 
the function. Along this path we define the function

tf(0 = $o(zo)+ f /(z(t))z'(t)(Zt, (12.2-2)
Jo

where <£0(z0) is a certain constant. For a given t there exists in a sufficient 
small disc with centre z(/) a single-valued function ^t(z), which takes 
the value g(t) at z = z(Z), namely

0,(z) = 5(Z)+ fZ /(0dC (12.2-3)
Jz(t)

where the integration is performed along a rectilinear path connecting 
z(/) and z within . It is clear that <P0(z0) *s the value of ^0(z) at z = z0 
= z(0). It is also evident that the collection of functions (12.2-3) provide 
an analytic continuation of the element

^o(z) = (12.2-4)
J z0

defined in St0 around z0 along the path z(/). By taking all possible paths 
we have defined an analytic continuation of #0(z) throughout ffl.

Let now be any multiply connected region from which the singulari­
ties of/(z) are omitted and assume that C19 C2, •. . constitute a basis for 
homology. For the sake of convenience we suppose that the connectivity 
is finite (section 2.2.2). Then every closed circuit is homologous to a 
linear combination of the cycles C19. . ., Cr, where r+1 is the connec­
tivity. If

= f /(QdC, k = 1,.. ., r (12.2-5)
Jck

and the path C defined by z(Z) satisfies (2.2.-3), then evidently

Xl) = ^(o) + m1m1+ ... + mra>r9 (12.2-6)

where mi9..., mr are integers. Hence the various values of the analytic 
function G(z) with elements (12.2-3) differ by linear combinations of the 
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constants a>k. They are called moduli of periodicity of the analytic func­
tion G(z). A similar result can be obtained if a basis of homology consists 
of an enumerable number of cycles.

An interesting illustrative example is provided by the function

/(z)=77V (12'2“7)
•AGO

where i//(z) has isolated singularities. Additional singularities are at the 
zeros of i/<(z). In the expression similar to (12.2-2)

= 4>o(Zo)+ fz'^dt (12.2-8)
j0 w))

we take 0o(zo) >n such a way that

exp <Z>0(z0) = >A(zo)- (12.2-9)

It is easy to verify that the derivative of

<A(z(O) exp ( - 0(0) (12.2-10)

with respect to t is zero. Hence this function is constant along the path 
z(z), viz., equal to 1. For a given t there exists in a single-valued func­
tion 4\(z) such that

exp 0,(z) = i/<(z), (12.2-11)

this function being
^,(z) = 0(O+ f ®dC (12.2-12)

•U) <K0
In view of the principle of the permanence of functional relations the 
relation (12.2-11) is valid for all analytic continuations of $0(z). The 
corresponding analytic function is called the general logarithm of <A(z) 
and is denoted by

G(z) = Log \jj(z). (12.2-13)

The particular case = z deserves mention. It refers to the general 
logarithm of z, already mentioned in section 1.11.2. This function has 
one modulus of periodicity which is equal to 2ni. This follows from the 
fact that every closed path in the z-plane punctured at z = 0 is homologous 
to a multiple of the circumference

z = e2™', 0 t 1,
and

f1 dz(f) . f1—= 2ni dt = 2tii.
Jo z(0 Jo

Another elementary example is provided by the general inverse 
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tangent which may be defined in accordance with (1.12-10). Exceptional 
points are z — i and z = — i, but the corresponding moduli of periodicity 
are numerically equal to n.

If C/i, ®i) and (/2, ^2) are elements of the same analytic function 
F(z), then so are (exp /15 and (exp f2, ®2) defining the analytic 
function exp F(z). This remark enables us to define the general power 
f\z} of /(z), viz., exp(2 Log/(z)), 2 being any complex number. A fre­
quently occurring case is that with 2 = | and /(z) a rational function. 
Then at each point which is neither a pole nor a zero of/(z) the general 
root takes two values whose sum is zero.

12.2.5- Integration of an analytic function

The theory of analytic continuation provides a means to define the 
integral of an analytic function along a path. Let z = z(f) denote a path 
in a region St and assume that a function element /0(z) °f ^(z) defined 
at z = z0 = z(0) is continuable along the path. Hence we have a 
collection ft(z) of functions which are for a fixed t power series of z — z(t) 
convergent in a disc with centre z(r). If z(t+h) is also in we have

ft+/,(z(t+/»)) -/<(z(0) = +A)) -/t(z(r))

and it follows that /r(z(/)) is a continuous function of t along the path. 
As in the preceding section we introduce the function

g(t) = <P0(z0)+ f ft(z(i-))z’(T)dT (12.2-14)
J 0

where d>0(z0) *s a constant selected before. This function may serve to 
continue the element

$0(z) = 4>0(z0) + f MX, (12.2-15)
V Zo

and proceeding as in the previous section we obtain an analytic function 
G'(z). This function maybe denoted by

G(z) = G(z0)+Jf(CX, (12.2-16)

but this notation must be handled with care in concrete situations.
A simple example may serve as an illustration. We wish to evaluate 

the integral

(12.2-17)

along the circumference of the unit circle around the origin. We shall 
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start with a function element of fz which takes the value 1 at the point 
z = 1. The path may be represented by

z = e2nif, 0 g t g 1.

In accordance with (12.2-15) we have

g(t) = Pe™ • 27tie2nixdz = i(e37t“-l) 
J o (12.2-18)

Hence the value of (12.2-17) is —f. Percorsing the circumference twice, 
we must take into account that after one encirclement the integrand has 
changed sign. Hence the contribution to the integral by performing the 
integration a second time, starting with the final value of the integrand 
after the first integration, is f. The sum is zero, that is to say, (12.2-17) 
takes the value zero if C is the unit circle percorsed twice.

If in (12.2-16) C is a closed curve and imbedded in a simply connected 
region such that F(z) is arbitrarily continuable in this region, then 
the integral vanishes. In fact, starting with a given function element 
we obtain a single-valued function, as follows from the monodromy 
theorem, and now Cauchy’s theorem is applicable. This result gives 
us the possibility to modify the path of integration without affecting the 
value of the integral.

In our illustrative example we may replace the circumference of the 
unit circle by a path consisting of a rectilinear segment from 1 to £, 
with 0 < e < 1, a circumference of radius £ about z = 0 and finally a 
segment from £ to 1. The integral along the small circle tends to zero as 
£ —> 0, since the integrand remains bounded (Darboux’s inequality 
(2.4-17)). On the second segment it has changed sign and so we have to 
evaluate

in accordance with the result obtained above.

12.2.6- The monodromy group of an integral

An extension of the integral considered in the preceding section is an 
integral of the type

— ajA1 . . . (u — a^du, (12.2-19)

the integration being performed along a path connecting z0 and z, but 
avoiding the points ax,. . ., an. From the z-plane we omit n half rays 
emanating from no two of them having a point in common,
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(fig. 12.2—1). There remains a simply connected region 3L We suppose, of 
course, that none of the rays pass through z0.

Consider now a simple closed curve starting at z0 encircling one of the 
points say ak, once in the counter-clockwise sense and having
only one point in common with the half ray Lk, the half ray beginning at 
ak. It arrives at a point z_ on Lk and starts again from the same point, 
now denoted by z+, on the “opposite” border of 31 along Lk. The distinc­
tion between z_ and z+ will be clarified presently.

Selecting one of the possible arguments of the integrand at z0 we obtain 
a certain function element

f0(z) = (z-a^. . . (z-a^

which can be continued throughout 31. Continuing along the part 
connecting z0 and z_ we arrive with an element/_(z); continuing along 
the part connecting z0 and z+ we arrive with an element /+(z). On the 
other hand, if we start at z0 with/0(z) and percorse the closed curve in its 
full extend in the counter-clockwise sense, we arrive at z0 with the 
element

It follows that
/_(z) = e2”“7+(z). (12.2-20)
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Fig. 12.2-2. Analytic continuation across a cut

Next we consider a similar path, traversing Lk at the point z'_ = z'+, 
(fig. 12.2-2). Applying Cauchy’s theorem we find

r*z'_ Pzq
+ + =0 (12.2-21)

v ZO Jz- J z' -

and 
/*z + /*z'+ pzo

+ + =0, (12.2-22)
v ZO V Z+ v z' +

where and f*++ are evaluated along a linear segment. Since in view of 
(12.2-20)

/*z'- /*z' +
— e27uAk

Z - •/ z +

we easily find
pz- pzo (*z'- f*z'++e2ni2k = +e2ni2« , (12.2-23)

J ZO Jz+ VZo J zo

that is to say that the expression
fz- fzo

+e2’tUt (12.2-24)
V Zo V z +

is constant along Lk. In particular we may take a closed contour con­
sisting of a segment connecting z0 with a point near to ak followed by a 
small circumference around ak and completed by a segment going to zQ , 
which may coincide with the first segment. Since Re Xk > — 1 the contri­
bution to the value of the integral on the circular arc tends to zero, as 
the circle shrinks into ak. It follows that the expression (12.2-24) is 
equal to

(l-e2^k)a, (12.2-25)
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Fig. 12.2-3. The effect on integration along a path of crossing a cut

with
fak

ak = (u —. (w — anYndu. (12.2-26)
J zo

In more general cases ak may be defined by equating (12.2-24) and 
(12.2-25).

Consider now a point z / z0 and connect z0 and z by a path which 
crosses once the half ray Lk in the positive sense, (fig. 12.2-3), that is 
from the right to the left if we percorse the half ray starting at ak. Then

(*z- rz rzo

-e2nUk -e2ni2kl = txk(l-e2ni2k). (12.2-27) 
J zo *Z + Jz

If we continue f0(z) along the path from z0 to z_ and then from z+ to z 
we have on the last part function elements which are obtained from those 
by continuing right-way from z0 to z and from z to z+ on multiplying 
them by e2niAk. Hence we may interpret

p -e2^ p (12.2-28)
J z0 z +

as the value of the integral taken along the path connecting z0 and z 
which crosses the half ray. The integrand is the continuation of /0(2) 
remaining in 9i. We shall denote the integral from z0 to z along a path in 
91 by w(z) and the expression (12.2-28) by Skw(z). Then (12.2-27) 
becomes

S& w(z) = ak(l - e2^) 4- e27tf2kw(z). (12.2-29)

By adding a suitable closed path lying in 91 we may deform the original 
path into another one, namely a closed circuit beginning and ending at 
z0, followed by a path in 91 connecting z0 and z, (fig. 12.2-4).
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Fig. 12.2^4-. Crossing a cut means encircling a singular point

A more general situation presents itself if we consider a path emanating 
from z0 which crosses Lk once from the right to the left and then a second 
half ray Ll9 (fig. 12.2-5), beginning at at. This is equivalent to two loops 
beginning and ending at z0, followed by a path in 9? from z0 to z. Since 
we arrive at z0 with e2nakfQ(z), if we continue /0(z) along the first loop,

Fig. 12.2-5. Crossing several cuts means encircling singular points in succession.
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Fig. 12.2-6. Geometric interpretation of the equation (12.2-31)

it is easily seen that, denoting the integral taken along the whole path by 
SfciwCz),

Sww(z) = at(l-e2”Uk)+ale2”i2’t(l-e2”u')+e2,'i(2fc+A,)w(z). (12.2-30)

The equations (12.2-29) and (12.2-30) can be interpreted geometrically. 
Writing the first in the form

SkW-ak = e2”Uk(w-ak), (12.2-31)

we see that Skw is obtained from w by rotating the n-plane about the 
point ak through the angle 2rc2fc, (fig. 12.2-6). The equation (12.2-30) is 
equivalent to

Sklw = a^l-e^+e^SjW = StSjW. [(12.2-32)

Hence Sklw is the result of two successive rotations about the points oq 
and afc respectively through angles 2tc2z and 2rc2k, (fig. 12.2-7). An 
alternative form of (12.2-30) is

SwW-Stai = e2“u'(Stw —S^a,), (12.2-33)

hence a rotation of Skw about Sfcoq through the angle 2?dz. It is clear 
that in general SfcZ and Su are different operators. Further it is easily 
seen how still more general situations must be handled. The transforma­
tions S1?..S„, generate a group, called the monodromy group of the 
integral (12.2-19).

We wish to consider some particular examples. First we turn our
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Fig. 12.2-7. Geometric interpretation of the equations (12.2-32) and (12.2-33)

attention to

w(z) =
'z du
0 Vl — U2

(12.2-34)

where the square root is taken such that it takes the value 1 at u = 0. 
Further we may take ar = 1, a2 = — 1, and it is clear that now = A2 = — 
Hence, encircling the point z = 1 once in the counter-clockwise sense 
we find

SjW = ft — W, (12.2-35)

since
f1 du

«i = /------ x = in- (12.2-36)

Similarly

Jo \i\ — u2

S2w = — 71 — W. (12.2-37)

Hence
S12w = 71 — S2w — 27T4-W. (12.2-38)

It should be noticed that in this latter case the integrand continued 
analytically along the path of integration arrives at its starting point 
with its initial function element. We shall say that the path is closed with 
respect to the analytic continuation of the integrand.



12.2] ANALYTIC FUNCTIONS 269

The analytic function defined by (12.2-34) is the general arc sine, 
Arcsin z. Hence at a given point z its values are w(z) or n — w(z) (mod 2ti). 
The general arc cosine may be defined by

Arccos z = in — Arcsin z. (12.2-39)

Putting w = |7c —w, we have, evidently,

SjVv = — w, S12w = 2zr + vv. (12.2-40)

These results are in accordance with those of section 1.12.1.
A slightly more complicated example is provided by Weierstrass’s 

integral
w(z) = r ............. =............. , (12.2-41)

W 4(m - et)(u - e2)(u - e3)

where ex, e2, e3 are complex numbers, usually taken such that et+e2 + e3 
= 0. It is easy see that

S12w = 2(a1-a2)+w,
S23w = 2(a2-a3) + w,
S31w = 2(a3-a1) + w,

where w is the function (12.2-41) defined throughout the simply con­
nected region starting with a certain function element of the inte­
grand about z0. It is common practice to put

f*e2 du
co = - --------- - , (12.2-42)

V^m-CjXu-^Xu-^)
and

co' = p = (12.2-43)
•U V4(u-e1)(u-e2)(u-e3)

in accordance with (10.2-55) and (10-2-56). If follows that a2 — a3 = co, 
oq — a2 = a>', ai ~a3 =co + co', for it is easily seen that 2co is equal to the 
integral taken along a closed path encircling e2 and e3 once, (fig. 12.2-8), 
etc.

Finally we wish to investigate an example which is a counterpart of 
Hankel’s representation of the gamma function (4.7-35) by means of an 
integral taken along suitably chosen path.

If Re p > 0, Re q > 0 we have by (4.7-38)

B(p,q) = f1up-1(l-M)?-1du, (12.2-44)
Jo

the integrand being such that between 0 and 1 the arguments of u and 
1 — u are both zero. We consider a particular path which is closed with
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Fig. 12.2-8. The periods of (12.2^11) evaluated along closed paths 
2a) = 2(a2—a3), 2co' = 2(a1 — a2), 2co+2co' = 2(ocr — a3)

respect to analytic continuation, as depicted in fig. 12.2-9. It starts from 
a point z0 between 0 and 1, encircles the point +1 once in the positive 
sense, then 0 in the positive sense, then again +1, but now in the negative 
sense and finally again 0 in the negative sense. It may be replaced, without 
affecting the value of the integral by four loops beginning and ending 
at zQ and percorsed in succession. Since the initial value of the integral

Fig. 12.2-9. The Jordan-Pochhammers contour
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at will be zero we return at this point after percorsing the first loop 
with the value

(1_e2^-i>) f =

V ZQ

The second loop yields
e2n,4(i_e2nip) f° = ^e2ni4_e2m(p + S)-)a2>

J ZQ

The third loop gives
f1

Q2ni(p + q^i_Q-2nip^ = (e2™(M«) _ e2™^
J zo

and the contribution of the final loop is

= (e2’I<p—l)a2.

Hence along the entire path we get

(1 -e2’'ip-e2ni4+e2’ti(p+9))(a1 -a2)
= (l-e2’(p)(l-e2’i4) j up-\l-u)‘>-1du.

Denoting the path of integration by (1 +, 0+, 1_, 0_), we have found the 
Jordan-Pochhammer's representation of the Beta function

’(l+,0 + , 1-.0-)
^(l-u^du = (1 —e2nip)(l —e2ni^)B(p, q).

(12.2-45)

Since both sides of this equation are holomorphic as regards p and q 
separately, the result is valid for all values of p and q.

12.2.7 - Singular points

The theory of singularities of analytic function is much less developed 
than in the single-valued case because of their complexities. The definition 
requires much more care than in the case of a single-valued function.

Consider a sequence of function elements

(12.2-46)

with centres aQ, a19..and radii of convergence r0, r1? .. .. This 
sequence is said to be singular if (/„, ®n) is a direct continuation of 
(/„_ i, i), n = 1, 2,..., lim,,-^an = a exists and finally lim^^^ rn = 0.
The point a is called the endpoint of the sequence.
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A finite point z = a is a singular point of an analytic function F(z) 
if and only if it is the endpoint of a singular sequence made up of elements 
of F(z). It is then said to be a singular point for approach to z = a 
along the sequence in question. It is also said that the sequence determines 
a singular point above z = a. Two singular sequences having the same 
endpoint determine the same singular point if and only if the sequences 
are equivalent, i.e., if an element of one sequence is equivalent to an 
element of the other by continuation within a disc Sfi around z = a9 
whose radius £ is sufficiently small.

The point at infinity may be included by making the usual transfor­
mation and considering F(l/z) at z = 0.

If F(z) is a single-valued function, its singular points are among the 
boundary points of its region of holomorphism. For this to be the case 
each must be accessible (section 10.5.3). Hence the singular points of a 
single-valued analytic function are the accessible boundary points of its 
region of holomorphism.

If F(z) is not single-valued, then it may occur that the same point 
z= a can be the carrier of several, even of infinitely many singular points, 
whereas it may also be the centre of regular elements. Consider, e.g., 
the function log log z. At z = 1 we have infinitely many regular elements 
which are obtained if we start at z = 2 with complex values of log 2. 
If, however, we take log 2 equal to its real value we find a singular se­
quence. Above z = 0 there are infinitely many singular points. The 
simplest types of singular points are the isolated singular points. A 
singular point above z = a is called isolated if an element of a singular 
sequence with endpoint z = a with centre in a sufficiently small disc 
Se around z = a can be continued arbitrarily throughout the region 
obtained from Se by deleting the centre z = a.

Some frequently occurring singularities will be considered in some­
what more detail. Let a denote such a singular point. We describe three 
circles C15 C2, C3 through a which do not contain another singular 
point in their interior, such that the regions Si, S2, S3 bounded by these 
circles overlap, (fig. 12.2-10). If we start with a function element fx in Sx 
in the first disc we can find an element in the second disc which coincides 
with /i in the common region. Proceeding in this way through S3 until 
we return to Si then it may occur that we get the same function element 
/i, but it is also possible that the process of analytic continuation leads 
to another element, let us say f2. Continuing we may find by this process 
in Si an element /2, and so on. Now it may happen that for a certain 
natural number h the function fh coincides with fr. Then we shall say 
that the function elements f19.. .,fh form a cycle

(12.2-47)
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Fig. 12.2-10. Analytic continuation around a singular point

These function elements are connected by analytic continuation and form 
a part of the given analytic function F. This part may be analyzed by the 
introduction of a local uniformizing variable t such that

Z = fl + A (12.2-48)

In the case that a = oo, we put z = t ~h. Every element in the disc and 
related by analytic continuation to one of the functions of (12.2-47) is 
holomorphic in z (except possibly at z = a) and, therefore, also in t 
(except possibly at t = 0). If t describes a circle about t = 0 in the Z-plane 
then z describes a circle about z = a in the z-plane h times. Since fl9 . . .,fh 
are cyclically permutated after one encirclement, we find that they are 
reproduced after h encirclements and, consequently, they are the elements 
of a single-valued function of t in a neighbourhood of t = 0. Hence 
these function elements may be expanded in a series of Laurent

A = f cvie, 
v= — oo

............................ (12.2-49)
OO 

fh = Z cvht\ 
v= — 00

If t percorses only an arc t = reie, 0 0 2tz, then z percorses a whole
circle once and changes into f2 ,f2 into f3 etc. Finallyinto . Hence 
every series (12.2-49) is obtained from the preceding one by replacing t 
by trj, where rj = e2ni,h. If we put

t = (z — a)1/h
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the power series takes the form

w = f cv(z-a)v'h. (12.2-50)
v= — 00

Series of this kind are called series of Puiseux. The series (12.2-50) yields 
a collection of h related developments obtained by choosing different 
initial values of (z—a)1/h.

A common situation is realized if in (12.4-50) only a finite number of 
terms with negative exponents are present. Then the singularity is called 
an algebraic singularity, being a pole if there are terms with negative 
exponents, and ordinary if they are absent. An algebraic singularity is 
also referred to as an algebraic branch point (or ramification point} of 
order h — \. The order of a regular point is, therefore zero.

These singularities are called algebraic because they are the only 
singularities exhibited by algebraic functions, to be investigated further 
on.

Let us now assume that no number h with the above properties exists. 
Otherwise stated, that fr gives rise to an infinite sequence of function 
elements , f2,.... Then it may happen that fk — fk_ ± + c, k = 1,2,..., 
where c is a constant. It is clear that this set of elements constitute a 
part of F(z) which behaves at z = a like the function

——log (z-a)
2tcz

and local uniformisation is provided by the substitution

z = a + ef. (12.2-51)

A singularity of this kind is called a logarithmic branch point.
Finally we mention the case that fk = cfk_ t. Then the function behaves 

like (z—afi and it is also uniformized by the substitution (12.2-51).
As already remarked in the beginning of this section a general theory 

of singularities is rather hopeless. Fortunately many important analytic 
functions behave rather well, that is to say, their singularities are of the 
type as described above.

12.3 - Algebraic functions

12.3.1 - The discriminant of a polynomial

Let Wi,.. ., wn denote the zeros of the polynomial

/(w) = ao + aiw+ .. . + anwn, an / 0, n > 0. (12.3-1)

We intend to derive a method to determine which conditions the coeffi­
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cients must satisfy in order that the polynomial may have repeated 
zeros. It is clear that f(w) has repeated zeros if and only if Vander­
mondes determinant

(12.3-2)

vanishes. If we put 

= Wi+ . . . +Wn, k = 0, 1, 2,. .(12.3-3)

we easily find that the square of this determinant is

tT0 ■• • ^-1

p2 = °"1 ^2 • • • (12.3-4)

&n-l • • • a2n-2

The elements of this determinant are symmetric expressions of the zeros 
of (12.3-1) and we shall describe a method for expressing them rationally 
in terms of the coefficients.

Since
/(w) = . (w-w„)

we find by logarithmic differentiation

/'(*>) = J 1 ,
/(w) v=l w — Wv

or

Now

/(w) = /(w)-/(Wfc) : qn(w"-Wfc)+ • • • +fli(w-wt) 
w — wk w — wfc w — wk

= «nwB-1+(a„_1 + a„wJw" 2 + ...+(al+a2wk+. ..+anwk ’), 

where k = Hence

J'(w) = na„w"-1 + (nan_1 + a„<71)w"-2

+ ... +(na1+a2o-1+ ... +a„aB_1).

Since also

/'(w) = nanw"-1+(n —l)^-! wn-2+ .. . + at
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we find by equating coefficients 

“n-i+Wi =jo,
2a„-2 + «n-l^l + an^2 = 0,

(n-l)a1+a2a1 + a3cr2 + ... + ancr„_l = 0.

From these equations we may solve successively alf..on-1 and 
it is easy to verify that

a„

where \j/k denotes a polynomial with integral coefficients. 
Next we observe that

X w™/(wv) = 0, m = 0,1,.. 
v= 1

and this may be written as

«0(Tm + alcrm+l+ . . . +afl^m+n = 0.

ao^o + ^i o-i + • • • + a„a„ = o:
a0al + al ‘ + an^n+l = 0,

From these equations we can evaluate ak for k n. Summing up we 
may state

The expression
D(a0,. . an) = a2”“2P2, (12.3-5)

where P2 is the determinant (12.3-3) is a polynomial in the coefficients 
of the polynomial (12.3-1). This latter polynomial has repeated roots if 
and only if D vanishes.

The polynomial (12.3-5) is called the discriminant of (12.3-1).
Let us now consider a polynomial of the type

y(z, w) = a0(z) + fli(z)w+ .. . + an(z)w”, n > 0, (12.3-6)

where a0(z), a^fz),.. ., tf„(z) are polynomials in z and, of course, an(z) 
not identically zero. The discriminant of this polynomial in w is found 
from D(ciq, ..an) by replacing a0,..., an by tz0(z),. .., an(z) respec­
tively. Thus we find a function D(z), again called the discriminant.

If z0 is a zero of D(z) and tzn(z0) / 0 then the polynomial f(z0, w) 
has repeated zeros. If, however an(z0) = 0 then the equation wnf(z0, 1/w) 
= 0 has a root equal to zero. We then say that/(z0, w) has a root w = oo. 
Thus we see
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If z0 is a not a zero of D(z) then the equation f(zQ, w) — 0 has neither 
repeated finite roots, nor it has a root at infinity.

The zeros of D(z) are usually called the critical points of the polynomial 
(12.3-6).

12.3.2- The division transformation

Many properties of polynomials are based on the fact that a process 
which reduces the degree cannot be repeated more than a finite number 
of times. By the degree of (12.3-6) we understand the degree of /(z, w) 
considered as a polynomial in w. If a0(z),. .., an(z) are identically zero, 
then f(z, w) is not regarded as having a degree. We shall denote the degree 
by deg/.

In the following theorem we establish the existence of a process 
referred to above, known as the division transformation.

If f(z, w) and g(z, w) are polynomials of the type (12.3-6), with g(z, w) 
not identically zero, there exists a non-zero polynomial a(z) and two 
polynomials q(z, w) and r(z, w), with either r = 0 identically, or deg r 
< deg g, such that

a(z)f(z, w) = q(z, w)g(z, w) + r(z, w). (12.3-7)

The assertion is trivial if / = 0 identically or deg/ < deg g. For then 
we may take a(z) = 1, q(z, w) = 0, r(z, w) — f(z, w). If g does not 
involve w we take a = g, q = / r = 0. Hence we may assume that 
deg g > 0 and, using induction, that the theorem is true if / is replaced 
by a polynomial of smaller degree or by 0.

Let /be the polynomial (12.3-6) and let

g(z, w) = b0(z)+b1(z')w+ ... +bm(z')wm, (12.3-8)

with m n, an(z) / 0, bm(z) ± 0. Then either

Mz)/(z» w)-a„(z)w"-m0(z, w) = 0

identically, or the degree of the expression on the left is less than deg / 
Hence there exist polynomials a*(z), q*(z, w), r(z, w) such that

a*(z)(Mz)/(z, w)-an(z)wf,~mg(z, w)) = q\z, w)g(z, w)+r(z, w),

with either r = 0 or deg r < deg g. It follows that (12.3-7) holds 
with

a(z) = a*(z)i>m(z), q(z, w) = a\z)an(z)wn~m + q*(z, w).

This concludes the proof of the theorem.
In describing this process we say that g has been divided into f to give 

the quotient q and the remainder r.
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If /(z, w) and g(z, vv) are polynomials of the above considered type 
we say that g is a factor of f or that f is divisible by g if there exists a 
polynomial q(z, w) such that

/(z, w) = q(z, w)g(z, w). (12.3-9)

A polynomial is called irreducible if it is not divisible by a polynomial of 
lower degree, except for a constant 0 0.

If in (12.3-9) q(z, w) does not involve w then q is a factor of each coeffi- 
cient of f

In fact, if g is the polynomial (12.3-8) then

/(z, w) = b0(z)g(z) + ... + bn(z)q(z')wn.

This proves the assertion.
For many applications the following theorem is useful
If g is irreducible and if r in (12.3-7) is identically zero, then fis divisible 

by g-
We now have a relation

a(z)/(z, w) = q(z, w)g(z, w).

The polynomial a(z) can be decomposed in factors of the first degree. 
Letz—z0 be such a factor. Since g(z, w) is irreducible it is not a factor 
of g. Assume that it is neither a factor of q. If

$(z, w) = ?o(z) + Qi(z)w+ • • • + gp(z)wp

then there is at least one qfz) not divisible by z—z0. Let k be the smallest 
value of the subscript i with this property. As a consequence qk(z) is 
not divisible by z —z0. The coefficient of wk+z in qg is

&o(z)«t+i(z) + ^i(z)^+i-i(z)+ ••• +^+z(z)«o(z).

with qfz) = bfz) = 0 if i > p,j > m. Now qkbt is not divisible by 
z —z0, whereas every other term in this coefficient is. Hence the total sum 
is not divisible by z —z0. This is a contradiction. We conclude that every 
linear factor of a(z) is a factor of q(z, w) and we therefore have

/(z, w) = q^z, w)g(z, w).

12.3.3- Algebraic functions

An analytic function PF(z) is called an algebraic function if all its func­
tion elements (w(z), ®) satisfy a relation

/(z, w(z)) = 0 (12.3-10)

in SI, where the left member is obtained from a polynomial (12.3-6) 
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by replacing w by w(z). Because of the permanence of functional relations 
it is sufficient to assume that (12.3-10) be satisfied by one function 
element of W (z).

Let <p(z, w) denote a polynomial of the lowest degree for which the 
equation <p(z, w(z)) = 0 is valid throughout Then cp is not divisible 
by a polynomial involving w of lower degree. In fact, if cp = <p1<p2 
then <p(z, w(z)) = tp/z, w(z])(p2(z, w(z)) vanishes for all values of z in

Hence at least one of the factors (pr or <p2 vanishes for infinitely many 
values of z in i.e., either cpi(z, = 0 or <p2(z, W(ZS) = 0. If the first 
case occurs then the degree of (pfz, w) is equal to the degree of cp and cp2 
does not involve w. As a consequence we can always find an irreducible 
polynomial cp(z, w) such that cp(z, w(z)) = 0 for all zin

It is easy to see that the irreducible polynomial cp determined by an 
algebraic function is unique up to a constant factor.

For let i// denote another such polynomial. By the division transforma­
tion we can find polynomials tz(z), q(z, w), r(z, w) such that

a(z)i/<(z, w) = q(z, w)cp(z, w) + r(z, w).

Since (p and i// vanish if we replace w by w(z) we find that r(z, w(z)) = 0 
in Hence r(z, w) = 0 identically, for in the contrary case deg r < deg q> 
and this is not possible. From the last theorem of the previous section 
follows that is divisible by (p. By the same arguments we find that cp 
is divisible by and this proves the assertion.

12.3.4- Existence of algebraic functions

Suppose that the polynomial (12.3-6) is irreducible. Since then the 
function Z>(z) is not identically zero it has only a finite number of zeros, 
the critical points. Let z = a denote a point which is not critical. Then 
the equation

f(a, w) = 0 (12.3-11)

has n different roots bi9.. ., bn. The main result of this section will be 
the following theorem

There exist positive constants b and e such that to every z in the disc 
|z—a\ < b there correspond n values wr,..wnin discs |w —Z>f| < a, 

i = 1,. . ., n, satisfying f(z, wf) = 0. Every is a holomorphic function 
of z in taking the value bt at z = a. If w(z) is a holomorphic function 
of z in ® such that f(z, w) = 0, then w = wtfor some i.

We determine & such that the discs |w —£ do not overlap and we 
denote the circle |w —dj = e by C\. Clearly /(a, w) / 0 on Ct and by 
the theorem of the logarithmic derivative (section 3.8.2)
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f(a, w)
(12.3-12)

where w) stands for df(a, w)/dw. If z varies throughout d being 
sufficiently small, then

w)
- dw

is a holomorphic and a fortiori a continuous function of z (section 2.9.1) 
and, therefore, the right-hand member of (12.3-12) remains equal to 1 
if a is replaced by z. Hence f(z, w) = 0 has exactly one root in the disc 
|w—Z\| < e, this root being denoted by wfz). It follows from (3.8-12) 
that

/ X If /w(Z> W) J w,(z) = — w—----- - dw
2mJCi f(z, w)

(12.3-13)

and referring again to section 2.9.1, we infer that w^z) is holomorphic 
throughout In particular

wz(a) — — f w dw = bi.
27ciJCi f(a, w)

The last part of the theorem follows from the fact that we have found n 
different roots for each value of z in ® and that there cannot be more 
roots.

Let w(z) be a function holomorphic in a region 31 and let/(z, w(z)) = 0 
throughout 31. There is certainly a point z = a in 3t such that D(a) 0. 
In a sufficiently small disc ® about a belonging to 31 the function w(z) 
coincides with wf(z) for some i. Hence w(z) belongs to the analytic func­
tion W\ generated by wit

A function element w(z) which satisfies/(z, w(z)) = 0 can be continued 
along any arc which does not pass through a critical point. For assume 
there were an arc z = z(7), 0 t 1, such that a given initial element 
can be continued along all subarcs 0 t a < 1, but not along the 
whole arc. Let a = z(l) and determine ® according to the above theorem 
and take a such that z(f) is in whenever a t 1. Now the element w 
obtained by continuation in a neighbourhood of z(a) must coincide 
with one of the function elements (wi9 ®). But then it can be continued 
all the way to z(l) and thus we arrive at a contradiction.

It remains to prove that the analytic functions W\, ..., Wn gener­
ated by wn respectively coincide, i.e., that the irreducible poly­
nomial (12.3-6) defines only one algebraic function. This will be done 
in section 12.3.6. First we have to investigate the behaviour at the critical 
points.
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12.3.5 - Behavior at the critical points

In a neighbourhood of a non-critical point z = a (or z = oo) the ele­
ments are regular and may be expanded in power series

wt- — coi + cii^+ • • •> z = 1, . . ., n
with t = z—a (or t = 1/z). They converge in each circle which does 
not contain a critical point.

In the case of a critical point the situation is more complicated. Let 
now z = a denote a critical point. We consider the same circles as describ­
ed in section 12.2.7, (fig. 12.2-10). Since there are in each disc z = 1, 
2, 3 only n function elements we must get back an initial function element 
in one of the discs after h n encirclements about the point z = a. 
Thus we see that the set of n function elements is divided into a certain 
number of cycles. Suppose that w is defined in ® and belongs to a cycle 
of h elements. Introducing the uniformizing variable t by z = a + th9 
we see that w is holomorphic in a disc about t = 0 in the Z-plane, except 
possibly at t = 0. If an(a) # 0 then w is also regular at t = 0. This may 
be seen as follows. Let w denote a root of the equation

00+0^+ ... = 0
and let

Then |w| < 1+M. For we have
■4 ^0 £Z1 an — 1-1 = —5- +-----+ + ... + -S-l

a„w" anw
and if |w| 1+M we should have

1 < £« 1 + + 1 < M < L
a„ |w|" |a„| |w|~M + l

Hence the functions remain bounded as t -> 0 and by the Riemann’s 
theorem (section 2.8.3) they are regular at t = 0. In this case the point 
z = a is an ordinary branch point.

There is only the need of a slight modification of the reasoning if 
an(a) = 0. Then we consider the function an(z)w instead of w. The values 
of this function remain bounded as z -> 0 and it follows that z = a 
is an algebraic pole.

Summing up we may state
The singularities of an algebraic function are algebraic and they occur 

at the critical points.
In the next section we shall prove that a converse of this theorem also 

holds.
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12.3.6 - Uniqueness of an algebraic function

We are now sufficiently prepared to settle the point which was left 
open in section 12.3.4, namely the fact that an irreducible polynomial 
defines exactly one analytic function. To this end we consider a somewhat 
more general problem.

Let F be an analytic function. For each point a we assume the existence 
of a disc ® with centre a such that all elements of F which are defined 
at a point z0 of Si can be continued along arcs in 3? avoiding the 
centre and show algebraic character at this point. This means that an 
initial element is reproduced after performing a finite (perhaps one) 
number of encirclements of the point a and tends to a definite limit 
(which may be oo) as z -> a along an arbitrary arc. Additionally we 
assume that the number of elements at z0 is finite. The assumptions 
shall be satisfied also at z = oo.

The extended plane can be covered by a finite number of discs 
It follows that only a finite number of points ak can be effective singulari­
ties. Next we prove that the number of elements having a regular point 
as centre is constant throughout the plane, from which the singular 
points ak are deleted. Indeed, every such point has a neighbourhood in 
which all elements of Fare single-valued and can be continued throughout 
the neighbourhood. Therefore the set of all points z with exactly n elements 
is open (n may be infinite). Since the entire plane minus the points ak 
is connected, one of these sets is not empty. Hence n is constant and by 
assumption it cannot be infinite. It cannot be zero, neither, since in that 
case F would be an empty collection of function elements.

The elements at any point z / ak may be denoted as wt(z),. . ., 
w„(z). The elementary symmetric functions of the w^z) are the coefficients 
of the polynomial

(w-w^z)) ... (w-w„(z)).

These coefficients represent single-valued holomorphic functions, since 
analytic continuation merely permutes the n elements involved and leaves 
their symmetric functions unchanged. The coefficients have only a finite 
number of singular points and these must be located at the points 
z = ak. Consequently they are either poles or essential singular points. 
The latter possibility is easily excluded. For at a point ak the function 
elements become infinite as fractional powers of (z —«k)-1, hence the 
symmetric functions as powers of (z—flfc)-1. Since there are only a 
finite number of terms with negative exponents the point z = ak is either 
a pole or possibly a regular point of the coefficients. Thus the coefficients 
are holomorphic in the extended plane except for poles, that is, each 
coefficient is a rational function of z. If their common denominator is 
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denoted by an(z) we find that all function elements w^z) must satisfy a 
polynomial equation f(z, w) = 0, where f(z9 w) is an expression of the 
type (12.3-6). Thus it is proved that F is algebraic.

Suppose now that the function element (w, satisfies the equation 
/(z, w) = 0, where f is an irreducible polynomial of degree n in w. 
The corresponding analytic function has only algebraic singularities and 
at each point a finite number of elements. We have just shown that the 
elements of F will satisfy a polynomial equation whose degree is equal to 
this number of function elements. It will hence satisfy an irreducible 
equation whose degree is not higher. But the only irreducible equation 
it can satisfy is f(z9 w) = 0 and its degree is n. Therefore the number 
of function elements centred around a non-critical point is exactly n 
and it follows that all solutions of /(z, w) belong to the same analytic 
function.)

Summing up we have established
An analytic function is an algebraic function if at each point it has a 

finite number of elements centred at this point and no other than algebraic 
singularities. Every algebraic function satisfies an irreducible polynomial 
equation f(z9 w) = 0, unique up to a constant factor and every such 
equation determines a corresponding algebraic function uniquely.

12.3.7 - Newton’s diagram

The problem of determining the expansion of an algebraic function 
at critical points can be handled with the aid of a device known variously 
as Newton's diagram or as the method of Puiseux. Newton introduced the 
device as an aid in curve tracing. It was adapted to the discussion of 
algebraic functions by Puiseux.

Without loss of generality we may assume that the point under con­
sideration is at z = 0. The equation f(z, w) — 0 is written as

/(z, w) = a0(z)+ ... +a„(z)w“ = 0, (12.3-14)

where the fl0(z),.. ., an(z) are polynomials of z. Let the initial term of 
afc(z), arranged in ascending order of the power of z, be ckzak. Hence 
we may write our equation as

/(z, w) = (cozao+ + (c„za" + .. = 0. (12.3-15)

We insert into this equation a series with indeterminate coefficients and 
exponents

w = b{zpl + b2zP2 + . . ., (12.3-16)

assuming that Pi < P2 < • • • and the coefficients bl9 b2,. .• differ from 
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zero. We obtain

(c0zao+ ...)+ ... + (c„zx"+ .. .)(b1"z"(’,+ • • •) = o, (12.3-17) 

where within each pair of brackets only the term of lowest degree has been 
written. The series (12.3—16) is a solution if the expression on the left of 
(12.3-17) is identidally zero. Performing the multiplication and arranging 
the terms in ascending order, the powers with equal exponents must 
cancel. In particular those terms must cancel with the lowest exponents. 
This is only possible if at least two such terms occur. We shall see that 
this condition yields a finite number of exponents The condition that 
the terms of lowest order cancel provides us with the coefficient .

The terms of lowest order in (12.3-17) are certainly present among 
those which we obtain if we take only the initial terms into consideration. 
Hence among the terms

c0zao, c1fe1za,+/’1,..., cnbn1zx’'+nlh (12.3-18)

we have to determine , such that among the exponents

ao + 0/?i,ai4-l/?i> • • + (12.3-19)

the smallest occurs at least twice.
Now we introduce the geometrice device of Newton-Puiseux. In 

a rectangular coordinate system we plot the n +1 points with coordinates, 
(fig. 12.3-1),

(0, a0), (1, aj,..., (n, a„). (12.3-20)

Fig. 12.3-1. The Newton-Puiseuxjdiagram
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Let us denote the point (k, ak) by Ak, k — 0,..., n. If in/(z, w) one or 
more powers of w are absent the corresponding points Ak are omitted. 
Next we determine an angle 6 by the equation

tan 0 = . (12.3-21)

The exponents (12.3-19) can be represented geometrically if we draw 
straight lines through the points Ak which enclose the angle 9 with the 
negative horizontal axis. The line through Ak cuts the vertical axis at Bk. 
Then OBk = ock + ktan9 = ak + k^. Hence the inclination 0 of the 
lines must be chosen in such a way that at least two of the segments 
OBk are equal and that none of the other segments OBk are smaller. If, 
for instance, Br and B2 coincide, then At and A2 are on the same line 
and 6 is the angle between AtA2 and the negative horizontal axis. More­
over, 0 taken in this way, none of the other points Ak is allowed to be 
situated below the line AtA2. All lines of this kind may be found as 
follows. We take a straight line through Ao and rotate it about Ao in the 
counter-clockwise sense until a second point Ak is on the line, say Ap. 
If there are more points Ak on this line we denote by Ap the point, which 
is the farthest to the right. The line A0Ap is then one of the desired lines. 
We rotate again this line in the same sense, but now about Ap, until a 
point Aq is encountered. If there are other points Ak on this line ApAq 
we denote by Aq the point which is the farthest to the right. The line ApAq 
is again one of the desired lines. It is now clear how we can continue this 
process. Finally we obtain a line which contains An.

For every which we found in the above manner we find the corre­
sponding value of br if we select among the terms (12.3-18) those which 
have for this the same power of z as factor. For this value of all 
those exponents ak + k/3k are equal whose corresponding points Ak are 
on a line ApAq, in particular ap+pfii and This leads to an
equation

Cp^+ ... + cqbq = 0,

or, since bY / 0, p < ... < q,

Cp+ ... +cqbq1~p = o,

which is an equation of degree q—p. Thus we find a finite number 
of possible exponents and to every corresponds a finite number 
of coefficients bt.

The determination of more terms of the series expansions may be 
effected in a similar way. Is bYz^ one of the initial terms, we insert 

w = blzPi-V^l
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into the relation between z and w. We obtain an equation

(c'oza'°+ ...)+... +(c>a'n+ . . = 0, (12.3-22)

in which possibly fractional exponents of z are involved, but which is 
similar to (12.3-19). We insert

w, = b2z^2+ ...

into this equation and determine fi2 and b2 as before. It should be noticed 
that only those values of fi2 are accepted which are greater than 
If 02 and b2 are corresponding values we insert

= b2zP1 + w2

into (12.3-22) and we obtain an equation in terms of w2 which can be 
handled in the same way as the equations (12.3-19) and (12.3-22).

In this way we obtain a finite number of series which satisfy (12.3-14), 
at least formally. Our method, however, yields all expansions of this 
kind and among them occur the n convergent series whose existence 
has been proved previously. It might occur, however, that our method 
produces other developments which satisfy (12.3-14) only formally. 
It is not difficult to prove that this case does not occur. The reasoning 
rests on the following remark. If the formal product of two power series 
is zero, i.e., if all its coefficients obtained formally vanish, then at least 
one of the series is identically zero. Let w15..., wn denote Puiseux-series 
corresponding to the roots of the equation f(z, w) = 0; we have identically

f(z, w) = C„(w-Wi) . .. (w-w„).

If now w0 is a formal Puiseux series satisfying /(z, w) = 0 we have 
identically in z

(w0-w1)...(w0-w„) = 0.

Hence, for at least one k follows that w0 = wk.

12.4-Riemann surfaces

12.4.1-Introductory examples

The definition of an analytic function as an equivalence class of power 
series is satisfactory from a logical view-point, but does not visualize the 
function in concrete cases. Riemann introduced a certain geometric 
intuitive model of the behaviour of an analytic function which can also 
be defined in a more abstract way. It is our aim to construct such models 
in a few simple cases in order to prepare the way for more general 
considerations.
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(i) The function

w = log z

maps the upper half of the z-plane onto an infinite strip 0 < Im w < n 
of the w-plane and the lower half on the strip — ti < Im w < 0. Since 
the positive real axis in the z-plane corresponds to the real axis in the 
w-plane, the z-plane cut along the negative real axis (including the origin) 
is mapped onto the strip — n < Im w < n. Applying the Schwarz 
symmetry principle we see that the same region in the z-plane can be 
mapped onto the strip 7c < Im w < 3tc and so on. Thus to every point 
z0 in the z-plane correspond the points w0 + 2nni, where n is an arbitrary 
integer. This is in accordance with the fact that log z is a single-valued 
branch of the general logarithm Log z, which assigns the values log z0 
+ 2mti to each value z0 0.

Let us now take a sequence {DtJ, k = 0, ±1, ±2,..., infinite in both 
directions, of identical replicas of the cut z-plane. The first region 9?0 
is related as described above to the strip @0: — n < Im w < ti, the region 
9? t is related to the strip : ti < Im w < 3ti, the region t to the strip 

— 3n < Im w < — tc. In general the region is related to
— Ti + 2kn < Im w < ti +2kn. Next we give two boundaries. If we 
approach the negative real axis in the z-plane from below its correspond­
ing point in the w-plane tends to a point whose imaginary part is 
( — n + 2kTi)i. The points of the negative real axis in correspondence with 
the line w = ( — n + 2kTi)i constitute the lower boundary of 9tfe. Similarly 
the points of the negative real axis in correspondence with the line 
(n + 2kn)i - and those points are obtained if we approach the negative 
real axis from above - constitute the upper boundary of

Now we may identify the lower boundary of 9?fc+1 with the upper 
boundary of for all integral values of k. Then we obtain a connected 
surface consisting of an infinity of sheets covering the z-plane. If we 
describe a circle about z = 0 we arrive at a point above the intitial point 
and in the w-plane we move from a point in a certain strip to a point in 
an adjacent strip along a vertical line, (fig. 12.4-1). Thus we see that to a 
point of the surface as constructed above corresponds precisely one point 
in the w-plane. Otherwise stated: the general logarithmic function is 
single-valued on the surface. This configuration is called the Riemann 
surface of the logarithmic function.

Every point of the Riemann surface is above a certain point of the 
z-plane and above each point of the z-plane (with exception of the 
points z = 0 and z = oo) there are infinitely many points of the surface. 
Any point of the Riemann surface will be called a place, denoted by J 
and the multiply-valued function log z turns out to be a single-valued
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Fig. 12.4-1. The Riemann surface of the logarithm

function of j. If J is above z, we shall say that z is the trace of j.
Let Wq correspond to the place j0. We consider a small disc with centre 

w0. The set of all places corresponding to the points of the disc may be 
called a neighbourhood of j0 on the surface. It is now rather evident that 
the Riemann surface is in one-to-one and bicontinuous correspondence 
with the w-plane (without w = oo) or with the complex sphere from 
which one point is omitted. We are also able to define a continuous curve 
on the Riemann surface, being a continuous image of a straight line 
segment. Moving along such a curve is the pictural representation of 
analytic continuation in the z-plane.

A region on a Riemann surface is again an open and connected set. 
A region such that the set of its traces is a region 3? in the z-plane and 
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such that different points have different traces is called a sheet if it 
cannot be enlarged to a region with the same property. It visualizes a 
branch of the logarithm above 31.

(ii) The function

w = \Jz,

where n is an integer >1, maps the upper half of the z-plane onto the 
angular region 0 < arg w < n/n in the w-plane and the lower half onto 
the region —n/n < arg w < 0. The positive real axis in the z-plane 
corresponds to the positive real axis in the w-plane such that z = 0 
corresponds to w = 0. By the symmetry principle the z-plane cut along 
the negative real axis also corresponds to the region n/n < arg w < 3n/n, 
etc., (fig. 12.4-2).

Again we consider a sequence {3?*}, k = 0,...,« — 1, of n identical 
replicas of the cut z-plane, such that 3?0 is mapped onto <S0: —n/n < arg w 
< n/n, Six onto njn < arg w < 37t/n, 3t„_ x onto Sn-i: (2n — 3)7tjn 
< arg w < (2n — Ifit In. If we approach the negative real axis in the z- 
plane from below its corresponding point in the w-plane tends to a point 
on the line arg w = (2k—l)7t/n (or — Ti/n if k — ri). The points of the 
negative real axis in correspondence with this half ray constitute the 
lower boundary in the z-plane. Similarly the points of the negative real 
axis in correspondence with the line arg w — (2&+1)tt/« constitute the 
upper boundary.

Next we identify the lower boundary of 3?*+1 with the upper boundary 
of 31* for all values of k, 0 k n— 1, where 3f„ means 3?0 • If we try to 
make a material model of the surface thus obtained we see that it must 
penetrate itself. From a logical point of view this is not of importance. 
There appears a surface which covers the z-plane with n sheets and 
above every point of the z-plane (except above z = 0 and z = co) 
there are n places of the Riemann surface. Above z = 0 and z = oo 
there is only one place. These places also belong to the surface and are 
called ramification points or branch points of order n— 1. In the case 
of the logarithm the points z = 0 and z = oo are not traces of corre­
sponding places, i.e., the Riemann surface of the logarithmic function 
has two boundary points. In the example under consideration the 
Riemann surface is closed.

If Jo is a place on the surface, where the trace is not z = 0 or z = co, 
then it is clear that a sufficiently small part containing Jo can be mapped 
one-to-one onto a disc in the w-plane around the corresponding point 
w0. It is also in one-to-one correspondence with the set of traces of all 
places belonging to this part.

Consider now the place above the origin. The part of the Riemann
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surface above a small disc around the origin corresponds to a disc in the 
w-plane. This can be shown explicitly by introducing a parameter t such 
thatz = tn. To the values t, ?jt, . . ., ^"“4 with/; = exp(2ni/n) correspond 
places above the same point z. This part of the Riemann surface is called 
a neighbourhood of z = 0. Similar considerations are valid for z = oo.

(iii) The function Arcsin z can be defined by means of the integral

~z dt
o Jl-t2

The mapping properties were studied in section 10.2.7. We observe that 
a shaded half strip and an unshaded half-strip, (fig. 10.2-13), together
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Fig. 12.4-3. Cutting the z-plane to prepare the construction of the Riemann surface 
for an algebraic function

correspond to the z-plane cut along from 1 to 4- oo and from — 1 to 
— oo. Again we take a sequence of identical replicas and identify the 
various boundaries in accordance with the situation of the images in 
the w-plane. Thus we see that above z = 1 as well as above z = — 1 
there are infinitely many branch points of order one. At z = oo the 
function behaves like the logarithm. Hence there is no place above 
z — oo. We express this by saying that at z = oo the function presents 
a logarithmic branch point.

In a similar way Riemann surfaces can be constructed for the functions 
of Schwarz to be studied in Chapter 14. Their mapping properties give a 
clear insight into the structure of these surfaces and the character of their 
branch points.

(iv) Finally we wish to describe the Riemann surface of an algebraic 
function defined by an irreducible polynomial

/(z> w)

whose degree in w is n > 1.
We now imagine the finite critical points aY,. .., as to be joined in 

any order, and then joined to the point oo, by a simple line L composed 
of rectilinear segments and a half-line, (fig. 12.4-3). If z0 is not on L 
we can find n function elements satisfying/(z, w) = 0 which can be con­
tinued throughout the cut plane so that, according to the monodromy 
theorem, each gives rise to a single-valued holomorphic function. We 
shall denote the resulting functions by Wj/z),. .., w„(z). Corresponding 
to these functions we take n replicas of the cut plane, whose points 
bear the values of the functions w^z),.. ., wn(z), respectively. If we con­
tinue these functions one at a time across one of the segments of the cut L, 
connecting two successive critical points, each of these goes over again 
into a definite one of these. We join the n replicas to one another in 
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the manner hereby fully uniquely required, whereupon the cut-segment 
disappears. If we imagine the corresponding process to be carried out for 
all segments of the cut, including that which extends to oo all boundaries 
disappear and the Riemann surface for the algebraic function is complete.

The critical points are to be made traces of points of the surface by the 
following method: By continuing around a critical point z — a (which 
may also be oo) the n functions ^(z),..wn(z) undergo a definite 
permutation which can be decomposed into a certain number of cyclical 
permutations. The sheets corresponding to the functions of one cycle 
are connected in one and the same place above z = a. They are represent­
ed by a Puiseux series and we assign the initial coefficient c0 to this 
place if the series has no terms with negative exponents and the value 
oo otherwise.

We wish to discuss in some detail a numerical example. Consider the 
function defined by

w = \Zz + \/z — 1. (12.4-1)

Since yz is 3-valued and yz—1 is 2-valued we find by combining the 
values that w is 6-valued. Hence w is defined by an equation of the sixth 
degree. After some computation we find

w6 — 3(z — l)w4 — 2zw3 + 3(z — 1)2w2 — 6z(z — 1)w — (z3 — 4z2 + 3z — 1) = 0.
(12.4-2)

Critical values are z = 0, z = 1, z = oo, for at all other points (12.4-1) 
is regular and can, therefore, be expanded in an ordinary power series 
at any of these points.

Now we make the following agreement. The functions w1(z),. . ., 
w6(z) are uniquely defined by their values at a given point not on L, 
where L is now the segment connecting 0 and 4-1 and the half-ray from 
0 to oo along the negative real axis, (fig. 12.4-4). We may take z = 2. 
Then we agree

w1(2) = 72 + 1, w2(2) = 2^2 + 1, w3(2) = 22V2 + 1,

w4(2) = V2-1, w5(2) = 272-1, w6(2) = 227'2-1 

where
A = exp (2tu/3).

In a neighbourhood of z = 0 we have

= i4-z* — |iz —|iz2+ . . .

which can be obtained by expanding \/z—1 by means of the binomial 
theorem. We obtain w2 and w3 by replacing z by Az and A2z successively.
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Fig. 12.4-4. Schematic representation of the connection of the sheets of the Riemann 
surface of (12.4-2) between 0 and 1 (cross cut AA) and between — oo and 0 

(cross cut BB)

Additionally we have the expansion

w4 = -i + zi+|zz4-|iz2+ ...

which is obtained from the series for , if we take the other value of 
In the same way as above we get the expansions for w5 and w6. 

Thus we see that above z = 0 there are two branch points of order two.
In a neighbourhood of z = 1 we have, if we expand \jz in powers 

of z—1,

Wj = l+(z-l)4+J(z-l)-|(z-l)2 +

w2 = A+(z-1)*+|A(z-1)-|A(z-1)2+ ..
w3 = A2 + (z-l)i+iA2(z-l)-ix2(z-l)2+

and w^, w5, w6 are obtained by replacing (z—l)*by — (z—1)+. Thus
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we see that above z = 1 there are three branch points each of order one.
In a neighbourhood of z = oo we have

W = Z* + Z*V 1—- = z^ + z* —|z-* —|z”* + . . . 
r Z

= Z$ + Z$ — |z“$ — |z“$+ . .

an expansion in terms of z“^. The others are obtained by multiplying by 
jz, /z2,../z5, where now

fi = exp (2ni/6).

Thus we see that above z = oo there is a single branch point of order 5. 
The values of the function at z = 0 are i and — i respectively, at z = 1 
the values are 1, A, A2 and at z = oo the function takes the value oo. 
Hence the branch point at z = oo is an algebraic pole.

If we encircle z = 1 once in a positive sense, leaving z = 0 on the left, 
the functions w19.. .,w6 are permutated according to

(14)(25)(36).

Encircling z = 0, leaving z = 1 outside, yields the permutation

(123)(456).

Hence the encirclement of both critical points gives rise to the product 
of these permutations, viz.,

/123456X
\564231/’

Now we take 6 sheets corresponding to
Along the segment between z = 0 and z = 1 we join and 3^ 
crosswise, 912 and 3t5 crosswise and 9v3 and 9?6 crosswise. Along the 
segment between z = 0 and z = oo we identify the upper boundary of 

with the lower boundary of fR5, the upper boundary of 9?5 with the 
lower boundary of 9l3, etc. A schematic picture is shown in fig. 12.4-4.

12.4.2 - Definition of a riemann surface

For the construction of a Riemann surface of an analytic function 
F(z) the following general method suggests itself: We start with a 
function element which may be assumed to be a power series. We imagine 
its circle of convergence to be cut out of paper and to its points are 
assigned the values of the element. If we continue the initial element 
directly by means of a second power series, we also think of its circle of 
convergence as being cut out and pasted in the proper position on the 
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first disc. The parts pasted together are counted as a single sheet covered 
once with values. If we succeed in carrying out another continuation, 
we paste the new disc on it an entirely similar manner, and so on. Each 
new disc is pasted on the preceding one from which it was obtained by 
means of direct continuation in the manner described.

Suppose that, after repeated continuation, we arrive with one of the 
new circles over a circular disc not immediately preceding. Then the new 
disc shall be pasted together with the old one if and only if in the over­
lapping part the function elements take the same values. If, however, 
this is not the case, then they remain disconnected. Obeying this rule we 
imagine our procedure to be continued as long as possible. Then there 
results a surface-like configuration which covers the z-plane with several 
sheets which can have the most varied forms, and can be joined together 
in the most varied manners. In the course of pasting sheets together, 
it is sometimes necessary to join two sheets which are separated by others 
lying between them. We must imagine this to take place without cutting 
the intermediary sheets. This is impossible for concrete execution but 
causes no difficulty for the purely mental construction. As we shall see 
further on the more rigorous definition of a Riemann surface avoids 
this difficulty.

It should be noticed that it is immaterial whether we continue by means 
of circular discs or by means of any other regions, provided only that we 
adhere to the agreements we have made. The examples dealt with in the 
previous section may serve as an illustration.

In general the way in which the sheets are joined together may become 
very complicated. For our purposes the Riemann surface lays no claim 
to being an end in itself, but is in most cases intended as an aid to the 
imagination. As far as the general case is concerned, it is sufficient to 
know that for a given function a Riemann surface can be constructed 
at all events, on which its values form a single-valued function of position. 
Every point is covered by as many sheets as there are different elements 
for a neighbourhood of this point, and these sheets hang together in a 
perfectly definite manner. This means that if we begin at a certain point 
j0 of a particular sheet and describe any definite path (that is a path 
whose projection on the z-plane is given), its course on the surface is 
fully unique, and consequently leads us to a perfectly definite point.

It is possible to give a definition of a Riemann surface which meets all 
requirements of rigour. But then we must employ a lot of topology and 
the study of Riemann surface from this point of view is a separate branch 
of mathematics.

We proceed to give a definition of a Riemann surface in a more abstract 
way which is quite satisfactory for our purposes. We recall that an ana­
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lytic function is an equivalence class of function elements, being power 
series in a variable z—a, where a ranges over a region 9i0 of the finite 
plane. To this set of elements we adjoin the following classes of elements 
in the case that they exist:

1) polar elements of the form

(z-a) c,(z-a)’, k 1;
v = 0

2) algebraic elements of the form

k $ 0, h > 0;

3) infinitary elements of the form

zk/h f cvz~v/h, 
v-0

k § 0, h > 0,

corresponding to the point at infinity. In section 12.2.7 we have seen how 
these elements can appear. We add these elements to the regular function 
elements of the analytic function under consideration. The centres of 
these elements adjoined to 3i0 yield a set the domain of definition 
of the analytic function F(zf The collection of regular elements completed 
by polar, algebraic and infinitary elements is called an analytic configura­
tion. It is clear that the values of F(z) are precisely the values which take 
its elements at its respective centres.

Now we consider the set of pairs (a; /(z)), where /(z) is an element 
with centre a of the analytic configuration associated with the analytic 
function F(z). The case a = oo is included. Such a pair is called a place 
and the set of all places constitute the Riemann surface of the analytic 
function. We shall often denote a place by a small gothic type, if con­
venient.

We shall say that the place p = (a; /(z)) is above z = a and that z = a 
is the trace of p in 9? (or the projection of p onto the z-plane). Starting 
with /(z) we may consider all analytic continuations such that the set of 
elements obtained in this way represents a single-valued function. This 
set is maximal in the sense that further continuation yields a function 
which is no more single-valued. The corresponding places constitute a 
sheet of the Riemann surface. Thus the surface can be decomposed into 
sheets, but it should be noticed that this decomposition is in no way 
unique.

It is clear that the abstract definition avoids the difficulty of inter­
penetration of sheets. However, it might seem to be more natural to 
define a place as a pair of numbers (a, b\ where b is one of the values of 
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F(z) at z — a. But then we should obtain a mathematical entity which 
does not present adequately the structure of an analytic configuration. 
For it may happen that different elements take the same value as their 
common centre and thus essential properties would be obscured.

Our next task is in showing that the abstractly introduced notion of 
Riemann surface has essential properties in common with a surface in 
the usual sense. First we shall define a notion of nearness, showing that a 
Riemann surface has a topological structure.

A neighbourhood of the place = («0; /0(z)) is the set of all places 
p = (a; /(z)), such that a is in a neighbourhood U(4ZO) of aQ (and of course 
in 3?) and/(z) is a rearrangement of/0(z), (section 12.1.2).

This definition does not require comment in the case that is a regular 
place (i.e., a place defined by a regular element) and U(«o) does not 
contain singular points (i.e., /0(z) is arbitrarily continuable throughout 
U(fl0)). The rearrangement procedure also applies for algebraic elements. 
Consider an expansion

00

ECv(z-a0)(‘+v)/\ 
v = 0

where cn 0 for at least one value of n such that h is relatively prime to 
k + n. The series represents a collection of h power series of (z-tz0)1//’, 
obtained by choosing different initial values of (z —«0)1/h. Let now z = a 
denote a point inside the circle of convergence of the series. We have 
evidently

/ 7-Z7 \^+n)/h
(z-a0)(k+',)/* = (a-a0')(k+n),h (1 + 

\ a~a0/
and a value of {a — a0Y/h fixes a function element above z = a, if the 
binomial on the right is understood as a principal value and expanded 
by the binomial theorem as an ordinary power series in z—a. In view of 
Weierstras’s double series theorem (section 2.20.4) we obtain an expan­
sion /(z) of/0(z) in a neighbourhood of z=a, being the rearrangement of 
/0(z) in the extended sense. Thus we can find h different series about 
z = a. The case of a polar element is included for then we have k < 0 
and h = 1. With obvious modifications we can also handle the case of 
infinitary elements.

Consider a place |)0 which is a branch point of order h— 1. If h = 1 
the place is ordinary (or regular). Let be the trace of p0 • If P is positive 
and sufficiently small then above any point z — a of the disc |z — a0| < p 
we have h distinct elements

(a;/i(z)), ...,(a;A(z)),

defining h places Let now t be a point of the unit disc ® 
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about t = 0 in the /-plane. If

/. x 2tc _ i 2tt _ . _fk — 1) — arg t g k — , k = 1, . . ., h,
h h

we assign to t the place pfc = (a; /fc(z)), with

a = aQ + (pt)h 
and

0° 00 /fc + v\
A(Z) = Sev(p/)t+vE h 

v=o /.=o y j \(ptr/

oo oo

= L (ptrh,,(z-ay £c,T (p0*+v- (12.4-3)
g=0 v = 0 \ /

\ P /

This correspondence is one-to-one and continuous in both directions, 
hence a homeomorphism. This means that the mapping t p is contin­
uous, for all places p which are images of points of a sufficiently small 
neighbourhood 11(7) belong to a neighbourhood U(pfc) of $k. In the oppo­
site sense we have that for any given 11(0 there is a U(pk) such that the t 
corresponding to all 1) in U(pfc) belong to 11(/). These statements follow 
from the definition of neighbourhoods on the Riemann surface. Thus

Every place p of the Riemann surface has at least one neighbourhood 
U(p) which is the homeomorphic image of an open disc of the complex 
t-plane about the origin.

Formula (12.4-3) gives a parametric representation of the places p 
in a neighbourhood of p0 and t is known as a locally uniformizing 
parameter. In many cases it is desirable to consider more general represen­
tations where the first coordinate is also given by an infinite series in a 
parameter t. The choice of the parameter is highly arbitrary as long as it 
gives the homeomorphic representation of St: |/| < 1 onto a neighbour­
hood of the place p0. Thus if t is a locally uniformizing parameter, so is 
t* = /(/), /(/) / 0, where /(/) is a power series convergent and univalent 
in |/| < 1.

Continuing our considerations we turn our attention to two places 
pt and p2 with corresponding neighbourhoods U(p1) and U(p2), each 
of them being homeomorphic representations of an open disc St in the 
/-plane. We denote the mapping function by cpY and q>2 respectively, i.e.,

H(pi) = <Pi(Sj, U(p2) = (pii®)-

The inverse mappings are

St1 = ^(l^pi)), St = </>2(U(p2))-
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It follows that
U(p2) = <^(11(0),

that is, we can map UCpi) onto U(|)2) in a one-to-one and bicontinuous 
manner. Suppose that U(pi) and U(p2) intersect and that p0 is a place of 
the intersection. Then there are values f and t2 of the parameter t such 
that

Po = <P101) = <P2(t2) 
and, evidently,

t2 = 9>2(^1(G)), *1 =

Assume now that the traces of the places, belonging to UQ^) and U(p2) 
respectively, are circular discs U^) andll(#2) in the z-plane. The inter­
section of ll(pi) and U(p2) is a region 3i. We put

= <Pi(3*), 3*2 = <p2(3t).

Then 9*! and 9$2 are subregions of ® and

9*2 = <P2((Pl^l)'), 9*1 = <P1(<Z>2(9*2))-

If now U(pi) and U(p2) have parametric representations of the type 
(12.4-3) then

a0 = = ^2 + (P^2)h2>

where hr and h2 are positive integers. It follows that t2 is a holomorphic 
function of and conversely, hence the mapping <p2(pi is directly con­
formal as is ^i<p2. Thus

If the homeomorphisms cpr and cp2 map the unit disc SI in the t-plane 
onto neighbourhoods UOh) and U(^2) which have a nonempty connected 
intersection then the composite transformation (p2<Pi maps a subregion 

of ® onto another subregion 3t2 in a one-to-one manner.
The above definitions and properties describe adequately a mathema­

tical entity which can be individualized by a surface as introduced before. 
Since the notion of continuity is available we can define the notions of 
continuous path, region, etc. It is again clear that the function F(z) to 
which the Riemann surface is associated is a single-valued function on this 
surface, i.e., to a given place there corresponds precisely one value of the 
function.

12.5 - Classification of algebraic Riemann surfaces

12.5.1 - Triangulation

We shall be interested in those properties of Riemann surfaces which 
can be used to distinguish different surfaces. The most basic of these 
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properties are the ones which determine whether two surfaces are topo­
logically equivalent, i.e., whether there exists a homeomorphism of one 
of the surfaces onto the other. In the case of surfaces associated to 
algebraic functions the theory is comparatively simple and brings to light 
a fundamental invariant, the genus of the surface.

A basic property is the triangulability of a Riemann surface which we 
shall explain in more detail. By a triangle s2 on a Riemann surface 
is understood a closed euclidean triangle e2 and a one-to-one bicontin- 
uous mapping (p of e2 into We shall write s2 = (e2, cp) and call s2 
the image of e2 under cp. The images of the sides and vertices of e2 are 
called sides and vertices of s2. Each side or vertex appears when we 
restrict (p to a side or vertex of e2. A place p of g belongs to s2 if p is in 
the image of e2 under cp.

A surface g is called triangulated if on are chosen a finite or enumer- 
ably infinite system of triangles such that

(i) every place of g is in at least one triangle of the system;
(ii) two triangles have either no point in common, or only one vertex, 

or only one side;
(iii) a side belongs to precisely two triangles;
(iv) the triangles meeting at the same vertex constitute a finite cycle, 

in which every triangle has a side in common with the adjacent triangle, 
(fig. 12.5-1).

It can be proved that every Riemann surface is triangulable, but we 
shall only prove this theorem in the case of a Riemann surface with a 
finite number of branch points.

Let at,..., ar denote the traces of the branch points; some of them 
may be logarithmic branch points. These are then boundary points of

Fig. 12.5-1. Triangulation (schematic)
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Fig. 12.5-2. Triangulability of the Riemann surface of an algebraic function

the surface. Next we take in the z-plane a point z0 which is not on a 
segment connecting two points ak. We connect z0 with all these critical 
points and extend these connecting segments beyond these points to the 
point oo (which may or may not be under a branch point), (fig. 12.5-2). 
The half-rays are used as cuts in the z-plane. Starting with a function 
element above z0 we may continue it analytically throughout the cut 
plane (which is simply connected) and the function elements thus obtained 
define the places of a sheet of the Riemann surface. By suitable identifica­
tion of the various sheets which can be obtained in this way along the 
half-rays emanating from the final critical points we get the whole 
Riemann surface. On every sheet we may define segments whose points 
are places above the segments zQak, k = 1,.. ., r in the z-plane. In 
addition we connect ar,..., ar in cyclic order and draw corresponding 
segments in either sheet. In the case that there are only algebraic branch 
points (and no boundary points at all) every sheet and consequenty also 
the whole Riemann surface is divided into triangles, i.e. the surface is 
triangulated. The total number of triangles is finite and the surface is 
said to be closed.

In the case that there are also logarithmic branch points we may assume, 
after eventual subdividing triangles, that no more than one vertex is a
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Fig. 12.5-3. Triangulation near a logarithmic singularity

logarithmic branch point. A triangle having one vertex as logarithmic 
branch point may be subdivided further as depicted in fig. 12.5-3. 
The adjacent triangles with the same critical vertex are triangulated 
in such a way that the triangles of the subdivisions are collected into 
cycles with a finite number of members. The number of subtriangles is 
now infinite. The whole surface is subdivided into an enumerably infinite 
number of triangles and a surface of this type is called open.

12.5.2 - Normal forms of algebraic riemann surfaces

In dealing with topological questions about surfaces, it is convenient 
to be able to visualize a model which is homeomorphic to the surface 
in question, rather than to proceed abstractly. Such models help our 
intuitive understanding of the problems we consider and give a fuller 
meaning to the results. For Riemann surfaces of algebraic functions such 
models are easily found. By deforming a triangle we understand a 
one-to-one and bicontinuous mapping of the one triangle onto another. 
It is clear that by deformation we can transform a sheet into a convex 
polygon which is divided into triangles. The sides of such a polygon 
correspond to cuts on the original surface. If we connect two sheets 
along such a cut in accordance with the identification on the surface, 
we can connect two polygons in a corresponding manner along a side 
such that the polygons have no other points in common. It is allowed 
to suppose that the join of these polygons is again convex, (fig. 12.5-4).
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Fig. 12.5-4. The joining of two sheets of a Riemann surface

Continuing in this way we may combine all sheets deformed into convex 
polygons into a single polygon by identifying appropriate sides. Then we 
have transformed the original surface into a convex polygon. In general 
not all identifications along the cuts on the Riemann surface are repro­
duced by joining the polygons. Every transfer from one sheet to another 
which is not realized by joining the corresponding polygons corresponds 
to two sides of the polygon which must be considered as identical if we 
will get a topological model of the surface. Hence the number of sides of 
the polygon is even. We shall denote the sides of a pair which must be 
identified by the same type, from which one is primed.

The classification of Riemann surfaces of algebraic functions will be 
simplified considerably after the construction of so-called normal forms 
of the polygons representing the surfaces. They are obtained by applying 
some elementary transformations.

Going around the boundary in the positive sense of the polygon as
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Fig. 12.5-5. Representation of a surface by means of a polygon with sides identified 
in pairs

constructed previously and associating a letter to each side, such that 
sides which are to be identified are labelled by the same letter, we obtain a 
symbol of the polygon by writing these letters in the order in which they 
are encountered. The symbol of fig. 12.5-5 is

abca'b'dd'c'.

It is allowed to perform a cyclic permutation of the letters. If the polygon 
is now cut into two polygons along a line joining two of its vertices, and 
if the parts are then again attached along a pair of identified sides, and if 
the two sides of the cut are identified, we obtain a new polygon with pairs 
of sides identified. The two polygons both represent the same surface, 
for the identification of points was not changed in this process. Our 
main task will be the simplification of a given polygon.

Fig. 12.5-6. The cancelling of two adjacent identified sides



12.5] CLASSIFICATION OF ALGEBRAIC RIEMANN SURFACES 305

If the letters aa' appear in the symbol as adjacent sides of the polygon 
and if the symbol has at least one other letter (hence at least four letters 
altogether) then the letters can be removed from the symbol to obtain 
a new symbol for the polygon. Fig. 12.5-6 illustrates this process and 
suffices as a proof. The polygon aa' which we could not handle in this 
way is one of our normal forms. From now on we may assume that the 
polygon has at least four sides and that pairs as aa' are suppressed.

The next step will be the transformation of the polygon into a polygon 
in which all the vertices correspond to the same point on the Riemann 
surface. We designate a certain vertex of the polygon by P and also label P 
all other vertices which correspond to the same point as P. If there is a 
side a of the polygon with one vertex unlabelled, we label it Q together 
with all other vertices which correspond to the same point on the Riemann 
surface. Now we show how to reduce the number of vertices labelled 
Q by one and thereby increase the number of vertices labelled P by one. 
Let a = PQ and let b denote the side which has the vertex Q in common

PC/?

Fig. 12.5-7. Reduction of the number of unidentified vertices
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Fig. 12.5-8. Reduction to the normal form

with a. We know that b is not a', for if it were, we would have had aa' 
which was already suppressed. We join the vertex R of b (R may be P 
or Q) to the vertex P of a by a diagonal to form a triangle with sides 
a, b and c. We cut out this triangle of the polygon along c and then attach 
it to the rest of the polygon along the side b of the triangle and the 
remaining side of the polygon to form a new polygon having the same 
number of sides as the former one. Whereas the triangle was previously 
attached to PR exposing the vertex Q it is now attached along RQ, 
exposing the vertex P, (fig. 12.5-7). Thus the new polygon has one more 
vertex P and one less vertex Q as did the former polygon. Continuing 
in this way we obtain a polygon in which all vertices are equivalent (i.e., 
correspond to the same point on the Riemann surface) and labelled P.

Finally we effect a rearrangement of the sides. A pair of sides are 
called linked if they appear in the symbol in the following order

...a...b...a'...b'. (12.5-1)

We now show that each side is linked with some other side. If this is not
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Fig. 12.5-9. Normal form of an algebraic Riemann surface

true, there must be a side c such that all letters between c and c' are 
identified among themselves, so that none of the corresponding sides lie 
outside the letters c. . . c. Then we may select a point on the side c, 
not the vertex P and join it by a line segment d in the polygon to an equiv­
alent point on the other side c'. This line divides the polygon into two 
parts which have P and the points on d identified. But one vertex of c lies 
in the first part and the other vertex P in the second part, which is impos­
sible since P would not have a euclidean neighbourhood in the surface. 
Thus each side of the polygon is linked with another. By the process 
shown in fig. 12.5-8 the polygon can be transformed so that the linked 
pair (12.5-1) is brought together in the sequence cdc'd'. The further 
combination of linked pairs does not destroy those already combined, so 
that we finally have:

The normal form of an algebraic Riemann surface is a polygon with 
symbol

(12.5-2)
(i) aa',

(ii) alb1a'lb'la2b2a'2b2 ... apbpa'pb'p.

In case (i) we say that the normal form has the genus zero, while in case 
(ii) the normal form has the genus p, (fig. 12.5-9).

12.5.3 -Visualization of the normal forms

We now wish to discover what the normal forms look like when we 
actually paste together the identified sides.
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Fig. 12.5-10. Topological model of a Riemann surface of genus zero

Pasting together the sides a and a' of a surface of genus zero, we get a 
surface which is topologically a sphere. It is convenient to imagine the 
sphere made of an elastic flexible material; then cutting it open along the 
line a as shown in fig. 12.5-10 and flattening it out gives us the polygon 
which we have taken to be normal form of genus zero.

Fig. 12.5-11. Topological model of a Riemann surface of genus one
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Fig. 12.5-12. The handle

The normal form of genus one is a quadrilateral aba'b' which is homeo­
morphic to a quadrangle, (fig. 12.5-11). If we paste together the identi­
fied sides a and a' we obtain a cylinder with its two ends b and b' identi­
fied. Now pasting together these ends, we get a torus as a model for 
the normal form of genus one.

The torus may be viewed topologically in yet another way. If we cut a 
disc out of the torus as shown in fig. 12.5-12, we obtain a handle. The 
hole left after cutting out the disc is bounded by a curve h which may be 
made to pass through the point corresponding to the vertex P. If we now 
separate this curve at P, the rectangle with a hole opens into a pentagon 
with the symbol

aba'b'h

which is the symbol of a handle. The disc which we cut out of the torus 
can be deformed into a sphere with a disc removed. Thus the torus may 
be conceived as a sphere with a handle attached to it, (fig. (12.5-13)).

This leads us to the normal forms of higher genus. Out of a sphere let
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Fig. 12.5-13. Deformation of a torus into a sphere with a handle attached to it

us cut p discs bounded by curves hk,..hp, having only the point P 
in common. By flattening out the resulting surface we obtain a p-sided 
polygon with the symbol ht ... hp. If we attach to each hk the handle 
akbkakbkhk by pasting together the curves hk, we obtain the normal 
form of genus p, (fig. 12.5-14). Thus

The normal form of genus p is topologically equivalent to a sphere 
with p handles attached.

Fig. 12.5-14. Construction of a normal form by means of handles

12.5.4 . - The invariance of the genus

We have established that every algebraic Riemann surface is homeo­
morphic to a normal form of genus p and hence to a sphere with p 
handles. The genus completely determines the normal form, so that two 
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triangulated surfaces are homeomorphic if their normal forms have the 
same genus. On the other hand, to find the normal form we used a specific 
triangulation of the surface. And the question arises, if we would get the 
normal form of the same genus if we had taken a different triangulation 
of the same surface. The answer on this question is embodied in the fact 
that the genus of a normal form depends only upon the surface and not 
upon the triangulation used, so that homeomorphic normal forms have 
the same genus. To prove this assertion we shall relate the genus to a 
topological invariant of the surface, the so-called Euler characteristic.

On a Riemann surface we consider a system of finitely many closed 
curves, such that each pair of them meet in a finite number of points. 
These curves may decompose in a finite number of pieces such that 
each piece is homeomorphic to a region in the z-plane bounded by a 
simple closed polygon. Such a piece is called a polygon on the images 
of the sides of the polygon in the z-plane are called the sides of the 
polygon on their end points are the vertices of the polygon. A poly­
gonal decomposition of the surface is effected if:

1) Each point of g is in at least one polygon.
2) Two polygons are either disjoint, or have precisely one vertex, 

or one side in common.
3) Every side belongs to exactly two polygons.

Every algebraic Riemann surface possesses a polygonal decomposition, 
e.g., a triangulation.

Consider now two homeomorphic surfaces % and and denote a 
polygonal decomposition on the first surface by $ and a similar decom­
position on the other by St*. The number of vertices, sides and polygons 
(which we suppose to be finite) may be denoted by a0, a15 a2 resp.; 
let a*, a*, a* denote the corresponding numbers on g*. Then we assert

-a04-a1~a2 = -a*4-at~a2. (12.5-3)

The alternating sum

X = -a0 + ai-a2 (12.5-4)

expresses, therefore, a topological invariant of the surface, the so-called 
Euler characteristic.

In order to prove the statement we map topologically onto 
The decomposition S* is carried into a decomposition of § with exactly 
the same scheme of vertices, sides and polygons as ^*. We may denote 
it again by $*. It remains to prove that for two decompositions of a 
surface the alternating sum (12.5-4) is the same.
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Consider first a polygon with n vertices in the plane. The alternating 
sum is here

Zo = —n + n — 1 = —1.

Let denote a decomposition of the polygon in subpolygons, % the 
corresponding alternating sum. We assert that % = %0. In fact, if we 
delete an interior side of the decomposition the number a0 does not 
change, while oq and a2 are diminished by 1. Hence / remains constant 
after performing this process. If we delete a whole interior system of k 
sides which is common to the boundaries of two polygons of then a0 is 
diminished by k — 1, by k and a2 by 1. Again / remains unchanged. In 
this way we may delete all interior sides of the polygons. If there remain 
superfluous vertices on the boundary sides, we omit them. Then every 
time a0 and are diminished by 1, while a2 remains unchanged. Hence 
Z = Zo-

We now consider two decompositions $ and $*. By shifting eventually 
a little the sides of St we may suppose that St and St* present only a finite 
number of common points, without changing the alternating sum of St. 
The decompositions St and St* together define a polygonal decomposition 
'37 which we get by decomposing every polygon of 3. On account of the 
homeomorphy between the polygons of 3 and plane polygons we may 
conclude from the above considerations that the number / for the decom­
positions $ and S' are the same. Since S' may also be considered as a 
decomposition of 3*, we see that % is also the same for S' and S*. 
But this proves that / as calculated from 3 is the same as calculated from 
3*.

The characteristic of a sphere with p handles is easily found. A normal 
polygon can be decomposed into polygons. If we delete as in the above 
proof all interior sides this number does not change. Hence the decom­
posed polygon has the same characteristic as the original polygon. In 
the case of genus zero we have a0 = 2, = 1, a2 = 1 and in the case
of genus p > 0 we have a0 = 1, ax = 2p, a2 = 1. In all cases we have

Z = 2p —2. (12.5-5)

It follows that two spheres with different numbers of handles have differ­
ent Euler characteristics and, therefore, they are not homeomorphic.

12.5.5 - Evaluation of the genus of an algebraic function

We shall say that the genus of an algebraic function defined by the 
polynomial f(z, w) of degree n in w is the genus of the associated Riemann
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surface. Assume that there are s ramification points of order rx — 1, . . ., 
rs— 1, (section 12.2.7), respectively. The number

w = ^(rA-l) (12.5-6)
A= 1

is the ramification number of the surface. We triangulate in such a way 
that the branch points become vertices. First we consider a triangulation 
for the extended plane (or the sphere). Then

Xo = -2.
Since we have n sheets above the plane we have for the Riemann surface

P2 = wa2, pt = ncci,
the number of sides and p2 the number of triangles of the triangu­

lation. The number pQ of vertices is, however, in general less than na0, 
for at every branch point rt points coincide. Hence

Po = na0-(r1-l+ . . . + rs-l) = na0-m.
Thus

2p —2 = % = -P0 + P1-P2 = + = -2n + m,
or

(12.5-7)p = Jm —m + 1.

In the last example of section 12.4.1 we have

n = 6, s = 2 + 3 + l = 6, rv = r2 = 3, r3 = r4 = r5 = 2, r6 = 6.

Hence
m = 2x (3 —1) + 3 x (2 — l) + 6 —1 = 12.

It follows that p = 1.
It is easy to show that p can have any integral value 0. Consider the 

algebraic function defined by

w2 = (z-aj ... (z-a2k), (12.5-8)

where the at are different. If some at is 00 the corresponding factor is 
omitted. Now we have n = 2, s = 2k, m = 2k, hence p = k— 1.

12.6 - Uniformization

12.6.1- The concept of uniformization

On a Riemann surface %, each point has a neighbourhood which is a 
topological image of a plane disc. This gives us a system of local coordi­
nates in the neighbourhood of the point. In general this local system 
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cannot be extended to a coordinate system over the whole surface, 
assigning in a one-to-one fashion a number to each point of the surface.

Simple examples may serve to illustrate the idea of uniformization in 
the large. Consider e.g. the function

w = ^/z3 + ^/z5. (12.6-1)

If we introduce the variable s such that z = s15 we have evidently

z = s15, w = s25 + s9.

Another example is the following

w = z\

This is uniformized by putting

z = es, w = eis.

Finally we consider the algebraic function defined by

w2 + z2 = 1.

A uniformization is effected by means of

(12.6-3)

(12.6-4)

(12.6-5)

(12.6-6)

The problem of finding a representation of an arbitrary analytic func­
tion w =F(z) at all places of the associated Riemann surface § by means 
of two single-valued meromorphic functions

z = <p(s), w = i/<(s), (12.6-7)

where s runs through a simply connected region 31 in the s-plane, such 
that to each s in 9i there corresponds one place p of § in the follow­
ing fashion: cp(s) is the trace of p and coincides with the element 
defining p, is called the problem of uniformization. The correspondence 
between p and s needs not to be one-to-one. Only to a given s there 
must correspond precisely one place p.

The fundamental theorem of the theory of uniformization states that 
every analytic function can be uniformized. A first proof of this theorem 
has been given by H. Poincare and P. Koebe.

We shall not prove this theorem in its full extend. The subsequent 
considerations imply, however, a very important special case, viz. the 
uniformization of algebraic functions. They are based on some elementary 
results of combinational topology and classical theorems of the theory 
of functions.

The idea is the following. Instead of the original Riemann surface we 
construct a simpler surface which can be mapped onto the Riemann 
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surface. This new surface, the universal covering surface, turns out to be 
a one-to-one image of a region of the s-plane and provides the uni- 
formizing function.

12.6.2 - Covering surfaces

First we give a combinational definition of a surface. A surface is a 
system of a finite or enumerably infinite number of euclidean triangles 
whose sides are pasted together according to a certain rule. This pasting 
consists in identifying corresponding points on two sides which are topo­
logically (e.g., affinely) related. The end points of one side must be iden­
tified with the end points of the other side. After pasting, every side must 
belong to exactly two triangles and the finitely many triangles meeting 
at a vertex must form a closed cycle in which each two adjacent triangles 
have one side in common.

We suppose further that the surface is connected in the combinatorial 
sense i.e., one can reach every triangle from another by traversing a 
finite sequence of adjacent triangles. The surface is called closed if the 
number of triangles is finite. A Riemann surface of an algebraic function 
is closed. The surface is called open if the number of triangles is enumerably 
infinite. An example is provided by a Riemann surface associated to the 
logarithmic function.

A very important notion is that of a covering surface of a given surface. 
Let § denote a surface which can be mapped onto another surface § 
such that every triangle of § corresponds affinely to precisly one triangle 
of § and that two triangles of § meeting at a side correspond to triangles 
on {5 with the same property. We shall say that § is a covering surface 
of 5- It is easy to see that a Riemann surface of an analytic function is a 
covering surface of the sphere which is itself a surface in the combina­
torial sense.

The covering is called smooth (or unramified) if the cycle of triangles 
meeting at a poing p of § corresponds to a cycle of triangles meeting at 
the corresponding point p on and is percorsed once if we percorse 
the initial cycle. It is not difficult to verify that the mapping of § onto 
is locally topological. That means: the mapping is a homeomorphism 
in a suitable neighbourhood of an arbitrary point jo of §.

12.6.3- An illustrative example

The following example may serve as an introduction to subsequent 
developments. Consider the algebraic function defined by

w2 = (l-z2)(l-fc2z2), 0 < k < 1. (12.6-8)
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Fig. 12.6-1. The Riemann surface of the function (12.6-8)(schematic)

It has four branch points atz=±l,z = ±l/fc respectively, of order one. 
Hence, according to the last remark in section 12.5.4 its genus is unity. 
A Riemann suface may be contructed in the following way: We take 
two congruent z-planes cut along from z = +1 to + 00 and from z = — 1 
to — 00. On the first, denoted by Z, the function w = V(1 — z2)(l — k2z2) 
such that w(0) = 1, is single-valued; on the second II, the function 
having the opposite values is also single-valued. We assume that II is 
placed above Z, such that points bearing opposite values have the 
same projection on the z-plane. Now we past the parts of the borders 
between +1 and + l/fc cross-wise together: the same is done for the 
borders between —1 and —1/k. Finally we past the upper and lower 
borders of the sheet Z beyond 1/fc and — l]k and do the same for sheet II. 
Hence beyond these points the surface does not penetrate itself, (fig. 
12.6-1). Thus we have constructed a two-sheeted Riemann surface of 
the function (12.6-8).

The topological character of the surface may be visualized by means of 
the mapping

z = sn s. (12.6-9)

The sheet I can be mapped onto a rectangle with the vertices ± K±zK' 
(section 10.2.10). The same function can be employed to map the sheet II 
onto a rectangle which is obtained from the first one by means of the 
translation

s' = s+2K. (12.6-10)

The join of these rectangles yields a model of the Riemann surface if
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Fig. 12.6-2. A possible enumeration of the images of the sheets of the covering surface 
of the Riemann surface of (12.6-8)

1-8 -ff-7 I- 6 H-6 1-5 h8

^2 *2 II H-4 Ib

13 I0 Ho 1-4 H7

^3 1-1 H-2 1-3 H-3 1 7

I5 H5 I 6 H6

we identify the opposite sides and thus we see that it is topologically a 
torus, in accordance with the fact that its genus is unity.

However, we can proceed in another way. We take doubly infinite 
sequences of sheets

In,IIn9n = 0, ±1, ±2,...,

each sheet being a cut z-plane as considered above. It is assumed that the 
sheets are superposed alternately, i.e., In+1 lies above IIn and IIn+i 
above In+1. By means of (12-6-10) we map these sheets onto rectangles 
in the s-plane which we enumerate as shown in fig. 12.6-2. The free 
boundaries of the sheets are pasted together in accordance with the 
situation in the s-plane. That is to say: if two rectangles have a side in 
common, the corresponding borders in the z-plane are identified and 
pasted together. Thus we obtain a Riemann surface of the inverse func­
tion of sns, viz. the integral 

dt
o V(l-r2)(l-fc2t2)’

(12.6-11)

which covers the surface of (12.6-8). It has an infinity of algebraic 
branch points of order 3 and a logarithmic branch point at infinity.

To every point of this new surface § corresponds a point of % with 
the same projection on the z-plane such that if p is in IIn then p is in II0 
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and if p is in In then p is in Zo. There is no ambiguity as regards the 
points on the identified borders, for they can be reached from points 
near any such point along a continuous path. The surface § is in one- 
to-one correspondence with the open s-plane (5=00 is excluded) and the 
covering map appears as a map of this plane upon the rectangle consisting 
of the rectangles Zo, II0 in such a fashion that points equivalent under 
the set of translations (n and nf being integers)

s' = s + 4nK + 2n'iK' (12.6-12)

have the same image. This may also be expressed by saying that the 
points of the s-plane are reduced modulo (4K, 2/K').

The function sn s is single-valued throughout the 5-plane and mero­
morphic. It is easy to see that 5 is a uniformizing variable, the uniformi- 
zation of the function (12.6-8) being performed by the functions

z = sn s, w = sn's = cn s dn s, (12.6-13)

in accordance with (5.14-12).
The surface §, which is in our case homeomorphic with a punctured 

sphere, is an example of a universal covering surface. As we shall see 
the existence of a universal covering surface is the key for the solution 
of the uniformization problem.

12.6.4- The universal covering surface

We shall now use the notion of “path” in a rather restricted sense. 
By a path we understand a sequence of sides

a19..ar

of the triangulation, such that ak and ak+r, k < r, have a vertex in com­
mon. Two paths a and b connecting the points |) and q, are called (com­
binatorially) homotopic if we can transform a into b by applying a finite 
number of the following steps:

(i) Replacing one side of a triangle by the two others, percorsed in 
order, and conversely.

(ii) Adding or removing a side which is percorsed in a certain direction 
and immediately back, (fig. 12.6-3).

All paths homotopic to a path pq are the elements of a class {pq}. If to 
an arbitrary pair of points p, q there corresponds only one class, the 
surface is called simply connected (in the combinatorial sense).

Now we are prepared to construct a universal covering surface. Every 
triangle A of the given surface % is covered by as many triangles as there 
are classes of paths which connect a fixed point 0 and a vertex of A.
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Fig. 12.6-3. Combinatorial deformation of a path

Which of the three vertices is selected is of no importance, for to every 
path op of the class {op} we can add the side pq and so we see that to 
this class corresponds uniquely the class {oq}. If two triangles of § 
meet along pq and if we are given to either of them the same class 
{op} or {oq} then the corresponding triangles are pasted together along 
this side. It is clear that we obtain a smooth covering surface Every 
vertex p on § is defined by a vertex p on § and a class {op} on We 
shall say that p is above p and that p is the trace of p.

The surface § has the following fundamental property:
The universal covering surface is simply connected.
Given a side pq on § and to p a covering point p then by definition 

precisely one side pq is determined which covers pq. If we proceed 
beyond q along an arbitrary side then the same is true. Thus, if a path b 
is given, issuing from p, then it is covered by a uniquely determind path b. 
Assume that p is defined by the path a = op. Then the end point f of b 
is defined by the path ab which appears if we first percorse a and then b.

Let now c denote a second path from p to f whose trace on § is c. 
Then, evidently, r is also defined by ac. Since ab is homotopic to ac, 
so is b homotopic to c, for we may multiply on the left by a"1, which 
is the path a percorsed in the opposite direction. The transformation (i) 
and (ii) which carry b into c can be effected on §. Hence also b is homo- 
topic to c. Since b and c are arbitrary paths connecting p and q, the 
proof of the theorem is completed.

12.6.5 - Chains

A path becomes a \-chain if we omit all segments which occurs twice. 
It is, therefore, a formal sum of segments which may be added modulo 2. 
Similarly we define a 2-chain as a formal sum of a finite number of 
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distinct triangles d15..., An, on g (this sum may be empty) which we 
denote as

A = At + ... + An (12.6-14)

Two 2-chains are again added modulo 2, by collecting them to one sum, 
but omitting all triangles which occur twice.

The boundary dA of a triangle A is the sum of its sides. The boundary 
dA of a 2-chain is the sum modulo 2 of the boundaries of all its triangles. 
This amounts to: the boundary dA consists of those sides which belong 
to only one of the triangles Ai9. .., An. This is in accordance with the 
elementary geometric meaning of boundary.

Two 1-chains are called homologous (in the combinatorial sense) 
if one can be transformed into the other by performing the steps (i) and 
(ii) of the previous section. Another characterization of this relation is 
the following:

If a is homologous to b then the sum a + b (mod 2) is the boundary of a 
2-chain.

In fact, by effecting the transformation (i) the chain a goes over into 
a + dA (mod 2). By (ii) the chain does not undergo any change. After 
performing a finite number of these steps the path a is replaced by

a + dAr + dA2 + ... = X + dX(mod 2),

where A is the sum Ar +d2+ • • • (mod 2). If b is homologous to a then

b — a + dA (mod 2), 
or

a + b = dA (mod 2).

An immediate consequence is
On a simply connected surface every closed \-chain is homologous 

to zero.
We shall say that a 1-chain is homologous to zero if it bounds a 2-chain. 

Every closed 1-chain (being a 1-chain such that every vertex is the end 
point of an even number of sides) can be decomposed into two chains 
a and b which, considered as paths are homotopic and hence the one can 
be transformed into the other by the steps (i) and (ii).

Assume now that A and B have the same boundary

dA = dB.
Then d(A 4- B) = 0, where A 4- B is the sum modulo 2. Since § is connected 
A 4-^(mod 2) coincides with Since A + B contains only a finite number 
of different triangles the surface % is closed. Conversely, if is closed and 
A is any 2-chain on it then we may put = A + B, where A and B have 
the same boundary. Thus we see
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On an open simply connected surface a closed 1-chain is the boundary 
of only one 2-chain. On a closed simply connected surface such a \-chain 
bounds exactly two 2-chains which fill the surface entirely,

12.6.6- Van der waerden’s lemma

The following lemma due to Van der Waerden simplifies considerably 
the topological part of the theory of uniformization.

Assume that $ is an open connected surface of such a kind that every 
closed \-chain is homologous to zero. Then we can enumerate its triangles 
in such a way that every An + 1 has one side or two sides in common with 
the sum of the preceding triangles

En = At + . . . + An,

but not a side and the opposite vertex.
The proof is by induction. Assume that A x,. . ., An are already selected 

in the prescribed manner. It follows from the fashion in which it is 
generated that the boundary 8En is a simple closed polygon. Let A 
denote an adjacent triangle. Now three cases are possible:

1) A has exactly two sides with En in common.
2) A has in common with En a side, but not the opposite vertex.
3) A has in common with En a side p and the opposite vertex j).
Since the surface is open it is not possible that A has three sides in 

common with En.
In the first two cases we can take dn + 1 = A. In the third case the ver­

tices p, q, r of A decompose the boundary of En into pieces qr = p, 
rp = a, pq = b. If we denote the sides pr and pq of A by q and r then 
q + a and r + are two closed 1-chains which bound, therefore, two 
2-chains A and B, i.e., (fig. 12.6-4).

8A = q + a, 8B = r + b.

The sum A + B (mod 2) has the same boundary as En + A. Indeed, 
8(A + B) = 8A + 8B = a + q + b + r = a + b + p + p +q + r = 8En + 8 A 
= 8(En + A). Hence

A + B = En + A (mod 2). (12.6-15)

In the sum on the right occurs the triangle Ai9 hence either A or B, 
say B, must contain A t. But then B must also contain A2, for the common 
side of At and A2 does not belong to 8B. Proceeding in this way we see 
that B contains all triangles Ar,..An and finally also A. On account of 
(12.6-15) the chain A cannot contain any of these triangles. As a conse­
quence A and En + A have no triangles in common and instead of (12.6-15)
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Fig. 12.6-4. Van der Waerden’s lemma

we may write
B = En +A+A. (12.6-16)

We shall take A„+1 from A. Let A' denote any triangle adjacent to a. If 
for A' case 1) or case 2) is realized we take A„+1 = A'. In the case 3) the 
vertices of A' decompose dEn again into three parts p'9 a' and b’. Since 
these three vertices belong to a9 two of these three parts say p' and a' 
are entirely contained in a. If we take, similarly, in A a triangle A" adjacent 
to a', then A" determines in the case 3) a 1-chain a" which is contained 
in a', etc. This process must terminate after a finite number of steps, for
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a, a', a",... become smaller after each step. Hence for a certain triangle 
A'" case 1) or case 2) occurs. Thus we always find a suitable triangle 
4+i in A.

If we take dw+1 from A and add it to En then the number of triangles 
of A has diminished by one. We may repeat the process and take An+2 
again from A, etc., until A has been exhausted. Then we have

En+m = En~l- An+1 -j- ... + An+m = En-j-A.
Next we may choose dn+m+1 = A. By means of this method the triangle 
A will get its turn.

Starting from an arbitrary triangle A19 annexing by the described 
method in turn all adjacent triangles, then all triangles adjacent to these, 
etc., then every triangle of the surface will get its turn. This concludes 
the proof.

For a closed surface the same considerations are valid, but now the 
process terminates, because the last triangle d* is bounded by the last 
three sides of En. Now we puncture the surface by omitting an inner 
point of d*. Then appears an open surface which may be triangulated by 
means of infinite many triangles. We take A 1?. .., An as in the former 
way and construct in d* a sequence of triangles which shrink into the 
selected point. The annular parts may be divided into triangles as depicted 
in fig. 12.6-5.
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12.6.7 - General riemann surfaces

By associating a new structure to a surface as defined in section 12.6.4 
we get a general Riemann surface. This means that for a neighbourhood 
of every point we are given a topological map into the plane of a locally 
uniformizing parameter t which is univalent on It is required that 
always, when two such neighbourhoods have a region in common, the 
parameter defined in one neighbourhood depends regularly upon the 
parameter in the other region throughout the common region.

A function defined throughout a region on the general Riemann surface 
is said to be holomorphic if it is holomorphic in the locally uniformizing 
parameters of the points belonging to the region. The mapping as given 
by such a function is called conformal if it is one-to-one.

It is possible to subdivide the triangles of a general Riemann surface 
such that every one is included in a neighbourhood in which the locally 
uniformizing parameter has been defined. These parameters map the 
triangles as well as the neighbourhoods in which they are contained 
conformally on regions in a plane. The universal covering surface of a 
general Riemann surface is again a general Riemann surface. The locally 
uniformizing parameters of the points of the covering surface § are the 
same as those of their traces on

12.6.8 - Solution of the fundamental uniformization problem

Every single-valued analytic function on the covering surface § of 
a general Riemann surface § defines a multiple-valued analytic function 
on which is unramified. We have solved the fundamental uniformiza­
tion problem if we succeed in finding such a function which maps § 
conformally onto a region in the s-plane. Since there is a lot of freedom 
in selecting the region, the variable s is not uniquely defined. We do not 
destroy the generality of the solution if we take the region as a canonical 
region, being either the extended s-plane, the open s-plane or the interior 
of a circle.

We shall suppose that is a Riemann surface of a function having 
only a finite number of branch points as considered in section 12.5.1. We 
introduce locally uniformizing parameters t as described in section 12.6.7. 
These may also be taken as locally uniformizing parameters on If we 
triangulate as described in section 12.5.1 the triangles on § appear 
in the Z-plane as simply connected regions bounded by three analytic arcs.

We consider first the case that § is open and we assume that the trian­
gles d1, J2, ..of its triangulation are ordered in accordance with 
Van der Waerden’s lemma.

Let be included in a neighbourhood U in which the local parameter
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Fig. 12.6-6. The mapping of En in a neighbourhood of A

t is defined. This triangle corresponds to a simply connected region A' 
in the /-plane, bounded by analytic arcs. Hence A' can be mapped 
onto the interior of a circle in the s-plane such that there is a one-to-one 
correspondence between the boundaries (section 10.5.6).

We proceed by induction and assume that En = did- ... +dn (whose 
boundary is stripped) is mapped onto an open disc in the s-plane, 
such that there is a one-to-one correspondence between the boundaries. 
Let s = <p„(h) denote the mapping function. In order to obtain a map of 
En + r we employ a device due to Caratheodory. The region En + 1 consists 
of En and a triangle A = An+1 which has one or two sides with En in 
common, (fig. 12.6-6). Since A is in the interior of a neighbourhood 11 
which corresponds one-to-one to a neighbourhood U' in the /-plane, 
the triangle A is mapped onto a region A' in 11'. A common side a of A 
and En is continuously and in a one-to-one manner related to a circular 
arc a15 on the boundary of and by means of the local parameter to an 
arc a' of A'. A part 91 of En with a on its boundary is in U. The image 



326 ANALYTIC FUNCTIONS- RIEMANN SURFACES U2

2IX of 21 in the s-plane is a part of the circle ®n, with ax on its boundary. 
In the /-plane the image of 91 is a part 91' of U'. Hence 91' and 911 are 
related by a function which we shall denote by s = (pn(t), being the 
mapping restricted to 91, where p is replaced by its image in the 
/-plane. Now we erect on dx in a circular two-gon 25x with second 
boundary arc a2 with such a small angle 7t/2r that 231 is still in 911. Then 
the image 23 of 251 on§ is in U and the image 23' of 25 x in the /-plane is 
in 11'. This mapping is given by cpn(t). Now we shall prove that there are 
holomorphic functions

s* = g(s), s* = G(t) (12.6-17)

such that the first maps the circle onto a region 53*+®* and the 
second d+53' onto a region J*+53* such that

1) d*+53*+®* constitutes an open disc ®n+1;
2) s* = g(s) maps 531; onto SB* and 531 onto ®*;
3) s* = G(t) maps S3' onto 53* and A' onto A*;
4) in SB' holds the relation

G(t) = sM- (12.6-18)

This construction is visualized in the schematic figure (12.6-7).
First we map by means of t1=Ai(t) the simply connected region 

d' + 25' onto a circular disc A" + 23'/, such that the centre of the disc is 
in the interior of A". Then the mapping as given by

<1 = A(%0)) = 010) (12.6-19)

relates 23t conformally to 23'/. This mapping may be extended by em­
ploying the symmetry-principle of section 10.1.4 to 252, which is the 
reflected image of 231 with respect to a2. The image of 232 in the /rplane 
is 25/, the mirror-image of 23'/ with respect to a", the image of a. The 
region A" + 23/ + 23/ is simply connected and can be mapped by means of 
/2 = ^2<A) onto a circular disc d'" + 25'/' + 23/' such that the centre of 
the disc in d'". Then the mapping

= A(0i(«)) (12.6-20)

relates the two-gon 23x +232 with angle 7t/2r-1 and the sides and a3 
to 23'/'+23/'. Applying again the symmetry principle the mapping 
can be extended to 253, the mirror-image of 23x+232 with respect to a3 
and the image is 25/', the mirror-image of 23/'+ 25/' with respect to a'". 
The region d'" + 25/' + 25/' + 25/' is simply connected and may be mapped 
onto a circular disc. We proceed in the described way and after r steps the 
disc is wholly covered by two-gons. As a consequence we have two 
mappings
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Fig. 12.6-7. The construction of the functions (12.6-17)

s* = Ar+1Ar. .. A2 Ai(t) = G(t),
s* = Ar+1Ar.. . A2A1$„(s) = g(s), (12.6-21)

with the properties:
G(z) maps A' and 23' onto d* and $8* = 23ir+2); g(s) maps and 

= »2 +S33 + ... + 93r+1 onto 93* = 93(;+2) and S* = 93(2r+2) + 
sgo-+2)_|_ _ _ _ +93^/12); d*+93*+S* is an open disc. Thus the properties 
3), 2) and 1) listed above are verified.

From (12.6-21) follows

tfWO) = Ar+1Ar.. . $„(</>„(*)) = A,+ lAr... A(t) = G(t) 
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in 53'. This is the property 4).
The function

s* = 0(S) = (12.6-22)

maps En onto 53* + ®* and the function

s* = G(t) = 0**(|>) (12.6-23)

maps J +53 onto J*+ 53*. If p is in 53 then #*(£) and #**(£) are defined 
and we have

0*(P) = ff(s) = g((pn(fj) = G(t) = 0**(p).

Now #*Cp) is defined throughout En, #**(£) throughout d+53. Hence 
the one is an analytic continuation of the other and they combine to 
a function

■y* = <pn+i(l>)

which maps En+l = En + A onto the disc ®n+1. Thus we proved
The interior of every of the infinitely many of the parts En = At + .. . 

+ A„ of an open covering surface § can be mapped one-to-one and confor­
mally onto an open disc The boundary of En corresponds one-to-one 
and continuously to the circumference of

The mapping functions of E2,. . . were denoted by <p2CP)> 
. .., respectively. If we take a point o in the interior of A± we can nor­
malize them by

<p„(o) = O, ^(o) = l, (12.6-24)

where the prime denotes differentiation with respect to the locally uni­
formizing parameter.

Now we form the functions

<Pi,n(s) = n = 1,2,.... (12.6-25)

They are holomorphic in , univalent and normalized at s = 0. By 
virtue of a theorem of section 11.2.6 (consequence of (11.2-28)) they 
constitute a normal family. Hence we may extract from (12.6-25) a 
subsequence which converges in the interior of to a univalent function. 
The same may be asserted for the sequence

<Pi(P), <P2(P), • • •, (12.2-26)

containing a subsequence

<p}(V), • • • (12.6-27)

which converges in the interior of to a univalent holomorphic function 
<p0(p). Since we may suppose that ®2 is again in the ^-plane we can 
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construct the functions

<Z>2,n(s) = (Pn{.<p2(s)), n = 1,2,.... (12.6-28)

As above we may extract a convergent subsequence which yields a 
sequence

(12.6-29)

converging throughout E2 to a function whose restriction with respect 
to Er is cpQ. Accordingly we denote it also by cpQ.

By repeating the process we obtain by applying the diagonal principle 
the sequence

■ • • (12.6-30)

where <p£(p) is defined throughout En if k n and converges to <p0 there. 
Since the En exhaust the surface § we see that <p0Cp) is univalent on § 
and maps § onto a region 91 in the 5-plane. It is easy to see that 9? must 
be simply connected and is, therefore, conformally equivalent to a 
normal region. However, the extended plane must be excluded, since § 
is not a closed surface.

It remains to consider the case that § is closed. Then § consists of 
En and a closing triangle A which has three sides in common with En. 
We puncture A by an interior point q. The remaining part of § is a simply 
connected open surface §0 which can be mapped onto the finite plane 
or onto an open disc. We wish to show that the latter case cannot occur.

Suppose that § is composed of E+A, where E contains the point o and 
A the point q. Let E' be the image of E and A' that of A minus q; we 
assume that 5 = 0 corresponds to o. By we denote a disc about 
5 = 0 which is included in E'. Then A' is outside this disc. The function 
w = 1/5 maps A' on a bounded region of the w-plane. It follows from 
Riemann’s theorem (section 2.8.3) that the singularity of a function 
regular near q is removable, for the function is bounded. Let q" denote 
the image of q in the w-plane. Suppose now that the image of the punc­
tured surface were the interior of a disc ® in the 5-plane, hence the 
exterior of a disc in the w-plane. A sequence of points ///, p2, . . • 
outside and having an accumulation point on the circumference 
corresponds to a sequence {4, ,... on § and it has also an accumulation
point, since § is closed. This can only be the point q, for any other 
accumulation point on § would lead to an accumulation point in the 
interior of ®", because the mapping is continuous. Hence q = lim^^ 
and, as a consequence, q" — lim^^/j". The accumulation point of the 
sequence p’^ p2,.. . can be selected arbitrarily on the circumference of 
®". Hence to q must correspond infinitely many points q" and this is 
impossible. There is no contradiction if the radius of is zero and q" 



330 ANALYTIC FUNCTIONS- RIEMANN SURFACES [12

the origin. Returning to the s-plane we find that the radius of ® is infinite 
and thus § corresponds to the extended plane. This concludes the proof 
of the fundamental uniformization problem.

Consider now a triangulated Riemann surface g of an analytic function 
w = F(z) covering the z-plane. This function is a collection of function 
elements w =f(z) such that w and z may be interpreted as meromorphic 
functions

w = w(^), z = z(p)

on the surface, meromorphic in terms of a locally uniformizing parameter. 
Next we consider the universal covering surface § and the projection 

mapping
P = 7t(p).

This mapping is conformal. Finally we can find a variable in a canonical 
region 9? such that y = <p0(s) is a conformal mapping of 31 onto 
Hence we can find two functions

cp(s) = zfa(<PoO)))> ^(s) = w(7r(^0(5)))

which are related by w = F(z). Since an algebraic Riemannian surface is 
triangulable, we see that every algebraic function can be uniformized,

12.7 - Deformation of paths

12.7.1 -The parametrized path

The last theorem of section 12.1.6 states that the result of analytic 
continuation along a curve is not affected by a small deformation of this 
path. The question rises what happens when an arbitrary deformation is 
performed. In order to give a satisfactory answer to this question, it is 
necessary to formulate a precise definition of the conception of deforma­
tion, notwithstanding the fact that this conception is intuitively extremely 
simple. But it should be noticed that a continuous map of a line segment 
does not always resemble the naive impression of a curve. Indeed, it is 
possible, for instance, to map a segment continuously onto a square 
(curve of Peano-Hilbert) and thus caution is needed. It is, however, a 
pleasant experience that assertions about deformation of curves which 
are intuitively quite clear, turn out to be true if they are based on logical 
reasoning. It is our intention to give an idea how this may be done.

First we focus our attention on the notion of path. Consider the set of 
continuous mappings of closed intervals a t b into an open set 21 
of the z-plane. We shall say that a continuous mapping y1 of the interval 

t bt into 21 is equivalent to a continuous mapping y2 of the 
interval a2 t b2 into 21 if
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7i(0 = 72 6*2 + ± ~ (b2-a2)\ , (12.7-1)
\ fei-fli /

It is easily verified that a relation of this kind has the usual properties of 
an equivalence relation. A parametrized path, or briefly a path, in 21 is 
defined to be an equivalence class of continuous mappings of closed 
intervals into 21. That is to say, we shall not distinguish between equivalent 
mappings.

Given a mapping of a t b into 21 we can always find an equivalent 
mapping of the unit interval 0 rg t 1 into 21. Unless otherwise stated 
we shall take as a representative mapping for each path a continuous 
mapping of the closed unit interval. It is clear that equivalent mappings 
of this interval are identical. Hence a path is wholly characterized by a 
function y(t) defined on 0 g / g 1 with values in 21. Therefore, the path 
may be denoted by the symbol y. The set of all points z — y(t) is called 
the carrier of the path. Different paths may have the same carrier. In fact, 
let p(t) denote a non-decreasing continuous function with /z(0) = 0, 
/z(l) = 1- In general the points y(t) and y(/z(?)) are different, but the 
whole collection of image points is in both cases the same subset of 21.

The point y(0) is called the initial point of the path y and y(l) the 
end point, A path is said to be closed, or a loop, if the initial point and the 
end point coincide, i.e., if y(0) = y(l). A path is said to join the points 
z0 and zt if y(0) = z0 and y(l) = zr.

It is an important fact that a certain algebraic combination can be 
carried out for paths, viz., the multiplication. Consider two paths yx and 
y2, such that the end point of yt coincides with the initial point of y2, 
i.e., yi(l) = y2(0). Now we define a path y by means of the mapping 

7(0 = j 7t(20> 
7z(2/-1),

(12.7-2)
0 t $,

where and y2, originally defined as functions on the interval 0 t 1, 
are replaced by equivalent mappings of suitably chosen intervals. The 
mapping (12.7-2) defines a path y which is called the product of the paths 
yt and y2 and written as

7 = 7271- (12.7-3)
Notice that in (12.7-3) the product does not mean the product of two 
functions in the usual sense. However, there will be no fear for confusion. 
It is clear that a product is not always defined and, if so, the order of the 
factors is essential.

If y(t) defines the path y, then the path defined by y(l — t) is called 
the inverse of y and denoted by y-1. It is clear that

(7 ') 1 = 7- (12.7-4)
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In addition we have
(y2Vi)~l = (12.7-5)

In fact, it follows from (12.7-2) that

7(1-1) = { 72(1-21),
71(2—21),

0 t i,
i g t 1,

which defines
A constant path is defined by a constant function y(z), i.e., y(z) = z0, 

0 t 1; its carrier consists of a single point and, evidently, the path is 
equal to its inverse.

12.7.2 - Homotopy

Consider two paths yt and y2 in an open set 91 joining the points z0 
and zt. We shall say that yx can be deformed continuously into y2 if 
each point ^(Z) of the first path (t being fixed) can move along a path 
cpfu), 0 u 1 to y2(r) inside 21. The function <pt(w) = <p(f, w) will be 
supposed to be a continuous function of both variables t and u. The 
function <p(Z, w) is such that

<P(1, 0) = 71(1),
<p(0, u) = z0,

<p(l, 1) = 72(1), 
<?(!,«) = z15

0 t 1, 
0 g u £ 1.

(12.7-6)

The initial point and the end point remain fixed during the process of 
deformation.

Geometrically the meaning of the deformation of yt into y2 is that 
there is a continuous function (p(t, u) which maps the unit square 
0 1, 0 u 1 into the set 21 in such a way that the lower side of
the square is mapped as the path yt and the upper side as the path y2; 
the vertical sides are mapped onto z0 and zx respectively, (fig. 12.7-1). 
The function cp(t, u) will be called the deformation function, briefly the

Fig. 12.7-1. Deformation of a path
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Fig. 12.7-2. Linear deformation of a path

deformation^ the path <pt joining yft) to y2(0 *s a deformation path 
and the square @ the deformation square. The image of a horizontal 
segment connecting two points on the vertical sides of @ is an intermediate 
path} the image of a vertical segment joining two points on the horizontal 
sides is a deformation path.

A particular, but nevertheless very important instance of a deformation 
is the linear deformation which can be defined if every point y1(Z) can be 
connected with y2(t) by a rectilinear segment included in 21 (fig. 12.7-2). 
Then a deformation is given by

<?(/,») = (i-u)yi(t)+wy2(0 (12.7-7)

and the fact that this function is linear in u explains the name.
If the path can be deformed into the path y2 we shall say that 

and y2 are homotopic. We write this as
71«y2. (12.7-8)

The homotopy relation between parametrized paths is an equivalence 
relation.

1) First we have
y * y. (12.7-9)

This is clear from the identity deformation

<p(t, w) = y(0> 0^t^l,0^u^l,

which arises from (12.7-7) if we set yt(z) = y2(f) = y(f). In this case 
the deformation paths are single points.

2) Secondly
« y2 implies y2 ~ 7i • (12.7-10)

Indeed, if <p(z, w) is the deformation of into y2, then <p(r, 1—w) is 
the deformation of y2 into yr. The deformation paths of the second 
deformation are the inverses of the deformation paths of the first defor­
mation.
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3) Finally
71 « 7i , 72 ~ 73 implies yt « y3 . (12.7-11)

Let (pft, u) denote the deformation of yt into y2 and <P2(^, w) that of 
y2 into y3. Then

<p(z, u) = 2u),
<p2(t, 2m —1),

0 u J,
1 g u £ 1

is a deformation of yj into y3, for <p(t, 0) = 0) = y/r), <p(t, 1)
= <Pi(^i> 1) = 7sW- The deformation paths of the resulting deforma­
tions are the products of the deformation paths of the first and the 
second deformation.

An intermediate path defined by cp(t, Uq), where u0 is a fixed number, 
0 u0 1, is homotopic to the original path.

In fact, the path y defined by (p(t, w0) is homotopic to 74 as follows 
from the deformation i//(t, u) = (p(t, uuq).

A reparametrization of a path y is another path, obtained if we replace 
the parameter t by a non-decreasing continuous function 0 t 1, 
with jiz(O) = 0, ji(l) = 1. The reparametrized path is defined by the 
function y(/z(O).

A reparametrized path is homotopic to the original path.
In fact, the deformation function may be taken as

u) = y((l-u)f + u/i(t)). (12.7-12)

It is clear the new path is identical with the original path if and only if 
m(0 = t.

12.7.3 - Theorems about homotopy

Because of the parametrization of the paths the multiplication as 
defined in section 12.7.1 is not associative. If y1? y2 and y3 are given 
paths such that the product y3(y2yi) is defined, then also the product 
(73 71)71 has a meaning. But for the constructions of y27i we maP 
the intervals 0 t | t 1 and for the construction of y3(y27i) 
we map the intervals 0 t i, | t |, | t 1. On the other hand, 
for the construction of (73 72)7i we map successively the intervals 

and | t 1. However, since they differ only in 
parametrization (fig. 12.7-3), they are homotopic, i.e.,

73(7171) ~ (73 7i)7i- (12.7-13)

This may be proved by writing down explicitly the function which 
performs the reparametrization. The path on the left is defined by
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Fig. 12.7-3. The associativity of the product of paths

7(0 =
71(40, 
y2(4t—1), 
y3(2t-i),

0 t i,
i t i,
i £ t 1.

Now we introduce the function, (fig. 12.7-4),

X0 = t-i>\2t—1,

0 t 1,
1 t i,

Then

7(X0) =
(71(20- 
72(4r-2), 

<73(4z—3),

0 t i,
1 i,
| t 1,

and this function defines the path on the right of (12.7-13).

Fig. 12.7-4. The function /z(r) used for the proof of (12.7-13)
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Suppose we are given the paths , a2 and , /?2 such that the products 
a2at and have a meaning. Then we may state

at « ^!,a2 « p2 implies « P2Pi- (12.7-14)

Let u) denote the deformation of cq into a2 and <p2(r, u) that of 
into fi2. Then

<p(t, u) = <Pi(2f, u), 
cp2(2t— 1, u),

0 g t g 1,

is the deformation of a2at, given by <p(t, 0), into given by <p(t, 1). 
Next we have

7i « y2 implies 1 a y2 \ (12.7-15)

Indeed, if (p(t, u) defines the deformation of yx into y2 then <p(l — t, u) 
is the deformation of yf1 into y^1.

Let lzo denote the identity path y(Z) = z0, 0 t 1. If y is a path 
issuing from z0 we have

(12.7-16)

i.e., a path percorsed successively into two directions can be shrunk 
into its initial point. The deformation is performed by the function

<P<J, u) = y(2t(l-n)), 
y(2(l-t)(l-u)),

0 t J,
| t g 1,

for <p(t, 0) is actually the product y xy and (p(t, 1) = y(0) = z0, for 
0 t 1.

In quite the same way we may prove that

yy 1 ® iz.» (12.7-17)

if the carrier of 1Z1 is now the end point of y. Indeed the deformation 
function is now

<p(t, u) = y((l-2z)(l-w)), 
y((2l -l)(l-u)),

0 g t i,
1 I-

Finally we have

(12.7-18)

if zQ is the initial point of y.
This is a consequence of the fact that the path on the left is a repara­

metrization of the path on the right, for if we introduce the function, 
(fig. 12.7-5),

y ‘y® iz0

yiz0«y
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then

Fig. 12.7-5. The function fi(t) related to the proof of (12.7-18)

o,
2t-l,

0 t
i t 1,

?(X0) = { y(o),
7(2/-1),

0 t i,
i t 1,

xo = (

and the function that defines the product of the paths lzo and y is deter­
mined by y0(t) = y(0), 0 t sS | and y(2t — 1), $ sS t 1.

In a similar way we may prove

ln7 « V, (12.7-19)

if zt is the end point of y. This is performed by the reparametrization

2t
1,

0 t j,

(fig. 12.7-6).

It should be noticed that the multiplication of paths as defined in 
section 12.7.1 is applicable not to all pairs of paths in the set 21, but 

Fig. 12.7-6. The function p(t) related to the proof of (12.7-19)
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only to those pairs for which the end point of one and the initial point 
of the other coincide. To make multiplication possible for all pairs of 
paths under consideration we must constrict ourselves to the set of paths 
beginning and ending at the same point z0, the base point of the set. In 
this respect the following theorem is useful.

If y^ and y2 are any two paths joining the points z0 and zr then yt is 
homotopic to y2 if and only if y2ryr is homotopic to Lo.

Applying the previous result we may conclude that if y^yi « lZo 
then ft a y2lzo » 726*2 S) « 6272 X)72 ~ 6,72 » 72- Conversely, if 
7i « y2 then 7?‘7i ~ 72-172 ~ 60-

For this reason it is sufficient to study the homotopy of closed paths.

12.7.4 - Homotopy and analytic continuation

A fundamental theorem in the theory of analytic continuation gives an 
answer to the question posed in the beginning of section 12.7.1. It states

Let z0 and zr denote two points in an open set 91 and let (/0, ®0) be a 
function element defined in a disc with centre z0. Assume that this element 
is continuable along every path joining z0 to zt. If yt and y2 are two 
paths joining these points then analytic continuation along yt leads to 
the same function element (/15 at zr as analytic continuation along 
y2, provided that yt and y2 are homotopic in 91.

Let (p(t, u) denote the deformation of the path yt anto y2 and denote 
by y the path defined by cp(t, Uq), where w0 is fixed. Since (p(t, w) is uni­
formly continuous on the deformation square @, to a given number 
£ > 0 corresponds a number 5 > 0 such that

\(p(u, t)—q>(u09 z)| < £, (12.7-20)

provided that \u — w0| < <5. By hypothesis continuation is possible along 
every path (p(t, u) (u being a fixed number from the unit interval). 
With reference to the last theorem of section 12.1.6 we may conclude 
that analytic continuation along y and along every path defined by 
<p(^, w), where u satisfies (12.7-20), leads to the same element at z15 
provided £ has been chosen sufficiently small. Hence (5 can be covered 
by horizontal open strips having the property that all segments within 
the same strip are mapped onto paths along which continuation leads 
to the same final element at . By the Heine-Borel theorem already a 
finite number of such strips cover @. Thus it appears that continuation 
along y2 can be performed by means of a finite number of intermediate 
steps, starting with a continuation along yt. This concludes the proof of 
the theorem.

This theorem gives us information about the reason why the product of
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Fig. 12.7-7. Analytic continuation around two singular points

two paths is not necessarily commutative, also if these paths are loops 
beginning and ending at the same point z0. We consider an algebraic 
function defined by /(z, w) = 0. Analytic continuation about a path 
consisting of a small circumference ya about a critical point a together 
with two segments 2, A-1 joining z0 to the nearest point of ya, i.e., the 
loop A~1yaA, (fig. 12.7-7), effects a permutation na of the roots of 
f(z, w) = 0. Similarly, analytic continuation along a path yb of the same 
kind surrounding another critical point b effects a permutation 7tb. 
In general na7ib / nbna, i-e-> the product of the paths in a certain order 
needs not to be homotopic to the product with factors interchanged.

We apply the above theorem to a special function. We assume that the 
set 21 does not contain the point at infinity. If a is a finite point not belonging 
to 21, a branch of log(z — a) defined in a neighbourhood of a point z0 of 21 
is continuable along every path in 21. If y begins at z0 and ends at zr 
then the analytic continuation along y gives rise to a continuous function 
log (y(0"“a) and so is arg(y(O“fl)> being the imaginary part of this 
function. It is clear that

arg (y(l)- a)- arg (y(0)-a) (12.7-21)

is the increment 27uI2y(tf) of the argument of z — a along y (section 2.2.1) 
and tifg) is the winding number of a loop y with respect to a if y 
begins and ends at z0. In view of the previous theorem we have

The winding number of two homotopic loops with respect to a point a 
outside 21 are equal.

This assertion fails to be valid if 21 contains the point at infinity, for 
then log (z — a) cannot be continued along every path in 21.

Since homotopy is an equivalence relation it is natural to collect all 
paths homotopic to a given path y into a class C, the homotopy class 
of y. The class is determined by any of its elements. If we wish to exhibit 
the generating path y we prefer to write {y}. It is clear that the number 
denoted by &c(a) makes sense if we define it as £2y(a) where y is any 
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generator of C. Thus it is not important whether C denotes a path or 
a homotopy class. It depends on the particular circumstances which 
interpretation is to be preferred.

By the same reason analytic continuation along C can be defined as 
analytic continuation along any path belonging to C. It must be supposed, 
of course, that analytic continuation is possible along each path of C.

12.7.5 -The homotopy group of a region

In order to make multiplication possible for all pairs of paths under 
consideration we shall restrict ourselves to the set of paths beginning and 
ending at a given point z0 of the open set 91. We have already introduced 
an algebraic structure in this set of paths but this will become more 
manageable if we consider homotopy classes rather than separate loops.

The product C2 of two classes and C2 generated by the paths 
yt and y2 respectively is defined as the class defined by 7271- It follows 
from (12.7-14) that the product is determined by the classes C\ and C2 
only.

The associativity is a consequence of (12.7-13). It is not claimed that 
the product is commutative. The class generated by a loop homotopic 
to lzo will also be denoted by 1. Then (12.7-18) and (12.7-19) assure 
that this class is a neutral element with respect to multiplication, or a 
unit. Finally it is clear that every class C has an inverse C"1 generated 
by y”1 if C is generated by y. This assertion is based on (12.7-16) and 
(12.7-17). Thus we have

The homotopy classes of the loops beginning and ending at a point z0 of 
the set 91 constitute a group Fzo with respect to the multiplication as defined 
above.

It appears as though the group depends on z0 selected as base point. 
This is not true if we assume that 91 is a region 9$. Then we can prove that, 
if another point zx is selected as base point, the group FZo and FZl are 
isomorphic. Since 9? is arcwise connected there is a path 2 joining z0 
to Zj. If C is a class of FZo generated by the path y we associate to it a 
class ACA”1 being the class of FZI generated by AyA-1. This correspond­
ence is a homomorphism, for if Cr and C2 are in FZo then the product 
AC2A-1 ACtA-1 = AC2C1A-1 is in FZi and corresponds to C2C1. 
Interchanging the roles of z0 and zr we have to replace A by A-1 and thus 
it appears that the correspondence between FZo and FZi is one-to-one, 
i.e., an isomorphism.

The isomorphism between Fzo and FZl depends on the path joining 
20 to Zi. If z0 = zt and A a loop beginning and ending at z0 then

ACA"1 = {AyA-1} = LCL"1
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where L is the class generated by L The correspondence between C and 
LCL~l is an inner automorphism.

Since Fzo as an abstract group does not depend on z0 we may denote it 
simply by F. It is called the homotopy group of the region 9t.

Iff is a continuous mapping of a region 31 into a region 31' then f induces 
a homomorphism of the homotopy group F of 31 into the homotopy group 
F' of 31'.

To every path y in 3t corresponds a path /(y) defined by the function 
f(y(r)) in 31' and if y is a loop beginning and ending at z0 then f(y) 
is a loop beginning and ending at /(z0). Further, if (p(t, u) is a defor­
mation of yt into y2 in 31 then f((p(t, w)) is a deformation of /(yj into 
/(y2) in 31'. Finally /(y2yt) = as follows immediately from
(12.7-2). Hence the correspondence induced by f is a homomorphism 
of Fzo into

The homotopy group of the region 31 is a topological invariant.
This means that if the regions 31 and 3t' are homeomorphic their 

homotopy groups are isomorphic. This is a direct consequence of the 
previous theorem, for if/is a homeomorphism then/-1 is a continuous 
mapping of 31' onto 31 and the correspondence between FZo and F'f(ZQ} is 
one-to-one.

12.7.6 - Homotopy and homology

In the theory of integration the relation of homology between chains 
plays a dominating part. Moreover, chains are formal sums of paths. 
It is our intention to show that there is an intimate connection between 
the conceptions of homotopy and homology.

Let 3t denote a region in the finite z-plane. By N we denote the set of 
all homotopy classes C whose winding number Qc(g) with respect to 
every point a outside 31 is zero. If A and B are two elements of the set 
then it follows from (12.7-21) that Qb-ia = QA — QB = 0, that is, B~XA 
is also an element of the set. Hence

The set N of all homotopy classes of a region 3i whose winding numbers 
with respect to the points outside 3? are zero is a subgroup of the homotopy 
group.

In addition we have
The group N is an invariant subgroup of the homotopy group F.
In fact, if C is an arbitrary element of the homotopy group F and A 

an element of N then &CAC-i = + —= ClA =0 i.e., CAC1
belongs to N.

Now we shall say that the classes A and B are homologous if B~1A 
belongs to N, that is to say that QA = QB. We may write this as A ~ B.
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The multiplication of classes is commutative with respect to the homology 
relation.

This is a direct consequence of

&BA = ^a + ^B = ^B~^~^A = @AB

i.e.,
AB - BA.

If a and /? are generators of the classes A and B respectively this relation 
states that the winding number of the product Pct is equal to the 
winding number of aft and we may say that Pa ~ ctp. By this reason the 
group operation may be written additively. Since the group N is an 
invariant subgroup, it is natural to collect all homotopy classes which 
are homologous to a given class C into a class [C] and we may define

[X] + [B] = [AB].

These classes constitute a commutative group the factor group F/N 
of F modulo N. It is called the homology group of the region 9t.

Thus we have found a more abstract approach to the notion of homo­
logy and the question rises whether the theorems about integration may 
be interpreted in terms of this new notion. This will be the subject matter 
of the next section.

12.7.7 - Integration

First we recall (section 2.11.4) that if SR is a simply connected region 
then every function f(z) holomorphic throughout 91 possesses a primitive, 
i.e. there exists a (single-valued) function F(z) with F'(z) = /(z). This 
assertion fails to remain valid if 9t is not simply connected. But we can 
introduce a similar notion which has a meaning in every region.
Let y denote a path joining the points z0 and zt of a region 91 and let 
/(z) be a function holomorphic throughout 9i. We shall say that the 
funtion g(t\ 0 t 1, is a primitive of f(z) along y if it satisfies the 
following condition: for every Zo in the unit interval there exists in a 
neighbourhood of the point y(z0) in fR a primitive F(z) such that

g{t) = F(y(t)),’ (12.7-22)

if t is sufficiently near tQ. We shall prove that such a primitive always 
exists.

Because of the uniform continuity of y(/) we can find a finite number 
of points in the unit interval

t0 = 0 < G < ... < tn = 1,

such that for every tk, k = 1,the function y(t) maps the segment 
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tk-i = * = tk into an open disc Since this disc is simply connected 
there exists a primitive Fk(z) of f(z). The intersection of two consecutive 
discs Sjfc-i and k > 1, is not empty, for it contains the point y(tk_r) 
and it is again simply connected. It follows that Fk(z) — Fk_ t(z) is constant 
throughout this intersection. By adding a suitable constant we even have 
Fk(z) = Fk_fz) throughout the intersection. Now we define a function 
g(t) by means of

g(t) = Fk(y(t)), tk_1^t^tk,k = l,...,n. (12.7-23)

It is an easy matter to verify that this function is continuous on the unit 
interval. This proves the existence.

A primitive of this kind is determined up to an additive constant. Let 
and denote two primitives of/(z) along the path y. Since two 

primitives of/(z) in a disc differ only in a constant we may conclude that 
#2 W — 0i (0 is constant in a neighbourhood of every t0 of the unit interval. 
We express this by saying that <72(O“#i(O is locally constant. The set of 
values of t for which ^2(0~^i(0 = ^2(0)—^i(0) is evidently open and 
closed. On the other hand, because the unit interval is connected the set 
under consideration coincides with the unit interval. Summing up

A function f(z) holomorphic throughout a region fR possesses along 
every path y a primitive g(t), being a function such that for every t0 there 
is a primitive F(z) of f(z) in a suitably chosen neighbourhood of y(jf) 
for which (12.7-22) holds.

Let now y denote a smooth path joining z0 = y(0) to zt = y(l) 
According to (2.3-25) the integral of /(z) along a path y is

f/GM = f /(XOh'OM = f f ^(y(O)y'GM
J y */0 k= 1J tk~ i

= i (FM)-Fk(y(tk-^ = Fn(?0-Fi(y(<o)) = f7(l)-<7(0). 
k=l

If y is piecewise smooth we obtain the same result by adding the contri­
butions of the separate parts.

The condition of differentiability does not enter into the definition of 
primitive along a path. Hence we may define

f/GM = 0(l)-0(O), (12.7-24)
J y

where y is any path joining z0 = y(0) to zY = y(1), not necessarily smooth
In this connection it is interesting to investigate the behaviour of an 

integral if the path of integration undergoes a deformation. To this end 
we introduce the conception of primitive g(t, u) of /(z) with respect to 
the deformation (p(t, u), satisfying the condition:
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For every point (70, w0) in the deformation square ® there exists a 
neighbourhood of <p(z0, u0) in SR such that, if F(z) is a primitive of/(z) 
in this neighbourhood, we have

g(t, u) = F(<p(f, u)) (12.7-25)
for all (Z, w) sufficiently near (z0, w0).

The existence of a primitive of this kind may be proved in quite the 
same way as the existence of a primitive along a path. We divide the 
deformation square into small squares tk_r ^t tk, 
k = 1,..n, I — 1,..., n. Since (p(t9 w) is uniformly continuous we 
can take these subsquares so small that ^kt t can be mapped into an 
open disc ®kti within 9?, on which a primitive FM(z) of /(z) is defined. 
Keeping / fixed, we observe that the intersection of and ®ktl 
is not empty. By adjusting constants we may conclude that Fk_ltl(z) 
= Fkti(z) within this intersection and for ul^1 u we obtain a 
function gfa u) such that for every k we have

0((f, w) = Fkii(t, U), tk-! £t£tk, Ut_i ^Ut.
It is readily shown that gt(t9 u) is continuous in the rectangle 0 t 1, 

u ut. Every function gt is determined up to an additive constant 
and by adjusting constants we may conclude that gi-i(t, u) = gt(t9 u) if 
u = ut. Let now g(t, u) denote the function defined by the condition that

g(t, u) = g^t9 w), 1 I n,

if u uz. It is the desired function. Now we are sufficiently 
prepared to prove

If 7i « y2 then
f /GX = f fW. (12.7-26)
I n 172

In fact, according to (12.7-24),

f /(cx = ^(i,o)-^(o,o),

f y(cx = 0(1, i)-0(o, i)-

The truth of the assertions follows from

0(1,0) = 0(1, i), 0(0,0) = 0(0, i).
The following theorem brings the theory of this section in line with the 
considerations of section (2.5.2).

The value of the integral
f f(W (12.7-27)

J y
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of the holomorphic function f(z) in a region 9? in the finite plane along a 
closed path y is zero if y is homologous zero.

As we pointed out in section 2.4.5 the path y can be approximated by 
a polygon yl9 whose vertices are on y. Since this polygon can be linearly 
deformed into y its winding number, being the integral

— f —, 
2niJyi £-a’

(12.7-28)

is equal to the winding number of <S with respect to every a outside 9?. 
Hence yi ~ 0 and from Cauchy’s theorem of section 2.5.2 follows the 
truth of the assertion.

If y generates the homotopy class C and the homology class [C] the 
integrals

f/GM f /(0<

J c J [C]

can be defined by (12.7-24). Hence it is rather indifferent whether C 
denotes a path or a class.

As we pointed out in section 12.2.5 integration of an analytic function 
may be defined by analytic continuation. Since analytic continuation is 
possible along any continuous path we need not suppose that the path 
is (sectionally) differentiable. We wish to clarify some details which will 
find application in subsequent sections.

Let F(z) denote an analytic function defined throughout a region 91 and 
let z0, zt denote two (not necessarily different) points connected by a 
path y in 9i. We consider a function element/0(z) °f ^(z) in a neighbour­
hood of z0. It possesses a primitive #0(z) which is uniquely determined 
if we assign a given value to it at z0. Starting with <£0(z) we are led by 
analytic continuation along y to a uniquely defined element ^(z) in the 
vicinity of zr. According to the first theorem of section 12.2.2 its derivative 
/i(z) is obtained by continuing analytically /0(z) along y. With this in 
mind we define

f F(0< = ^(Z1) - ^o(zo). (12.7-29)

It should be noticed that the expression on the left makes sense, 
provided we have assigned the function element at z0.

Now we may ask what happens if y is replaced by its inverse y”1, 
assuming that y is a loop beginning and ending at z0. Analytic continua­
tion of <P0(z) along y'1 leads to #-i(z) in the vicinity of z0, and, there­
fore,

f F(CX = (12.7-30) 



341) ANALYTIC FUNCTIONS -RIEMANN SURFACES [12

whereas the integral on the left of (12.7-9) is now <P1(z0) — &0(z0).
At first sight there does not seem to exist a simple relation between the 

two integrals under consideration. The situation is, however, extremely 
simple if y is such that by analytic continuation of/0(z) we are led to 
;0(z) again, i.e., if y is closed with respect to analytic continuation of this 
element. In this case we may state

If the loop y is closed with respect to analytic continuation of the function 
elements of the analytic function F(z) then

f F(0dC = - f F(C)<. (12.7-31)
Jy 1 Jy

Indeed, = 4>04-c, where c is a constant and = &q — c. The 
integral on the left has the value <P _ fz — <P 0(z = — c = — (fPfzo)- 
^o(zo))- This concludes the proof.

In the case that F(z) is a single-valued holomorphic function /(z) the 
equality (12.7-31) remains valid if y is not necessarily a closed path. 
Indeed, if g(t) is a primitive of /(z) along y then h(t) = g(l—t) is a 
primitive along y-1 and

f /(0< = h(l)-h(O) = g(0)-0(1) = - f/(0<.
Jy-1 Jy

A somewhat more general situation occurs if y is an elementary loop 
about z = z and F(z) admits of a multiplier there. This means that continu­
ation of any element of F(z) leads to an element obtained from the one 
we started with by multiplying it by a certain constant It is clear that 
then #i(z) = £d>0(z) and In this case we have

If y denotes an elementary loop about z = a and if F(z) possesses a 
multiplier there, then

f F(0<= -C1 ff(0<. (12.7-32)
J y ~ 1 J y

This follows from

f = r1 $o(zo) - ^o(zo) = (C1 - l)^o(zo)
J y~ 1

= -r*(^-Wzo)= -r'fw.
J y

Examples of functions with multipliers at isolated points have been 
considered in section 12.2.5.

We proceed with the investigation of an integral taken along the 
product /fa of two loops ft and a. If a is subject to a restrictive condition 
as stated below we have



12.7] DEFORMATION OF PATHS 347

If the loop a is closed with respect to analytic continuation of the function 
elements of the analytic function F(z), then

f = f F(0< + f (12.7-33)

Let #i(z) denote the function element obtained from <P0(z) by analytic 
continuation along a and #2(z) the element obtained from <P0(z) by 
analytic continuation along p. Then <£2(z) is obtained by analytic con­
tinuation along pa from <P0(z). Hence

f F(CX = <P2(z0)-<*>0(z0) = ^2(zo)-^i(zo) + ^i(zo)-^o(zo)- 
J pa

Now
^(zq)-^) = f F(0<.

J a

Let F(z) be the element obtained from ^0(z) by analytic continuation 
along p. Then

<F(z0)-^>0(z0) = f F(0JC

Since a is closed with respect to analytic continuation of the elements 
of F(z) we have ^fz) = d>Q(z) + c and #2(z) = T(z) + c. Hence

#2(zo)~$i(zo) = ^(zo)-^o(zo) = f F(CX-

This concludes the proof of the assertion.
In the case that F(z) is a single-valued holomorphic function /(z) the 

equality (12.7-33) remains true if P and a are not necessarily closed paths. 
Indeed if ga(t) is a primitive of/(z) along a and gp(t) a primitive of/(z) 
along P then

n(f\ _ ( 9a(^)f 0 = I =
gW~\gp(2t-l),

is a primitive of/(z) along Pa. According to (12.7-24) we have

f /(CX = 0(1)-0(O) = 0(1)-^(1)+Xi)-Xo)

= ^(i)-^(o)+^(i)-^(o) = [/©<+ f/w-
J P J a

Next we suppose that a and p are elementary loops about the points 
z = a and z = b and that F(z) possesses multipliers £ and r[ at these 
points respectively. In this case we have
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If a denotes an elementary loop about z = a and p an elementary loop 
about z = b, if further F(z) possesses a multiplier £ at a and a multiplier r] 
at b then

v a •/ p

f F((M = [fCCX+j? fr(CX.
J ctp J p J a,

(12.7-34)

By assumption /t(z) = C/o(z)» whence ^(z) = £<f0(z) and $2(2) 
= ^(z). It follows that

^2(z0)-^1(z0) = e(^(zo)-^o(^» = e f w,

whereas

$i(zo)-$o(zo)= [f(CX. 
J a

The proof of the second equation (12.7-34) is quite the same.
The following assertion is of particular interest.
Under the assumptions of the previous theorem, if (b+, a+, b_, af) 

denotes a Jordan-Pochhammer contour about a and b within a region 3? 
punctured at the points a and b and in which F(z) is arbitrarily continuable 
then

»(&+, a + , b_,a_) q p
= (1-0 I F(;X-(l-0 F(CX-

Jp Ja
(12.7-35)

It is not difficult to see that the Jordan-Pochhammer contour (fig. 
12.2-9) is homotopic in fR to the path a~1p~1otp. By virtue of (12.7-34) 
and (12.7-32) we have

= f+4-d’-f
J P J a J p J a J P v a

A particular case is of some interest. Suppose that

fw
J Zq

exist, the first integral being taken along a path that does not encircle b, 
etc. Then, evidently,
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f f(o< = fxcx+e Pwc = (i-o Pw,
J a J zq * a J zq

fwc =(i-i/)pF(CX.
J p J zq

It follows that

f f / rb ra \ cb
(1-0 -d-n) =(1-O(1-O - =(1-0(1-^) ,

J P J a \Jzo* zq' J a

whence
r*(b +, a+, b-, a_) f*b

F(CX = (l-0(l-0 W- (12.7-36)
J J a

A particular case of this formula is (12.2-45).

12.7.8-Determination of the homotopy groups of certain regions

For the applications we need the knowledge of the homotopy groups of 
certain regions which we shall consider in more detail. Let us first focus 
our attention on a convex region (section 2.2.1).

The homotopy group of a convex region reduces to the unit element.
This is almost trivial, for any loop y can be deformed linearly into the 

base point z0; indeed the base point can be joined to each point by means 
of a linear segment within the region.

In particular the homotopy group of an open disc or of the finite plane 
or of the extended plane reduces to the unit element.

Now we state the important theorem
A region is simply connected if and only if its homotopy group reduces 

to the unit element.
By Riemann’s mapping theorem of section 10.5.2 any simply connected 

region with at least two boundary points can be mapped conformly (and 
hence topologically) onto an open disc. If there is only one boundary point 
or if there is no boundary point then by a linear fractional transformation 
the region can be mapped onto the open plane or into the extended plane. 
In view of the last theorem of section 12.7.5 we conclude that the homo­
topy group reduces to the unit element.

Suppose now that 91 is not simply connected. Then its complement in 
the extended plane is not connected (section 9.1.3) and it has at least one 
finite component. As in the proof of the first theorem of section 9.1.3 
we may construct a path whose winding number with respect to a point 
in this finite component is not zero. Without loss of generality we may 
assume that 91 does not contain the point at infinity. Hence the path 
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mentioned above is not homotopic to 1, in contradiction to the assump­
tion. This concludes the proof of the theorem.

In particular we have again the monodromy theorem of section 12.2.3: 
If a function element (f can be continued along every path in a simply 
connected region then it generates a single-valued function defined through­
out the region. In fact in such a region every two paths connecting the 
points z0 and zt are homotopic.

Next we consider in the finite plane a convex region 31 from which 
one point is deleted. On applying, if necessary, a linear transformation, 
we may suppose that the region is punctured at the origin. We consider a 
circumference of radius r around the origin belonging to 9?. Let z0 
denote a point on the circumference. The circumference may be para­
metrized as

z(0 = re2ni', 0 g t 1. (12.7-37)

Let now y denote a loop within the region beginning and ending at z0. 
The deformation

(p(t, u) = (l-u)y(t)+rw 
1X01

deforms y into a path fl whose carrier belongs to the circumference. By 
continuity every point t0 in the unit interval 0 t 1 has a neighbour­
hood such that for all points within the neighbourhood

Hence fl(t) cannot take both the values z0 and — z0 for these values of t.

Fig. 12.7-8. Determination of the homotopy group of a convex region from which one 
point is deleted
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By uniform continuity we may divide /? into subpaths ,.. ., such that

P = Pnpn-i..-Pi,

where pk, k = 1,. . n, either does not contain z0 or — z0. Let the ter­
minal points of pk be denoted by zk_r and zk9 (fig. 12.7-8). Now pk is 
in a simply connected region obtained if we delete from sJt the points of 
the positive or the negative axis; hence it may be deformed into one of the 
circular arcs joining zk_x to zk. Thus y is homotopic to a product of 
circular arcs at,. .., a„. Introducing rectilinear segments . . ., 
joining z0 to z15. . ., zn_j respectively we readily see that

y a

that is to say y is homotopic to a product of paths 2^ t, where 20 
and Xn are constant paths with carrier z0. Now by linear deformation such 
a path is either homotopic to lZo or to a11, where a denotes the circum­
ference described in the positive direction beginning and ending at z0. 
It is clear that a is not homotopic to lzo, for £2a(0) = 1. Hence y is homo- 
topic to a power am of a. Since am « lzo entails maQa(0) = 0, we find 
that m = 0 and we may infer that

The homotopy group of a punctured convex region in the finite plane is 
the infinite cyclic group.

Sometimes it is convenient to replace a by a so-called elementary loop. 
We connect the points z0 = r and z = 8 > 0 by means of a straight line 
segment 2, then describe a circle about z = 0 with radius e beginning and 
ending at 8 and go back along A-1 to z0, (fig. 12.7-9). Since the winding 
number of this path with respect to the origin is again equal to 1, it is 
homotopic to a, and may, therefore, be taken as a generating element of 
the class A which generated the cyclic group.
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Fig. 12.7-10. Determination of the homotopy group of a convex region punctured at 
several points

We conclude this section by determining the homotopy group of a 
convex region from which the points a15..., an, n > 1, are omitted. 
We take a point such that no two of these are collinear with z0, (fig. 
12.7-10). Next we take in the unit interval n+\ points

t0 = 0 < .. < tn = 1, (12.7-38)

dividing this interval into n parts. The path, being a map of this interval 
beginning and ending at z0, is divided into n subpaths
where the terminal points of yk are zk_l = zk — y(tk), k = 1,
..., n. Next we construct half rays issuing from zQ and passing through 
z15 . . ., zn_i. By uniform continuity we can make the subdivision 
(12.7-38) so fine that between two consecutive half rays there is no more 
than one point ar,.. ., an (if a half ray through rk passes through one of 
these points we omit it) and that they bound a convex region which is 
punctured at at most one point.

Introducing the segments which join z0 to z15. . ., zM_19 calling them 
we evidently have

y ~ yn^-n-l^n-iyn-l- ■ ■^2ly2^1^1iyi,

i.e., y is a product of paths ^k1yk^k-.i where 20 and An are constant 
paths at z0. It is clear that any path of this type is included in a convex 
angular region, containing z0 and two consecutive half rays and no more 
than one of the points a19an. Hence, by the previous results either path 
is homotopic to a power of a/5 where oq is an elementary path correspond­
ing to a}. Since no power of such an elementary path is homotopic to z0
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Fig. 12.7-11. Decomposition of analytic continuation along a circumference’enclosing 
singular points into analytic continuations along elementary paths

we see that y is homotopic to a product of factors a™1 and we conclude
The homotopy group of a convex region in the finite plane punctured 

at n points a19..an is the free group with n generators.
By a similar reasoning we find the same result if, instead of points, 

small open discs are omitted from the region.
A particular case deserves mention. Let k denote a circumference about 

z0 and including the n points deleted from the finite plane. This circum­
ference gives rise to a path A-1kA where A denotes any segment joining z0 
to a point of the circumference. By dividing it into n parts, (fig. 12.7-11), 
we readily see that

A’1 kA « (12.7-39)

Thus analytic continuation along the elementary paths a15. . ., a„ taken 
in cyclic order yields the same result as analytic continuation along 
A-1kA.

12.7.9 - Symmetric expression for the eulerian beta function

In section 12.2.6 we obtained a general expression for the Eulerian 
beta function (4.7-38), viz. the formula (12.2-45), valid for all values of p 
and q. If Re p > 0, Re q > 0 it reduces to (4.7-38). This formula is, 
however, not symmetric with respect to the winding points of the inte­
grand, for these are at z — 0, z = 1 and z = oo and do not enter in a 
symmetric way in the formula. In order to find an expression in which 
these points play the same part, we perform a linear fractional trans­
formation which carries these points into the finite points a, b and c.
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The desired transformation is

u =
(t-c)(b-a) (12.7-40)

Then, evidently,

i-u =
(t-c)(b-a)

and
, (a —b)(b-c)(c —a)du = *--- —A - dt.(t-c)\b-a)2

The integral on the left of (12.2-44) takes the form 

— (J) — c)p(c — a)q(b — ayp~q+1 x
x

’(b + , a+,b-,a-)

= (b — c)p(c — a)q(a — byp~q+le~ni(p+q}x
x

‘(b+ , a+ , b- , a-)

The expression on the right of (12.2-44) is

q)= -4e’,i(p+4)sin np sin nq I\p+q)
With reference to (4.6-13) we may bring this into the form

—47r2e1,,(p+g) 
r(i-p)r(i-?)r(p+g)’

Let now r denote the number satisfying

p + q + r = 1.

Then (12.2-44) takes the form

1 dtc
— 4n2 (12.7-42)

r(i-p)r(i-^)r(i-r)’

where, for the time being, C denotes the image of the Jordan-Pochham­
mer loop (Z>+, a+, b_, tz_). The symmetry will be complete if we can 
deform this loop suitably in the extended plane, punctured at the points 
a, b and c. In fact, the integrand occurring in (12.7-32) is regular at 
infinity.



12.7] DEFORMATION OF PATHS 355

Fig. 12.7-12. The path of integration for the symmetric expression for the beta 
function

Let a, and y denote elementary loops around a, b and c respectively. 
It is clear that the path C is homotopic to the product a”1/?”1 a/?. On the 
other hand the result obtained at the end of the previous section states 
that /?ay is homotopic to a closed path encircling the points a, b and c 
once. Since the exterior of a closed disc in the extended plane is simply 
connected this loop can be shrunk into a point and it follows that 
y « Hence C is homotopic to ya/? and by a slight modification
we may deform it into a path having the form of a clover leaf, encircling 
the points a, b and c once, (fig. 12.7-12).



Chapter 13

AUTOMORPHIC FUNCTIONS

13.1 - Groups of linear transformations

13.1.1 - Covering transformations

The functions which solve the problem of the uniformization of an 
analytic function have a remarkable property which can be brought to 
the fore if we consider the so-called covering transformations of the 
universal covering surface of a Riemann surface.

A covering transformation of a triangulated universal covering surface 
§ of a Riemann surface § is a homeomorphism of § into itself which 
maps each vertex p over onto another vertex lying over the same point 
p. Thus a covering transformation interchanges the vertices having the 
same trace on Moreover, it permutes sides lying above the same side 
of a triangle on

The covering transformation which maps onto p2 is unique.
Let p denote an arbitrary vertex on § and let Cr be a path from 

to p2. The path Cr lies above a path C on g. When transforms into 
p2> then Ci goes into a path C2 on § which starts at p2 and also lies 
over C. Thus the end point of C2 must be the uniquely defined image of p.

The set of covering transformations of § clearly forms a group under 
the operation of composition of mappings. It is called the fundamental 
group of and it can be proved that it is a topological invariant of 
i.e., fundamental groups of homeomorphic surfaces are isomorphic.

A direct consequence of the above assertion is
A covering transformation which is not the identity has no fixed points.
The fundamental group is properly discontinuous, i.e., there is a point 

on § which possesses a neighbourhood U(q) such that every non-identical 
transformation of the fundamental group transforms q into a point 
which is outside U(q). This is clear if we take for q a point which is inside 
a triangle of the triangulation, for the transformations interchanges 
triangles.

Let us now map the surface § onto a canonical region (S in the s- 
plane in conformation with the considerations of section 12.6.7. To 
every covering transformation corresponds a topological transformation 
of the normal region onto itself. As we proved in section 9.3.3 and in 
section 9.5.1 such a transformation is a linear fractional transformation

[356]
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and none of these transformations have a fixed point in the canonical 
region. Since the mapping of § onto © is one-to-one the group G of these 
automorphisms of the canonical region is also properly discontinuous.

By means of the mapping of § onto © a function on § can be con­
sidered as a function on ® with the property that it takes the same value 
at points of © which correspond with respect to the transformations of (7. 
Hence a function of this kind is automorphic with respect to this group. 
Conversely an automorphic function with respect to G gives rise to a 
function on §.

This chapter is devoted to the study of properly discontinuous groups 
and the associate (single-valued) automorphic functions.

13.1.2 - Properly discontinuous groups

A group of linear (fractional) transformations in the s-plane is called 
discontinuous if it contains no infinitesimal transformations. That means 
that it does not contain a sequence of different transformations which 
converge to the identity. Otherwise stated: in the group is no sequence

„ = 1; 2,
cn s + dn

an b, 
cn d.

0, dn * 0, (13.1-1)

with

lim = 1, lim = lim = 0. 
n-*oo dn n-*oo dn n-*oo dn

A group is said to be properly discontinuous if there exists a point sQ 
and a neighbourhood UOo) of this point such that all transformations of 
the group carry of U(50) outside U(s0). The theory of automorphic 
functions is founded on the theory of these groups.

A properly discontinuous group is discontinuous. The converse is not 
true. A famous counter example is Picard's group consisting of the 
transformations

as+b s ->-------,
cs + d

a b 
c d

(13.1-2)

where a, b, c and d are Gaussian integers, i.e., numbers of the form 
p+qi, where p and q are real integers.

Suppose the group contains a sequence converging to the identity. 
We may write 

with = ajdn, fin = bn/dn, yn = cn/dn and make the additional assump­
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tion andn — bncn = 1. Now we have

lim a„ = 1, lim = lim yn = 0. 
n-»ao n-*oo m->oo

Since
lim = lim i = 1,

n-+oo n->co Cln

we have for sufficiently large n that dn = ±1, an = dn, bn = cn = 0. 
Hence, from a certain index upwards all transformations in the sequence 
are equal to the identical transformation; the group is discontinuous.

The group is, however, not properly discontinuous. To substantiate 
this statement we observe that it is possible to define an Euclidean 
algorithm in the integral domain of the Gaussian integers and by well- 
known arguments it turns out that every Gaussian number can be de­
composed into a finite number of prime numbers.

Suppose we are given a rational number i\ + ir2, which we may 
represent as

b ri + ir2 = —, 
a

where b and d are relatively prime Gaussian integers. Hence the greatest 
common divisor of b and d is unity and we can find integers a and c 
such that

1 = ad —be.
It follows that

as + b s ->-------
cs + d

belongs to the group and it transforms 5 = 0 into b/d = + zr2- Hence
all Gaussian rational numbers are congruent to zero and, therefore, 
there are images of this point within an arbitrary small neighbourhood 
of s = 0.

13.1.3 - The isometric circles

The study of the properly discontinuous groups is much facilitated by 
the introduction of the conception of the isometric circle of a transfor­
mation. We are interested in those points at which the transformation

. as + bAs = ------ ,
cs + d

a b 
c d

(13.1-3)

leaves the infinitesimal Euclidean lengths unchanged, at which, therefore, 

I A's| = 1,
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the prime denoting differentiation, i.e., A's = d(As)lds. The necessary 
and sufficient condition is expressed by

|A'S| = <13-1-4)
|cs + d\

or
\cs + d\ = 1. (13.1-5)

If c / 0 the set of points satisfying this equation is a circle / with centre

and radius

(13.1-6)

(13.1-7)

It is called the isometric circle of the transformation (13.1-3).
If c =0, then s = oo is a fixed point for the transformation (13.1-3). 

In this case (13.1-5) is only satisfied for |rf| = 1. But then the whole 
open plane is an isometric set. If c = 0 and |d\ / 1 there are no isometric 
sets of points.

It is natural to exclude first the case that c = 0. We assert
Lengths within the isometric circle are increased in magnitude and 

lengths outside the isometric circle are decreased in magnitude.
The proof is easy. If s is inside /, then 

_1_
kl ’

or 
|cs + J| < 1,

i.e., |A's| > 1. Similarly, if 5 is outside I then |A'^| < 1. Next we prove
A transformation carries its isometric circle into the isometric circle 

of the inverse transformation.
The inverse transformation of (13.1-3), being

D -ds + bBs = ---------
cs — a

(13.1-8)

has the isometric circle I' represented by

|cs — a\ = 1.

Its centre is a[c9 its radius l/|c|. Now we have for all s, t, related by 
t = As

|B'd |A's| = 1, 
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where the primes attached to A and B denote differentiation. Hence the 
interior of 1 is transformed into the exterior of I' and the exterior of I 
into the interior of Z'. It follows that I is transformed into Z'.

The proof can also given by straight-forward computation. In fact, 
inserting (13.1-8) into (13.1-5) we get

— cds+cb , ---------------M
cs—a

cb~ad
cs—a

—— = 1. 
|c5—a\

Finally we shall prove
Given two circles I and I' with equal radii and two points sr on I and 

s[ on I', there is precisely one linear fractional transformation

s' = As

such that I is its isometric circle, I' the image of I and = Asx.

Fig. 13.1-1. Linear fractional transformation with given different isometric circles

Assume first that the centres sA and sA of I and I' are different, (fig. 
13.1-1). We reflect the s-plane in the line Z, the perpendicular bisector 
of the segment connecting sA and s'^. Then we reflect with respect to I' 
and finally we rotate the plane about s'K such that we obtain the image 
s[ of the point . It is clear that we thus obtain the required transforma­
tion. If sA and sX coincide we first reflect in the bisector L of the angle 

(fig- 13.1-2), then in I = Z'. The uniqueness of the mapping 
is proved by the following arguments. Since the exterior of I is trans­
formed into the interior of I' the circumferences are percorsed in the same 
sense. Because of the isometry the corresponding arcs of Zand Z' are equaL
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Fig. 13.1-2. Linear fractional transformation with given coincident isometric circles

Hence by assigning the image si on I' of a point sY on I to all images 
of the points of I are determined. Referring to section 9.3.4 we may 
conclude to the truth of the assertion.

13.1.4 - Fixed circles

Assume that the set 21 is invariant with respect to a transformation A, 
i.e., if s is in 21 so is As and, conversely, every point of 21 is the image of a 
point of 21. If P is any transformation we denote the image of 21 as given 
by P by 21* = P21. Then we have in a notation which requires no comment

PAP-12l* = PA21 = P2I = 21*.

Hence
If 21 is invariant with respect to A, then P21 is invariant with respect to 

the conjugate transformation PAP-1 (compare section 9.3.5).
By a fixed circle of a transformation A we understand a circle which 

is (as a whole) invariant with respect to A as well as its interior. Otherwise 
stated, it is invariant preserving its orientation.

In view of the above remark we may study the configuration of fixed 
circles for transformations represented by their canonical forms (section 
9.3.6), viz.,

s' = KS, s' = s + p, p > 0.

If k = ei<?, 0 < 0 < 2ti, the transformation is elliptic and the con­
centric circles about s = 0 are fixed circles. If 0 = 7c, the lines through 
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the origin are also invariant, but they are not fixed circles, because the 
two half planes separated by such a line are interchanged.

If k is real, positive and ^1, then the transformation is hyperbolic 
and the lines through the origin are fixed circles.

In the case of a parabolic transformation s' = s+p the horizontal 
lines Im s = constant are fixed circles.

If, finally, k = reie, 0 < 0 < 2n, r / 1, the transformation is loxo­
dromic and there are no fixed circles. In the case 0 = n the lines through 
the origin are invariant, but they are not fixed circles by the reason as 
above.

Summing up
In the elliptic case the fixed circles are the circles orthogonal to the 

pencil of the circles through the fixed points.
In the hyperbolic case the fixed circles are the circles through the 

fixed points.
In the parabolic case the fixed circles constitute a pencil of circles which 

are tangent at the fixed point to a line through this fixed point.
In order to study the relation between fixed circles and the isometric 

circle of a transformation we assume that c 0. Then the fixed points 
and s2 are finite and in the elliptic or hyperbolic case we may represent 
the transformation as

S-^ = k ———. (13.1-9)
s — s2 s — s2

Making s -> st (whence s' -> we find that the value of ds'lds at is k. 
By a similar argument we find that the value of this derivative at s2 
is 1/k. Thus we see that if |/c| / 1 there is an increase of length at one 
fixed point and a decrease at the other. Hence

For the hyberbolic and loxodromic transformations one fixed point is 
inside the isometric circle, the other outside.

If |k| = 1 there is no alteration. Hence
For the elliptic transformations both fixed points are on the isometric 

circle.
A parabolic transformation with finite fixed point s0 can be represented 

by

+p, p > 0, (13.1-10)
S Sq S Sq

and reasoning as above we see that ds'/ds is 1 at the fixed point. Hence 
For the parabolic transformation the fixed point is on the isometric circle. 
In the elliptic and parabolic case the fixed points are also on I'.
In the elliptic transformation with a + d # 0 the circles I and I' intersect 

and the line L used in the construction at the end of section 13.1.3 is 



13.1] GROUPS OF LINEAR TRANSFORMATIONS 363

the common chord. In the parabolic transformation L is the common 
tangent to I and I' at their point of tangency. If a + d = 0 so that I and I' 
coincide the line L is the line joining the fixed points which are then at 
the end of a diameter.

A non-loxodromic transformation has a one-parameter family of 
fixed circles. It consists of the circles with centres on L orthogonal to I 
(and also to /'). Indeed, being orthogonal to /, such a circle is trans­
formed into itself by an inversion in /; and a reflection inL, a diameter, 
transforms it again into itself. Thus we see

In a non-loxodromic transformation the isometric circle is orthogonal to 
the fixed circles.

13.1.5 - The isometric circles of a group

For a properly discontinuous group there exists, by hypothesis, at 
least one point s0 such that there are no transforms of s0 in a sufficiently 
small neighbourhood of s0. By applying a suitable transformation and 
considering a conjugate group (section 9.3.5) we may suppose that 
.s0 = oo. A neighbourhood of oo is the exterior of a circle about the 
origin. It follows that we can find a number p such that all transforms 
of oo with respect to the group are inside an open disc ®p of radius p 
and centred at the origin.

Since oo is not a fixed point for any transformation of the group we 
have c/0. The centre of an isometric circle, being —die, is congruent 
to oo and lies inside ©p.

Certain relations between the isometric circles of two transformations 
and the isometric circle of their product will be of use. Employing the 
notation (9.3-8) we consider two transformations

A2
fez"! 

^2 J
(13.1-11)

with determinants equal to unity. Then

A2At a2bi-\-b2di 
c2 bi 4"d2 di

(13.1-12)^2 1 "F ^2 1 

c2 a i +d2 Ci

We assume further that Ax / A2 l, i.e., A2 At is not the identity. Then the 
isometric circle of A2At is given by

|(c2ax + d2Ci)s + c2bi + d2 dj = 1. (13.1-13)

The isometric circles of A1? At \ A2, A2*, A2At will be denoted by 
/a1? /a15 /a2, /a2, Z^a, respectively; their centres by sA1, ^a2, 42> 
^A2At respectively. Then, evidently,
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dr d2
sA1 -- --------- > SAj “ , Sa2 --- --------------

C1 Cl C2
c2 & 1 ^2 d^s a2 = — , SA2At =

Cl C2 &i H" d2 Cx

and the corresponding radii

1 1
rAt ~ > rA2 ~ . » rA2A2

|cj |c2|
= 1

lc2a1+d2cl]

It follows that
1______= rA2rA»

r A2Aj J
1 Z, I I |sa, - «a2I ’ki c2| —+ —

Ci Cl
and

C2 ^1 "b ^1 ^1 ClSa2a. Sa. = — ■ - -........ + —c2a1 + t/2c1 c^a^d^x)
whence

1 1 ^*A2Ai ^*Aj rj.ISAjA,—SAJ = —i
rA2 |SAt Sa2|

or
^Aj — |SA2Aj SA1||SA1 Sa2|«

(13.1-14)

(13.1-15)

(13.1-16)

(13.1-17)

(13.1-18)

(13.1-19)

Each factor in the second member, being the distance between two 
points of is less than 2p. Hence r^ < 4p2,

< 2p. (13.1-20)

Thus we proved:
The radii of the isometric circles are bounded. 
From (13.1-16) we deduce

|sA1 Sa2 I rA2At ’

Let 7A2 and be two different isometric circles with radii > k > 0. 
Then A2At is not the identity and

I^Aj SA21
2p

(13.1-21)

The distance between the centres of two isometric circles with radii 
exceeding k has thus a positive lower bound. Since the distance of the 
centres of all such circles from the origin does not exceed p their number 
must be finite. It follows that
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The number of isometric circles with radii exceeding a given number is 
finite. Hence the number of transformations of a group with infinitely many 
members is enumerable.

Finally we shall prove
Let the properly discontinuous group G contain the infinitely many 

linear transformations Ao = E, A1? A2, .... Then the radii rn of the 
isometric circles of the transformations A„ tend to zero as n co;

lim rn = 0. (13.1-22)
W+00

We assume, as always, that there is a neighbourhood about oo such 
that the transforms of oo are in ®p. Hence all isometric circles are in a disc 
®3p, as follows from (13.1-20). Since the exterior of an isometric circle 
is transformed into the interior of another circle, every point outside ®3p 
is transformed into a point inside ®3p. Hence the images of the exterior 
of ®3p form a set of discs inside ®3p. We contend that these discs are 
disjunct. For if two discs and being the images of the exterior of 
®3p as given by A and B, should have a point s0 in common then there 
would be two points and s2 outside ®3p such that

So = Asj, Sq =: Bs2 
whence

s2 = B 1As1,

in contradiction to the property of the exterior of S3p.
Consider now a transformation An. Its isometric circle be In and 7/ be 

the image of In as given by A„. The radius of these two circles will be 
denoted by rn. A disc with radius 4p about the centre of In contains 
®3p in its interior. Applying the construction as described at the end of 
section 13.1.3 the disc is transformed into a disc about the centre 
of with the radius pn = r„l4p. The interior of this disc is in the 
interior of the image of the exterior of ®3p. Hence the discs are also 
in ®3p and are disjoint. Their radii pn must, theiefore tend to zero, and 
the same is true for rn. This proves the assertion.

Another consequence is the following:
The series

f rj (13.1-23)
v — 1

is convergent.
Since the sum of the areas of the circles does not exceed the area 

of ®3p, we have

Y np2 9np2,
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whence

f r? = 16p2f pv2<U44p4. 
v— 1 v=1

This proves the assertion.
The result remains true if the point at infinity is a fixed point of an 

elliptic transformation of order g. The isometric circles are confined 
to a finite region as before, and the constant p exists. There is the 
difference that a point outside may have g—l points outside 
congruent to it. The circles SB' can overlap, but no point can be interior 
to more than g such circles. Hence

00

Y Tip2 9gnp2 
v= 1

and the reasoning is as that before.

13.1.6 - Limit points

We assume again that the group G is such that there are no points 
congruent to oo in a suitable neighbourhood of infinity. By a limit point 
of the group we understand an accumulation point of the centres of the 
isometric circles of the elements of the group. A point which is not a 
limit point is called ordinary.

The set of limit points is transformed into itself by any transformation 
of the group.

We observe that the centre of the isometric circle of a transformation of 
the group is the image of the point at infinity as given by this transforma­
tion. Hence the transform of a centre by any transformation of the group 
is the centre of another isometric circle or is the point at infinity.

Let p be an accumulation point of the centres • • •• A transfor­
mation A which carries p into p' carries these centres into the points 
s[, sf2,. . ., with accumulation point p'. The points of the latter set, with 
possible exception of the point at infinity, are centres of isometric circles 
and, therefore, p' is also a limit point. No point which is not a limit 
point is carried by A into a limit point, since otherwise A"1 would 
carry a limit point into an ordinary point.

The following theorem is of fundamental importance.
In every neighbourhood of a limit point p there are infinitely many 

points equivalent to an arbitrary point of the plane, except perhaps to p itself 
and to one other point.

That these exceptions are possible may be shown by the group of 
transformations
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1)+1’ n °’±1’±2’-’ (13.1-24)

The centres of the isometric circles are —1/(2”—1) and tend to 0 as 
n -> oo and to 1 as n -> — oo. Hence 0 and 1 are the limit points. But 
to s' = 0 corresponds always s' = 0 and to s = 1 corresponds s' = 1. 
Thus these points are exceptional. The theorem is true for every prop­
erly discontinuous group, for the statement is invariant with respect to 
the replacing of a group by a conjugate group. Hence it is sufficient to 
prove it under the restrictive assumption made in the beginning of this 
section.

In order to prove the theorem we consider a sequence 7/, I2,. . . of 
isometric circles whose centres converge to p. We know that their radii 
converge to zero. Let A1, A2,... denote transformations of the group 
whose isometric circles I19 I2, -.. are transformed into 7(, I2, . . . 
by these transformations respectively. The centres of these circles have 
at least one accumulation point p' and we may assume that this is the 
only one, for otherwise we could extract a subsequence having this 
property. Two cases must be considered:

a) Let p' / p. Take any point q different from p and p'. For suffi­
ciently large n the circles In and 7n' are separated, 7M' in a given neigh­
bourhood of p, p exterior to In and q exterior to 7n' and In. The trans­
formation A„ carries q into the interior of 7„', that is into the neighbour­
hood of p. It may happen that Nnq = p. Then p is not a fixed point of 
An, i.e., Knp ± Knq \s different from p. Sincep is outside In, knp is inside 
If Hence either knq / p9 or AnAn^ p is in //, i.e., in a neighbourhood 
of p.

b) Let p' = p and let qY , q2 be different from p, and qY q2. If n is 
sufficiently large, then qr and q2 are outside the isometric circle 
Then An^t and Knq2 are inside these circles. For at most one of the points 

q2 it is possible that Anqr = p or Knq2 = p, if n is sufficiently large.
Assuming this for qY we have that A„^2 / p for all q2 ± qr and thus we 
see that the theorem holds also in this case.

A first application of this theorem is
If a closed set 6 of points, consisting of more than two points, is trans­

formed into itself by all transformations of the group, then ® contains 
all limit points.

Let p denote a limit point and pY, p2 two points of At least one has 
transforms in the vicinity of p, these transforms being also points of S, 
by hypothesis. Hence p is an accumulation point of & and belongs to 

Another application is the theorem
The set of limit points, containing more than two points, is a perfect set.
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This means that the set is closed and that every point of the set is an 
accumulation point. The first property follows at once. Indeed, since each 
limit point contains an infinity of centres of isometric circles in any of its 
neighbourhoods, an accumulation point of limit points has also an infinite 
number of centres of isometric circles in each of its neighbourhoods. 
It remains to show that any limit point fi has an infinity of limit points 
in its vicinity. If and p2 are two other limit points, at least one has an 
infinite number of transforms in a neighbourhood of p. Since these trans­
forms are again limit points (second theorem of this section) the second 
property is now also clear.

The fixed points of a parabolic or hyperbolic transformation of the group 
are limit points.

If A is such a transformation then the powers A”, n = +1, ±2,. . . 
are all different. In the hyperbolic case the fixed points are within In or I„, 
the isometric circles of A" or A"" respectively and their radii tend to 
zero. In the parabolic case the fixed point is on ln and and the same 
argument may be employed.

13.2 - The fundamental domain

13.2.1 - Definition and simple properties

An open set is called a fundamental domain of a group G, if it does not 
contain two equivalent points, and such that every neighbourhood of 
any point on the boundary contains points equivalent to points in the 
given set. Later we shall adjoin to the domain a part of its boundary, 
but for the present it shall consist only of inteiior points. It may be a 
region or it may comprise two or more disconnected parts. It is clear 
that a fundamental domain is in no wise unique. Any set congruent to it 
will serve as a fundamental domain. We can replace any part of it by a 
congruent part and still have a fundamental domain.

The transforms of a fundamental domain by two distinct transformations 
of the group do not overlap.

It is sufficient to prove the following assertion: If no two points of an 
open set 21 are equivalent, the transforms of the set by two distinct 
transformations do not overlap. Suppose that the transformations 
P and Q carry 21 into two overlapping sets. Any point s0 in the common 
part is the transform by P of a point of 21 and by Q of a point s2 of 21. 
If Si and s2 are different for any sQ, then and s2 are equivalent points 
of 21 by the transformation QP-1, which is impossible. If Ji and s2 
coincide for every s0 in the common part, then QP-1 has infinitely many 
fixed points and is, therefore the identity, i.e., P = Q.
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13.2.2 - Construction of a fundamental domain

We assume again that the group G is such that within a suitable 
neighbourhood of oo there is no point equivalent to oo. Our further 
considerations are based on the following theorem

Let 9? denote the largest open set outside all isometric circles of the 
group. Then the join of 91 and the sets congruent to 9i extend into the 
neighbourhood of any point of the plane.

The set 9? can be characterized as follows: If s is a point of 91 then 
there is a neighbourhood ll(s) which is outside all isometric circles and 
every point having this property belongs to 91.

Suppose that s0 is a point having a neighbourhood U(s0) which con­
tains no point of 91, nor points equivalent to points of 9t. Then all trans­
forms of U contain neither points of 9i, nor points equivalent to points 
of 91. Since oo is a point of 9i and the centres of the isometric circles are 
equivalent to oo it follows that U and its transforms contain centres of no 
isometric circles. Hence the points of 11 and of its transforms are ordinary 
points. We assume that s0 is not a point of 91, i.e., s0 is inside or on the 
boundary of an isometric circle. Consider a circle C about s0 within U. 
Let A denote a transformation whose isometric circle /A has for an 
interior or boundary point. The centre of ZA is exterior to C. Such a 
transformation exists, for the interior points of C and all its transforms are 
ordinary points. We know (section 13.1.3) that A is equivalent to an 
inversion in ZA followed by a reflection in a line (and possibly a rotation). 
The magnitude of Cr, the inverse of C, is determined by inversion. Let rr 
denote the radius of , r that of C and rA that of /A. The largest and 
the smallest distance of the points of the circumference to the centre 
of /A are a + r and a — r9 respectively, where a is the distance between 
the centres of /A and C. These points are transformed into others, with 
distances

2 2rA rA
a + r a—r

to the centre of 7A. A simple geometric consideration reveals that the 
radius of the transformed circle Ct is

Since the centre of C is within or on the boundary of /A, we have
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Taking into account (13.1-20), we finally have

1 kr, k =------- — > 1.
1- ~ 

4p

If we apply to a transformation whose isometric circle has the centre 
of Ci as an interior or a boundary point, we get a circle C2 of radius r2, 
with

r2 krt k2r.

Continuing in this way we prove the existence of a circle Cn congruent 
to C and of radius knr. By taking n sufficiently large the circle Cn 
will contain points of 9? exterior to the finite disc S?3p in which the iso­
metric circles lie. These points are equivalent to points of lXCy0). This 
contradiction proves the theorem.

A direct consequence is
The largest open set outside all isometric circles is a fundamental 

domain.
It is clear that no two points of 31 are equivalent, for otherwise one 

should lie within an isometric circle. It is not possible to extend 31 to a 
larger set satisfying the definition of a fundamental domain, for the 
previous theorem states that in the vicinity of every point which does not 
belong to St there are points equivalent to points of 31.

From the definition of 31 we may infer that
To any open set enclosing a limit point belongs an infinite number of 

transforms of the domain 31.
This is evident, for there are infinitely many isometric circles within 

the open set containing a limit point. Each of these circles encloses 
a domain congruent to 31 and the various transforms are different do­
mains.

Any closed set © not containing limit points of the group is covered 
by a finite number of transforms of St. These domains fit together without 
gaps.

There are a finite number of isometric circles containing points of 6. 
Indeed, if not, there are circles of arbitrarily small radius and their centres 
have a point of S as accumulation point. A transformation A carries 31 
into 3tA, lying inside 7/, the isometric circle of A-1. If// contains points 
of ©, 3tA niay contain points of If © is exterior to 7/ then 31a contains 
no points of ©. Hence the number of transforms of 31 which have points 
with ® in common is not greater than the number of isometric circles 
which contain points of 6. According to the first theorem of this section 
there are points of some transform of St in a neighbourhood of an arbi­
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trary point of ®. It follows that the transforms of Ot having points in 
common with ® fit together without gaps. © is completely covered, 
except for the boundaries separating the various transforms.

13.2.3 - Boundary points of the fundamental domain

We consider the fundamental domain as constructed in the previous 
section. A point on the boundary of 9ft is a point p not belonging to 31, 
but such that in any neighbourhood of p there are points of 3t. It is 
clear that p cannot lie inside an isometric circle. If p is an ordinary point 
it lies on one or more isometric circles. There is but a finite number of 
isometric circles penetrating into a neighbourhood of an ordinary point. 
Hence p possesses a neighbourhood exterior to all isometric circles other 
than those which pass through p.

We may divide the boundary points into three classes:
1) p is a limit point of the group;
2) p is an ordinary point and lies on a single isometric circle;
3) p is an ordinary point and lies on two or more isometric circles. 

In this case p is called a vertex.
It is convenient to include under 3) the following special case: if p is 

the fixed point of an elliptic transformation of period two (i.e., a transfor­
mation whose square is the identity), so that, although p lies on a single 
isometric circle, it separates two congruent arcs on the circle, we shall 
classify p under 3)

Fig. 13.2-1. Vertex of a fundamental domain on a single isometric circle

Let p denote a point of the second class. It lies on an isometric circle 
ZA and we shall denote by p' the point on // into which A carries p. 
We assert that p' is also a boudary point of the second class. The case 
p = p' can arise only if ZA and // coincide and p is a fixed point of the 
resulting elliptic transformation of period two. This case, however, has 
been included in 3), (fig. 13.2-1).

Suppose that p' is within an isometric circle 7B. Then B magnifies 
lengths at p'. Since A carries p into p’ without alteration of lengths, BA 
magnifies lengths at p. Hence p is inside 7BA which is contrary to the 



372 AUTOMORPHIC FUNCTIONS [13

hypothesis that p lies on an isometric circle. It follows that also p' belongs 
to the class 2)

It is clear that in a sufficiently small neighbourhood of p there are 
no points of isometric circles other than on /A, for there is no other 
isometric circle in the vicinity of p other than /A. Hence the points on ZA 
near p are also boundary points of the second class and so are the con­
gruent points on /A. Thus we proved

The boundaty points of SR of the second class form a set of bounding 
circular arcs which are congruent in pairs. Two such congruent arcs are 
equal in length.

Fig. 13.2-2. At a vertex two sides of the fundamental domain meet

These arcs may consist of entire circles or they may terminate at points 
of the first or the third class. They are called the sides of SR.

Now we turn our attention to the points of the third class, the vertices. 
Through a point p of this class there pass a finite number of isometric 
circles, (fig. 13.2-2). Let U be a neighbourhood of p, such that all 
isometric circles other than those through p are outside U. The isometric 
circles through p divide IX into a finite number of parts. One of these parts, 
say SB, belongs to SR, since p is a boundary point. The two arcs which 
bound SB are on isometric circles ZA and ZB and are a part of the bound­
ary. The points on these arcs other than p belong to the second class. 
Hence

At a vertex of SR two sides meet.
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For the sake of convenience we shall add to 31 certain points of its 
boundary. Of two congruent sides, one, exclusively of its end points, 
may be added without including points congruent to points previously 
in 81. A vertex where bounding arcs meet may be congruent to several 
other vertices, one of them may be adjoined. The resulting set will be 
considered as a fundamental domain in a somewhat wider sense.

13.2.4 - Cycles of boundary points

Let us think of the boundary of 9? as being traced in the positive sense. 
In passing through a vertex, we proceed along one side to the vertex 
and then proceed along a second side from the vertex. We consider the 
vertex as the end of the former and the beginning of the latter. When a 
side is carried into its congruent side, the beginning and the end of the 
former are carried into the end and the beginning, respectively, of the 
latter, for the direction around the isometric circle is reversed.

Pl

Fig. 13.2-3. A cycle of vertices of a fundamental domain

Let Lx be the side beginning at a vertex pr. This side is carried by a 
transformation Ar into the congruent side L\, pY being carried into p2 at 
the end of L\, (fig. 13.2-3). There is a side L2 beginning at p2 which is 
carried by some transformation A2 into the congruent side L'2, p2 being 
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carried into p3 at the end of L'2. Continuing in this way we shall return 
to Pi after a finite number of steps. Suppose, on the contrary, that an 
infinite number of vertices p2, p3,.. are equivalent to pr. The trans­
formation B„ which carries pt to pn has an isometric circle passing 
throughpt; for, if pY is outside the isometric circle of B„, then pn is inside 
the isometric circle of B^1, which is impossible. Then an infinite num­
ber of the isometric circles of A2, A3,..., pass through p15 which is 
contrary to the fact that pr is an ordinary point. A complete set of equi­
valent vertices of a fundamental domain is called an ordinary cycle.

Let now At,..., Am be the transformations which carry Pi to p2,. . ., 
Pm to p1? respectively. The transformation

B = AW...AX

carries pr into itself. Hence either B is the identity, or B is an elliptic 
transformation, for fixed points of hyperbolic and loxodromic transform­
ations lie within isometric circles and the fixed point of a parabolic 
transformation is a limit point.

The transformations
Am,
A A

m "71’ . . (13.2-1)

\n 1 • • • Aj_

carry pm, pm_x,.. ., p2, Pi, respectively, into pt. The domains 3im, 
t,..., 3i2, 3^, respectively, in which these transformations carry 3?, 

fit together atpv, (fig. 13.2-4). Thus Am carriespm topz, 3tm being adjacent 
to 31 along the arc L'm ending at px. In general Af carries pz into pi+1

Fig. 13.2-4. Transformation of all vertices of a cycle into one vertex
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and carries 91 into a domain abutting on 91 along a side ending in piy 
whence the transform of these two domains by A,„. . . Ai+1, namely 
9tf and 9ii+i are adjacent along an arc issuing from p;. In proceeding 
counterclockwise around pY, starting from 91, we encounter the adjacent 
domains 9tw, 9im_1,..9t2, The curvilinear angle of 9? at pn 
is carried into an equal angle of 9t„ at pr.

Since there can be no overlapping of congruent domains, there are 
two possibilities. First 9?x may coincide with 9i and the domains 9f, 
9?m,. .9i2 completely fill up the angle about pr. Then B is the identity 
and the sum of the angles at the vertices pi9. . ., pm is equal to 2n. 
If 9?i does not coincide with 9i, then B is an elliptic transformation. An 
elliptic transformation amounts to a rotation in the neighbourhood of 
the fixed point through a certain angle, which is not zero. Carrying 91 
into 9tt requires that this angle be equal to the sum of the angles at the 
vertices. On applying B the domains 91, 9tm,. . ., 9i2 are carried into adja­
cent domains, filling out more of the angle about pr counterclockwise 
from 9tt. After a finite number, g, of applications of B the angle about pt 
is completely filled up and Bg9t coincides with 91. It follows that there 
are no vertices of 9i equivalent to pt other than p2,. . .,pm. Indeed, a 
transformation carrying any other vertex to pY carries 91 into a domain 
overlapping the domains which fill out the angle about pr, which 
is impossible. Hence

The sum of the angles at the vertices of an ordinary cycle is 2nlg, 
where g is an integer. If g > 1 each vertex of the cycle is a fixed point of 
an elliptic transformation of period g.

If a side of 91 terminates at a limit point various situations may arise.

Pl

Fig. 13.2-5. A cycle of parabolic vertices
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We consider only a particular case. We suppose that two sides meet in . 
Let be the side beginning at pr and be carried by a transformation Ax 
into a side L\. Let L2 the side, if any, begin at p2 and let A2 carry 
this into L'2, etc. We now make the assumption that after arriving at a 
finite number of equivalent points p2 ,. .., pm we may return to pr and 
the sideLx, (fig. 13.2-5). If this assumption holds, we say that pY,.. .,pm 
constitute a parabolic cycle and each point of the cycle is called a para­
bolic point.

The transformation B = Aw ... Ax carries pt into itself, whence B 
is either elliptic or parabolic. The above reasoning can be repeated in 
quite the same way to show that the transformations (13.2-1) carry 
pm,Pm-n • • ->Pi respectively, intopr and carry Di into regions 9?m,..., 
Di2, Dix fitting together along arcs issuing from pi9 (fig. 13.2-6). The

Pl

Fig. 13.2-6. Transformation of all vertices of a parabolic cycle into one vertex

angle between the sides of Dtr- which meet at pr is equal to the angle 
between the sides of Di which meet at B carries 31 into 3t15 the side 
Li being carried into the side Lx which separates x and 3?2. If B is ellip­
tic then Li and Li meet at an angle different from zero. By repeating B 
a finite number of times, the angle about pt is covered by a finite number 
of domains, which is contrary to the third theorem of section 13.2.2. 
Thus we may infer that B is parabolic. It follows that Lx and Li are 
tangent at the fixed point pY. Then the arcs bounding the intervening 
domains are also tangent to Lx. The angle between the sides which meet 
at each point of a parabolic cycle is zero. Summing up we have

The sides of Di which meet at parabolic points are tangent. There are an 
infinite number of domains congruent to Di, each having two sides which 
meet at the parabolic point and are tangent to the sides of Di.

13.2.5 - Fixed points at infinity

We have supposed hitherto that a given group has been replaced by a 
conjugate group, such that there is a neighbourhood of infinity which 
does not contain points equivalent to oo. This involves no loss of gener-
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ality. As a consequence every properly discontinuous group possesses a 
fundamental domain.

In practical situations we are often faced with groups having oo as a 
fixed point of some of their transformations and the replacing of the 
group by a conjugate may introduce complications. We shall describe a 
method which enables us to find a fundamental domain in this case.

It is clear that all transformations of a group G which leave the point oo 
invariant form a subgroup Gw of G.

A transformation U of the subgroup carries an isometric circle into 
an isometric circle.

Let /A be the isometric circle of a transformation A and let U denote 
the transformation

s' = ks + c.

Since ds'/ds = k this transformation multiplies lengths by |k|. Let p 
denote a point on the image of ZA as given by U. If p' = U-1/?, then 
p' is on ZA, lengths at p being multiplied by The transformation A 
carries p' to p" without altering lengths. Finally U multiplies lengths 
at p" by |k|. The result is that UAL)-1 has not altered lengths at p\ 
hence p is on the isometric circle of UAU-1.

The announced construction may be stated as follows
Let 9$^ be a fundamental domain for the subgroup G^ of all transfor­

mations of G having a fixed point at infinity. We assume that the sides of^t^ 
are congruent in pairs and that the transforms of 9?^ cover the open plane. 
Let 91 consist of all that part of^^ which is exterior to all isometric circles 
of the group. Then 91 is a fundamental domain of the group.

A transformation of G^ carries a point of 9^ into a point of a domain 
congruent to 9?^ and hence outside 9?. Any other transformation of the 
group carries a point of 91 into the interior of an isometric circle and 
hence outside 91.

That part of a side of 9?^ which is outside to all isometric circles, and 
so is also a side of 9?, is, from the previous theorem, congruent to a side 
which is also exterior to all isometric circles. An ordinary boundary 
point of 9i lying on an isometric circle ZA is carried by A into a point p' 
on /A • It is easily shown that p' is interior to no isometric circle (section 
13.2.3). If p' lies in 91^ it is a boundary point of 91; if not it lies in a 
congruent domain 1)9?^ and the equivalent point p" = U"1/?' lies in 91^ 
and is a boundary point of 91. It follows that the sides of 91 which lie on 
isometric ciicles are congruent in pairs. A neighbourhood of a limit point 
contains points congruent to any point of the plane (with the possible 
exception of two points), hence also to points of 91. This follows from the 
second theorem of section 13.1.6.



133 - Fuchsian groups

133.1 - Function groups

If © is a region in the s-plane which is transformed into itself by all 
tiansformations of a properly discontinuous group, then the group is 
called a function group. Groups of this kind play an important part in 
subsequent considerations. The region © is called a region of discontinuity 
of the group.

The intersection 9i0 of a region of discontinuity © and the fundamental 
domain 9i is not empty and is again a fundamental domain.

Not all of 91 can be exterior to 2), for then the transforms of 9t would 
be exterior to ©, contrary to the first theorem of section 13.2.2. If the 
boundary point p is a limit point, there are points equivalent to points of 
9i0 in any neighbourhood of p, by the second theorem of section 13.1.6. 
If p is an ordinary point on the boundary of 9t0, it lies in © and there are 
points equivalent to points of 91 in its vicinity, for it is also a boundary 
point of 91. But these points are equivalent to points of 9J0 since the trans­
forms of all other points of 9t are exterior to ©. Since no points of 9t0 
are congruent, 9?0 is a fundamental domain.

The sides of 9?0 are congruent in pairs.
If 9t0 should be bounded entirely by limit points (or consists of the 

whole open plane if there are no limit points) it would coincide with ©. 
Then no two points of © would be equivalent, which is impossible, 
provided the group does not reduce to the identity. Hence 9f0 is bounded 
in part by sides. Each side is congruent to some side of 91 which is also 
in 2) and so it is a side of 9t0-

Among the function groups those with a principal circle are very impor­
tant. These groups carry the interior of a circle into itself.

Accordingly the function groups are divided into the following classes: 
(i) Elementary groups. These are the finite groups and the groups with 
one or two limit points.
(ii) Fuchsian groups. These are the groups with a principal circle.
(iii) Kleinian groups. A function group belongs to this class if it does not 
belong to one of the preceding classes.

There is a certain amount of overlapping between (i) and (ii). Certain 
of the elementary groups possess principal circles, for example the non- 
loxodromic cyclic groups.

13.3.2 - Fuchsian groups

A Fuchsian group is a properly discontinuous group each of whose 
transformations carries a certain circle £2 into itself and carries each of 
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the parts into which the circle £2 divides the plane into itself. The circle 
is then a principal circle.

We may interpret the transformations of a Fuchsian group as the auto­
morphisms of the interior of the unit circle. It has been pointed out in 
section 9.5.1 that there are no loxodromic transformations and in 9.5.3 
we stated that the transformations are elliptic with their fixed points inside 
and outside the circle £2, parabolic with fixed point on <2 and hyperbolic 
with both fixed points on £2.

It follows from the last theorem of section 13.1.4 that the isometric 
circles are orthogonal to £2. Hence their part within £2 may be considered 
as hyperbolic straight lines.

From the third theorem of section 13.1.6 we may infer that
The limit points of a Fuchsian group are on the principal circle.
When we make an inversion in the principal circle, each isometric 

circle, being orthogonal to £2, is carried into itself and its interior and 
exterior go, respectively, onto its interior and exterior, (fig. 13.3-1). 
A point of being exterior to all isometric circles, is carried into another 
point of 91. Hence

An inversion in the principal circle carries the fundamental domain 
into itself.

It follows that points in a neighbourhood of the centre of the principal 
circle (provided this is not a straight line) belong to fR.

Let 9t0 denote the part of 9t inside the principal circle and 9% the part 
of 9i outside. 9% is the inverse of 9i in the principal circle; its sides and 
vertices are the inverses of the sides and vertices of 9t0. If a transforma­
tion of the group is made, 9t0 is carried into a domain in the interior of 
the principal circle and 9% into a domain in the exterior. As a conse­
quence of the last theorem of section 9.4.2 we can state that the two trans­
formed domains are inverse with respect to the principal circle.

Thus, in investigating the fundamental domain it will suffice to study 
the domain 9?0 inside the principal circle. An inversion in the principal 
circle will then furnish the corresponding results for 9%. In the sequel 
we suppose that the principal circle is not a straight line.

The domain 9J0 is simply connected.
A straight line segment from the centre of the principal circle to any 

point of 9?0 lies entirely inside 9x0 • Hence 9% is connected. Any closed 
curve inside 9t0 can be shrunk continuously to an interior point without 
crossing the boundary. Hence its winding number with respect to any 
exterior point is zero.

Any closed set lying entirely within the principal circle is covered by a 
finite number of transforms of^Q. These domains fit together without gaps.

This is a direct consequence of the fourth theorem of section 13.2.2.
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Fig. 13.3-1. The fundamental domain of a Fuchsian group

The transforms of 9% fill up, without gaps, the whole interior of the 
principal circle. They cluster in infinite number about each limit point of the 
group.

A circle C concentric with the principal circle and of smaller radius is 
covered by 9?0 and a finite number of domains congruent to 3l0, (third 
theorem of section 13.2.2). By taking the radius of C arbitrarily near 
that of £2 any given interior point of the principal circle can be enclosed. 
The second part of the theorem is a consequence of the third theorem 
of section 3.2.2.

If a Fuchsian group possesses a fundamental domain whose transforms 
cover the neighbourhood of each of its boundary points and which, together 
with its boundary consist of interior points of the principal circle, then the 
transforms of § fid up, without overlapping, the whole interior of the 
principal circle.
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A finite number of transforms of Ht0 cover $ and its boundary com­
pletely (section 13.2.2.). We may carry the portion of in each domain 

into $R0 by means of a transformation which carries into fR0. These 
transforms of parts of do not overlap, since no two points of are 
congruent. Suppose there is a point s0 in the interior of $R0 exterior to all 
the transformed parts of Let 5! be the nearest point of one of the parts 
in 3?0. Then in any neighbourhood of are points which are not covered 
and which are, therefore, not equivalent to points of On carrying this 
part back to the point goes into a boundary point of g which has 
in its neighbourhood points not equivalent to points of This is a contra­
diction. Hence the transforms of cover 5R0 completely and the trans­
forms of then, cover all transforms of 9t0. These fill up the interior 
of the principal circle.

In addition we have:
Under the assumptions of the previous theorem the domain fR0 lies in the 

interior of the principal circle.
Indeed, if SR0 has a boundary point on £2, so has one of the parts covering 

$R0. But in § and on the boundary of § there are no points equivalent to 
points on £2.

Finally we shall prove
If there are more than two limit points, either the set of limit points 

consists of all points of the principal circle, or the set of limit points is 
nowhere dense on the principal circle.

It follows from the fourth theorem of section 13.1.6. that the set of 
limit points is perfect. Assume now that not all points of Q are limit 
points. Then we have to show that not all points on any arc of Q are limit 
points. Let sQ be a point of £2 which is not a limit point. Then the 
points near s0 are also ordinary points, i.e., the points of a sufficiently 
small arc a on Q through s0 are ordinary. Let p be a limit point. According 
to the second theorem of section 13.1.6 there are points equivalent to 
points of a in any neighbourhood of p. These points are ordinary and lie 
on £2. This proves the theorem.

On the basis of this theorem we may classify the Fuchsian groups as 
follows:

(i) Fuchsian groups of the first kind. For these groups every point on the 
principal circle is a limit point.

(ii) Fuchsian groups of the second kind. The limit points of these groups are 
nowhere dense on the principal circle.

It is clear that a Fuchsian group is of the second kind, if the fundamen­
tal domain 9? contains in its interior a point of the principal circle, for a 
point inside fR is ordinary.
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13.3.3 - Classification of an algebraic riemann surface

In section 12.6.7 we proved that the universal covering surface § of an 
algebraic Riemannn surface $ is homeomorphic, either to the extended 
plane, or to the whole open s-plane, or to the interior of a circle. In the 
first case the Riemannian surface is called elliptic, in the second case 
parabolic and in the third case hyperbolic.

As we pointed out in section 13.1.1 the covering transformations 
constitute a group which is isomorphic to a properly discontinuous group 
of automorphisms of the canonical region
1) Let us consider first an elliptic surface. Then 6 is the whole sphere and 
the automorphisms are fractional linear transformations. Since the cover­
ing group has no fixed points, the group G of covering transformations 
can only be the identity. That means that § and § are homeomorphic, 
i.e., 5 is homeomorphic to a sphere and, therefore, of genus 0 (section 
12.5.3). Conversely, let § be of genus 0. If § is an ^-sheeted covering 
surface of the z-plane, and if its ramification number is m, then, according 
to (12.5-7),

m + 2 = 2n. (13.3-1)

Since § is closed, there are only a finite number of points of § above a 
point of If this number is k then also

/cm+ 2 = 2kn, (13.3-2)

for the surface § lies unramified over
Subtracting corresponding members of (13.3-1) and (13.3—2) yields

(/c-l)(m-2n) = 0

and it follows that k = 1. Hence § is homeomorphic to i.e., to a 
sphere and we infer that g is elliptic. Thus

An algebraic Riemann surface is elliptic if and only if it is of genus zero, 
2) Next we assume that § is homeomorphic to the open plane. The 
covering transformations are isomorphic to a group of automorphisms 
of the 5-plane having one fixed point. Without loss of generality we may 
assume that this is the point oo. Hence G is either the identity, or the 
cyclic group

s' = s+n, n = 0, ±1, . . ., (13.3-3)
or the group

s' = s +mt 04 + m2 o>2 (13.3-4)

where m1? m2 are integers and 04/04 is complex.
The first case rules out, for § is closed if G is the identity. In the second 

case a fundamental domain is a parallel strip and identifying congruent 
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sides, we obtain a cylinder. Since the fundamental domain is homeo­
morphic to and is closed, also this case rules out. There remains the 
third case. Then a fundamental domain is a period parallelogram, and, 
identifying congruent sides, we obtain a torus. Thus it turns out that 
a parabolic surface is of genus 1. The converse is also true, but the proof 
is not straightforward. It may be deduced from consideration about 
hyperbolic surfaces. First we shall prove

The genus of a hyperbolic surface exceeds one.
In this case the canonical region is the interior of a circle Q and hence 

the fundamental domain 3?0 of the group G of covering transformations is 
inside <2. It follows that 3i0 has a finite number of sides. If not we can 
find an infinite sequence , s2,..of points on sides of 9?0 and no two

Fig. 13.3-2. Proof that the genus of a hyperbolic Riemann surface exceeds one

lie on the same side. These points have at least one accumulation point 
which is on the boundary. This is impossible, for the boundary points 
are ordinary points on the sides, or vertices and, therefore, no limit points.

Let us assume that the number of cycles of vertices is k. They corre­
spond to k points on the Riemann surface. The characteristic of the 
Riemann surface is

Z = -k + n-1,

if 2n is the number of sides of 9?0. We may enclose in a rectilinear poly­
gon having the same vertices, (fig. 13.3-2). The sum of its angles is 
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2n(n — 1). The sum of the angle of 9?0 is Ink (section 13.2.4; observe that 
g = 1, for there are no elliptic transformations in the group) and it is 
geometrically clear that

Ink < 2n(n — 1),
whence

— k + n— 1 > 0,

or % > 0. Then we deduce from (12.5-5) that p > 1. This proves the 
theorem.

Now we can complete the former statement. If p = 1 then § cannot be 
homeomorphic to the interior of a circle, thus

An algebraic Riemann surface is parabolic if and only if its genus is 1.
Finally
An algebraic Riemann surface is hyperbolic if and only if its genus 

exceeds 1.

13.4 - Automorphic functions

13.4.1 - Simple automorphic functions

A function f(s) is called automorphic with respect to a group G of 
linear transformations if
(i) the function is meromorphic in the region of discontinuity of the 
group;
(ii) /(As) = /(s) for every element A of the group.

If a group admits non-constant automorphic functions, then the group is 
properly discontinuous.

Assume that the group is not properly discontinuous. Let s0 denote a 
point at which /(s) is regular. Since there are infinitely many points equi­
valent to s0 in an arbitrary neighbourhood of s0, the function /(s) takes 
the value/(s0) infinitely often. But then/(s) is a constant (section 2.11.1).

An automorphic function/(s) is called simple if the following conditions 
are fulfilled:
(i) the group G possesses a fundamental domain 9?0 whose boundary 
consists of a finite number of pairs of congruent sides;
(ii) the region of existence of the function is bounded by limit points of 
the group;
(ii i) at every parabolic point the function tends to a definite limiting value 
(which may be finite or infinite) along every sequence of points in 3$0 
which tend to this parabolic point.

It should be noticed that if the point counts as two parabolic points as 
in fig. 13.4-1, the approach shall be from one side only. There will be a 
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limit when the approach is from either side, but the two limits may be 
different.

The region of existence of an automorphic function extends into any 
neighbourhood of every limit point of the group.

This follows from the fact that in a neighbourhood of a limit point lie 
points equivalent to points in the region of existence of the functions 
and these points belong to the region of existence.

If an automorphic function is not a constant, each limit point of the group 
is an essential singularity of the function.

Fig. 13.4-1. Parabolic point counted twice

In a neighbourhood of a regular point or of a pole a function can take 
on any value only a finite number of times. In a neighbourhood of a 
limit point there are an infinite number of equivalent points at which the 
function takes the same value. It follows that a limit point is an essential 
singularity.

A direct consequence is
If a group possesses a non-constant automorphic function, it is a function 

group.
Let G be a group having a non-constant automorphic function, 

existing in a region S. Denote by S* the connected part of the plane, 
bounded by limit points, in which S lies. The set consists of all 
ordinary points which can be joined to a point of S by curves not passing 
through limit points. Any point s of <5* and a curve C joining it to a point 
of S are carried by any transformation A of the group into a point s' and 
a curve C' joining s' to a point of S, whilst C' consists of ordinary 
points. Then s' belongs to S* and it follows that <5* is carried into itself 
by the transformations of the group. This proves that G is a function 
group.
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13.4.2 - Behaviour at the vertices and parabolic points

Of the fixed points of the transformations of a group, only those 
belonging to elliptic transformations can lie within the region in which 
the function is meromorphic; all other fixed points are limit points.

We investigate first the behaviour of an automorphic function at the 
fixed point of an elliptic transformation. Let st be such a fixed point and 
let g be the period of the elliptic transformation. For the sake of simplicity 
we shall assume that the fixed points are finite. Then there is a trans­
formation A defined by

_ Q2ni/g S~51 (jj

As — S2 s — s2

where s2 is the other fixed point distinct from st. If /(s) is regular at 
s = , we can write

/(s) = /(s1) + (s-S1)'10(s) = /(st) + (^Y/i(s), (13.4-2)
\s — s2/

with /z(s) = (s-s2)"#(s), g(sf) 0, g(s) is also regular at s = st. 
Given a neighbourhood of Si we can find another neighbourhood such 
that if s is in the second neighbourhood, then As is in the first. Hence

/(As) =/(st)+ (^Z£i)\(AS) =/(S1)+ (S_^1)>-^(A5).
\As —s2/ \s —s2/

Since /(s) is automorphic we have /(As) = /(s), whence

Q2nin/g __ ^(S) 

/i(As) ’

The first member of this equation is a constant. Making s approach st, 
the point As approaches st and it follows that

^2ninfg _ j

As a consequence n is a multiple of g and /(s)— /(sj has a zero of an 
order which is a multiple of g. If st is a pole of /(s), then llf(s) has a 
zero at this point. Hence /(s) has a pole whose order is again a multiple 
of g. Thus

A non-constant automorphic function takes its value g times or a multiple 
thereof at a fixed point of an elliptic transformation of period g within the 
region of existence of the function.

A direct corollary is the following theorem
A non-constant automorphic function takes its value g times, or some 

multiple thereof at a vertex belonging to a cycle, the sum of whose angles 
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is 2n/g. This assertion is trivial if g = 1. If g > 1 the vertex is a fixed 
point of an elliptic transformation of period g (section 13.2.4).

Next we investigate the behaviour at a parabolic point s0 and we make 
the additional assumption that f(s) is a simple automorphic function. 
We can carry the equivalent points of the cycle to which sQ belongs to , 
the transforms of the fundamental domain fitting together at as in 
fig. 13.4-2. It is clear that f(s) tends to a definite or infinite value as s

$0
Fig. 13.4-2. Investigation of the behaviour of a simple automorphic function at a 

parabolic point

tends to within or on the boundary of each domain. The transforma­
tion A which carries Dt to and the side to L\ is parabolic; it is 
determined by

—— = +c. (13.4-3)
As — s0 s — s0

Consider the triangular region 5,0s1s2 formed by L1L\ and a small circle 
through s0 orthogonal to the sides which meet at s0. This circle is a fixed 
circle for A. By repeated application of A the transforms of the domains 
mentioned fill up the circle C and the values of /(s) repeat themselves in 
the transformed domains.

Now we introduce the variables

2ni w — —------ ,
c(s-s0)

t = exp w. (13.4-4)

The first substitution is a linear transformation; it carries s0 to oo and the 
circles through s0 into straight lines. Let and w2 be the transforms of 

and s2. Then

2711
Wj = ----------------

c(Sl-So) 
w2 2m _ 2m

C(S2~So) C

' 1
S1 “ so
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as follows from (13.4-3), since s2 = A^. Hence

w2 = Wi+2ni.

The arc ^152 of C is transformed into a straight line segment parallel to 
the imaginary axis, (fig. 13.4-3) The sides and s0s2 are carried into 
straight segments perpendicular to w2 and, therefore, parallel to the 
real axis. Congruent points of L\ and are carried into points in the 
w-plane which differ by 2tu. These latter points are carried into coincident 
points by the second transformation (13.4-4). The side sYs2 is carried

Fig. 13.4-3. The mapping of the triangular domain of fig. 14.4-2 onto a circular disc

into a circular arc with centre at the origin. The original triangle in the 
.y-plane is mapped onto a circular disc slit along a radius.

The function f(s) becomes a function <p(Z), meromorphic inside and 
on the boundary of the circular region in the /-plane, except possibly 
at t = 0. The function <p(/) takes the same value at a point on the radius 
along which the region is slit, when it is approached from either side. 
It follows that this slit can be removed, the function turns out to be 
single-valued. Since <p(0 approaches a definite value as t -> 0 (being 
either finite or infinite) it is regular at t = 0, or it has a pole there.

Thus we have proved
At a parabolic point a simple automorphic function f(s) is a function 

of t regular or having a pole at t = 0, where

t — exp 2ni

if Sq is finite and
2ni t = exp — s, 
c

(13.4-5)

(13.4-6)

if the parabolic point is at infinity.
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13.4.3 - The zeros and the poles of a simple automorphic function

In counting the zeros and the poles of a simple automorphic function 
which lie in a fundamental domain, certain conventions are necessary 
in the case of zeros or poles lying on the boundary.

If there is a zero or a pole at a side L there is a zero or a pole at the 
equivalent point on the congruent side L’. Only one of these will be 
counted as belonging to the domain.

The order n of a zero or a pole at a vertex will be partitioned equally 
among the domains which meet there. If there are m vertices in the cycle 
and the sum of the angles is 2it/g, then gm regions meet at each vertex. 
Counting n]gm zeros or poles at each vertex, we have nfg zeros or poles 
at the m vertices of the cycle. This number is an integer as follows from 
the first theorem of the previous section.

Fig. 13.4-4. Integration along congruent sides of the fundamental domain

If f(s) approaches zero or becomes infinite at a parabolic point we 
shall determine the number of zeros of poles of the auxiliary functions 
<?(/), introduced in the previous section, from the behaviour at t = 0. 
The number of zeros or poles at t = 0 of this function <p(7) will be the 
number of zeros of poles of f(s) at the parabolic point 50, taken all- 
together, of the cycle to which s0 belongs.

After these introductory remarks we can state the following important 
theorem

A simple automorphic function which is not identically zero has an equal 
number of zeros and poles in the fundamental domain.

We employ Cauchy’s theorem (3.8-8). If the function has neither 
zeros nor poles on the boundary, then

N0-Nm = — ds, (13.4-7)
2niJ f(s)

the integral being taken in a positive sense around the boundary. Let 
L and £* denote two congruent sides, (fig. 13.4-4). The contribution 
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to the integral arising from these sider is

L.__AL

At the congruent points s and As we have f(s) = f(As). From

/'(As)dAs = — ds = — f(*s)ds = f'(s)ds
dks ds ds

we deduce

7 d s =
/(s)

t/As =

It appears that the integrals along each pair of congruent sides cancel 
and we have No = N^.

Fig. 13.4-5. Modification of the path of integration if there are zeros or poles on a
side of the fundamental domain

If there is a zero or a pole on the side L, we deform this side slightly 
(fig. 13.4-5), so as to include the zero or pole, and we make the corre­
sponding alteration in the congruent side L*. The integrals along the new 
congruent sides cancel as before. Only one of the two zeros or poles now 
lie within the contour. Since but one of the pair should be counted as 
belonging to the domain, the theorem holds as before.

In the case that f(s) has a zero or a pole of order n at a vertex we alter 
the path of integration to exclude each vertex of the cycle as in fig. 
13.4-6, the radius of the small circular arcs being p. The parts of the sides 
that remain are congruent in pairs. At 50 we have

/(s) = (s-s0)ng(s)
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g(so) 0 and g(s) regular at s = Sq. Along the small arc we have

Making p -> 0 the last integral tends to zero, since the integrand remains 
finite. The first integral on the right-hand side approaches — iO, where 0 
is the angle at s0. Summing for all vertices of a cycle we have

M M n VQ n 271 71n0-nx = - — te = - -— = —.
27t 2n g g

In the case of a zero we have n > 0 and

Wo+ - = N„.
g

As njg is the number of zeros we are to count at the vertices of a cycle.

Fig. 13.4-6. Modification of the path of integration if there are zeros or poles at the 
vertices

the number of zeros is equal to the number of poles. In the case of a pole 
we have n < 0 and we may write

No = N„--. 
g

Thus the theorem holds also in this case.
It remains to discuss the case, where f(s) has a zero or a pole at a 

parabolic point. We draw a circle C through as in fig. 13.4-3, suffi­
ciently small that there are no zeros or poles within the region s0sis2 
of that figure. The arc cuts off from the regions that lie between 
and s0s2 certain parts SIj,.. 9Im. The congruent parts, 9Ii,..
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lying in the fundamental domain make up the neighbourhoods of the 
cycle. We shall remove these parts from the fundamental domain and 
integrate along the boundary of the remainder. The integrals of pairs of 
congruent sides cancel. The integrals over the circular arcs cutting off 
the parabolic points may be replaced by the integrals

NQ-N„
2ni JS2 f(s) 2ni

^dt,

where the last integral is taken around the circle of fig. 13.4-3 in the 
clockwise sense. It has the value — n if <p(z) has a zero of order n or a pole 
of order — n at t = 0. Hence we either have No + n = or No = N^—n.

The function/(s) cannot have an infinite number of poles in the funda­
mental domain, for the poles would then have an accumulation point. 
If this is an ordinary point,/(s) has an essential singularity there. If it is a 
parabolic point, <p(7) has an essential singularity at the origin, both of 
which are contrary to hypothesis. Similarly f(s) cannot have an infinite 
number of zeros, unless it is identically zero, for an accumulation point 
of zeros is likewise an essential singularity. This concludes the proof of 
the theorem.

The number of poles of a simple automorphic function in a funda­
mental domain is called the degree of the function.

Some direct consequences of this theorem deserve mention.
A simple automorphic function which has no poles in the fundamental 

domain is a constant.
Let f(sf) be the value of f(s) at s = s0. Since f(s) and f(s)—f(s0) 

have the same number of poles, the number of zeros of f(s) —f(s0) is 
zero, iff(s) is not a constant. Thus we arrive at a contradiction.

A simple automorphic function which is not a constant takes on every 
value the same number of times, being equal to the degree of the function.

This is clear, for the number of zeros off(s) —f(sQ) is equal to the num­
ber of poles of f(s).

A more deeper consequence is the following theorem
Between two simpte automorphic functions belonging to the same group 

and having the same region of existence, there exists an algebraic relation.
Let /i and f2 be such functions. Consider a polynomial

m n
F(z, w)=£ 

M = 0 v = 0
(13.4-8)

where a00,. . ., amn are constants. If the number of poles of fr is kY 
and the number of poles of f2 is k2 then F(fY ,f2) is a simple automorphic 
function whose number of poles does not exceed mk1Jrnk2. The most 
general polynomial (13.4-8) contains (w+l)(«+l) constants. We can 
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choose these constants in such a way that F(/1,/2) will have (m+l)x 
x (rt+1) —1 zeros at assigned points in the fundamental domain. This 
gives rise to (m+1) (/?+1) — 1 linear equations for the coefficients and 
since there is one more constant than equations to be satisfied it is possible 
to find constants satisfying these equations not all being zero. If m and n 
are large enough then

(m+ 1)(«+ 1) — 1 > mkY+nk2

and F(j\ ,/2) has more zeros than poles. This is only possible if F(J\,f2) 
is identically zero.

A particular case is
If there exists a simple automorphic function f(s)9 having a single pole 

in the fundamental domain, then any simple automorphic function connected 
with the same group and having the same region of definition is a rational 
function of f

Let g(s) have k poles. Consider the polynomial

F(z, w) = Q(z)w-P(z),

where P and Q are polynomials of degree at most k. The number of 
poles of F(f, g) does not exceed 2k; the number of coefficients is 2& + 2. 
Hence we can prescribe 2k +1 zeros and it follows, as above, that there 
is a relation of the form

Q(f)g-P(f) = o,
identically in s. The coefficients of Q are not all zero, for otherwise 
p(f) = 0 identically, and this implies that f would be a constant. Hence

9 <Xf)

and this concludes the proof of the assertion.

13.4.4 - The schwarzian derivative

Let f(s) and g(s) denote two simple automorphic functions of the first 
degree, connected with the same group and having the same region of 
existence. Then, according to the last theorem of the previous section, g 
is a rational function of f and f is a rational function of g. Hence the 
two functions are related as

9^) =
Af(s)+B
Cf(s)+D’

(13.4-10)A B
C D

/ 0,

where A, B, C and D are constants. Conversely, iff(s) is a simple auto-
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morphic function of the first degree, so is g(s), for the values of g 
correspond in a one-to-one manner to those of /; hence g takes each 
value once in the fundamental domain.

Now we ask whether there is an expression having the same value at 
a given point for all functions related as in (13.4-10). It is clear that we 
can find such an expression by differentiating (13.4-10) a sufficient number 
of times and eliminating the constants. First we have, primes denoting 
differentiating with respect to s,

, _AD — BC
9 ~ (Cf+D^ • 

Taking the logarithmic derivative we find

g" _ r 2 Cf
9' f Cf+D 

and differentiating again

= _ 2C/" + 2C2/'2
ds g' ds f Cf+D (Cf+D)2 '

By squaring both members of (13.4-10) we get

/n2 = /r\2_ 4c/" + 4c2/'2
\g'/ \f'J Cf+D (Cf+D)2' 

Hence the expression 

(13.4-11)

(13.4-12)

(13.4-13)

is the desired invariant, for

[/]s = Ms-

The expression (13.4-12) is called the Schwarzian derivative of f.
A very useful result is obtained if we investigate the behaviour of this 

derivative under a change of the independent variable. Let t(s) denote a 
function of s. Then

df _ df dt 
ds dt ds 

d2f/ds2 = d2f/dt2 dt + d2t/ds2 
df/ds df/dt ds dt/ds

and, differentiating again
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d d2f/ds2 
ds df/ds

It follows that

d2f/dt2 
dt df/dt

d2fjdt2 d2t + £ d2t/ds2 
df/dt ds2 ds dt/ds

[/]S = [/1 (^)2 + Ws.
(13.4-14)

In particular, if Hs a fractional linear transformation

then [r]s = [s]s = 0 and

as + b 
cs + d

tn = [/]
(ad —be)2 
(cs + d)*

(13.4-15)

(13.4-16)

Consider now a function z(s) and let ^(z) denote a function element of 
the inverse function in some neighbourhood of point s where z'(s) 0.
Since [s]s = 0, we find from (13.4-14)

o = [s]z

whence

(13.4-17)

It is apparent from (13.4-16) that the Schwarzian derivative of an 
automorphic function is not automorphic. But we have

If z is a simple automorphic function then also

W, 
'Jz\2 
\ds)

(13.4-18)

is a simple automorphic function.
The left hand member of (13.4-17) is invariant with respect to a frac­

tional linear transformation of Hence (13.4-18) is automorphic. 
If z(s) is meromorphic the same is true for its derivatives. The function 
(13.4-18) is, therefore, meromorphic throughout its region of existence. 
There remains the question of its behaviour at the parabolic points. As 
in section 13.4.2 we introduce the variable t by

2711 

c(s-Sq)
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or
Inis u =-----

c

according as the parabolic point is finite or infinite. 
We have

The function z, expressed in terms of t, has at most a pole at t = 0. 
Hence (13.4-18) is either regular at t = 0 or has a pole there. This 
concludes the proof of the assertion.

According to the fourth theorem of section 13.4.3 there is an algebraic 
relation between the functions z(s) and the function (13.4-18). Hence in 
view of (13.4-1) we may assert that R(z) = [s]z, s(z) being the inverse of 
z(s), depends algebraically on z. Suppose that z(s) is of the first degree. 
Then z takes its values once and this means that R(z) is rational. Thus we 
have

If z(s) is a simple automorphic function of the first degree and s(z) 
its inverse, then the Schwarzian derivative

Rtf) = [5]z

is a rational function of z.
The function R(z) is called the invariant of the simple automorphic 

function z(s).

13.4.5 - The differential equation of the second order

We consider again a function s(z) in some neighbourhood of a point, 
where s'(z) / 0. We introduce two functions w0(z), wfz) such that

s(z) = . (13.4-19)
w0(z)

The derivative with respect to z is

Wo
Since we are free in the choice of wQ we can take this function in such a 
way that 

2 1Wo = ----
ds/dz

(13.4-20)
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in some neighbourhood of the above mentioned point. Then from
(13.4-20)

wiw0 —h^Wo = 1 (13.4-21)

and it follows that
w'i'w0 —Wi Wq = 0,

or

= (13.4-22)
Wo Wi

Now we express the Schwarzian derivative of f(z) in terms of wQ and 
(and its derivatives). We have from (13.4-20)

s" __ 2w'o
s' w0

and so
d_ s" = _2 Wq'Wq-Wq2
dz s' Wq

whence
[s]z= —2 —= -2^. 

Wo Wi

This result can be stated as follows. Denoting [s]z by R(z) we have 
The functions w0 and wY satisfying (13.4-19) and (13.4-21) are solutions 

of the linear differential equation of the second order

w" +|i^(z)w = 0. (13.4-23)

If [^L — 0 we have w'q = 0, w0 = cz+d, and w'/ = 0, wx = az+b,. 
whence s = (az + b)l(cz+df This enables us to prove

From
E/]z = [<7]z (13-4-24)

follows that

= Af+B (13.4-25)
Cf+D

where A B, C and D are constants.
We employ (13.4-14). It is assumed, of course, that/(z) is not a constant. 

Introducing the new variable f = /(z), we have

Mz = [0]/ (t-)2 + [/]z

\dzJ
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whence [g]f = 0, since dffdz / 0. Then the truth of the assertion follows 
from the above remark.

Let now 2(5) denote a simple automorphic function of the first degree 
and 5(2) its inverse: then we have evidently

If z(s) is a non-constant simple automorphic function of the first degree 
then its inverse can be expressed as the quotient of two solutions of a 
linear differential equation (13.4-23) of the second order, where R(z) is a 
rational function.

13.4.6 - The invariant of a simple automorphic function of the 
FIRST DEGREE

In the previous section we obtained the result, that the invariant 
of a simple automorphic function 2(5) of the first degree is a rational 
function.

First we consider an ordinary point s0 of 2(5). Let a denote the value 
of this function at sQ. Then we have the expansion

z = a + —s0)+ . . ., (13.4-26)

with aY / 0, for z(s) is of the first degree (and hence univalent). Intro­
ducing the variable

t = s-s0 (13.4-27)
we have 

z = a-j-ait-j- ... (13.4—28)

and this series is invertible giving

t = b^z-a^ .... (13.4-29)
Now

/dt \ 2

2 = fll(s_So)+ . .. (13.4-30)
z

and the substitution (13.4-27) leads to

t = bi (2) + . ... (13.4-31)
\ z/

rV) = ca = m, r +wz = [t]z, 
\dz/

for [s]f = [Z4-^0]f = 0. Since [r]z is clearly regular at z = a, we find 
The function R(z) is regular at a point z = a corresponding to an 

ordinary point of s(z).
Next we consider the case that s0 is a pole not at a vertex or at a 

parabolic point. Hence we have an expansion
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As above we find

But

A(z) = [/]z.

[t]z = [t]1/2 (®)2 = ^W1/Z, 

\ dz J z

where |7]1/z is an ordinary power series in terms of 1/z. Thus we find 
If the point at infinity of the z-plane corresponds to a pole in the interior 

of the fundamental domain of the function z(s) then R(z) is regular at 
infinity, having a zero of order at least four there.

Suppose now that 50 is a vertex of the fundamental domain and that z 
takes the value a at this point. Then z—a has a zero of certain order n 
at s = Sq. As we pointed out in section 13.4.3 this point must be counted 
with a multiplicity njg, if g is the peiiod of the elliptic transformation 
associated to this point. Hence we must take n = g and the expansion 
of z is

z = a + afs — Sq)9+ . . .,ar / 0, (13.4-32)

which transforms into (13.4-28) after performing the substitution

t = (s-s0)ff. (13.4-33)

The series (13.4-28) can be inverted, yielding the series (13.4-29).
From (13.4-33) follows that

s = sQ + tx'9, (13.4-34)

where t is a power series in z—a. In some neighbourhood of Z^O the 
function txl9 represents a single-valued branch.

In
/ dt\ 2

*(z) = [4 7 +EtJz (13-4-35)
\dz)

the last term is an ordinary power series. An easy calculation shows that

M.-(!-■() A- (13.4-36)
\ g / zi 

whence

r -i / dt\2 / 1 \ 1 z. X2Mt I —I = (1 2) ’ * ")
\dz/ \ g / 2(bfz-a) + . . .f

L — 1 \ 1 C'= I 1-------- 2 ) ----------TI + ---------- + * ‘ ’

\ g / 2(z — a) z — a

where the omitted terms represent an ordinary power series in z — a. Thus
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The function R(z) has a pole of the second order at a point z = a corre­
sponding to a vertex of the fundamental domain.

If the vertex is a pole we may write

— = s0)1/9+ . . .

and this yields (13.4-31) on applying the substitution (13.4-33) and
inverting the series. Now we have

and since [Z]z starts with a term involving z-4 we obtain
The function R(z) has a zero of the second order at the point corre­

sponding to a pole at a vertex of the fundamental domain.
A parabolic point s0 is investigated by the substitution (13.4-5). 

Suppose that z takes the value a at 5 = 50. The auxiliary function 
introduced in section 13.4.2 has a zero or a pole of the first order at 
t = 0. In our case it has a zero and from z — a = <p(t) we find t as an 
ordinary power series in terms of z—a. Since

1 c 1
------= — log t 
s — sQ----2tii

we find 

the same result as (13.4-36), but with g — 00. As a consequence, since 
the case of a pole can be treated along similar lines,

The function R(z) has a pole of the second order at a point corresponding 
to a parabolic point and a zero of the second order at infinity9 if the para­
bolic point is a pole.

We tacitly assumed that s0 is finite. But if s0 is infinite we replace 
5 —by 1/5 in our formulas and make use of the fact that [s]z= [l/s]z.

Summing up we see that R(z) has only poles of the second order and 
a zero of at least the second order or of at least the fourth order at 
infinity.
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13.5 - The Poincare theta series

13.5.1 - The theta series

A fundamental question in the theory of the automorphic function is 
whether there are non constant functions which are automorphic with 
respect to a given properly discontinuous group. In section 13.1.5 we 
pioved that a properly discontinuous group is either finite or consists 
of an enumerable number of elements. Hence we can place them in a 
certain order

Ao, A15 A2,..., (13.5-1)

where Ao always denotes the identity E.
If the group is finite and H(s) is any rational function then,

X (13.5-2)
v-0

where n is the number of elements of the group is automorphic, for 
replacing 5 by Aks means only a permutation of the terms in the sum 
(13.5-2).

If, however, the group is infinite we have instead of (13.5-2) an infinite 
series and there is no reason to believe that such a series is convergent, 
for the general term H(kns) will even not approach zero unless H(s) 
is zero in the limit points to which Anly cluster.

The situation is comparable by that of the problem of Mittag-Leffler 
(section 4.11.1) of constructing a function with prescribed singularities. 
The problem was solved by the introduction of convergence factors. 
The same idea led Poincare to the construction of a certain class of series 
which have similar properties as the Jacobian theta series. These series 
can serve to construct automorphic functions.

Let H(s) be a rational function none of whose poles is at a limit point 
of the group. By a theta series of Poincare we understand a series of the 
type

(13.5-3)
00 MA A1

0(s) = £H(M
v=o \ as J

where m is a positive integer. In the next section we shall prove the 
unconditional convergence of this series.

Anticipating this result we shall first derive a fundamental property of 
this series. Let

A s - anS + bn
9

cns-{- dn
b, = 1. (13.5-4)n = 0, 1, 2,..
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Then
0(Aks) = f H(AV Ats) 

v = 0
dAv

k dAks t v = o \ as J \dKks]

If n runs through all numbers 0, 1,2,..., then hn\s runs through all 
transformations of the group and since - as we shall prove - the series 
(13.5-3) is unconditionally convergent we may conclude that

m

or

= 0(s)(q5 + <- (13.5-5)

This is Poincare's relation. The number m will be called the weight of the 
series.

Now we can set up functions which are unaltered when a transforma­
tion of the group is applied. Let ff(s) and Q2(s) be two theta series of 
the same weight. If f(f] denotes the quotient

(13.5-6)

then

o2(M e2(s)(cks+dk)2m

It will appear subsequently that, for a function group, kks is in the domain 
of existence of the theta series. Then f(s) is an automorphic function.

13.5.2 - Convergence of the theta series

We proceed to prove the convergence of the theta series (13.5-3). 
We state

If m 2 and if the point at infinity is an ordinary point of the group, 
then the theta series (13.6-3) defines a function which is meromorphic in 
any region not containing limit points of the group in its interior.

The restriction that s = oo can only be an ordinary point is not very 
serious. It has the advantage that we can apply the results obtained in 
paragraph 13.1.

It will suffice to prove the theorem for a region 31' such that there are 
no limit points of the group inside or on the boundary of 3T, since such a 
region can be made large enough to include any given interior point of a 
region with limit points on its boundary.
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Certain terms of (13.5-3) may have poles in 9?'. At s = — dklcki 
the centre of the isometric circle Ik, the factor (cks + dk)~2m becomes 
infinite. If s is such that Aks = a, where a is a pole of H(s), then H(\s) 
has a pole. It is clear, however, that only a finite number of terms of the 
series have poles in 91'; for 9t' contains in its interior and on its boundary 
only a finite number of centres of isometric circles and only a finite 
number of points congruent to each of the poles of H(s).

We now omit the finite number of terms having poles inside 9t' and on 
the boundary of 91'. The minimum distance from the boundary of 9i' 
to the centres of those isometric circles whose centres are exterior to 91' 
exceeds a positive number d. We have then for all the terms we are 
considering and for all s in 91'

?k

Further we can include the poles of H(s) in small closed discs such that, 
when s is in 91', all points Afciy in the terms considered are outside these 
discs. Outside these discs the function H(s) is bounded, so that we have

|H(Ats)| < M.

Excluding further the finite number of terms for which ck = 0, we have

|H(Ats)||C(tS + 4r2m H(A.s)
d2

The series

being the series (13.1-23), is convergent under the assumptions made 
above. Hence the series

f |cj-2m 

v= 1

is certainly convergent if m 2. Thus the absolute and uniform conver­
gence of the series under consideration is established and its sum is a 
holomorphic function in 9i'. It follows that (13.5-3) is meromorphic in 
9J' and, consequently, also in 9?.

Let us now consider, for example, the Fuchsian group of the first kind. 
The limit points consist of all points of the principal circle and (13.5-3) 
defines a meromorphic function inside the principal circle. The poles 
of 0(s) arise from the poles of the individual terms of the series. If 
H(s) has a pole at 5 = a inside the principal circle, then H{Kks) becomes 
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infinite when Aks = a. That is, G(s) has poles at the poles of H(s) - except 
that, in special cases, H(s) may have poles at congruent points of such a 
character that the singularities arising from two or more terms of the 
series cancel. Leaving this special case aside we may state that the number 
of poles of 0(5) in a fundamental domain 9t0 is exactly equal to the 
number of poles of H(s) inside the principal circle. If 0(5) has poles inside 
the principal circle, these points cluster about each point of the principal 
circle. The principal circle is thus a natural boundary of the function.

The proof of the convergence of the theta series does not require that 
the group be a function group. Poincare’s relation (13.5-5) connects two 
distinct functions, unless 0(s) can be continued analytically from 5 to 
Afc5. In order that (13.5-5) express a property of a single one of the 
functions defined by the series, it is necessary that the region of existence 
of the function can be carried into itself by the transformations of 
the group. The group is then a function group.

In setting up functions by means of theta series, the poles of H(s) are 
at our disposal. By placing a pole at a desired point we can be sure that 
0(5) in a region 91 under consideration has a singularity and, hence, it is 
not identically zero. In forming automorphic functions for a function 
group by means of theta functions, as in (13.5-6), we can place the poles 
of the numerator and the denominator at different points of 91 and, thus, 
be assured that the automorphic function does not reduce to the trivial 
case of a constant.

13.5.3 - Behaviour of the theta series at vertices and at parabolic 
points

Let, as in section 13.4.2, and s2 be fixed points of an elliptic trans­
formation A of period g. Then A is defined by (13.4-1). Differentiating 
logarithmically we get

dAs _ (As —s1)(As —s2) 
ds (s — s^s — s2)

(13.5-7)

We assume that is in the region of existence of a theta function 0(s), 
such that A belongs to the group defining this function.

Poincare’s relation (13.5-5) may be written in the form

n/A \ fdks\ 0(A*) H- 
\ ds /

(13.5-8)= 00.

Let us put

F(s) = (s-Sir(s-s2)X0- (13.5-9)



13.5] THE POINCARE THETA SERIES 405

Then, by virtue of (13.5-7) and (13.5-8)

ro-s2rF(As) = (s — Sj

and it appears that F(s) is unaltered by the transformation A; otherwise 
stated: F(s) is automorphic with respect to the cyclic group generated by A.

Applying the first theorem of section 13.4.2 we may infer that F(s) takes 
its value g times, or a multiple thereof, at s = st.

Jf 0(s) is regular at s = st then F(s) has a zero of order at least m at 
s — sv If m is not a multiple of g then 0(s) must have a zero at sY also, 
the order nQ of the zero being such that

m + n0 = 0(mod g). (13.5-10)

Hence
If 0(s) is regular at s = , it is necessarily zero there, unless the

weight m is a multiple of g.
IfQ{s) has a pole of order n^ at sr, then F(s) has a pole of order n^ — m 

or a zero of order m — n^, unless n^ — m. An equation

m-nx = 0(mod g) (13.5-11)

holds in this case.
Next we suppose that sQ is a parabc-i;c point and that there is a para­

bolic subgroup generated by a transformation A defined by (13.4-3). 
Now we have

— = (13.5-12)
ds \ s — sQ /

and if we introduce the function

G(s) = (s-s0)2^(s) (13.5-13)

we find

(z/A<\m
— 0(As) = G(s), 
ds J

meaning that G(s) is automorphic with respect to the subgroup generated 
by A.

Introducing the variables (13.4—4) we have

where ty(f) is single-valued in a neighbourhood of t = 0. The theta 
function shows a logarithmic singularity at t = 0.
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We can take the circle C, considered in section 13.4.2, small enough 
that it contains no point — dklck and no point congruent to a pole of H(s). 
In fact, C, when small enough, contains only points congruent to points 
of the fundamental domain which lie in the neighbourhoods of the 
parabolic points of the cycle; and these neighbourhoods can sufficiently 
restricted to exclude oo and the finite number of the points of the funda­
mental domain congruent to poles of H(s). Taking C sufficiently small 
we have bounds for the expressions

s-s0 < K, |//(Afcs)| < M,

where s lies within or on the boundary of the triangle 5150s'2 considered 
in the above mentioned section. In the series 

G(s) = I
v = 0

2m i

cv

the general term is less in absolute value than the corresponding term of 
the convergent series of positive terms

K2mM X |cvr2m. 
v= 1

thus remains finite if s tends to s0 from the interior of the triangle. 
In the Z-plane, then, </<(/) is regular at t = 0, for it is bounded and holo­
morphic in a neighbourhood of t = 0 (section 2.8.3).

An automorphic function formed as a quotient of two theta series 
may be written as

, . = (s-So)2m0i(s) = lAi(t) 
(s-so)2m02(s) ^(t)‘

This function, as a function of t, is regular or has a pole at t = 0. Then, 
as s tends to s0 from the interior of the fundamental domain, f(s) has a 
finite or infinite limit. It thus satisfies the requirements for the behaviour 
of a simple automorphic function (section 13.4.1).



Chapter 14

THE SCHWARZIAN TRIANGLE FUNCTIONS AND THEIR 
INVERSES

14.1 - The mapping of a curvilinear polygon

14.1.1- The differential equation of schwarz for the mapping 
FUNCTION

An interesting class of automorphic functions is intimately related to 
the problem of the mapping of the upper half of the z-plane onto a 
curvilinear triangle in the w-plane.

The Schwarzian derivative provides the key for the solution of the 
problem of mapping a circular disc or a half plane onto a polygon with 
circular sides. We understand by such a polygon a region whose boundary 
consists of circular arcs. The case that there are rectilinear segments 
among the sides need not to be excluded.

Fig. 14.1-1. The mapping of a curvilinear polygon onto a half plane or onto a circular 
disc

407
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As we shall see a linear transformation has no influence on the method 
for characterizing the mapping function. Hence we may assume that the 
polygon is situated in the w-plane such that w = oo is an external point. 
Its vertices will be denoted by b19.. ., bn and the interior angles by 
aiTt,. .., a„7c respectively, (fig. 14.1-1), will 0 ak g 2, k = 1,. . ., n.

By the Riemann mapping theorem and the supplementary discussion 
of section 10.5.6 we may conclude that there is a univalent function/(z), 
holomorphic throughout the upper half of the z-plane or in the interior 
of the unit disc around z = 0 which maps this region onto the interior 
of the polygon. This function is continuous on the real axis or on the 
circumference of the disc.

Let ax,..., an denote the points in the z-plane corresponding to the 
vertices of the polygon. For the time being we suppose that all these 
points are finite. Since rectilinear segments or circular arcs correspond, 
we may apply Schwarz’s reflection principle and conclude that /(z) 
is also regular at each point of the boundary, except at the points ar,. .., 
an. The function/(z) can be continued analytically across a line segment 
(or an arc) between two successive points ai9 ai+l as to be defined in the 
lower half plane or the exterior of the unit circle. The values of /(z) in 
this new region make up the interior of a polygon adjacent to the given 
polygon and symmetric with it with respect to a side. Reflecting again 
with respect to a part of the boundary between two points aj9 aj+1 (different 
from the above ones) we obtain a function g(z) which is defined in the 
original region and maps this onto a polygon which is obtained by two 
reflections, (fig. 14.1-2), i.e., a fractional linear transformation. This 
new mapping function is related to the first function by means of the 
equation

(z) = 4/(z) + B (14.1-1)
Cf(z)+D

where A, B, C and D are constants such that AD -BC 0. It is, there­
fore, natural not to consider the mapping function f itself, but the 
Schwarzian derivative [f]z which is the same for all mapping functions as 
obtained by means of the reflection principle. It follows that [f]z is a 
single-valued function which exists throughout the extended z-plane, 
except possibly at the singular points ar,.. ., an9 for/'(z) / 0 everywhere 
in the region outside these points.

By a suitable linear transformation (14.1-1) in the w-plane we can map 
a given polygon onto a polygon which has a rectilinear side on the real 
w-plane axis. Hence g(z) and so [g}z is real between the points corre­
sponding to the endpoints of this segment. As a consequence

The Schwarzian derivative [f]z of the mapping function is real on
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Fig. 14.1-2. Successive reflections of a polygon in its sides

the boundary of the half z-plane or on the circumference of the unit disc.
Now we turn our attention to the discussion of the singularities. Let a 

denote a singular point and b its image. The angle at b be an. Three cases 
can occur;
a) The circumferences, on which the two sides issuing from b lie, meet in a 
second point b' which is a finite point. If b = oo then the circumferences 
are straight lines, of course.
b) Both sides are rectilinear and issue from a finite point.
c) The sides are tangent at b. In this case the internal angle is 0 or %, 
(fig. 14.1-3), for we exclude the case a = 2.

Case a) can be reduced to case b) on applying a linear transformation 
which brings the point bf to infinity. We consider this case first.
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A suitable movement brings b into the point w = 0 and one side along 
the real vv-axis, such that the other side is in the upper half of the w-plane. 
The resulting mapping function will be denoted by #(z).

It is clear (section 10.2.2) that the transformation

ta = w (14.1-2)

maps the angular region onto the upper half of the Z-plane. Thus we obtain 
a correspondence between the z-plane and the Z-plane such that points 
in a neighbourhood of z = a and lying on a segment of the boundary of 
the mapped region in the z-plane correspond to those of a part of the real 
axis in the Z-plane containing Z = 0. As a consequence the function Z(z) 
is regular at z = a (Schwarz’s reflection principle) and can be continued 
throughout a neighbourhood of z = a. Hence Z can be expanded as

Z = c1(z-«)-|-c2(z-a)2 + . . c1 / 0. (14.1-3)

On applying the transformation formula (13.4-14) of the Schwarzian 
derivative we may evaluate [g]z, for

Fig. 14.1-3. The various possible situations at a vertex of a curvilinear polygon if 
0 a < 2
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Wz = M, (^)2+M-

Now t = w1/a represents a single-valued branch in some neighbourhood 
of w = 0. A simple calculation yields

Mr = 1 —q2 
2t2 ’

whence

1—q2___ , = 1-q2 + C
2(c1(z — a)+ . . .)2 1 2(z —a)2 z — a

where the omitted terms constitute an ordinary power series. Observing 
that [Z]z is regular, we finally have, since [f]z = [g]z\

1 — a2 C
[/]2 = + — + X4 (14.1-4)

2(z — a) z — a

where h(z) is regular at z = a.
There remains the discussion of the case a = 0, 1. First we apply a 

transformation (if necessary) which brings b to infinity in such a way 
that we obtain figures as considered in section 10.3.6. If a = 0 we use 
the transformation

w = log t 
and from 

we easily find 

being the expression (14.1-4) with a = 0.
If a = 1 we apply the substitution

h’ = Z-1 -Flog t

which does not differ essentially from (10.3-33). 
A simple calculation shows

Inserting the series for t we obtain (14.1-4) with a = 1. 
It is clear that the function

X(z) =
V — 1

1-q2 Cv
(\2z — av) v=iz-av
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has no singularities in the finite plane. Let w0 denote the value of f(z) at 
z = oo. Then

/i\ /i\2
VV-W0 = I— I + c2 — I +...,(?! 

\Z/ \ZJ
* 0.

It is evident that [w]1/z is an ordinary power series in 1/z and so

\ dz / z
Hence

The function [f]z is regular at z — co and has a zero of multiplicity at 
least four there, provided that z = oo does not correspond to a vertex 
of the polygon.

By the Cauchy-Liouville theorem (section 2.12.1) the function /(z) is a 
constant, in this case the constant zero. Thus

If ar,..., an are finite, then the mapping function satisfies Schwarz’s 
differential equation

n 1 _
[/]z = lZ

n C
+ E 

v=i z — a (14.1-5)

If is often convenient, in the case that we map the upper half of the x- 
plane onto a curvilinear polygon, to admit that z = oo is singular, i.e., 
that it corresponds to the vertex bn of the H-gon. Reasoning along the 
same lines as in the cases of a finite singularity and observing that now

Zl\ /1\2
t = Ci 1 — 1 +c2 I — I 4- . . . 

\zJ \Z1

we easily find that
[/iz=iM 

z
(14.1.6)

where the omitted terms constitute a power series in 1/z, beginning with 
1/z3. Thus
Ifz—co corresponds to a vertex of the polygon, then [f]z has a zero 

of multiplicity at least two at z — oo. The function f satisfies the differential 
equation (14.1-5), where n is replaced by n—\.

14.1.2 - Fundamental relations

The various constants occurring in (14.1-5) are not independent. 
Expanding [f]z in a neighbourhood of z = oo we get
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1 n 1 « /I — ar2 \
[/]z = - ZCv+4£ l_^+cvav + 

Z v=l Z v=l \ 2 /

+ 4 Z ((1-av)«v+Cv«v)+ • • ••
Z v=l

Assuming that /(z) is regular at z — oo the function [f]z has a zero 
of at least the fourth order there and we conclude that

Z cv = 0, (14.1-7)
v= 1

Z (l(l-«v) + Cvav) = 0, (14.1-8)
v — 1

and
£((l-av2X+Cv^) = 0. (14.1-9)

v= 1

By means of these fundamental relations n — 3 among the constants 
,..., Cn can be evaluated, provided that aY,..., an, ,..., are known.

Thus the mapping problem depends on n — 3 undetermined constants, 
the so-called accessory parameters of the problem.

It is clear that if the vertices and the angles of the polygon are given, 
the numbers ,..., an, Cj,..., Cw are determined. The actual evaluation 
of these constants is, however, an extremely difficult task, except in a few 
special cases.

It is instructive to investigate what happens if we add a singularity 
an+1 and let -* oo. The equation (14.1-5) contains again the terms 
corresponding to the finite singularities. Writing (14.1-7), (14.1-8) and 
(14.1-9) as

n
E ^v+G+1 = 0, 

v= 1
n

E (1(1 — av)+Gflv) + Ml~an+l) + Cn+ian+1 = 0, 
v— 1

n
Z ((1—av)av + Cva2) + (l —a2+1)a„ + 14-Cn+1a2+1 = 0, 

v= 1

we see immediately that from the second of these equations follows
n

lim C„+1an+1 = -l(l-a2+i)- £ GK1-a*) + Cvav)
an + 1 “* 00 V = 1

and from the last

lim Cn+1an+1 = -(1-a„2+1).
fln+1
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Hence Cn + 1 -» 0 and so we get the relation (14.1-7). In addition we now 
have

f (l(l-aJ) + Cvav) = l(l-an2+i).
v = 1

(14.1-10)

14.1.3 - The schwarz-christoffel formula

The method for obtaining Schwarz’s differential equation can also be 
applied to the case of a rectilinear polygon. But now things simplify 
considerably, for we have only to consider transformations of the type

w -> Aw + B

and for these transformations already

w" 
w'

remains invariant. Evaluating this invariant in the various cases we obtain 
the result that it has simple poles at ar,..., an with residues — 1,..., 
an — 1 respectively, assuming that these points are finite. There is a double 
zero at z = oo and this becomes a simple zero if an — oo. In the case of 
finite singularities we have

= £ <Xy ~ 1 
w' v=i z — av

whence

w' = cfl^z-a^1 =
V= 1 V = 1

This yields the Schwarz-Christoffel formula (10.3-9).
It is tacitly assumed that w = oo is not an interior point of the polygon. 

If w(z) maps the upper half of the z-plane onto the exterior of the polygon, 
then with the conventions of section 10.3.5 we find that

w v=i z — av z — a z — a

where z = a corresponds to w = oo. By adjusting constants we may take 
a = z. Then (10.3-17) follows. The fundamental relations reduce to

£av = 2,
v= 1

which is geometrically evident. There are no accessory parameters.
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14.2 - The Schwarzian triangles and their associated groups

14.2.1 - The problem of inversion

An interesting class of functions is related to the problem of the map­
ping of the upper half of the z-plane onto a curvilinear triangle in the 
5-plane if we ask under which circumstances the mapping function is 
extendible throughout the whole s-plane as a single-valued function. By 

s(a15a2,a3;z) (14.2-1)

we shall denote a function which maps the upper half of the z-plane onto 
a curvilinear triangle with angles a17c, a27t, a37r, such that the points 
z = 0, 1, oo correspond to the vertices of the triangle respectively. The 
function (14.2-1) is a solution of Schwarz’s differential equation

[<k = R&, (14.2-2)

with

K(z) = 1 — (Xi 
2z2

1 — ^2 C 1 C2
+ "7----- + — + —- •

2(z —l)2 z z —1

In view of (14.1-7) (with n — 2) and (14.1-10) (with n = 3) we have

Ci + C2 — 0, 

i(l-a2) + i(l-a2) + C2 = |(l-a2),
whence

K(z) = 1-a? l-a22
2z2 2(z —I)2

ai +a2 —a3 —1 
2z(z — 1)

(14.2-3)

In this case there are no accessory parameters.
Throughout the closed triangle the function s(z) is invertible, its 

inverse being denoted by z(s). This latter function can be continued 
analytically beyond any side of the triangle by applying the reflection 
principle and we obtain another triangle which corresponds to the lower 
half of the z-plane. On repeating this process in all possible ways we obtain 
a system of triangles corresponding the upper or the lower half of the 
z-plane alternately. In a figure we shall shade the triangles corresponding 
to the upper half plane.

In general the function thus obtained is not a single-valued function 
in the s-plane, for triangles of the system may overlap. Assume now that 
none of the numbers a15 a2, a3 is equal to 0 or 1. By a Mobius trans­
formation we can carry the triangle into another triangle with its 
vertex at the origin and two rectilinear sides issuing from this vertex.
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Reflecting in these sides and repeating this process we get a star of trian­
gles around the origin and these triangles fill up a neighbourhood of the 
origin without gaps or overlappings if and only if the angle at the origin 
is rc/y, where y is an integer > 1. Hence the analytic function z(s) takes 
again its original value if s describes a small circle about the origin. If 
the same condition holds for the other vertices we have

The inverse z(s) of the function which maps the upper half of the z-plane 
onto a curvilinear triangle with angles a27t, a37C is continuable as a 
single-valued function beyond the sides of the triangle if and only if the 
numbers a15 a2, a3 are the reciprocals of integers > 1, assuming that 
none of the angles are zero.

The case that one or more of the angles is zero need not be excluded. 
Then we interpret the reciprocal of a as oo.

The functions (14.2-1) with = l/yx, a2 = l/y2, a3 = l/y3, where 
the y’s are integers or oo, are called Schwarzian triangle functions.

On applying repeatedly the process of reflection with respect to the 
sides of a triangle and to those of the triangles thus obtained we get 
a group of linear fractional transformations which carry any shaded 
triangle into any other shaded triangle. We shall list the groups further on 
and it will turn out that they are properly discontinuous. The inverse 
function z(s) of the corresponding Schwarzian function is a simple auto­
morphic function. We shall see that the region of discontinuity is either 
the extended plane, the finite plane or the interior of a circle. A shaded 
and an unshaded triangle together form a fundamental domain for the 
group. Two vertices opposite to the common side form a cycle. I he other 
cycles consist of only one vertex.

Summing up we have
The Schwarzian functions are the inverses of simple automorphic func­

tions with respect to a group of linear transformations obtained by carrying 
any shaded triangle into any other shaded triangle by a sequence of reflect­
ions in sides, provided the angles of the triangles are Ti/yi, 7c/y2 and n/y3, 
where y2, y3 are certain integers > 1 or oo.

14.2.2 - The three kinds of schwarzian functions

The Schwarzian functions can be divided into three classes: 
A) The Schwarzian functions of the first kind are characterized by

1 1 1
- + - + - > 1. (14.2-4)

72 73

Since 3, y2 3, y3 3 simultaneously is impossible, at least 
one of the numbers y1} y2, y3 is equal to 2, say yL. Then remains the
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inequality
1 1---- 1---- > i 
y2

and it is clear that y2 4, y3 4 is impossible.
Let y2 < 4, i.e., either y2 = 2 or y2 = 3. If 72 = 2 we have

1 > 0
73

and y3 may be any integer > 1. If y2 = 3 then

->i, 

73

whence y2 = 2, 3, 4 or 5. The case y 3 = 2 is already covered by = y2 
= 2. Summing up we have

Al)
A2)

A3)

A4)

7i = 2, 72 = 2, 73 = « 2,
7i =2, y2 = 3, y3 = 3,

7i = 2, y2 = 3, y3 = 4,

7i =2, 72 = 3, 73 = 5.

B) The Schwarzian functions of the second kind are those characterized by

Hence yr = 2 or = 3. If = 2 then

[f we suppose

1 + 1 + 1 = 1. (14.2-5)
7i 72 73

that 7i 72 73, we find

1>1.
7i

Hence y2 = 3 and y3 = 6, or y2 = 4, y3 = 4. If 7i = 3 then

1 1-----1-------- 1,
72 73

whence

-^1.
72

This yields y3 = 3.

- + - = f,
72 73

whence

72
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If we take = y2 = 2, then l/y3 = 0. We shall adopt the improper
solution y3 = oo, corresponding to a triangle having a zero angle.
Summing up we have

Bl) 7i

B2) y,
B3) 7i

B4)

= 2:

= 2;
= 2;
= 3.

72

y2
y2

= 2, 

= 3,
- 4,
= 3,

73 = °o,

73 = 6,
73

73

= 4, 
= 3.

C) The Schwarzian functions of the third kind are those characterized by

1 1 1

7i 72 73
(14.2-6)

There are infinitely many sets of solutions, for if (14.2-6) is satisfied by 
some values of y2 and y3, then also by larger values. We may adopt 
improper solutions, corresponding to triangles with one, two or three 
zero angles.

14.2.3 - The patterns of schwarzian triangles and their group of 
AUTOMORPHISMS

Consider a shaded triangle A in the s-plane with vertices s^, s2, s3 

Fig. 14.2-1. Successive reflections of a triangle in its sides (schematic; the situation for 
curvilinear triangles in similar)
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and angles 7ilyt, 7i/y2 and 7t/y3 respectively, wheie y19 y2 and y3 have 
values listed in the previous section. A triangle of this kind will be called a 
Schwarzian triangle. Reflecting A in the side connecting s3 and we 
obtain an unshaded triangle A* with vertices s* and s3, (fig. 14.2-1). 
Reflecting d* in the side connecting 5^ and s* we get a shaded triangle 
which is obtained from A by means of an elliptic or parabolic transfor­
mation A, with fixed point Si. The order of A is . In a similar way we 
can define a transformation B with fixed point s2 and order y2 and a 
transformation C with fixed point s3 and order y3. The triangles obtained 
from A by means of the transformation A, B, C will be denoted by 
Ad, Bd, Cd respectively.

It is easy to see that the same construction applied to the triangle Ad 
yields triangles A Ad, BAd, C Ad, etc. Hence the shaded triangles obtained 
by repeated reflections in the sides may be denoted by

AK1BA1CM1 .. . A^B;<Mpd (14.2-7)

and the group of automorphisms of the pattern of all shaded triangles is 
generated by the transformations A, B and C.

Denoting by A-1 the inverse of the transformation A, a simple 
geometric consideration reveals that A-1d and BCd coincide. Thus we 
have

The group of linear fractional transformation, carrying any shaded 
Schwarzian triangle into any other shaded triangle by a sequence of 
reflections in sides, is generated by three transformations A, B, C, satis­
fying the defining relations

(14.2-8)

E denoting the identity transformation.

14.2.4 - The schwarzian triangles of the first kind

Let the sum of the angles of a Schwarzian triangle with vertices , s2 
and s3 be greater than n. There is no zero angle and the two sides which 
issue from a vertex, say s3, meet again at a point s3. A linear transforma­
tion can be made which carries s3 to oo and to the origin O in the 
s-plane. The new triangle has two rectilinaer sides issuing from O and 
making there an angle n\y3. Since the sum of the angles of the triangle is 
greater than it, the third side is a circular arc concave towards O. Through 
O we draw a chord of the circle of the third side which is bisected by O, 
(fig. 14.2-2). Without loss of generality we may assume that the length 
of this chord is 2. The circle with this chord as a diameter is intersected 
by each side of the triangle at diametrically situated points.

A71 = E, B72 = E, C73 = E, ABC = E,
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Fig. 14.2-2. Triangle with two rectilinear sides and its projection onto a sphere

Now let the s-plane be projected stereographically onto the sphere, 
having this circle as equator, (section 1.1.3). The sides of the triangle 
are carried into three circular arcs on the sphere, lying on circles which 
pass through opposite ends of a diameter of the equator. Hence the 
sides of the corresponding triangle on the sphere are arcs of great circles.

Fig. 14.2-3. Bipyramid
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Fig. 14.2-4. The shaded and unshaded triangles on the faces of a bipyramid

A reflection in a side of the triangle in the plane corresponds to a 
reflection in a diametrical plane of the sphere. Thus it appears that the 
group associated with the triangle is isomorphic to a group of rotations 
of the sphere. Since the area of the sphere is a finite number and all 
triangles obtained by stereographic projection have equal positive area, 
we find that the group is finite. Evaluating in each case the spherical 
excess, we find that the number N of the shaded triangles is

N = 2n, 12, 24, 60 (14.2-9)

in the various cases listed in section 14.2.2 under A). Thus the numbers N 
are the orders of the groups corresponding to these cases. The triangles 
fit together without overlappings or gaps and fill up the entire sphere. 
Al) We describe in the equator of the sphere a regular n-gon; its vertices 
will be denoted by 7, 2, . . ., n. Connecting these vertices with the north 
pole and the south pole we obtain a bipyramid having 2n triangular faces, 
(fig. 14.2-3). Each of these faces can be divided into shaded and un­
shaded triangles, having the midpoint of a side of the n-gon in common, 
(fig. 14.2-4). Projecting this figure from O onto the sphere we get a 
division of the sphere into 2n pairs of triangles by the equator and n 
complete meridians. The angles of these triangles are 7i/2, tc/2 and 7t/n 
and stereographic projection onto the s-plane yields the pattern as de­
picted in fig. 14.2-5. It is understood that the point 1 is on the positive 
£-axis.

We proceed to investigate the group of automorphism of this pattern. 
The regular polygon inscribed in the equator can be looked upon as a 
regular polyhedron with two coincident faces, n vertices and n edges.
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Fig. 14.2-5. The pattern of the dihedral group

The rotations of the sphere carrying this /7-gon into itself carries also the 
bipiramid into itself and yield, therefore, automorphisms of the pattern 
of triangles. Excluding the identity, there are n— 1 lotations of the sphere 
about the vertical axis through multiples of the angle 2n/n and bringing 
the n-gon into coincidence with itself. If n is even there are n/2 diameters 
connecting diametral vertices and «/2 diameters bisecting sides of the 
72-gon. If n is odd there are n diameters through vertices which bisect 
sides. A half turn about such a diameter brings the /?-gon into coinci­
dence with itself, but interchanges the upper and the lower side. Together 
with the identity we find at least n — l+n+l = 2n rotations of the 
sphere which carries the 77-gon into itself. On the other hand there

Fig. 14.2-6. Dihedron with shaded and unshaded triangles
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are 2n such rotations at most. For there are two rotations, the identity 
included, which leaves a given vertex unchanged. Since by rotations of 
the sphere every vertex can be moved into any other vertex the number 
of rotations does not exceed 2n. Hence the number is exactly 2n.

The figure discussed above is often referred to as a dihedron, a regular 
polyhedron with two coincident faces, (fig. 14.2-6). The group of rota­
tions of the sphere carrying this figure into itself is the dihedral group.

Let A denote the rotation through n about the axis bisecting the edge 
between the points 7 and 2. It is clear that A induces a permutation

11 2 3 . . . n\
\2 1 n . . . 3/

of the vertices of the /z-gon. If B denotes a similar rotation about the axis 
through the point 2, then B induces the permutation

/7 2 3 4 . . . n\
\3 2 1 n... 4/

Hence C = B !A = BA induces the permutation

12 3 4
3 2 1 n

n\ 11 2 3 .
4/ \2 1 n.

n\ _ /2 1 n ... 3\ /I 2 3 ... n\ 
3 J = \2 3 4.. .n) \2 1 n .. .3/

= (7 2 . . . «),

a cyclic permutation of order n. It is induced by a rotation about the 
vertical axis through the angle 2nfn.

Obviously C = B-1A is equivalent to BC = A or ABC = A2 = E. 
Thus we may conclude

The dihedral group is isomorphic to a group generated by the elements 
A, B, C and the defining relations

A2 = E, B2 = E, Cn = E, ABC = E. (14.2-10)

The limiting case of the dihedral group in which n = 2 is the four 
group. The corresponding division of the sphere consists of four shaded 
and four unshaded triangles, being octants of the sphere. In the case 
n = 3 the dihedral group is isomorphic to the symmetric group of 3 
symbols.
A2) In the sphere we inscribe a cube whose faces are parallel to the 
coordinate planes, (fig. 14.2-7). Its vertices constitute the vertices of two 
desmic tetrahedra 1234 and 7'23'4'. We take 72 above the £, //-plane 
and 7 in the first octant. It is understood that 7 and 7' are diametrical 
points as are 2 and 2', etc. The points 7', 2', 3' and 4' can also be con­
sidered as the projection from O of the centres of the faces of the 
tetrahedron 1234.
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Fig. 14.2-7. The desmic tetrahedrons inscribed in a cube

Fig. 14.2-8. The shaded and unshaded triangles on the faces of a tetrahedron
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Each face can be divided into 3 shaded and unshaded triangles, these 
triangles being congruent, (fig. 14.2-8). Projecting this figure from O onto 
the sphere we obtain a pattern of 12 shaded and 12 unshaded triangles, 
the angles of the spherical triangles being tt/2,7i/3,7i/4. We have the case 
Al) of section 14.2.2. The stereographic projection onto the s-plane is 
depicted in fig. 14.2-9. The same pattern is obtained by division of the 
twin tetrahedron 1'2'3'4'.

Fig. 14.2-9. Stereographic projection of the tetrahedral pattern

We proceed to investigate the group of covering transformations of the 
tetrahedron. This polyhedron is transformed into itself by rotation about 
an axis through a vertex through angles 2ti/3 and 4tc/3. Also by rotating 
about an axis bisecting two opposite edges through the angle n. Together 
with the identity we obtain at least 4 x 2 + 3 +1 = 12 rotations, bringing 
the tetrahedron 1234 (and also the tetrahedron 1'2'3'4') into coincidence 
with itself. On the other hand there are 3 rotations (including the identity) 
leaving a vertex invariant. Since each vertex can be carried into any other 
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vertex by a rotation of the sphere, the number of rotations does not exceed 
4x3 = 12.

The group of rotations bringing the tetrahedron into coincidence with 
itself is called the tetrahedral group. Its order is 12.

Let A denote the rotation through the angle n about the axis bisecting 
the edges 12 and 34, and B the rotation through the angle 2tc/3 about the 
axis through the point 2. It is clear that A induces the permutation

(1 2 3 4\ 
\2 1 4 3/ = (/ 2)(3 4)

of the vertices of the tetrahedron and that B induces the permutation

1 2 3 4}
3 2 4 1) 3 4)

Hence B XA induces the permutation

(7 4 3)(1 2)(3 4) = (1 2 4)

being induced by a rotation about the axis through the point 3. Thus 
we have

The tetrahedral group is isomorphic to a group generated by the elements
A, B, C and the defining relations

A2 = E, B3 = E, C3 = E, ABC = E. (14.2-11)

Fig. 14.2-10. The octahedron
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Fig. 14.2-11. The shaded and unshaded triangels on the faces of an octahedron

Fig. 14.2-12. Stereographic projection of the octahedral pattern
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The permutations induced by A and B are even permutations of the 
vertices of the tetrahedron. Hence they generate a subgroup of the alter­
nating group of four symbols. Since the order of the tetrahedral group 
is 12 = |x4! and only the identical transformation corresponds to the 
identical permutation we may conclude

The tetrahedral group is isomorphic to the alternating group of four 
symbols.

A3) The centres of a face of a cube are the vertices of a regular octa­
hedron and, conversely, the centres of the faces of a octahedron are 
the vertices of a cube. We take the octahedron as in fig. 14.2-10 and 
denote the vertices by 0, O', 1, 2, 3, 4, where 0 and 0' are the north pole 
and the south pole of the sphere and 1 is on the positive {-axis.

The faces of the octahedron can be divided into 3 shaded and 3 un­
shaded triangles, (fig. 14.2-11) as in the previous section. Projecting from 
O onto the sphere we obtain a pattern of 24 shaded and 24 unshaded 
triangles, each triangle having angles 7t/2, 7t/3, 7i/4. We are now in the 
situation A3) of section 14.2.2. By stereographic projection onto the 
5-plane we obtain the pattern as depicted in fig. 14.2-12. The same pattern 
is obtained by starting with a cube whose faces are divided into 4 shaded 
and 4 unshaded triangles, (fig. 14.2-13). Hence the group of automor­
phisms of the cube is the same as that of the octahedron.

Fig. 14.2-13. The shaded and unshaded triangels on the faces of a cube
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We turn to the description of this group. There are 2 rotations different 
from the identity through angles 2tc/3 and 4tc/3 about an axis connecting 
the centres of opposite faces of the octahedron which bring the polydron 
into coincidence with itself. Similarly there are 3 rotations about an 
axis connecting diametrical vertices through angles 2tc/4, 4ti/4, 6tc/4. 
There is one rotation through an angle n about an axis bisecting opposite 
edges. Including the identity we find at least 4x24-3x3 + 6+1 =24 
rotations, carrying the octahedron into itself. On the other hand there are 
four rotations (including the identity) leaving a vertex invariant and, since 
each vertex can be carried into any other vertex by means of rotations 
of the sphere, we find at most 6 x 4 = 24 rotations.

The group of automorphisms of an octahedron is called the octahedral 
group. Its order is 24.

Let A denote the rotation through ti about the axis bisecting the edge 
01. It induces the permutation

0 0' 123 4\
13 0 4 0'2}

of the vertices of the octahedron. The transformation B, being a rotation 
through 2ti/3 about the axis through the centre of the face 012, induces 
the permutation

10 O' 1 2 3 4 \
'13 2 0 4 O'Y

The transformation C = B XA induces the permutation

11 3 0 4 O' 2\ (0 O' 1 2 3 4\ 
\0 O' 2 3 4 1) \1 3 0 4 O' 2)

being effected by a rotation through tc/4 about the axis connecting 0 and 
O'. Thus we have

The octahedral group is isomorphic to a group generated by the elements 
A, B, C and the defining relations

A2 = E, B3 = E, C4 = E, ABC = E. (14.2-12)

Let us denote by I the axis through the centres of 012 and 0'34. We 
shall write

I = {0 1 2} = {O' 3 4}.

Similarly
Il = {0 2 3} = {O' 4 1},

III = {0 3 4} = {O' 1 2},
IV = {0 4 1} = {O' 2 3}.
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Fig. 14.2-14. The icosahedron

Fig. 14.2-15. The shaded and unshaded triangels on the faces of an icosahedron
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Then A induces a permutation of these four elements, viz.,

/ I II III IV\ 
\IV II III I / = (/ IV)

and B indices the permutation

ll II III ZK\
\I IV II III) = (II IV III).

These permutations generate a subgroup of the symmetric group of four 
symbols. Since the order of the octahedral group is 24 = 4! we have

Fig. 14.2-16. Stereographic projection of the icosahedral pattern
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The octahedral group is isomorphic to the symmetric group of four 
symbols.

A4) We consider a regular icosahedron inscribed in the unit sphere 
such that two vertices coincide with the north pole and the south pole. 
One of the vertices nearest the north pole is in the plane orthogonal 
to the Tj-axis (fig. 14.2-14). The vertices of the polyhedron will be denoted 
by 0, 1, 2, 3, 4, 5, O', T, 2', 3', 4', 5', such that the same symbols, primed 
and unprimed, denote diametral vertices.

The centres of the faces of a icosahedron is a dodecahedron and 
conversely. We prefer to study the icosahedron as we did in the case of 
the octahedron, for its faces are triangles.

The faces of an icosahedron can be divided in the usual way into 3 
shaded and 3 unshaded triangles, (fig. 14.2-15). Projecting from O onto 
the sphere yields a pattern of 60 shaded and 60 unshaded triangles, each 
spherical triangle having angles tc/2, tc/3 and rc/5. We have the case 
A4) of section 14.2.2. By stereographic projection onto the s-plane we 
obtain the pattern as depicted in fig. 14.2-16. The same pattern is ob­
tained by starting with a dodecahedron whose faces are divided into 
5 shaded and 5 unshaded triangles, (fig. 14.2-17). Hence the group related 
to an icosahedron is the same as the group related to a dodecahedron.

The description of the group proceeds along the same lines as in the 
previous sections. There are two rotations, different from the identity, 
through angles 27c/3 and 4tc/3 about an axis connecting the centres of 
opposite faces of the octahedron which bring the polyhedron into coin­
cidence with itself. Similarly there are 4 rotations about an axis connecting 
two opposite vertices through angles 2nl5, 4tc/5, 6tc/5, 8tc/5. There is one 
rotation through the angle n about an axis bisecting opposite edges. 
Including the identity we have at least 10x3 + 6x4 + 5 + 1 =60 
rotations, carrying the icosahedron into itself. On the other hand there are 
5 rotations (including the identity) leaving a vertex invariant and since 
each vertex can be carried into any other vertex by means of a rotation 
of the sphere, we find at most 12x5 = 60 rotations. The group of 
automorphic rotations of an icosahedron is called the icosahedral group.

Let A denote the rotation through n about the axis bisecting the edge 
01. It induces the permutation

0 1 2 3 4 5\
10 5 3'4' 2/

of the vertices, where the primed vertices in the upper line are omitted, 
because they are permuted in quite the same way. The transformation B, 
being a rotation through 2tc/3 about the axis connecting the centres of the



14.2] THE SCHWARZIAN TRIANGLES AND THEIR ASSOCIATED GROUPS 433

Fig. 14.2-17. The shaded and unshaded triangels on the faces of a dodecahedron

faces 0'2 and 0'1'2' induces the permutation

0 12 3 4 5\
J 20 5 3' 4'/ ’

Hence the transformation C = B XA induces the permutation

(1 0 5 3' 4' 2\/0 1 2 3 4 5\ (0 1 2 3 4 5\
\0 2 3 4 5 1J\1 0 5 3' 4' 2) \0 2 3 4 5 1) ~ 2 3 4 

i.e., a permutation being induced by a rotation about the vertical axis 
connecting 0 and 0' through the angle 2ti/5. We may conclude

The octahedral group is isomorphic to a group generated by the elements 
A, B, C and the defining relations

A2 = E, B3 = E, C5 = E, ABC = E. (14.2-13)

It is easy to see that the plane through the edges 34 and 3'4' is parallel 
to the edges 01 and O'T. It bisects the edges 25' and 2'5. Thus it appears 
that the midpoint of the edges 01, O'T, 34, 3'4', 25', 2'5 are the vertices 
of a regular octahedron, (fig. 14.2-18), which we shall denote by the 
symbol

I = {01, 34, 25'},
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Similarly

o'

Fig. 14.2-18. Octahedron inscribed in an icosahedron

//= {02, 45, 31'}, 
III = {03, 51, 42'}, 
IV = {04, 12, 53'}, 

V = {05, 23, 14'}.

A rotation of the polyhedron permutes these octahedrons and only the 
identity leaves one octahedron fixed. The permutation induced by A is

11 II III 
\Z III II

IV V \v = (II III) (IV V);

the rotation B induces the permutation

i ii in iv n 
IV I III II v) = (I IV II).

These permutations are even and generate, therefore, a subgroup of the 
alternating group of five symbols. Since the order of the icosahedral 
group is 60 = |x5! we have

The icosahedral group is isomorphic to the alternating group of five 
symbols.
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14.2.5 - The schwarzian triangle of the second kind

A curvilinear triangle whose sum of the angles is equal to n can be 
transformed into a rectilinear triangle by means of a suitable fractional 
linear transformation. In this case it is possible to find a tessellation of 
the finite plane by congruent rectilinear triangles. This facilitates the 
discussion of the groups considerably.

Bl) If two angles of the triangle are right angles, the third is equal to 
zero. The triangle is now a half strip and a tessellation of the plane is 
depicted in fig. 14.2-19. Let A and B denote a rotation about and s2 
respectively through the angle n. By a simple geometric consideration it 
is clear that C = BA is a translation. The third vertex is at infinity 
and parabolic; it is a limit point of the group. In this and also in the 
other cases the groups have precisely one limit point.

In the case Bl) the group is isomorphic to a group generated by the 
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elements A, B, C and the defining relations

A2 = E, B2 = E, ABC = E. (14.2-14)

The subgroup of translations is isomorphic to the infinite group generated 
by

C = BA. (14.2-15)

B2) The triangles with the angles 7r/2, tc/3, n/6 can be arranged as in

Fig. 14.2-20. Tessellation of the plane by triangles with y1 = 2, y 2= 3, y3 = 6

figure (14.2-20). Let A denote the rotation about through the angle 
2tc/2, B the rotation about s2 through the angle 2tt/3 and C the rotation 
about s 3 through the angle 2;c/6. Then

In the case B2) the group is isomorphic to a group generated by the 
elements ABC and the defining relations

A2 = E, B3 = E, C6 = E, ABC = E. (14.2-16)

It is easy to verify geometrically that the transformations U = C4BC4 
and V = B2C2 are translations. Hence

The subgroup of translations is isomorphic to the infinite group generated
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by the elements

U = C4BC4, V = B2C2. (14.2-17)

B3) The triangles with the angles 7t/2, zr/4 and 7t/4 constitute a pattern 
as shown in fig. 14.2-12. Let A denote the rotation about through the 
angle n, B and C rotations about s2 and s3 respectively through the 
angle 2tc/4. Thus

In the case B3) the group is isomorphic to a group generated by the 
elements A, B, C and the defining relations

A2 = E, B4 = E, C4 = E, ABC = E. (14.2-18)

Fig. 14.2-21. Tessellation of the plane by triangles with yx = 2, y2 = 4, y3 — 4

By a simple geometric consideration we find that the transformations 
U = BC3 and V = B3C are translations. Hence

The subgroup of translations is isomorphic to the infinite group generated 
by the elements

U = BC3, V = B3C. (14.2-19)
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B4) The isosceles triangles constitute a pattern as shown in fig. 14.2-22. 
Let A, B, C denote the rotation about s19 s2, s3 respectively through the 
angle 2tt/3. Then

In the case B4) the group is isomorphic to a group generated by the 
elements A, B, C and the defining relations

A3 = E, B3 = E, C3 = E, ABC = E. (14.2-20)

The translations are the same as in the case B2), and, evidently, repre­
sented by U = C2BC2, V = B2C.

Fig. 14.2-22. Tessellation of the plane by triangles with = 3, ya = 3, y3 = 3

Hence
The subgroup of translations is isomorphic to the infinite group generated 

by the elements
U = C2BC2, V = B2C. (14.2-21)

It is clear that the group characterized by (14.2-20) is a subgroup with 
index 2 of the group characterized by (14.2-16). Indeed, eliminating A 
from (14.2-16) we find that the group of B2) is generated by B, C and 
the defining relations B3 = E, C6 = E. The group of B4) is the subgroup 
generated by the elements B and C2.

14.2.6 - The schwarzian triangles of the third kind

Let the sum of the angles of a Schwarzian triangle with vertices 54, s2 
and s3 be less than 7i. If a3 0 we can apply the same transformation as
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Fig. 14.2-23. Triangle of the third kind

in section 14.2.4. Since now the sum of the angles is less than n the third 
side of the transformed triangle is a circular arc convex towards O = s3. 
As a consequence there is a circumference about O orthogonal to the 
sides of the triangle (fig. 14.2-23).

In the case that all angles are zero we can carry into infinity, (fig. 
14.2-24) and the line connecting and s2 may be considered as an 
(improper) circle orthogonal to all sides of the triangle.

Fig. 14.2-24. Triangle with zero angles
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Now we shall prove: if the sides of a triangle in the interior of a circle 
are orthogonal to the circle, then the triangle obtained by reflecting the 
given triangle in a side is again in the interior on the circle.

By a suitable transformation we can transform the triangle into a 
triangle 5,15,2^3 which is situated on one side of a straight line. In fig. 
14.2-25 we have taken this line as a horizontal line and the triangle in 
the upper half plane. If s3 = oo the truth of the assertion is evident. 
Suppose, therefore, that S4, s2 and s3 are finite. We reflect the triangle in 
the side s1s2. Let O denote the centre of the circle on which the arc 
sts2 lies. In order to find the image of s3 we draw a straight line from O

Fig. 14.2-25. Proof of the first theorem of section 14.2.6

to s3. Let ps3 be a tangent at p on the circle about O and s* the point 
where the perpendicular through p on Os3 meets this line. Then s* 
is the desired image and it lies between O and s*, i.e., also in the upper 
half-plane or on the horizontal line (if s3 is on the horizontal line).

Hence
The covering transformations of a pattern of Schwarzian triangles of 

the third kind constitute a Fuchsian group of the first kind.
A fundamental domain consists of a shaded and an unshaded triangle.

It follows from the considerations of section 13.3.2
The triangles obtained from a given Schwarzian triangle of the third 

kind inside a circle by a sequence of reflections in sides fill up without gaps 
or overlappings the whole interior of the circle. They cluster in infinite 
number about each point of the circumference.
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The figure 14.2-26 gives an impression of the tessellation of the 
hyperbolic plane by means of Schwarzian triangles.

There is an endless number of possibilities of tessellations of the 
hyperbolic plane. The most remarkable cases are those in which

Cl) =2, y2 = co, y3 = 3

and

C2) 7i = co, 72 = oo, y3 = oo

Fig. 14.2-26. Tessellation of the hyperbolic plane by triangles with
Xi = 2, y2 = 7, y2 = 3

The corresponding groups are the modular group and the congruence 
group mod. 2.

We proceed to investigate these groups in more detail.
Cl) As the region of discontinuity we take the upper half of the s-plane 
and we stare with a triangle whose vertices are at — i, s2 = oo, s3 = p2, 
where p = | + l\/3.
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Let A denote the rotation about s± through the angle 2n/2, C the 
rotation about s3 through the angle 2tc/3 and B = AC-1. Then

The modular group is isomorphic to a group generated by the elements 
A, B, C and the defining relations

A2 = E, C3 = E, ABC = E. (14.2-22)

B is the result of two reflections in vertical lines and thus the vertex s3 is 
parabolic. Fig. 14.2-27 gives an impression of the pattern of the triangles.

Fig. 14.2-27. Tessellation of the hyperbolic plane by triangles with = 2, y2 = co, 
= 3

The transformation A is elliptic of period 2. Since the fixed points are 
at Si = i and sr = — i this transformation can be represented by 

s' — i _ s — i 
s + i s + i

or

(14.2-23)

In symbolic form

-1 
0

(14.2-24)

The transformation C is elliptic of period 3. Its fixed points are
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s3 = p2 = — | + |z\/3 and s3 = — p = — |z^8. Since q6 = 1, we
can represent the transformation as

s'-p2 = p2
s' + p s + p

or, since p3 = —1,

s' = — . (14.2-25)
— s

In symbolic form

c = [2i J]- (14.2-26)

The matrix associated with the transformation B is then

■+ ?][-. -J-G:]
i.e., B is the transformation

s'= 5+1. (14.2-28)

The modular group can be characterized in another way. We shall prove 
The transformations of the modular group are the transformations

, as + b
S = ----------  ,

cs + d
(14.2-29)

where a, b, c and d are real integers such that ad—be = 1. 
It is clear that

r^a - r1 k~] r° -1! _ [k -n
Lo iJ Li o J Li o J •

If P denotes the matrix

P = P" ^1 , (14.2-30)
|_c dj

then

pb‘°a = p b~\ [k° -11 = rfco«+^ = r«i &i~i 
|_c d] L1 0 J LV + <* — cj Ui diJ

We can take k0 such that |fcoa + Z>| < |a| i.e., |ax| < = |a|. Again

PBk°ABfclA = klal + b1 
k^ + d^ Cl

^2~\ 
d2 J

and choosing kr suitably we have (a2| < |^2| = [aj. After a finite number
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of steps we have

PBk°ABklA ... BfcrA

with ar = 0, brcr = — 1, e.g., br =1, cr = —1. Now

o in vkr -ii _ r i oi ri o“i
-1 dJLl o J “ [_ — kr + dr 1J |_o 1J

if we take kr = dr. As a consequence

PB*°A ... BfcrA = E,

or, since A 1 = A,

P = AB"fcr.. . AB"*°.

Thus we see that the group consisting of all elements of the type (14.2-30) 
is contained in the modular group. Conversely, A and B can be represented 
by transformations of the type (14.2-29). This concludes the proof of 
the theorem.

C2) We start with a triangle with vertices = oo, s2 = 0, s3 = 1 and 
lying in the upper half plane. The angles of this triangle are all zero. 
Figure (14.2-28) gives an impression of the pattern associated with this 
triangle.

Fig. 14.2-28. Tessellation of the hyperbolic plane by triangles with y1 — y2 = y3 — co

By B we denote the parabolic transformation which is the result of two 
reflections in sides issuing from s2. This transformation has a fixed 
point at 5 = 0 and it carries s = oo into s = — Hence this transforma-
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tion must be

1=1-2
s' s

or
, s0 — ______ (14.2-31)

symbolically

3 — ,
-2s + l

b=fi °i.
L-2 1J (14.2-32)

Let C denote the parabolic transformation having its fixed point at 
5 = 1 and carrying s — co into 5 = |. This transformation is

—— = —-----2,
s' —1 s —1

or
, s-2 (14.2-33)s =-------.

2s — 3
Symbolically

c=r1 -2i. 
L2 —3j (14.2-34)

Now we define A by A = C^B-1,
i.e.,

A=ri 2i 
Lo ij (14.2-35)

and it appears that A is the translation

s' = s + 2, (14.2-36)

which is also clear by a simple geometric consideration.
The group of covering transformations of the pattern of triangles with 

all angles equal to zero is generated by the parabolic transformations 
A, B, C and the defining relation

ABC = E. (14.2-37)

This group is called the congruence group modulo 2 by the following 
reason

The congruence group mod 2 consists of all transformations (14.2-29) 
with b and c even.

Since ad—be = 1, the numbers a and d are necessarily odd. The 
group can be represented symbolically by

C 2 = [o i] (mod2)- (i4-2’38)
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We shall prove that the group of elements (14.2-38) can be generated 
by the elements A and B, as given in (14.2-35) and (14.2-32). It is clear 
that

Afe = '1 2k
_0 1 _

B-t 1 O’
2/c 1

If P is again the matrix (14.2-28), then

a
cPA*0 = bl T1 2k0~ 

d] Lo 1 _
a 2koa + b
0 2/coc + d_ -ci ^i-

and, taking k0 suitably, Further

bj 
di-

1
2k’o

01 _ r«1+2/cob
1J [_Ci+2kod1

bj 
di_

X b'J
-c'i d{_

and, taking k'Q suitably, we have |ai| < < |^j|. After a
finite number of steps, we arrive at

PA*°b-*'° . . . Akr-1 B"fc " z1 b7: ’ Sr-i dr_{_
Now

h'-i 1 2kr
<-JLo 1.

1 2kr + br_1
2krc'-i + ^_1

"1 O'
Sr 1.

if we take kr = — i^-i • This is possible, for is even. Moreover, 
dr = 1, for the determinant of the matrix is unity. Finally

"1
Sr

oi r i oi r i
l_2k; 1J lSr + 2k'r

0“
1_

"1
0

o'
1.

if we take k'r = —%cr. Thus

PAk°B’k'0AkrB“k'r = E,

or
P = Bk'A“kr

Since A and B generate the group the proof of the theorem is complete.
With respect to the modulus 2 every transformation of the modular 

group can be represented as

a b 
c d_

1 O'
0 1.

1 O'
-1 1.

0 -1
1 0

"o -r 
_i i _

"1
_0

-r 
i _

’1
.1

-1“
o J ’

(14.2-39)
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i.e., we can divide the group into six disjunct classes. The first class 
consists of the congruence group mod. 2. Hence

The congruence group mod 2 is an invariant subgroup of the modular 
group with index six.

It is easy to see that mod 2 all transformations (14.2-39) are generated 
by the first two transformations following the identity. On the other hand 
the permutations (12) and (13) generate the symmetric group of three 
symbols. The correspondence

(■ 2)«[_\ g, a

yields an isomorphism. Thus
The quotient group of the modular group with respect to the congruence 

group is isomorphic to the symmetric group of three symbols.

14.3 - Inverses of the Schwarzian triangle functions

14.3.1 - The polyhedral functions

The inverses of the Schwarzian functions of the first kind are called 
polyhedral functions, because they are automorphic with respect to the 
polyhedral groups. They can be found if we have solved the problem of 
the mapping of a half plane onto a curvilinear triangle with sum of angles 
> 7i. This requires the solution of the differential equation (14.1-5), 
with cq = 1/yj., a2 = l/?2> a3 = U?3 and the numbers y19 y2, 7 3 are 
those as listed in section 14.2.2 under A). In general the problems of 
solving an equation of this type is not easy.

In the case of a Schwarzian function of the first kind, however, it is not 
necessary to solve the equation, for the inverses of the desired solutions 
can be found by simple considerations. In this case the fact is that the 
inverses are rational functions.

This is geometrically clear. For let z(^) denote the function which maps 
a triangle onto the upper half of the z-plane. This function is regular 
inside the triangle and continuous on the boundary. It can be continued 
throughout the extended s-plane by reflection in sides of triangles and the 
function is holomorphic in the extended plane, except possibly at the 
vertices of the triangle and the points congruent with these vertices with 
respect to the group associated with the triangle. Since the extended 
plane can be filled up by a finite number N of triangles, a value of z(s) 
is taken in only a finite number of points. Hence it has no essential 
singular points and is, therefore, rational.

Let 5X, s2, s3 denote the vertices of a triangle with angles 7i/yi, tt/y2, 
7i/y3, corresponding to z = 0, 1, oo respectively.
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A simple reasoning shows that the expansions of s in a neighbourhood 
of either of these points in the z-plane are of the type

s-Si = (c0z + c1z2+ . . .)1/yi,

s — s2 = (c0(z-l) + c1(z-l)2 + . . .)1/72,

Inverting these expressions we obtain series of the type

Z = fl0(s-Si)r,+ . .

z-1 = a0(s-s2)r2+ ..(14.3-1)

— = a0(s-s3)73+ ....
z

Thus
The inverse z(s) of the Schwarzian triangle function s(l/y±, l/y2> 1/T 3 > z) 

is a rationalfunction which takes the value 0 with multiplicity , the value 1 
with multiplicity y2 and which has a pole of order y3.

We recall that s(z) is a multivalent function; if it takes the value 5*0 
it takes also all values obtained from sQ by means of linear transformations 
belonging to the group associated with the triangle. Hence, what has 
been said about s0, refers also to each point congruent to s0, etc.

Now it is an easy matter to find the desired functions. Let Ffs) denote 
the polynomial of lowest degree whose zeros are the point and all 
congruent points different from sr. The number of zeros of Ffs) is then 
N/yr and this is also the degree of . It may happen that the point oo is 
congruent to Then the degree of Ffs) diminished by one and we 
consider oo as a zero of Ft. Similarly, let F2(s) denote the polynomial 
of lowest degree whose zeros are the point s2 and all congruent points 
different from s2. The degree of F2 (s) is N/y2. Finally, let F3 (s') denote the 
polynomial of lowest degree whose zeros aie s3 and the congruent points 
different from s3. The degree of F3(s) is N/y3.

Taking into account the above theorem we may state

z(s) = A , 1 - z(s) = B (14.3-2)
r3’(s) F?(s)

wheie A and B are constants. They are determined by the identity in s

AF]1 + BFy2 = F33. (14.3-3)

The various exceptional points, being the zeros of Fi9 F2, F3 corre­
spond to points on the Riemann sphere which are obtained by projection 
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from the centre on to the sphere of the midpoints of the edges, the centres 
of the faces and the vertices of a regular polyhedron, inscribed in the 
sphere. This is also true for the dihedron if we take y2 = n, y3 = 2.

Consider a point on the sphere with spherical coordinates <p, 3, 0 cp 
27t, — 7i 3 Tt. Then the stereographic projection, (fig. 14.3-1)

of this point onto the 5-plane is given by

s = ef<p tan (14.3-4)

Let Si and s2 be points corresponding to diametral points on the sphere. 
If Si = e'”‘ tan then s2 = ei(”1+”) tan |(0X+rc) = -e*’** ctn 0lt 
whence

(14.3-5)

in accordance with (9.3-28).

Fig. 14.3-1. Stereographic projection
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It should be noticed that various forms of the functions z(j) can be 
obtained, depending on the situation of the polyhedron in the sphere. 
These forms can be obtained by any of them by applying a fractional 
linear transformation corresponding to a rotation of the sphere.

It is clear that the functions thus obtained are automorphic and that 
every rational expression in terms of either function is again automorphic 
with respect to the same polyhedral group. In a certain sense the functions 
obtained by the above construction are the most simple ones.

Al) We consider first the dihedral function, being a function automorphic 
with respect to the dihedral group. It is uniquely determined if we agree 
that the dihedron shall be placed as pictured in fig. 14.2-3.

Let Jo denote the point in the s-plane corresponding to the midpoint 
of the side 12. It is evident that j0 = enl/n, whence Sq = eni = — 1. The 
other midpoints are represented by

c p2ni/n 2ni(n-l)/n

and these points together with j0 are the zeros of sn — Sq, i.e.,

F/s) = $" + 1. (14.3-6)

It is clear that the vertices are the points corresponding to the zeros of

F3(s) = s"-l. (14.3-7)

The north pole and the south pole of the sphere correspond to s = 0 
and j = oo respectively. They can be considered as the zeros of the 
polynomial

F3(s) = s (14.3-8)

of virtual degree two.
In accordance with (14.3-3) we have to evaluate the constants A and B 

from the identity
A(s" + 1)2 + Bs" = (s"-l)2.

Taking s = 0 we find A = 1; taking s" = 1 we find B = — 4. Hence

(\ (s"+1)2 . 4s"
z(s) = ------- > z(s)-1 = ------- -- . n4 3-9)(s"-l)2 w (sw-l)2

Except for an additive constant the reciprocal of z — 1 is the same as the 
function considered in section 10.2.4.

A2) Any function automorphic with respet to the tetrahedral group is 
called a tetrahedral function. Suppose that a tetrahedron 1234 is placed 
as in fig. 14.2-7. Let s0 denote the point in the j-plane corresponding to 
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the vertex 1. It is easy to see that the other vertices correspond to — s0, 
l/s0 and — l/s0 and thus

F3(s) = (s2-So) (s2- 4) = s4- (so + 4) s2 + 1-
\ SO/ \ so/

Now
s0 = ent/4 tan %0, 

whence
= i tan2

and

-^ = —i ctn2
so

Observing that 

and tan 0 = y/2, we see that tan and — ctn are the roots tr and t2 
of the equation

t2 + tV'2-l = 0.
We have

= (ti+t2)0i-i2) = -72x76 = -273

and so
F3(s) = s4-2i'73s2 + l. (14.3-10)

The zeros of F2(s) correspond to the vertices of the twin tetraeder. The 
point corresponding to F is s0 and we have immediately

F2(s) = s4 + 2iV3s2 + l. (14.3-11)

Finally the midpoints of the edges correspond to 1, i, — 1, — i and 00, 
whence

F/s) = s(s4 —1). (14.3-12)

The constants A and B occurring in (14.3-2) are determined by the 
identity

Xs2(s4 —1)2 + B(s4 —2ix/3s2 +1)3 = (s4 + 2i\/3s2 + l)3.

Taking 5 = 0 we find B = 1. Taking s2 = i we find 4iA + 24^/3 
= — 24^/3, whence A = 12/^3.

Thus

(14.3-13)
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A3) A function automorphic with respect to the octahedral group is 
called an octahedral function. We obtain a special type if we place the 
octahedron as in fig. 14.2-10. The points corresponding to the vertices 
are evidently the zeios of

F3(s) = s(s4 —1). (14.3-14)

The midpoints on the edges in the horizontal plane correspond to the 
zeros of s4 + 1. The midpoint on the edge 01 corresponds to Sq = tan 
and since tan 0 = 1, it is a root of the equation

P + 2t-l = 0. (14.3-15)

The midpoints of the edges issuing from 0 are evidently the zeros of s4 — Sq 
and those of the edges issuing from 0' are the zeros of s*— 1/sq. Hence

F/S) = (?+!)(/-<) (J4- 1) = (S4+1)(S8_(T4S4+1)) 
\ Sq/

where = Sq + 1/sq = Z4 + t2 ; tr and t2 being the roots of (14.3-15). 
Now

(t2 = i +12 — — 'It^tz ~ 4 + 2 = 6,

cr4 = 2^^ = 36 — 2 = 34,

whence

F^s) = (s4 + l)(s8 —34s4+1) = s12 —33s8 —33s4+l. (14.3-16)

Finally we observe that the centres of the faces of the octahedron corre­
spond to the vertices of the two desmic tetrahedra considered in A2). 
They correspond to the zeros of

(s4 - 2^3 s2 + l)(s4+2/^3 s2 + l) = (s4+l)2 + 12s4, 

or

F2(s) = s8 + 14s4 + 1. (14.3-17)

The constants A and B are obtained from the identity

A(s12-33s8-33s4+l)2 + B(s8 + 14s4 + l)3 = s4(s4-l)4.

Taking 5 = 0 we obtain A+B = 0. Comparing the coefficients of s20 
we find

- 2x33A + 3xl4B = -108A = 1

whence
“ TUT > & — TUT

and so
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! (s12 —33s8 —33s4 +1)2 ! (s8 + 14s4 + 1)3
108 s4(s4-1)4 ’ 108 s4(s4-1)4

(14.3-18)

A5) Finally we wish to construct an icosahedral function, which is a func­
tion automorphic with respect to the icosahedral group. We refer to 
fig. 14.2-14. In this case the numerical location of the critical points, 
i.e., those corresponding to z = 0, 1, oo is not so easy as in the previous 
cases.

Fig. 14.3-2. Rectangular spherical triangle

First we derive a simple formula for a rectangular spherical triangle. 
We consider a trihedron with vertex at the centre of a sphere and a plane 
through a point A on one edge of the trihedron, perpendicular to this 
edge, (fig. 14.3-2). It cuts the other edges in B and C. The edges cut the 
sphere in the vertices of a spherical triangle with sides a, b and c and 
angles a, fl and y. Assuming that y = jn we have

AC OA tan b 
cos a = -— =----------- ,

AB OA tan c
whence

tan b = tan c cos a. (14.3-19)

Next we consider an isosceles triangle with angle a and (spherical) 
side a. Let p denote the spherical radius of the circumscribed circle and 
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r that of the inscribed circle, (fig. 14.3-3). Applying (14.3-19) on a 
triangle which is part of the isosceles triangle we find

tan = tan p cos |a,
or

tantan p —-----—
cos |a

(14.3-20)

Fig. 14.3-3. The radii of the inscribed and the exscribed circle of an isosceles spherical 
triangle

In the same triangle

tan r — tan p cos 
whence

tan r = | tan p.

If a is known we can find a by

tan 4a
cos a = --------.

tan a

We need also a formula for tan (p + r), viz.,

tan (p + r) = tan a cos |a.

(14.3-21)

(14.3-22)

(14.3-23)

If we project a face of the inscribed icosahedron centrally from O onto 
the sphere we obtain an isosceles spherical triangle whose side shall 
again be denoted by a. By some geometric considerations it is possible 
to find the value of tan a.

First we wish to prove a remarkable relation between the sides of a 
regular pentagon and a regular dodecagon inscribed in a circle of radius.



14.3] INVERSES OF THE SCHWARZIAN FUNCTIONS 455

A about a centre M. Let, as in fig. 14.3-4 AB = s10 denote the side of a 
regular decagon and AC = s5 the side of a regular pentagon, such that 
B and C are on the same side of MA. Let P denote the intersection of AC 
and the line bisecting the angle AMB. Now it is easy to prove that the 
triangles APB and ABC are similar, as are the triangles CPM and CM A.

Fig. 14.3-4. Proof of the relation (14.3-24)

It follows that
AP:AB - AB:AC

and
MP : CM = CM : CA.

Hence
AB2 + CM2 = AP • AC+MP- CA = AC2,

or
s, = s?o + K2, (14.3-24)

the desired relation.
Let R denote the radius of the circumscribed circle of the upper penta­

gon 12345 of the iscosahedron. It is also the radius of the circumscribed 
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circle of the lower pentagon 7'2'3'<5'. Projecting the upper pentagon 
orthogonally onto the plane of the lower pentagon the projections of the 
vertices of the upper pentagon constitute with the vertices of the lower 
pentagon the vertices of a decagon inscribed in the circle of radius R, 
(fig. 14.3-5). It is now readily seen that the distance of the point 1 to 
the plane of the lower pentagon is a side of a rectangular triangle whose 
other side is s10 and whose hypotenusa is s5. In view of (14.3-24) we 
conclude that this distance is equal to R and it is now an easy matter 
to obtain the result

tan a = 2. (14.3-25)

Fig. 14.3-5. Construction of the distance of the point 1 to the plane of the lower 
pentagon

Now tan \a is the positive root of the equation 

t2 + t—1 = 0, (14.3-26)

whence
tan in = |(-1+75) (14.3-27)

and from (14.3-22) we find

cos a = |(-1+75). (14.3-28)

Further

cos2 |a = |(l + cos a) = |(3+75)j= T6(6+27'5) 

whence
cos |a = |(1+V5). (14.3-29)
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In view of (14.3-20) we then have

tan p = 3-^/5 (14.3-30)

and, referring to (14.3-23)

tan (p + r) = i(l + V'5). (14.3-31)

Finally we need the value of tan(p + 2r) = tan((p + r) + r). A simple 
calculation yields

tan(p + 2r) = 3 + v'5. (14.3-32)

Now we are sufficiently prepared to find the polynomials F^s), F2(s) 
and F3(s). In order to facilitate the calculations we shall firste evaluate 
the number

cr5 = ti +t2 ,

where tY and t2 are the roots of the equation

t2 + ^-l = 0.

It is clear that
2 2 

c72<73 = L ^2 =
whence

^5 = ^2^ + ^
Further

(j 2 = —2ti t2 — (7i+2 = £2 + 2

and

crl°’2 = ^3 4- ti ^2= ^3 4"^ 
or

<t3 = (Ti(T2-i = — £(£2 + 3).
Hence

<r5 = -£((£2+2)(e2 + 3)-l). (14.3-33)

Let tr = s0 denote the point in the s-plane corresponding to the 
vertex 1. It is clear that the points in the s-plane corresponding to the 
vertices of the upper horizontal pentagon are the zeros of s5— Sq 
= s5 —tf. The vertex 1' corresponds to t2 = — 1 ls0 and the points in the 
5-plane corresponding to the vertices of the lower pentagon are the zeros 
of s5 +1 /sq = s5 — t2 . The numbers and t2 are the roots of the equation 
(14.3-26). The points in the s-plane corresponding to the vertices of the 
icosahedron are the zeros of

F3(S) = S(51O-(75S5-1).
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The virtual degree of this polynomial is 12, in accordance with the fact 
that s = oo corresponds to a vertex of the icosahedron. Inserting £ = 1 
into (14.3-33) we find

F3(s) = s(s10 + lls5-l). (14.3-34)

Let now s0 denote the point in the s-plane corresponding to the centre 
of the face 012. Its spherical coordinates are cp = tc/5, 6 = p. Hence 
the points corresponding to the centres of all faces having 0 as vertex 
are the zeros of the polynomial s5 + zf, where tr is the positive root of the 
equation

2 _
t2+ ------ t-1 = t2+i(3 + x/5)r-1 = 0. (14.3-35)

tan p

The points in the s-plane corresponding to the centres of the faces dia­
metrically opposite to the faces considered above are evidently the zeros 
of ?-H25, where t2 is the other root of the equation (14.3-35). The ten 
centres of the highest and the lowest faces correspond, therefore, to the 
zeros of

(•s5 + tf)(s5 + = s10 + a5Z5-l.

The points corresponding to the centres of the remaining faces are ob­
tained in quite the same way. We have only to replace p by p + 2r and 
they are the zeros of

where a* is obtained from cr5 by replacing J5 by —^5, This is at once 
clear if we compare (14.3-30) and (14.3-32). Hence the centres of the 
faces correspond to the zeros of

(s10 + a5s5 —l)(s10 + a*s5 —1)

= s20 + (a5 + a^s15 + (<t5 c* - 2)s10 - (a5 + a*)s5 +1.

Inserting £ = 1(3+7$) into (14.3-33) we find

a5 = -114-5075, a*5 = -114 + 5075.
Thus

F2(s) = s20 —228s15 + 494s10 —228s5+ 1. (14.3-36)

The projection of the midpoint of the edge 01 from O' onto the sphere 
has the coordinates cp = 0, 0 = %a. Hence the midpoints of the edges 
issuing from 0 and O' correspond to the zeros of

(s5-z5)(s5-Z5) = s10-a5s5-l,

where tY and t2 are the roots of the equation
2 _

t2 + ------- t-1 = t2 + (l + 75)t-1 =0.
tan



14.3] INVERSES OF THE SCHWARZIAN FUNCTIONS 4591

The projection onto the sphere of the midpoint of the edge 12 has the 
coordinates cp = r/5, 6 = p + r. Hence the midpoints on the edges of 
the two horizontal pentagons correspond to the zeros of

s10 +a*s5-l,

(s2 + l) (s2+ —-iWs2- 
\ tan / \ 

= (s2 + l)(s2 + (1 + V5)s -1 )(s2 + (1 - V5)s -1)
or

/0(s) = s6 + 2s5-5s4-5s2 - 2s+1.

where <t* is obtained from a5 by replacing 1+^/5 by — 1+^5. Finally 
it is easy to see that the midpoints of the remaining edges (which are in 
the horizontal coordinate plane) correspond to the zeros of s10 + L 
Inserting £ = 1 +^5 into (14.3-33), we find

a5 =-261 + 12575, <r*5 = 261 + 125^5

and we get

F/s) = (s10 + l)(s20 + 522s15 — 10006s 10-522? +1)

= s30 + 522s25 - 10005s20 - 10005s10 - 522s5 +1. (14.3-37)

We have to evaluate A and B from

+Ff + BF^ = Ff.

Taking s = 0 we find A + B = 0. Comparing the coefficients of s55 
we find

2 x 522+- 3 x 228B = 1728+ = 1, 
whence

a — L._ r  _____ I 
““ 1 7 2 8 ’ n ~~ 1728

and so

, . (s30 + 522s25 —10005s20 —10005s10 —522s4+l)2
2(5) = ----------------------------------------------------------------------------------------- —

1728s5(s10 + 11s5- I)5

(s20 - 228s15 + 494s10 + 228s5 +1)2
ZS ~ 1728s5(s10+Ils5 — I)5

(14.3-38)

It is easy to find the polynomial in s whose zeros correspond to the 
vertices of one of the regular octahedra considered at the end of section 
14.2.4. Let us denote these polynomials by /k(s), k = 0, 1, 2, 3, 4, corre­
sponding to the octahedra /, II, III, IV, V respectively. It is evident that 
/0(s) is the polynomial

2s
tan 2(p + r)
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The other polynomials are obtained by means of the transformations

s - Cks = eks9 k = 1, 2, 3, 4,
where

g = e2ni/5>

Any transformation of the icosahedral group effects a permutation among 
the polynomials fk(s) and leave the elementary symmetric combinations 
of these polynomials invariant. The polynomials are the roots of the 
equation

w5 + a4w4 + a3w3 + a2w2 + a1w + a0 = 0, (14.3-39)

where the coefficients are polynomials in s and are invariant with respect 
to the icosahedral group. Any polynomial of the lowest degree, being 
invariant with respect to the icosahedral group, is of degree at least. 12 
Now if a4 4= 0 it is of degree 6, whence a4 = 0. The polynomial a3 is of 
degree 12 and can vanish only at the points corresponding to the vertices 
of the icosahedron. Hence a3 = aF3, where a is a constant. Since if 
#2 4= 0 it is of degree 18, it is also zero identically. The polynomial ar 
is of degree 24 and is, therefore, bFf (where b is again a constant), for it 
can only vanish at the vertices. Finally tf0 is of degree 30 and it is, apart 
from sign, equal to the product of the polynomials fk(s\ Hence a0 = cF1 
and comparing the coefficients of s30 we find c = — 1.

The coefficients a and b may be found as follows. The recursive 
relations (12.3-1) yield

<T2 + 2tfF3 = 0, cr4 + (4h-2tf2)F3 = 0. (14.3-40)
Now

/k(s) = £3ks6 + 2s2ks5-5?s4 + . .., 
/fc2(s) = A12 + 4?1-6£4fc?0 + ..., 
/4(s) = £2ks24 + 8?s23 + 4s22+ . . .,

where k = 0, 1, 2, 3, 4. Inserting these polynomials into (14.3-40) 
and comparing the coefficients of s11, s22 and 530 we find

20 + 2tf = 0, 20 + 46 — 2tf2 = 0,
whence

a = -10, b = 45.
Thus we have

The octahedral polynomials fQ9fi ,f21/3, ft are the roots of the equation

w5- 10F3(s)w4 + 45F^(s)w-F3(s) = 0. (14.3-41)

This result is due to A. Brioschi.
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14.3.2 - The inverses of the schwarzian functions of the second kind

The problem of finding a Schwarzian function of the second kind is not 
very difficult. We may suppose that the triangles are rectilinear and it is 
natural to apply the Schwarz-Christoffel integral (10.3-10). It takes the 
form

s
111'

— > — , — > z 

71 12 13 ‘

"z dt

where is the vertex of the triangle at which the interior angle is 7t lyt 
and c is a constant. It is understood that z varies in the domain Im z 0.

The argument of the integrand may be determined as follows. Let 
0O = arg t, = arg(r-1). We agree that arg (1 -t) = -ti and that 
the argument of the denominator is

Hence the denominator is positive for t between 0 and 
Now we shall discuss the various cases.

1.

Bl) Let yi = y2 = 2. We take = 0. Then

(14.3-43)Jo **(! — *)*

We introduce a new variable u by 1— t — u2, (u > 0 if 0 < t < 1). 
We find

, du o f1 dus = -2c = 2c —=.
Ji Vl — W2 ^Vl-zVl — U2

The integral is uniquely defined if we agree that arg Vl—w2 = | arg t 
= |0O. Taking c = | we get the function

du
Vi-z V1 — u2 (14.3-44)

which maps the upper half of the z-plane onto a vertical half strip with 
angles and width

S2 ~ 51
du 

jl^u2

This strip is a triangle of the pattern as depicted in fig. 14.2-19.
Inverting the integral (14.3^14) we obtain

1—z(s) = cos2 s, z(s) — sin2 s. (14.3-45)
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The function z(s) is a simply periodic function of the second order. A 
period strip consists of two shaded and two unshaded triangles. Since the 
integral (14.3-43) is divergent as z -> oo the third vertex $3 is at infinity. 
B2) In the case = 2, y2 = 3 we have to consider the integral

Cz dt

We introduce the variable u by 1 — t = u3 and we get 
rVi-z z-i

s = — 3c | +6c I —,  —_.
Vl-w3 ^^F^n/4-4u3

If we agree that arg V1 — u3 = | arg t = |0O and arg Vw3 — 1 = | arg (— t) 
= “"I71, then

\/l “u3 = i\! u3 — 1

and taking c = f/6 the function s(z) appears as

f1 du
s = si+ JWT=~zyj4u3-4

Next we take
S1=r-JL= (14.3-47)

A V4u3-4 
and we see that

s = f” . ... (14.3-48)

is a function which maps the upper half of the z-plane onto a triangle 
having the angles nl2, 7r/3, tc/6. It is a triangle of the pattern as pictured 
in fig. 14.2-20.

The integral (14.3-48) is of the Weierstrassian type as considered in 
section 5.13.1. Inverting it we find

l-z(s) = p3(s; 0, 4), z(s) = 1-P3(s; 0, 4) = i^'2(s; 0, 4).

(14.3-49)

The function z(s) is doubly periodic of order six. A rhombus having one 
vertex at the origin and containing six shaded and six unshaded triangles 
is a period parallellogram. The periods can be found from the numbers 
<5 and co', introduced in section 5.12.3. The first formula (5.13-10) gives 

du 
y/lu3-!

i f1
6J0 r5/6(l-i)1/2 ’
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performing the substitution w3 = 1/Z. Hence

<5 = I = -^= r(i)ra) = —l— r3G), (14.3-50)
r(j) 12^7! 4 71 v 2

by (10.3-13). It is geometrically clear that

a>'/i = wjl. (14.3-51)

This follows also from

uj/i = 3|s2 — $i|
1 f1
2 Jo 2 r(|) 4v/G) G)*

In view of (5.6-22) we may express the function z($) in terms of the sigma 
functions of Weierstrass

z(s)_ (i4.3_52)
<7 («)

a formula which exhibits the zeros and the poles.

B3) In the case = 2, y2 = 4 we have to consider the integral

(i4-3"53>
Jo r(l-i)’

We introduce the variable u by 1 — t = u2 and we get

. du . f1 dus = s1—4c . ......... -.... = $!+4c .
A V4u —4u3 v 4w — 4u3

If we agree that argVw —w3 = 1 arg arg (1—Z) = +

argx/4w3-4w = | arg (-z) + |arg (1-Z) = |0o + 10i—ft, we have

\Ju — u3 = iy/u3 — u

and taking c = the function $(z) appears as

f1 r du 
s = Si+ • .

VT^z V 4u3 — 4u
Next we take

_ f00 du

s‘ ’ J, <14-3-54)
and we see that

s = f” = (14.3-55)
J W-~z V4u3 — 4u
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is a function which maps the upper half of the z-plane onto a triangle of 
the pattern as pictured in fig. 14.2-21.

Inverting the integral (14.3-55) we find

1 — z(s) = £)2(s; 4, 0), z(s) = 1 — p2(s; 4, 0). (14.3-56)

This result does not differ essentially from (10.2-62).
The function z(s) is doubly periodic and of order four. A square, 

having one vertex at the origin and containing four shaded triangles, 
is a period parallelogram. The real period is, according to (5.13-9),

•°° du = r1 dt
i \/4u3 —4u Jo *4(1 —0*

where we have performed the substitution u2 = 1/t 
Hence

2co r(l)rq) _ i p2|
/'(i) (14.3-57)

by (10.2-59). The other period is determined by

dt = 2(0. (14.3-58)

In view of (5.14-19) we may express the functions z(s) and 1 —z(s) in 
terms of the Jacobian elliptic function with modulus k = 1/^/2. Since 
now eL = 1, e2 = 0, e3 = — 1, g = ^/2, we have

1 —z(s) = 4 6?M4(s^/2) 
sn4(sy/2) ’

/ . cn2($72)z(s) = —4 —/ .
sn\Sy/2)

(14.3-59)

The functions under consideration are of the lemniscate type.

B4) A function automorphic with respect to the covering group of the 
pattern depicted in fig. 14.2-22 can be readily obtained by a simple 
geometric method, utilizing the results of part B2) of this section. On 
applying Schwarz’s reflection principle we see that

z(s) = 1 — &>3(s; 0, 4)

maps the z-plane slit along the positive axis onto an isosceles triangle. 
Hence z(s) = f)3(s)—1 maps the z-plane slit along the negative axis 
onto the triangle and

z(s) = V^3(s; 0, 4) -1 = -; 0, 4)

(see e.g., 5.7-9) is the function which maps the right half of the z-plane
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z(s) = -|ip'(s; 0,4),

onto the isosceles triangle under consideration. Multiplying by z, this half 
plane is rotated through a right angle about the origin. Hence the desired 
function is

(14.3-60)

being a doubly periodic function of the third order. The period parallelo­
grams are the same as those mentioned in B2).

In view of (5.6-22) we may also write

z(s) . (1 
0- (s)

an expression exhibiting clearly the zeros and the poles of z(s).

14.3.3 - The inverses of the schwarzian functions of the third kind

There are an endless number of the Schwarzian functions corresponding 
to the solutions of the inequality (14.2-4). Their inverses are automorphic 
with respect to a Fuchsian group of the first kind whose region of dis­
continuity is the interior of the circle (or the half of the 5-plane). The 
boundary of this region is a natural boundary (section 8.2.3); it is im­
possible to continue analytically a function of this kind across the bound­
ary. This follows from the fact that the vertices of the triangles of the 
pattern obtained by any one by performing a transformation of the group 
cluster towards the points on the boundary.

The most remarkable Schwarzian functions of the third kind are those 
corresponding to = 2, y2 = °°> ?3 = 3 and to = y2 = ?3 = 00• 
Their inverses are automorphic with respect to the modular group and 
the congruence group, discussed in section 14.2.6. They are called 
modular functions because they are closely related to the modulus of 
Legendre’s complete elliptic integrals to be considered in more detail in 
subsequent sections.

By rather simple arguments we can obtain a lot of information of the 
above mentioned functions. We start with a triangle in the upper half of 
the 5-plane with vertices — oo, s2 = 0, 53 = 1. Together with an 
adjacent triangle along the imaginary axis it constitutes a fundamental 
domain for the congruence group, (fig. 14.3-6).

The function 5(0, 0, 0; z) which maps the above triangle onto the upper 
half of the z-plane such that s1,s2, s2 correspond to 0, 1, oo, respectively 
will be denoted by

t(z). (14.3-62)

This function is unique and we have
t(0) = oo, t(1) = 0, t(oo) = 1. (14.3-63)
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Fig. 14.3-6. The fundamental domain of the congruence group mod 2. There are 3
parabolic cycles, viz. 5 = 0, (5 = — 1), 5 = 00

The function t(z) satisfies the Schwarzian differential equation

[<L =
z2 — z + 1

2z2(z —I)2 ’
(14.3-64)

as appears if we take = a2 = a3 = 0 in (14.2-3). The function on the 
right remains unchanged if we replace z by 1—z. On the other hand 
[t]2=M1-z, as follows from (14.3-64). The second theorem of section 
13.4.5 implies that

Ct(z)+D

where A, B, C and D are constants. They are determined by the following 
considerations.

If z varies throughout the upper half of the z-plane, then 1 — z varies 
throughout the lower half. Reflecting in the segment 0 < z < 1 we see 
that t(z) maps the interior of the fundamental region onto the z-plane 
slit along the real axis from 1 to oo and from 0 to — oo. The upper 
border of the right cut corresponds to the circular arc between 5 = 1 
and 5 = 0, the lower border to the circular arc between 5 = 0 and 
5 = — 1. The upper border of the left cut corresponds to the right half 
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ray Re 5 = 1, Im s > 0 and the lower border of the left cut corresponds 
to the left half ray Re s = —1, Im 5 > 0.

If z moves along the upper border of the right cut to + oo, then 1 — z 
moves along the lower border of the left cut to — oo. Then t(z) moves 
along the right circular arc to + 1 and r(l — z) along the left circular arc 
to —1. Thus

-1 = A + B 
C+D ‘

Taking z = 0 we find A = 0 and taking z = 1 we find D = 0. It follows 
that

r(l-z) = ^. (14.3-65)
t(z)

Referring again to (14.3-64) a simple calculation affirms that this equation 
remains unchanged if we replace z by 1/z, whence

/ 1 \ _ At(z) + B
\z/ Ct(z)+Z>

If z moves along the upper border of the right cut to infinity, then 
tends to 1 and t(1/z) to oo, since 1/z tends to zero. It follows that C+D =0. 
If z tends to 0 along the upper border then 1/z tends to oo along the 
lower border and t(1/z) tends to — 1, whence A = — C. If, finally, z tends 
to 1 so does 1/z and, as a consequence, B = 0.

Thus we also have

t . (14.3-66)
\z/ —t(z) + 1

The inverse function of t(z) will be denoted by

2(s). (14.3-67)

This function is a simple automorphic function with respect to the con­
gruence group mod 2 and it takes its values once at each point of the 
fundamental domain.

The equations (14.3-65) and (14.3—66) can be rewritten as

4-)=- (14.3-68)
\—s+1/ A(s)

and

= l-A(s)A (14.3-69)
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The transformations performed on s are represented by the matrices

1 O'! TO -fl
-1 1J’ Ll 0 J (14.3-70)

and they are the first two transformations different from the identity, 
listed in (14.2-39). They generate a group isomorphic to the quotient 
group of the modular group with respect to the congruence group and 
the elements of this group induce certain transformations of 2, namely

ri oi r i o~|. i ro -ii
Lo ij * L-i iJ ‘ 2 ’ Li o J ■ ’

(14.3-71)

L° -11. 1 Li -i~|. 2 L1 -1]. Az1
Ll 1 J ■ 1-2’ Lo 1 J ’ 2-1 ’ Ll o J ■ 2

The matrices characterize the transformations of s. The expressions 
following the matrices are the results of the transformation of L The 
various transforms of A are the six values of the cross ratio of four points 
on a projective line. By this reason the group interchanging these values 
is called the group of the cross ratios. By means of the construction as 
described in section 13.2.5 we obtain the fundamental domain depicted 
in fig. 14.3-7.

Fig. 14.3-7. Fundamental domain of the anharmonic ratio group. The rectilinear parts 
are equivalent by A -> 1—A; the circular paths are equivalent by A -> (A—1)/A.

Some particular values of A(s) can easily be found. A fixed point of the 
transformation

1s ->------
s

is s = i. Inserting this into (14.3-69) we find

2(i) = 1. (14.3-72)
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A fixed point of the transformation

s —1 s —►-----
s

is p = i + iiyfi. From (14.3-71) we have

) = 1- —,
\ s / A(s)

whence

1- —. 
A(p)

Since p is in the shaded triangle, Im2(p) > 0, and so

2(p) = p. (14.3-73)

Now we turn our attention towards the modular group. By means of the

Fig. 14.3-8. The division of a’triangle with zero angles into six congruent triangles

altitudes we can divide each triangle with zero angles into six congruent 
triangles with angles rc/2,n/3,0, (fig. 14.3-8). The pattern of these triangles 
remains invariant under the transformations of the modular group. 
We consider in particular the triangle with vertices 5x = p, s2 = 1 + f, 

— oo. Let
J(s) (14.3-74)
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denote the function which maps this triangle onto the upper half of the 
z-plane such that s2 and correspond to z = 0, 1, oo respectively. 
The function J(s) is a simple automorphic function of the first order and 
it takes its values six times in the fundamental region (fig. 14.3-9) of the 
congruence group. Since J(s) is also automorphic with respect to the 
congruence group it must be a rational function of 2 of order six.

Fig. 14.3-9. Fundamental domain of the modular group

Now it is easy to find a function of this kind, viz.

for a transformation of the modular group merely interchanges the factors 
on the right. An easy calculation yields

Ql+1)2(2-A)2(2A-1)2
12(1-1)2 ' (14.3-75)

Since A(p) = p, and p2 — p +1 = 0, we readily find/(p) = 27. Hence the 
function

F(s) = 1-T7/0) (14.3-76)

has a zero at s = p. Taking s = i, i.e., 2(z) = |, we find F(i) — 1 and 
from F(s 4-1) = F(s) we deduce that also F(i+1) = 1. Finally £(5) = 00 
at s = 00. The functions F(s) and J(s) are automorphic with respect to 
the same group and both are simple automorphic functions of the first 
order. It follows that either function is a rational function of the other. 
Since they coincide at the vertices of the triangle we have, evidently,

F(s) = J(s). (14.3-77)
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We notice that F(p) = 0 and that the numerator of F(s) is a poly­
nomial of the sixth degree in A. There can be no other zeros in the 
fundamental domain and we conclude that

F(s) = c (P-A+l)3 
A2(2-l)3

where the constant c is determined by the condition F(i) = 1. It follows 
c = 4/27 and so

J(S) = 4 (A2 —z + 1)3
X2(A-1)2 * (14.3-78)

It is clear that this expression could be obtained by straight forward 
calculation from (14.3-75) inserting the expression for f(s) in terms of A.

In addition we have

t (A+1)2(2-A)2(2A-1)2
U 27 A2(A-1)2 (14.3-79)

14.4 - Picard’s theorem and related theorems

14.4.1 - Picard’s first theorem

In section 9.9.3 we proved Picard’s theorem for integral functions by 
means of a method due to Landau. A very simple proof is the original 
proof given by Picard himself based on the function t(z) introduced 
in section 14.3.3.

If the half plane Im s > 0 is filled by an infinity of successive reflec­
tions of the original triangle with vertices at 0, 1 and oo, the z-plane 
is covered by an infinity of upper and lower half-planes which are the 
conformal images of the reflected triangles as given by s = t(z). Each 
half plane has three adjacent half-planes which are connected with it 
along the segment 0 < z < 1 and the rays — oo < z < 0 and 1 < z < oo, 
respectively. The totality of half planes which are connected with each 
other in the manner indicated is known as the modular surface. There 
are no points of this surface above z = 0, 1, oo, for these are logarith­
mic branch points. The modular surface is the Riemann surface of the 
analytic function obtained from t(z) by analytic continuation along 
paths which avoid the points z = 0 and z = 1. This analytic function 
may again be denoted by t(z).

Let /(z) denote a non-constant integral function omitting the values 0 
and 1. Consider a single-valued branch of the analytic function t(z) 
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in a sufficiently small neighbourhood of /(z0). We shall denote this 
branch by t(z). Then

fif(z) = t(/(z)) (14.4-1)

is a single-valued function element defined in a neighbourhood of z = z0. 
Since /(z) avoids the values 0, 1 and is everywhere regular it can be con­
tinued analytically throughout the entire (finite )z-plane giving rise to a 
single-valued function, by virtue of the monodromy theorem of section 
12.2.3. But g(z) takes only values in the upper half of the complex plane, 
i.e., Im g(z) > 0. Hence the modulus of exp ig(z) is less than 1 and by 
the Cauchy-Liouville theorem (section 2.12.1) it must be constant. It 
follows that /(z) is constant, contrary to our assumption.

An alternative statement of Picard’s theorem is
Iff(z) is meromorphic throughout the whole plane and does not take three 

different values a, b and c, then it is a constant.
This follows from the fact that the function

c-q

c— b f(z)—a

is an integral function which does not take the values 0 and 1.
Picard’s theorem for integral functions will be referred to as Picard's 

first theorem. A similar theorem is concerned with the behaviour of a 
function in a neighbourhood of any essential singular point. It will be 
discussed in section 14.4.4.

14.4.2 - Landau’s theorem

In this section we will establish another proof of Landau’s theorem, 
stated in section 9.9.4 and we shall obtain an explicit expression for the 
Landau radius R(gQ,aY).

Let/(z) denote a function holomorphic in |z| < R which takes neither 
the value 0, nor the value 1. As in the preceding section we consider a 
function element t(/(z)) in a neighbourhood of z = 0. This can be con­
tinued analytically throughout the disc |z| < R and yields a holomorphic 
function g(z) with Im g(z) > 0.

Now we make the following remark: 7/Tm z > 0, Im a > 0 and

w = , (14.4-2)
z — a

then |w| < 1.
In fact, this transformation carries the real axis into a circumference 

through w = 1 corresponding to z = oo. Since a and a are symmetric
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with respect to the real axis, their images, w — 0 and w = oo, are 
symmetric with respect to the circumference.

If we put

h(z) = (14.4-3)
0(z)-0(O)

we have
|/z(z)| < 1, \z\ < R.

By Schwarz’s lemma (section 2.21.2)

|A(z)|7? |z|,
whence 

or

Now

|A'(0)|7? 1,

(14.4-4)R <------- .
“ |/i'(0)|

,,, , r g(z) — f?(0) 1 .. t(/(z))-t(/(0)) 1h (0) = lim 7 7---------= = lim - v 77—•------- =
2"° z g(z)-g(0) ^0 z 0<z)-0(O)

= z'(a0)«i-------1------ »

T(«o)-<«o)
with 

«o =/(0), «1 =/'(0).
It follows that 

R ^(«o>«i)
with

R(a0 ,ai) = = 2Im<ao). (14.4_5)
l«ill^'(ao)l l«il|z'(o0)l

This expression has been obtained by Caratheodory. 
The result is sharp. In order to prove this we consider the function

which is certainly holomorphic if |z| < 1 (in accordance with 10.2-3). 
This function does not take the values 0 and 1. Now a0 = /(0) = 2(f), 
whence T(fl0) = i. Further ar = /'(0) = A'(i)x2f = 2ili:'(ao) and so

R(.a0, dj) =
2

2 

|z (flo)l
This concludes the proof.
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14.4.3 - Schottky’s theorem

We adopt the same assumptions as in section 9.9.5. The functions 

tf(z) = z(/(z))

can be defined as a single-valued holomorphic function in the disc |z| < 1. 
Introducing a hyperbolic metric in this disc we deduce from (9.5-22) 
that the hyperbolic radius of the circumference |z| = 3 about the origin is

(14.4-6)

Fig. 14.4-1. Determination of t0 in Schottky’s theorem

The geometric form of Schwarz’s lemma (section 9.8.2) states that the 
values of g(z) in the s-plane are contained in a circular disc with centre 
t(/(0)) = r(a0) and the same hyperbolic radius. In the Poincare model 
of the hyperbolic plane let Re r(df0) + z70 denote a point on the circum­
ference right under the centre, (fig. 14.4-1). Then, in view of (9.5-31) 
the radius of the circle in the s-plane is

, Imr(«0)— = log —— 
to y *o

and equating this to (14.4-6) we get

to —
1-$T / A (14.4-7)

The modular function 2(s) is periodic with period 2. A maximum /<(t0)



14.4] picard’s theorem and related theorems 475

of the modulus of this function on the line Im 5 = t0 is attained on the 
segment 0 Re s 2, Im 5 = t0. By the maximum principle the maxi­
mum of A(^) in the infinite strip 0 Re s 2, Im 5 t0, is attained on
the boundary. On the lines Re 5 = 0 and Re 5 — 2 the function 2(5) is 
real and tends monotonously to zeros as Im s -> oo. Hence

|2(j)| < Ims>r0.

As a consequence the moduli of the values of /(z) = A(^(z)) in the disc 
|zl sS 9 do not exceed the number

X/o) = H = <p(&, a0), (14.4-8)

as asserted in Schottky’s theorem.
We shall make an additional remark which will be useful in the next 

section. Suppose that |a0| < Then we contend that the upper bound 
in Schottky’s theorem depends only on <9. For let t(z) denote the branch 
which maps the plane slit along the half rays z > 1 and z < 0 onto the 
fundamental domain consisting of two triangles with vertex at infinity 
(fig. 14.4-2). Since t(z)->oo asz->0 the disc |z| slit along a radius to the 
left, corresponds to a closed point set within the strip of the fundamental 
domain. If z tends to a point of the slit then r(z) tends to a point on one 

Fig. 14.4-2. Additional remark to Schottky’s theorem
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of the vertical bounding lines. This closed set has a positive distance to 
the real axis in the s-plane, for it cannot penetrate into a neighbourhood 
of s = 0 or s = 1, points corresponding to z = 1 and z = oo respectively. 
Hence Im r(a0) > where r] is a positive constant, not depending on 
a0, as long as |a0| < |. In Schottky’s theorem we now may take

14.4.4 - Picard’s second theorem

Picard’s second theorem is a statement of the behaviour of a function 
in the vicinity of an isolated essential singular point and it completes the 
Casorati-Weierstrass theorem of section 3.2.1.

Let f(z) be holomorphic in a region 0 < |z| < 1 and omit the values 
0 and 1. Then z = 0 is not an essential singular point.

From the Casorati-Weierstrass theorem follows that we can find a 
sequence at, a2,... such that

e"4* > |ax| > |a2| > • •|aj -► 0, as n -* oo (14.4-9) 

and
< i- (14.4-10)

To every number an we assign a number bn such that

ebn = an, — ra Im bn n. (14.4-11)

Next we consider the function

g(w) = /(ew) = f(z), z = ew, (14.4-12)

which is holomorphic for Re w< 0 and omits the values 0 and 1. The 
function is periodic with period 2ni. The inequalities (14.4-9) are equiv­
alent to

— 4tc > Re bY > Re b2 > ..Re bn -> — oo. (14.4-13)

The image of the segment —n Im w it in the w-plane is the circum­
ference |z| = |fl„| in the z-plane.

Let us now consider the function

h(w) = ^(fen + 47tw). (14.4-14)

It is holomorphic in the disc |w| < 1, for

Re (Z>„ + 47tw) ReZ>„+47c|w| < —4tc + 4tc = 0.

It omits the values 0 and 1. Finally, in view of (14.4-10)

|/»(0)-il = l<7(M-il = l/(a„)-il < i,
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whence |ft(0)| < 1. (14.4-15)

Now we apply Schottky’s theorem, taking 9 We find that in the disc 
the inequality W„)| * f

holds, where P is an absolute constant for according to the remark at 
the end of the last section p does not depend on aQ = A(0).

The vertical segment — n Im w n through bn corresponds to the 
circumference |z| = |tfn| in the z-plane. This segment belongs to the disc 
|w—bn\ and according to (14.4-15) the function does not exceed 
in absolute value the constant p. This means, however, that on each 
circumference |z| = |<?n|, n = 1, 2, . .., we also have

l/(z)| P
and this inequality remains true within the annulus between two such 
circumferences. Since each z satisfying 0 |z| is in at least one
such annulus, we also have

|/(z)| p9 \z\ |at|,

in contradiction with the fact that z = 0 is an essential singular point.
A somewhat more general statement of Picard’s second theorem is
If f(z) is holomorphic in the region 0 < |z — z0| < R and omits the 

values a and b, a / b9 then z0 is not an essential singular point.
Indeed, we may apply the previous theorem to the function

/(z0 + Kz)-q 
b — a

We conclude that in every neighbourhood of an isolated essential singu­
lar point the function omits at most one value.

Picard’s first theorem may be obtained from the above theorem by the 
substitution z -> l/(z—d).

14.4.5 - Normal families

An astonishing simple criterium for normality of a family of functions 
has been given by Montel. It states that a family is certainly normal in a 
region if the functions omit two values, say 0 and 1.

In order to prove this statement we will employ an elegant test for 
normality due to Ahlfors.

By the chordal derivative of a function /(z) is understood

z(n- lim
|/l|

(14.4-16)
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where /(a, Z>) denotes the chordal distance of the points a and b, (section 
1.1.5). Assuming that /(z) is differentiable at the point z, we find from 
(1.1-15) and

Vl + l/(z + h)|2Vl + l/(z)l2 

that

~ i+LnxH7' (I4-4-17)

Ahlfors's theorem states
A family of holomorphic functions in a region 9? is normal if and only if 

on every closed and bounded subset of 31 the chordal derivatives of the 
functions are uniformly bounded.

Suppose first that this condition is not fulfilled. Then we can find a 
closed and bounded subset © of 31 and a sequence /t, f2 ,. . . such 
that max/(/n) on 6 tends to oo. If there would be a subsequence 
fni Jn2^ • • • being uniformly convergent on any closed and bounded subset 
of 31, then this subsequence would tend to a holomorphic function g 
by Weierstrass’s theorem of section 2.20.1. Then %(/>k) would be bounded 
on ®, contrary to the assumption. If the subsequence would tend uni­
formly to oo, then the sequence of the reciprocals l//,2,. . . would 
tend to zero, uniformly. Observing that

z(/) = z(y), (14.4-18)

it would follow x(/jk) -> 0 which is again in contradiction with the 
assumption.

The proof of the sufficienency of the condition is based on the following 
statement: Every point z0 in 31 has a neighbourhood 11 such that, if 
|/(z0)| < A for all functions of the family, then |/(z)| < 2A for all z in 11 
and, if |/(z0)| > B for all functions of the family, then |/(z)| > for all 
z in U.

Consider a closed disc |z — z0| p within 31. Then, by hypothesis, 
%(/) < M for a fixed M and all z in this disc. Let |/(z0)| < A for all f 
in the family. Assume that |/(z)| < 2A does not hold for some function 
/and |z — z0| < p. Then there is a point zt closest to z0 at which |/(z1)| — 2A 
and |/(z)| < 2 A on the segment connecting z0 and zv. Integrating along 
this segment we have by Darboux’s inequality (section 2.4.3)

l/(zi)“/(zo)l = f /'(C)< = P max l/'(z)l < pM(l+4X2).
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On the other hand we have

2A = |/(Z1)| |/(z1)-/(z0)| + |/(z0)| < l/(z1)-/(z0)| + A)

whence
A < |/(z1)-/(^o)l-

Since p can be taken as small as desired this leads to a contradiction. Thus 
|/(z)| < 2A if \z—z0| < p, provided that p is sufficiently small. If 
|/(z0) > B for every function of the family, then |l//(z0)| < 1/^ and by 
the previous result |l//(z)| < 2/2? in a suitable neighbourhood of z0. 
This concludes the proof of the assertion.

It follows that the set of points of 31 at which /(z) is bounded for all 
functions of the family is open. Also the set of points of 31 at which the 
/(z) are unbounded is open. Since 31 is connected it cannot be decomposed 
into disjunct open subsets (section 9.1.1) and thus we find that the func­
tions/ are either bounded at all points of 31 or unbounded at all points.

Let /i,./2» • • • be any sequence of functions of the family. Then either 
the sequence is bounded at every point of Si, or the sequence is unbounded 
on every point of 31.

Consider the second case. Let z0 denote a given point and B an arbi­
trary positive number. Then |/n(z0)| > B if n > n0 and hence |/„(z)| > %B 
in a sufficiently small neighbourhood of z0. If ® is a closed and bounded 
subset of 3t, then S can be covered by a finite number of discs of the con­
sidered kind and we may conclude that |/,(z)| > %B for all z in ® and n 
sufficiently large. Hence the sequence/i,/2, ... tends to infinity uni­
formly on ©.

By the same reasoning we may infer that the sequence is uniformly 
bounded on every closed and bounded subset of St, if the sequence is 
bounded at every point of Si. Then there is a subsequence which converges 
uniformly on every closed and bounded subset of Si and thus we see 
that Ahlfors’s condition implies the normality of the family.

The following theorem can be proved by means of Ahlfors’s theorem.
Assume that a family of holomorphic functions in a region is such that on 

every closed and bounded subset Im /(z) > 0. Then the family is normal.
By straight-forward computation *t may be verified that

z(^(z)) = z(/(z))>
if

/(*) + ’’
From (10.2-3) we deduce that |p(z)| < 1 if Im/(z) > 0. Hence the 

family of the functions p(z), being uniformly bounded throughout Si, 
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is normal and from Ahlfors’s criterium follows that also the family of 
the functions /(z) is normal.

A family of functions regular at a point z0 is said to be normal at this 
point, if there exists a neighbourhood of z0 in which the family is normal.

A family of holomorphic functions is normal in a region SR if and only if 
the family is normal at every point of SR.

The necessity of the condition is trivial. Let S denote a closed and 
bounded subset of SR. About every point of 6 there is a neighbourhood U 
such that %(/) is uniformly bounded on a closed disc within U about the 
point. Since we can cover ® by a finite number of neighbourhoods of this 
kind, if follows that %(/) is also uniformly bounded on (S.

Now we are sufficiently prepared to prove MonteVs theorem
If the functions of a family are holomorphic in a region SR and omit the 

values 0 and 1, then the family is normal in SR.
Let z0 denote any point of SR and ® an open disc centred about z0 

and included in SR. Within a sufficiently small neighbourhood of z0 
we can find a function element r(/(z)), where/is a function of the family. 
Among the various values of t(/(z)) we take the value that is in the fun­
damental domain consisting of two adjacent triangles with vertex in 
infinity.

Since f(z) avoids the values 0 and 1 the continuation of t(/(z)) through­
out S? is possible and yields a single-valued function g(z) holomorphic 
throughout Moreover Im g(z) > 0. From the second theorem of 
this section follows that the family of the functions g is normal.

Consider now a sequence of functions f of the given family. The se­
quence of the corresponding functions g contains a subsequence of 
functions gn(z) = c(/„(z)), n = 1, 2, ..., which converges either to a 
function g(z) holomorphic in or to infinity. By virtue of the theorem 
of section 3.12.1 the function g(z) does not take values on the real axis, 
for Im g(z) > 0, unless it is a real constant. Thus either Im #(z) > 0 
or Im g(z) — 0 for all z in Since the gfz} are chosen in the above 
mentioned fundamental domain the limit g(zf} is in this domain. We 
can take the domain such that the only real finite boundary points are 
0 and +1.

Suppose that g(z) — 0 identically. In a closed disc about z0 within ® 
we have

l#n(z)l < e, 
uniformly in this disc, provided that n is sufficiently large. Now 

= A(^„(z)),

where 2 is the function (14.3—67) and if gn(z) -> 0 then /n(z) 1,
uniformly in the closed disc.
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If g(z) = +1 or — 1, then gn(z) +1 or -1 and fn(z) -> oo, uni­
formly in the closed disc.

It remains to consider the case that g(z) does not have one of these 
three exceptional constant values. Since g(z) is holomorphic in F che 
image of this disc, as given by g, is an open set which does not meet the 
real axis. The values of g(z) at points of a closed disc within ® constitute 
a bounded set which has a positive distance from the real axis. On this set 
the functions gn(z) tend uniformly to g(z}. Hence

/n(z) = *(&>(z)) “* ^(Z)) = /(Z),

uniformly on the closed disc within S?.
Thus we proved that the given family is normal at the point z0. Since 

z0 is an arbitrary point of Di we may conclude that the family is normal 
throughout Dt.

14.4.6 - An alternative proof of picard’s second theorem

The following theorem enables us to give a very short proof of Picard’s 
second theorem.

If z — 0 is an essential singularity of the function f(z) then the sequence 
of functions

/n(z) =/(2-"z) (14.4-19)

is in no punctured disc about z = 0 a normal family.
By a punctured disc we understand a disc from which the centre is 

omitted.
Suppose that the function f(z) is holomorphic in the punctured disc 

0 < |z| < 1. Consider the sequence (14.4—19) in the annulus

2l0:2-2 < \z\ < 3x2"2.

The values that/,(z) takes in 2I0 coincide with the values of f(z) in the 
annulus

9l„:2"2"'’ < |z| < 3x22"".

Since and 2I„+1 overlap, each value taken by /(z) in the disc 0 < |z| 
< 3 x 2“2 is taken by at least one of the functions/„(z) in 2I0. Supposing 
that the sequence (14.4-19) is a normal family, there is a subsequence 
fn^ fni> • • • which converges either to a holomorphic function J0(z) or 
tends to oo.

In the first case f0(z) is holomorphic in 2I0 and, consequently, bounded 
on the circumference |z| = Since the convergence of the subsequence is 
uniform on the circumference the functions fnk(z) are uniformly bounded 
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on |z| = |, i.e., we can find a constant M such that

1/^)1 g M 
and

|/(2" 1-"keI0)| M, k= 1,2,....

This asserts the existence of a sequence of concentric circles shrinking 
to the origin on which |/(z)| is bounded. Since /(z) is holomorphic in 
each annulus bounded by two consecutive circles, the maximum prin­
ciple (section 2.5.3) shows that /(z) is locally bounded at z = 0. By 
Riemann’s theorem (section 2.8.3) the function /(z) can be extended to a 
function holomorphic throughout the disc about z = 0, contrary to 
the hypothesis.

In the second case the subsequence fnk, k = 1, 2, ... tends to oo 
uniformly on |z| = Hence the sequence l/fnk tends to zero, uniformly on 
this circumference. As above we may conclude that l//(z) is locally 
bounded at z = 0 and can be extended to a regular function having a 
zero at z = 0. It follows that f(z) possesses a pole at z = 0 (section 
3.2.1), contrary to the assumption that z = 0 is an essential singularity. 
This concludes the proof of the theorem.

A direct consequence is Picard’s theorem. Without destroying the 
generality we may assume that /(z) is holomorphic in the punctured 
disc 0 < |z| < 1 and omits the values 0 and 1. Then the functions 
/„(z) = /(2""z) of the above theorem constitute a normal family, by 
Montel’s theorem. This is a contradiction.

The theorem of this section permits a stronger conclusion. Since the 
family /n(z) is not normal in the annulus 2l0 there is at least one point z0 
of 9l0 and a disc Si0: |z — z0| < e in 2l0, such that the sequence is not 
normal in ®0. We consider the homothetic discs

®n:|z-2"”z0| <2~ns,n= 1,2,....

The values taken on by /(z) in St0 are the values taken on by /(z) in 
Let now a and b be two different numbers. Suppose it is not true that at 
least one of the equations /(z) = a, f(z) = b has a root in infinitely many 
of the discs Then there is an integer n0 such that /(z) / a, f(z) / b 
with z in n nQ. It follows that the sequence fn(z) is normal in 
and we have a contradiction. This result is due to Julia and may be 
stated as follows

If z = 0 is an essential singular point of the function f(z), then there 
exists a sequence of homothetic discs in which f(z) assumes every value with 
at most one exception.

This theorem may also be stated in the form
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If z = 0 is an essential singular point of 'f(z)9 then there exists at least 
one ray arg z = 0 such that f(z) assumes every value with at most one 
exception in each angular region 0 — a< arg z < 04-a, no matter how 
small the positive number a is.

A ray of this kind is known as direction of Julia. A simple example 
provides the function exp (1/z). The Julia directions are given by 
arg z = ±

14.5 - The elliptic modular function

14.5.1 - The mapping problem for the trebly asymptotic triangle

The Schwarzian function t(z), introduced in section 14.3.3, maps the 
upper half of the z-plane onto a triangle with vertices at sr = oo, s2 = 0, 
5*3 = 1 and angles equal to zero. It is a solution of Schwarz’s differential 
equation

This is an equation of the third order. The solution is much facilitated by 
considering the linear differential equation of the second order

z2 —z +1
= (14.5-2)

z2(z-l)2

As was pointed out in section 13.4.5 a quotient of two linearly independent 
solutions of this equation is a solution of the equation (14.5-1). The 
equation takes a more manageable form if we perform the substitution 

w = wz*(l —z)*.

This has no consequences for the quotient of two solutions. Inserting 
this into (14.5-2) and replacing afterwards u by w again we get the 
differential equation

z(l — z)w" + (l—2z)w' — ^w = 0. (14.5-3)

This is an equation of the so-called Fuchsian type. A general theory of 
these equations will be dealt with in the next chapters.

The theory asserts the existence of at least one solution which is regular 
at z = 0. Such a solution can be obtained by inserting the power series

00

w(z) = X (14.5-4)
v = 0

into the left member of the differential equation. Supposing that this 
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series has a positive radius of convergence we may differentiate it term 
by term. Equating the sum of the coefficients of equal powers of z to 
zero we obtain the recursive relations

n(n + l)c„+1~n(n-l)cn + (n + l)cn+1-2nc„-icn = 0, n = 0, 1, . .

or

cn+i =
cn \n + l/

(14.5-5)

Since cn+ilcn -> 1 asn-> oo we find that the radius of convergence of 
the series (14.5-5) is unity.

Solving the equations (14.5-5) we find

/(n-i)(«-i). • -j\2 _ Cp r\n±¥) 
\ n(n —!)...! / Tt r2(w + l)

and the desired solution is

wo
fo y r2(v+i) 

71 V = or2(v + 1)

(14.5-6)

(14.5-7)

It follows that all solutions regular at z = 0 differ only by a multiplicative 
constant.

14.5.2 - Legendre’s complete elliptic integrals

Although we are now in possession of an analytic expression for a 
solution of the differential equation we need a second one which is not 
regular at z = 0. This can be found in a very easy way, for we may inden- 
tify (14.5-7) by a simple integral, namely Legendre's complete elliptic 
integral of the first kind 

r** de
o V1 — z sin2 0

(14.5-8)

where the square root takes the value 1 at z = 0. This is the same integral 
as (5.14-4) occurring in the theory of the Jacobian elliptic functions. 
There z = k2 is the square of the modulus of these functions.

It is our next aim to study the integral as a function of z. It is not diffi­
cult to show that this function is holomorphic in the z-plane cut along 
the real axis from 1 to oo.

If |z| < 1 the integrand may be expanded in a series of powers of z, the 
series being uniformly convergent with respect to 0 (since |sin 0| 1).
Hence we may integrate term by term and we get



14.5] THE ELLIPTIC MODULAR FUNCTION 485

with

K(z) = f (-l)X 
v = 0

sin2n0d0, n = 0,1,2,.... 
Jo

(14.5-9)

(14.5-10)

By virtue of (4.7-39) we have

A„ = iB(n+i,i) = r(n+i)
From (2.16-19) we deduce

"h = -l(-l-l) •••(-*-« + !) = (
n / n! n!

= (—1)" 1 — 
r(i)r(n+i)

Thus

KM - IV r2(v+i) -v |z| < 1 (14.5-11)

and this is the same series as (14.5-7) if we take c0 = It follows that 
Legendre's complete elliptic integral of the first kind is a solution of the 

differential equation (14.5-3), being regular at z = 0.
It is easily verified that the differential equation remains unchanged if 

we introduce the variable z' = 1 — z. As a consequence the equation is 
also satisfied by the function 

K'(z) = K(z') = K(l-z), (14.5-12)

the complementary integral of K(z). Here the primes do not indicate 
differentiation.

The function (14.5-12) is regular at z = 1; it is holomorphic in the 
entire z-plane cut along the real axis from 0 to — oo. From the represen­
tation of K(z) as an integral follows that K(z) -> oo as z-> 1. Hence 
K'(z) -> oo as z 0. Thus

The integrals K(z) and K/(z) represent two linearly independent solutions 
on the differential equation (14.5-3).

There exists an important relation between these two integrals which 
is a special case of Abel’s identity (15.1-19) in the theory of homogeneous 
linear differential equations of the second order. Since the functions 
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are solutions of (14.5-3) we have

z . d2K , x t/K 
z(1-z)v^ +(1-2z)^-----iK = 0

dz dz

and
z(l-Z)^+(l-2z)^-iK'=0. 

dz dz

Multiplying the second equation by K and substracting from the result 
thus obtained the first equation multiplied by K' we readily find

— z(l-z) (K— -K'—) = 0, 
dz \ dz dz/

whence

z(l-z) /k— -K'—) = c (14.5-13)
\ dz dz/

where c is a constant. This is Abel's identity.
We may also write, observing that K(0) =

d K' c 4c 1 . z .
dz K z(l —z)K2(z) 7i2 z

where i/<(z) denotes an ordinary power series in z. Integrating we get

4e
K'(z) = — K(z) log z + <p(z), (14.5-14)

71

where <p(z) is regular at z = 0. It appears that K'(z) has a logarithmic 
singularity at z = 0. Notice that the logarithm denotes the principal 
branch.

The evaluation of the constant c in Abel’s identity is not easy and 
requires some preparatory work.

Finally we remark that the results obtained in this section are special 
instances of more general considerations which are the subject matter 
of the chapters 15 and 16.

14.5.3 - Legendre’s relations

By Legendre's complete elliptic integral of the second kind we under­
stand the function

fl* ----------------
E(z) = VI — z sin2 Odd, 

Jo
(14.5-15)

where the square root is positive at z = 0. This function is holomorphic 
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in the z-plane cut along the real axis from 1 to oo, as is K(z). We en­
countered this integral in section 5.16.5.

If |z| < 1 we have the expansion

E(z) = f (-l)Mv(Jp 
v = 0 \v /

where An is again the integral (14.5-10). Since

3

II

1 
I

H
-* 3 

1

we now have

£W= -J£ W <L (14'5-16)
v=o r (v + l) 2v—1

Replacing sin 0 by the variable t Legendre’s integrals appear in
the form

K(z) = f * = = (14.5-17)

Jo V(l-t2)(l-zt2)

and

E(z) = f1 4^ dt. (14.5-18)
Jo yjl-t2

Performing the substitution u — t 2 we get

K(z) = 1 ru-^u-iy^u-zy^du (14.5-19)
J i

and
/•oo

E(Z) = i u"i(u-l)_*(u-z)idM. (14.5-20)J1

The derivatives are

JK
dz

/*oo= i u~^(u — l)~^(u — z)~^ du (14.5-21)
J i

and
dE _ 
dz : -J ru-^u-ty^u-zy^du. (14.5-22)

i

Legendre’s famous relations are expressions of these derivatives in 
terms of K and E.

Tn the integral (14.5-20) we may split off the factor u — z by writing 

(u — z)* = u(u — z)~^ — z(u — z)~*
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and we obtain the identity

J u~*(u — 1)“*(u — z)*du

= f u“*(u — l)“*(u — z)~*du — z f u~*(u — l)“*(u —z)“*du. (14.5-23)
J i J i

In view of (14.5-22), (14.5-20) and (14.5-19) this is equivalent to

E(z) = K(z) + 2z®,
dz

or

2z^)= E(z)-K(z). 
dz

(14.5-24)

The identity

f — (u”*(n —l)*(u —z)”*)du = 0 
du

yields
poo 

u"*(u — l)*(u — z)-i du
J i

= f u"*(u — l)“*(u — z)~*du — f u~\u — l)*(u —z)“*du. (14.5-25)
J i J i

Writing

(u —z)“* = (u —z)“*(u —z) = (u —z)”*(u —l) + (u —z)~*(l —z), 

the first integral on the right appears as

f u"*(w--l)*(tt —z)“^du + (l —z) | u~\u — l)“*(u — z)~^du9
J1 J i

and so the equation (14.5-25) becomes
poo poo

u~*(u — l)*(u — z)“* du = (1 — z) u-i(w —l)-i(u — z)“idu.
Ji Ji

(14.5-26)

In the integral on the left we split off the factor w—1 by writing 

(u — 1)* = u(u — l)-i — (u — 1)“* 

and we get

I u“*(u — l)-i(u — z)~*du— j u~^(u — l)~^(u — zy*du
Ji Ji

= (1 —z)J u-i(u — l)”*(u — z)-idu.
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By virtue of (14.5-19), (14.5-21) and (14.5-22) this turns out to be 
equivalent to

K(z) + 2 ® = 2(1 -z) . (14.5-27)
dz dz

Inserting the expression for dEjdz from (14.5-24) we finally have

2z(l-z)^=E(z)-(l-z)K(z). 
dz (14.5-28)

It is clear that similar relations must exist for K'(z) and E'(z), where 
E'(z) is the function

E'(z) = E(z') = E(l-z). (14.5-29)

These relations are evidently

and

2(1-z)^® = K'(z)-E'(z) 
dz (14.5-30)

2z(l — z) = zK'(z) — E'(z).dz (14.5-31)

It is now an easy matter to evaluate the constant c in Abel’s relation 
(14.5-13). First we observe that

lim zK'(z) = 0, (14.5-32)
z-»0

as follows immediately from (14.5-14). Secondly

ft*
lim E'(z) = cos 0dO = 1. (14.5-33)
z->0 Jo

By making z->0 in (14.5-13) we now find, taking into account (14.5-31),

c = lim z(l — z)K(z) | lim K(z)(zK'(z)—E'(z)) = — in
z^o dz z->o

and Abel’s identity appears as

K(z) - K'(z) = - —-—dz dz 4z(l — z)
(14.5-34)
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Accordingly the relation (14.5-14) becomes

K'(z) =---- — K(z) log z + <p(z). (14.5-35)
71

The functions <p(z) will be determined in section 14.5.11.
Replacing in (14.5-34) dK'/dz and d&/dz by their expressions (14.5-31) 

and (14.5-28) we obtain

K'E + KE'-KK' = in, (14.5-36)

which is Legendre’s relation (5.17-8), but now proved without the theory 
of the Jacobian elliptic functions.

14.5.4 - Solution of the mapping problem

According to the general theory the function 

(14.5-37)

is a solution of Schwarz’s differential equation (14.5-1) and maps, there­
fore, the upper half of the z-plane onto a triangle in the s-plane with 
zero angles. It is clear that t(0) = oo, for K'(0) = oo and that t(1) = 0, 
for K(l) = oo. Further, since K'Q) = KQ) we also have tQ) = f. 
Hence the function (14.5-37) is the same as the function t(z) considered 
in section 14.3.3.

It follows immediately from (14.5-37) that 

which is the relation (14.3-65).
It is clear that t(z) as defined by (14.5-37) is holomorphic in the z- 

plane cut along the real axis from 1 to oo and from 0 to — oo. If we 
continue t(z) analytically along a small circumference about the origin 
in the anti-clockwise sense the function K(z) retakes its original value, but 
K'(^) is transformed into K'(z) — 2zK(z), since log z becomes log z + 2ni. 
Hence t(z) undergoes the transformation

t(z)->t(z) + 2. (14.5-38)

Instead of (14.5-35) we may write

K'(z) =---- — K(z') log z' + <p(z'), z' = 1 — z,
n
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If z is continued along a small circumference about z = 1 in the clockwise 
sense, then z' moves along a circle about z' = 0 in the anti-clockwise 
sense and K(z) is transformed into K(z) —2zK'(z). Hence t(z) undergoes 
the transformation

t(z) -> T(z) 
— 2t(z)+1

(14.5-39)

These transformations are characterized by the matrices (14.2-35) and 
(14.2-32) respectively. Hence, repeating the above process in all possible 
ways we see that the various values of the analytic function generated 
from t(z) by analytic continuation throughout the z-plane are obtained 
from one value by means of the linear transformations of the congruence 
group mod 2.

Since Abel’s identity (14.5-34) is equivalent to

dr(z) _ ni
dz 4z(l —z)K2(z)’

(14.5-40)

we may represent t(z) by the integral

r dt
4iJ1C(l-C)K2(0’ (14.5-41)

This integral is convergent at z = 1, for K(z) behaves like the logarithm 
of 1 — z at this point.

14.3.5 - A COVERING THEOREM

An interesting application of the theory of the function t(z) is the 
following covering theorem

If a function
00

/(z) = z+£avzv (14.5-42)
v = 2

is holomorphic throughout the open disc |z| < 1 then the image of this 
disc as given by this function covers an open segment of arbitrarily given 
direction which contains the origin and whose length is not less than

l0 = = 0,228 . ..
Hi)

(14.5-43)

This result is sharp.
Consider an open segment containing the origin whose end points 

are not covered by the image of the disc |z| < 1. Let a denote the end 
point with the largest distance to the origin. Then /(z) does not take the 
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values a and —a. Hence the function
A(z) = Kl+a’^z)) 

omits the values 0 and 1.
Among the possible values of t(|) we may take

= i,
whence

t(A(0)) = i.

It follows that the function r(A(z)) is regular at z = 0 and since A(z) 
omits the values 0 and 1 if |z| < 1, it can be continued analytically 
throughout the open disc. By the monodromy theorem this function is 
single-valued.

Since Im t(A(z)) > 0, the values of 

fa) =
r(h(z))+i

are for |z| < 1 within the unit circle (see (10.2-3)) and it follows from 
Schwarz’s lemma that

l/(0)| 1.
Now

,/nx r r(/i(z))-i 1 1 //1\g (0) = hm AAJ'------ = r (1)-A2 = T (|).
?->o z x(h(z)) + i 2i 4ai

Here, of course, the prime denotes differentiation. It follows that

l«l £ W)l- (14.5-44)
According to (10.3-33) we have

K(l) =-l=r2(i) (14.5-45)
Vtt

and from (14.5-^40) we get
./1X n 16tc2 

t (4) =------- =---------
iK2(i) ir4Q)

and (14.5-44) appears as 
। 4tc2 
a — — •

" r4(i)

This proves the first part of the theorem.
If 2fy) is the inverse of t(z) we readily see that the function

/0(z) = 22 (i -1
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is holomorphic throughout the open disc |z| < 1. It does not take the 
values 2x0—1 = —1 and 2x1 — 1 = 1. Further

/o(0) = 4iz'(i) =
t'(|) 4tc2

Hence the function /o(z)//o(0) omits the values ±47i2/r4(|). This 
concludes the proof of the theorem.

In quite the same way we may prove
If the odd function

f(z) = z+ £avz2v+1 
v= 1

is holomorphic throughout the open disc |z| < 1 then the image of this 
disc covers the disc |w| < /0, where l0 is the number (14.5“43).

14.5.6 - The periods of Weierstrass’s pe function

A wholly different approach to the theory of the modular functions is 
possible by the study of the Weierstrass pe function, considered as a 
function of its periods. We shall see that the functions 2(t) and J(t) are 
closely related to the elliptic functions.

Let 2m, 2m' be a pair of primitive periods of a Weierstrass pe function. 
We can express all other periods by adding integral multiples of the two 
periods. The numbers

2m' = a2of + b2co, 
2m = c2a>' + d2a>,

a, b, c and d being integers, are again primitive periods if and only if 
2a>, 2a>' can be expressed as sums of integral mutiples of 2m, 2m'. This 
condition is necessary, but also sufficient, for any period is then expressi­
ble in integral multiples of 2m, 2m'.

Solving (14.5-46) we have, writing D for ad—be,

2m' = — (d2m' —b2m),
(14.5-47)

2m = — ( —c2m' + a2m).

The determinant of this transformation is

2- = 1
D2~ D*

Since the coefficients in (14.5-47) are integers it follows that D = ±L
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(14.5-50)
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We introduce the ratio of the periods 

co' 
T = — 

CO 

and we assume that co and co' are such that

Im t > 0, 

as in section 5.8.1. The ratio of the new periods is then 

ai: + b 
T = ----------

cx + d 

and Im t > 0 if and only if D = 1. Hence
A change of primitive periods of the Weierstrass pe function induces a 

transformation of the ratio t by an element of the modular group.

14.5.7 - The absolute invariant

It is possible to find an automorphic function of the modular group by 
means of the invariants g2 and g3 of Weierstrass’s pe function. In 
(5.11-17) we derived expressions for these invariants in terms of q and co, 
where as in (5.8-8)

We have

and

q = exp tut.

92 = (-}\^+20q2+ • • •) 
\co/

/ 7l\ 693 = (-) (ih-iq2+ . . .)• 
\co/

An easy calculation yields

A = g32-21g23
12= (-) (?2+• • •)•

\co/

(14.5-51)

(14.5-52)

(14.5-53)

(14.5-54)

Now we combine these expressions to form a function from which the 
variable a> cancels and which is, therefore, a function of the ratio t 
alone, namely

(14.5-55)
A

This is the so-called absolute invariant of the pe function.
Inserting the expansion (14.5-52) and (14.5-54) we get
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AO = TT28 (\+c0 + ciq2+ (14.5-56)

and introducing the variable t = q2 = exp 2tizt we see that the function 
J(t), when expressed in terms of t, has a pole of the first order at t = 0. 
This corresponds to t = zoo.

Let 2co. 2co' of given ratio t = co'/co generate the set of lattice 
points representing the periods of the pe function. Then the periods 
2<5 = a2co' + b2co, 2cb' = c2co' + d2co, where a, b, c and d are integers and 
ad—bc= 1 generate the same pattern of lattice points and the associated 
pe function and the invariants g2, g3, d are the same. Hence J(t) is 
unaltered if t undergoes a transformation of the modular group. A 
fundamental domain is e.g. the figure consisting of two triangles in the 
upper half of the r-plane with vertices at p — 1, i, p and oo (fig. 14.3-9), 
with p = exp(27n/3). Since J(t) has a pole at a parabolic point we may 
state

The function J(t) is a simple automorphic function with respect to the 
modular group.

The series (14.5-52) and (14.5-53) are uniformly convergent if 
l^2| r < 1. It follows

The function J(t) is holomorphic in the upper half of the T-plane.
According to the convention of section 13.4.3. the function J(t) has 

a single pole of the first order in the fundamental domain. Hence J(t) 
is of the first degree. Otherwise stated

The function J(t) takes on each value once and only once in the fundamen­
tal domain.

It is clear that the function J(t) introduced in this section coincides 
with the function considered in section 14.3.3 if we identify the variables 
5 and t. For in section 5.12.1 we found that g2 = 0 if t = z, and g2 = 0 
if t = p = exp (27tz*/3). Hence

J(z) = 1, J(p) = 0.
Since two simple automorphic functions belonging to the same group and 
being both of the first order can only differ in a multiplicative constant, 
the identity is established.

Squaring the expressions (5.10-2) we easily deduce
7T2

ei = —^(^(0)+3t(0)), 
12co

2
^ = 7^(^(0)-^(0)), (14.5-57)

12 co
2

e3 = ~ T—i (^t(0) + ^(O))-
12co
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In section 5.10.2 we already obtained

d = 16
\2co/

and from (14.5-57) we easily deduce

92 — 3 (—) ($2(0) + $3(0) + $4(0))-
\2co/

Thus we may bring J(t) into the elegant form

= jl (^(Q)+^(Q)+^(Q))3
54 d*(0)91(0X(0)

(14.5-58)

(14.5-59)

(14.5-60)

The mapping properties of the function may be summarized as follows 
The function Jfc) maps the fundamental domain 3l0, consisting of two 

triangles with vertices at 00, i, p, p — 1 and angles, 0, and adjacent 
along the imaginary axis in the T-plane from i to zoo onto the z-plane, 
the mapping being one-to-one. The interior corresponds to the z-plane 
cut along the real axis from — 00 to 1. If we complete this interior with a 
vertical side on the left of the boundary and a circular arc from p — 1 to i, 
then the points of the upper border of the slit must be added to the region 
in the z-plane. The left half of the fundamental region corresponds to the 
upper half of the z-plane.

14.5.8 - Existence of a function with prescribed invariants

A consequence of the last theorem of the previous section is that the 
equation

J(t) = z, (14.5-61)
where z is any given complex number, has always a solution r in the fun­
damental region. This enables us to solve the following problem:

Given two numbers g2, g3 we ask whether there exist two numbers 
co, co' such that

02(«> ®') = 92> 9?fa, co') = g3, (14.5-62)

where g2(co, co') and g3(co, co') are the expressions (5.4-2) with 
w = 2nco + 2ri co'. The answer is affirmative.

It is always possible to choose the periods 2 co, 2 co' of a pe function in 
such a way that its invariants g2(co, co') and g3(co, co') take prescribed 
values g2, g3, provided that

g32-21g23 * 0. (14.5-63)

In section 5.13.4 we solved this problem under the restriction that g2 
and g3 are real numbers. Our general method covers this case.
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1) If g2 = 0 we take t = p = exp (27tz’/3). Then co' = cop and from 
(5.12-4) follows that g2(co, co') = 0. If we determine co from

(2m)6=^^—A—-
g3 (n + np)6

the equations (14.5-62) are satisfied (£' denotes summation excluding 
n = n' = 0).

2) If p3 = 0 we take r = z, hence co' = coz. Then, in view of (5.12-3), 
p2(co, co') = 0 and co may be determined from

(2*)4 = -r— 
g2 (n + ni)

3) There remains the case g2 / 0, g3 0. The equations (14.5-62) are 
satisfied if and only if 

CO')(hfa d) = 92.
g2(co, co') g3

92

g^co, a>') — 21gl(co, co') g32-21gi'

Now we solve the equation
3

J(?) = 
02-270*

and determine cd from

140 X' ------ --- 6
m2 = 92 (n+n't)

93 60 £'----- 1—
(n + n't)4 

This concludes the proof of the assertion.
An alternative statement is
The differential equation

w'2 = 4w3-p2w-p3 

can be solved by a Weierstrassian pe function 

w = $)(z\cd, co'), 

provided that the inequality (14.5-63) holds.

(14.5-64)

14.5.9 - The function 2(t)

If a pe function is given, the numbers

= $(co), e2 = ^(co+co'), e3 = $(co') (14.5-65)

are uniquely determined. In view of (5.15—4) it is natural to consider the 
function
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w -

^1-^3
(14.5-66)

It may be seen from (5.11-19) that 2 depends on t only.
The function 2(t) takes the values 0 and 1 nowhere in the upper half 

of the T-plane.
This is a direct consequence of the fact that er, e2 and e3 are unequal.
Let us now perform a transformation (14.5-46) of the periods. For 

the new periods we have
+ defy

e2 — fi(cco' + dco + aco' + bcf)9 (14.5-67)
e3 = fifaaf + bof).

Since we obtain the same pe function, the numbers ei9 e2, e3 must be the 
same as e19 e2, e3, but possibly arranged in different order. In general 
the function 2(t) is altered. If, however, cco' + dco and co differ by a 
period, that is, if cco'+ (d— l)co is a period, we have er = et. This 
occurs if and only if c is even and d is odd. Similarly, if aco' + bco and co' 
differ by a period, that is, if (a— V)co' + bco is a period, we have e3 = e3. 
This occurs if a is odd and b is even. If both situations occur then, of 
course, e2 = e2 and A is unchanged. If, conversely, b and c are even, then 
a and d are odd, as a consequence of ad— be = 1. Thus

The function 2(t) is unaltered by the transformations of the congruence 
group mod 2.

As we pointed out in section 14.3.3 every transformation of the 
modular group is contained in one of the six cosets of the congruence 
group. It is clear that the transformations of the same coset perform 
the same permutation on eY , e2 , e3. We may list the various permutations 
as follows, (the matrices characterizing the cosets):
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In the last column are listed the corresponding transforms of 2.
Thus we established
The quotient group of the modular group with respect to the congruence 

group mod 2 is isomorphic to the symmetric group of three symbols and 
to the group of the cross ratios.

It is easy to verify that J(t) can be expressed rationally in terms of 
2(t). From

2 = ^, l-2 = ^2
ei-e3 «i-e3

follows
(gi-e3)2-(g2-g3)(et-e2)

(et-e3)2
2 2 2
+g2 + g3~gl g2~el e3~ g2e3

(et-e3)2
whence in view of (5.4-4) and (5.4-5)

Taking into account (5.4-11) we now have

= __________________ #2________ _____ — ________ (el ~e3)6__________

A 16(el—e2)2(e2 — e3)2(e3 — el)2 16 /e2-e3\2/et-e2\2
\ei-e3/ \ei-e3/

_ 4 (1-2(1—A))3
27 22(1—2)2 ’ 

or finally

(14.5-69)
A ^1 A)

being the same expression as (14.3-78). As a consequence the function 
2(t) can have no singularities other than ordinary poles. Hence

The function 2(t) is a simple automorphic function with respect to the 
congruence group mod 2.

Let S30 denote the fundamental domain of the group consisting of two 
triangles with zero angles and vertices at oo, the other vertices being at 
— 1,0, +1. Some particular values of 2 may be found as follows.

If we make the change of periods by means of 
co' = co' + co, 
co = co, 

i.e.
T = T+ 1, 
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then 2 changes into 2/(2—1). The transformation in the r-plane has a 
fixed point at t = oo, whence

2(oo) = 2(CO) ■»
V ’ 2(oo)-l

or
2(oo) = 0.

Making the change of periods by means of

co' = — co, 
co = co',

i.e.,
1 

T =------- ,
T

then 2 changes into 1—2. The point t = i is a fixed point, whence

A(0 = i.

Since t = oo is transformed into f = 0 we have 

2(0) = l-2(oo), 
whence

2(0) = 1.
Performing the change 

co' = co', 
CO = co + co',

i.e.,
T 

T = -------,
1+t

then t = oo is transformed into ? = 1 and 2 into 1/2, whence

A0 = A00)
or

2(1) = oo.

If we introduce the variable t = exp tht, then (14.5-56) takes the form

A0 = (14.5-70)

and it appears that the function has a pole of the second order at t = 0 
of the r-plane. From (14.5-69) we deduce

lim l2(r)J(r) = . (14.5-71)
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Hence 2(t) has a simple zero at t = 0, and thus we see that 2(t) is of the 
first degree.

The function 2(t) takes on each value once and only once in the funda­
mental domain. The function maps the right half of its fundamental domain 
onto the upper half of the x-plane.

The last assertion follows from the fact that A increases from 0 to 1 
if t moves along the imaginary axis from zco to 0.

It shoud be noticed that the t of (14.5-56) is the auxiliar variable 
(13.4-6) for the transformation t — t + 1 and the t of (14.5-70) that of the 
transformation ? = t+2. The first is a transformation of the modular 
group which alters A(t).

It is now clear that the function 2(t) introduced in this section is the 
same as the function X(s) of section 14.3.3 if we identify the variables s 
and t.

We can now complete a remark made in section 5.15.1. To every value 
of t with Im t > 0 we can construct Jacobian functions, for k and k' 
may be evaluated, e.g., by (5.15-6).

Since the equation

2(t) = k2

has a solution in the upper half of the closed T-plane, provided that k2 / 0, 
k2 1, we may state

To every value of k which is different from 0 and + 1 there exist Jacobian 
functions with modulus k.

Otherwise stated
The differential equation

w'2 = (1 - w2)(l - k2 w2) (14.5-72)

admits as a solution a Jacobian elliptic function with modulus k, provided 
that k2 / 0, A;2 / 1.

Finally we wish to express 2(t) in terms of the theta functions at 
z = 0. From (5.10-2) we deduce

(14.5-73)

and this yields, in view of (5.9-15), introducing the variable q = exp 7izrr

fi(Wv)8
2(t) = 16g -------------

new”1)8
|q| < 1. (14.5-74)
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Denoting the expression on the right by Q(q) it is clear that this 
function is holomorphic within the open disc |#| < 1 and does not assume 
the value 1. In particular

2(0) = 0, Q'(0) = 16. (14.5-75)

This latter result has remarkable consequences.

14.5.10 - A COVERING THEOREM

With the help of the function Q(q) introduced at the end of the pre­
vious section we can prove the following remarkable covering theorem

Let f(z) be holomorphic in the unit disc |z| < l,/(0) = 0,/'(0) ~ 1 and 
f(z) 0 at all points of the disc punctured at z = 0. Then the conformal 
image of this disc as given by f(z) completely covers the interior of a circle 
about the origin whose radius is 1/16. This result is sharp.

Since 2'(0) 0 the function Q(q) is uniquely invertible in the vicinity
of q = 0. Suppose that a is a value not taken by /(z) in \z\ < 1. Consider 
the function

0(z) = Q (f^\ , (14.5-76)
\ a /

where Q denotes the inverse of Q. The function has a meaning for z in 
a small neighbourhood of z = 0 and since f(z)la, omits the value 1 it can 
be continued analytically throughout |z| < 1 and by the monodromy 
theorem g(z) turns out to be a single valued function of z. In par­
ticular #(0) = 0. Since |#(z)| < 1 we have by Schwarz’s lemma

l^'(0)| 1.

Now 

/(z) = aQ(g(z)),

whence

1 = l/'(0)| = |aie'(0)|^'(0)| 16a

and so

|a| A-

That the constant 1/16 cannot be improved upon is shown by the 
function

/(z) = ^2(^) = ...

which leaves out the value 1/16.
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14.5.11 - The expansion of the complementary elliptic integral of 
THE FIRST KIND

In section 14.5.3 we obtained the formula (14.5-35) for the function 
K'(z). No information was got for the function (p(z) and we devote this 
section to the problem of finding the expansion of this function in a 
neighbourhood of z = 0.

Suppose that the function

- — K(z) log z + i/<(z)>
71

where <A(z) is regular at z = 0, is also a solution of the differential equa­
tion (14.5-3). Then the difference of this function and the function 
(14.5-35) is a solution which is regular at z = 0.

Hence
<p(z)-^(z) = cK(z).

If now <p(0) = <A(0) we conclude that c — 0 and so <p(z) = i/<(z).
Our first task will be the evaluation of the constant <p(0). Consider 

(with reference to (14.5-35) and (14.5-37)) the function

T(z) = llogZ+^. (14.5-77)
7CI K(z)

Next we introduce
g(z) = exp th’t(z) = z exp f . (14.5-78)

\ K(z) /
Then

2(tfC0) = 2(t(z)) = z
and so

Q(g(z)) _ z 
g(z) g(z)

By making z -> 0 along the real axis from the positive side, the function 
t(z) ico and #(z) -> 0.

Hence 

or
<7'(0) =

It follows from (14.5-78) by differentiating and taking afterwards z = 0

exp (-2<p(0)),
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whence
<p(0) = log 4. (14.5-79)

In order to obtain an expansion for <p(z) we try to find a solution of 
(14.5-3) having a logarithmic singularity at the origin. A simple trick, 
rather common in the theory of the linear differential equations, is the 
following: instead of the power series (14.5-4) we substitute the series

w(p, z) = zp £ cvz* = X cvzv+p, (14.5-80)
v = 0 v=0

where p is a real and positive number. The power zp is the principal 
power. Inserting (14.5-80) into (14.5-3) we find

z(l —z)w"(p, z) + (l —2z)w'(p, z)-£w(p, z) = p2cozp~1, 

provided that
C„+1 _(n+p+i)2 

c„ (n+p+1)2
It follows that

c = + co

r2(n + p + l) 7i

Assuming that c0 is a constant the functions cn, considered as functions 
of the complex variable p, are regular at p = 0. The series (14.5-80) is 
convergent in the disc |z| < 1 and uniformly convergent with respect 
to p for p near p = 0. Hence the sum w(p, z) is also regular at p = 0 
at each point z / 0. The derivatives with respect to p are obtained by 
differentiating term by term. Since the operations

£ £ 
dz ’ dp

are permutable, we get

z(l-z) — + (1 —2z) —----- i — = cozp (2p + p2logz).
dp dp op

(14.5-81)

(14.5-82)

By making p 0 we see that

dw(p, z)

p = 0
(14.5-83)

is again a solution of (14.5-3).
Differentiating (14.5-82) logarithmically we find in view of (4.8-1)

= 2(’P(n+p+i)-¥'(n+p+l))
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and so

Since

=2 SrA W"+1) - +1)) - • 
dp P=o r ("+i)

dw(z, p) 
dp

00 00 de
= £cvzvlogz+£

v = 0 v = 0 Op

(14.5-84)

(14.5-85)

we find that the part regular at the origin is

00 de

Evty v-— z .
v=o dp p = 0

The coefficient of z° is

^2^(1)-S'(l)).
7t

(14.5-86)

Differentiating both members of (4.6-26) logarithmically yields

^(z) + !P(z + i) = — 2 log z + 2!P(2z)

and, taking z = we get

V'(l)- !P(i) = 2 log 2. (14.5-87)

If in (14.5-86) we take c0 = — J we find the value log 4. The part 
of (14.5-85) involving the logarithm becomes then

- — K(z) log z 
n

and we may conclude that the function <p(z) in (14.5-35) has the expan­
sion

71 v = 0 r (v+l)

From (4.8-4) we deduce

1 2 2 2
*?(«+!) = + — + -+‘P(i)

n — | 2n — 1 2n — 3 1
and

1 2 2 2<P(W+1) = A +^(n) = —+ — + ...+ — +^(1), 
n 2n 2n — 2 2

whence in view of (14.5-87)

!P(n+i)-’P(n + l) = 2^-y + .-2 log 2, 
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where the expression between the brackets on the right is to be inter­
preted as 0 if n = 0. Thus we finally have

. i ” r2(v+i) „ . z /i i
K(z) =------ Y z log — +4 1----------- + .. - —u

27tv=or2(v + l) \ 16 \1 2 2v// ’

(14.5-88)

the desired expansion. The expansion is valid for |z| < 1 and |arg z\ < n.



Chapter 15

LINEAR HOMOGENEOUS DIFFERENTIAL EQUATIONS

15.1 - General theory

15.1.1 - The existence theorem

In many problems we encounter analytic functions which are character­
ized by functional equations of a special type, viz., differential equations, 
rather than by their power series expansions. We shall restrict ourselves 
to an important class of differential equations, having simple properties, 
the linear homogeneous equations which are of the form

w(n) + p1(z)w(”-1) + . . . + pn_1(z)w' + pn(z)w = 0. (15.1-1)

The coefficients pfz),. . .,pn(z), are supposed to be single-valued func­
tions.

The main theorem of this section states:
If the coefficients in (15.1-1) are regular at z = z0 then there exists a 

unique solution of the equation such that this solution and its first n— 1 
derivatives assume arbitrarily assigned values, at z = zQ.

Consider first the case n = 1. We have to solve an equation of the form 

w'4-p(z)w = 0. (15.1-2)

The solution which takes a prescribed value w(z0) at z = z0 is evidently 

w(z) = w(z0)exp (- f , (15.1-3)

where the path of integration is included in a sufficiently small neigh­
bourhood of z = z0.

We wish to give another proof which may be generalized to the higher 
cases. Since p(z) is supposed to be regular at z — z0 we can expand this 
function in a power series

oo

p(z) = £pv(z-z0)\ (15.1-4)
v = 0

having a positive radius of convergence. We try to find a solution
oo

w(z) = £Cv(z-z0)v, (15-1-5)
v = 0

where c0 has a prescribed value. The other coefficients are so determined 
[507]
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that the series satisfies the differential equation formally. Inserting 
(15.1-5) into (15.1-2) we find by collecting terms with equal powers of 
z — Zq the recurrence relations

^i+Po^o = 0,
2c2 + p0c1+ pi c0 =0,
...................................................................... (15.1-6) 
nCn + p0Cn^i+piCn_2+ • • • +Pn- 1^0 = 0,

It is obvious that we can evaluate successively c19 c2,.. . in terms of c0 
and thus the uniqueness of the solution has been established. It remains 
to prove that the relations (15.1-6) lead to a power series (15.1-5) with 
a positive radius of convergence. It then follows that the formal operations 
leading to (15.1-6) are permissible and, consequently, the series (15.1-5) 
represents the desired solution with the prescribed initial value.

Let r0 denote a positive number not exceeding the radius of conver­
gence of the power series (15.1-4). If Mo is not smaller than the maximum 
modulus of p(z) on the circumference \z—z0| = r0, then by Cauchy’s 
inequality (2.18-2)

|p„|^Mor;n, n = 0,1,2,.... (15.1-7)

Now we shall show that numbers M and r can be found such that

|c„| g Mr~-. (15.1-8)

For n = 0 this is trivial. We may take r = rQ. Suppose the inequalities 
(15.1-8) to be valid for all subscripts < n9 where now n is positive. 
From (15.1-6) we deduce

n\cn\ MAfonr1-'’ = nM(rM0)r“",

if r = r0 and this remains true for all smaller r. If r is sufficiently small 
then rM0 1 and (15.1-8) follows. Hence the series (15.1-5) is conver­
gent, provided that \z—z0| < r.

Next consider the case of an equation of the second order. We shall 
write it in the form

w" + p(z)w'4-#(z)w = 0. (15.1-9)

Expanded in series the coefficients are

XZ) = f Pv(z-Zo)V,

v'° (15.1-10)
?(z) = E ?v(z-Zo)V> 

v = 0

both having a positive radius of convergence.
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We try to find a solution of the form (15.1-5), where c0 and have 
prescribed values. Inserting (15.1-5) into (15.1-9) we find by collecting 
terms with equal powers of z—z0 the recurrence relations

2c2 + p0c1 + ^0c0 =0,
3x2c3 + 2poc2 + p1c1 + qoc1+q1c() = 0,

n(n-l)c„ + (n-l)poCn-i+(n-2)p1c„-2+ ■ • ■ + P„-2c1 + ,in 
+ ?0Cn-l+31Cn-3+ • • • +?n-2c0 = 0, '

It is obvious that we can evaluate successively c2, c3,. . . in terms of 
c0 and and thus the uniqueness of the solution is proved.

Next we wish to establish that the relations (15.1-11) lead to a power 
series (15.1-5) which has a positive radius of convergence.

Let again r0 denote a positive number not exceeding the radii of con­
vergence of the power series (15.1-10). If Mo is not smaller than the 
maximum moduli of p(z) and q(z) respectively on the circumference 
\z—z0| = r0,then

\pn\ MQron, \qn\ M0ron, n = 0, 1, 2,. . . (15.1-12)

It remains to show that we can find numbers M and r such that (15.1-8) 
holds. For n = 0,1 this is trivial; we may take r = r0. Suppose the in­
equalities (15.1-8) to be valid for all subscripts < n. From (15.1-11) we 
deduce

n(n —l)|cj MM0((n-l)+ ... +l)r1“zl + (n-l)r2-n)

= n(n-l)M ) Mor~n 
\ n /

and these inequalities remain true for all smaller r. If r is sufficiently 
close to zero then (|r+r2/w) Mo 1 and (15.1-8) follows.

The above proofs show already the general features for the treatment of 
equations of higher order. In our subsequent work we need only the 
cases of the first and the second order.

Finally we wish to observe that the solution obtained is the only 
regular solution satisfying the prescribed initial conditions. It remains to 
investigate the question whether or not there may exist non-regular 
solutions which satisfy the initial conditions. Since w(z0) is finite a 
power series representing w(z) cannot involve powers of z — z0 with 
negative exponents. If the series should involve fractional powers of 
z — z0 with positive exponents, then after a certain order the deriva­
tives would become infinite at z = z0. The derivatives are obtained 
from the differential equation by successive differentiation and are, 
therefore, necessarily finite at z = z0.
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We tacitly assumed that z0 is finite, If, however, z0 = oo we have 
to consider power series in terms of z-1.

15.1.2. - The Wronskian

Two functions w0(z) and wt(z), holomorphic in a region 9?, are said 
to be linearly independent if the function

w(z) = cowo(z) + c1 w/z), (15.1-13)

where c0 and e1 are numerical constants, vanishes identically if and only 
if c0 = ct = 0. In the contrary case the functions are called linearly 
dependent. That means: we can find constants c0 and c1? such that

cowo(z) + c1 Wj(z) = 0 (15.1-14)

identically, and at least one of the numbers c0, cr is different from zero. 
Differentiation yields

cowo(z) + ci w'i(z) = 0 (15.1-15)

identically. These two relations between c0 and ct are only consistent 
if the determinant of Wronski (Wronskian)

P7(w0,W1)= (15.1-16)w0(z) W1(z)

vanishes identically. Hence
The non-vanishing of the Wronskian is sufficient for linear independence 

of the functions w0(z), w1(z).
Thus, for instance, the Wronskian of the functions cos z and sin z is 

cos2 z + sin2 z = 1. Hence these functions are linearly independent.
A converse of the above assertion will be stated in the following form 
7/’w0(z) and wfz) are solutions of the differential equation (15.1-9), 

regular at z — z0, and if their Wronskian vanishes at z = z0, then the 
functions are linearly dependent and their Wronskian is identically zero.

Since the Wronskian is zero at z = z0 we can find numbers c0, ct from 
which at least one is different from zero, such that

CoWoG^ + CjW^Zo) = 0, 
coW'o(zo) + c1w;(zo) = 0.

Hence the function (15.1-13), being also a solution of the differential 
equation (15.1-9), takes the value 0 at z = z0 as does its derivative. 
From the theorem of the previous section follows that w(z) is identically 
zero. This concludes the first part of the theorem. The second part is a 
consequence of the previous theorem.
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This latter part can be established in another way. Multiplying the first 
of the equations

w'o +p(z)wo + g(z)wo = 0, (15 J
M'i' + p(z)wi+^(z)w1 = 0, 

by — wt and the second by w0 we have after adding 

wow'1'-WoW1+p(z)(wow'1-WoW1) = 0. (15.1-18)

Observing that the Wronskian has the derivative

IP'(z) = WoW'i-WqW^, 
we find

H//(z) + p(z)B/(z) = 0, 
whence

W(z) = W(z0) exp Ir -p(0dc 
ZO

(15.1-19)

This identity is referred to as Abel's identity. We encountered this in a 
particular instance in section 14.5.2.

It is clear that JF(z) vanishes identically if and only if fF(z0) = 0. 
It follows that two linearly independent solutions cannot vanish simulta­
neously at a regular point.

Another consequence is the following
Any solution is expressible as a linear combination

w(z) = cowo(z) + c1w1(z) (15.1-20)

of any two linearly independent solutions H’0(z) and wfz).
At the regular point z0 we determine the constants c0 and ct in such 

a fashion that

<\>Wo(*o) + <Twi(zO) = w'(zo)-

This is possible since W(z0) / 0. Hence the solutions w(z) and c0 w0(z) + 
+ c1w1(z) have the same initial values, as have their derivatives and, 
consequently, they coincide throughout a neighbourhood of z0. It follows 
that we can write down the general solution as soon as we are in possession 
of two linearly independent solutions. Now there exist solutions w0(z), 
wY(z) with Wq(zq) = 1, n;o(zo) = 0 and w^Zq) = 0, w[(z0) = 1; they 
are evidently Unearly independent since PF(z0) = 1. Thus

The differential equation (15.1-9) possesses a system of two linearly 
independent solutions regular at z = z0, where z0 is a regular point of the 
coefficients p(z) and q(z).
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A set of linearly independent solutions will be called a fundamental 
system at z = z0.

15.1.3 - The monodromy group

Let vv(z) denote a solution of (15.1-9) in a neighbourhood of z = z0. 
Consider a closed path C in the open z-plane, beginning and ending at 
z0 and not passing through any singularity of the coefficients. We can 
apply the process of analytic continuation simultaneously to the coeffients 
and the solution w(z) under consideration along C. The continuation will 
not disturb the relation (15.1-9) because of the principle of permanence of 
functional equations (section 12.1.7).

After completing the circuit the coefficients of the differential equation 
resume their original forms as power series in z —z0, being, by hypoth­
esis, single-valued. But w(z) need not resume its original form, though 
it will remain some solution v(z), say. To trace this change the process of 
analytic continuation must be simultaneously applied to both solutions 
w0(z) and wx(z) of a fundamental system at z = z0. They will assume 
the new form

»o(z) = a00w0(z) + a0iWi(z), (15.1-21)
Vjfz) = a10w0(z) + a11w1(z).

Between the Wronskians of r0, vr 
relation

and w0, respectively exists the

^0,^1) = aoo 
aio

aoi 

all
(15.1-22)»F(wo, Wi).

If the determinant involving the coefficients a^ in (15.1-22) were zero, 
then there would exist a linear relation between v0 and . But returning 
along the same path the linear relation would persist.

This can also be seen in the following way. If C is a closed path 
then by Abel’s identity

P7(v0(z0), i>i(z0)) = W(w0(z0), wx(z0)) exp f -p(CX,
Jc

whence
a00 a01

aio an
exp -p(0J£.

Jc
(15.1-23)

Let y13 y2 be two closed continuous paths starting and ending at the 
same point z0. Continuing the solutions w0, along we obtain a set 
which may be represented symbolically by
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on applying the rule for multiplication of matrices. Continuing after­
wards along y2 we obtain the set

F^oo &01] p*oo «oil [-oi __ [~c°0 coil M
U>io J Lho J L-J L^io CnJ L-J ’ 

where the elements of the matrix on the right are obtained by applying the 
rule for multiplication to the matrices on the left. This is the result of 
continuation along the path y27i-

Thus we see that the linear transformations belonging to closed paths, 
beginning and ending at z0, form a group, the monodromy group of the 
equation. It might seem that this group depends on z0. But this is not 
true, for any closed loop beginning and ending at a point zx can be trans­
formed into a circuit beginning and ending at z0 by adding a path connect­
ing z0 andzt which is percorsed in opposite directions. A relation between 
v0, vt and iv0, remains unaltered by continuation along this path. 
It is readily seen that the monodromy group is a representation (i.e., a 
homomorphic image) of the homotopy group of the extended plane 
punctured at the singularities of the coefficients (section 12.7.5).

15.1.4 - The differential resolvent

From (15.1-21) follows that the quotient u1(z)/r0(z) is obtained from 
the quotient

S(Z) = (15.1-24)
w0(z)

by means of a linear fractional substitution

£i = ans + aio. (15.1-25)
u0 floiS + tfoo

Since w0 and wi are linearly independent the function s(z) has a meaning. 
It is now clear that the Schwarzian derivative (13.4-12) is a single­
valued function

[s]z = R(z\ (15.1-26)

called the differential resolvent of the equation (15.1-9); the expression 
on the right is called the invariant of this equation, for it does not depend 
on the particular choice of a fundamental system.

In order to evaluate A(z) we substitute w = u(p into (15.1-9), where (p 
is a function to be chosen suitably. The function u(z) satisfies the differ­
ential equation

u"+ (2 — +pj u'+ \ — + — p4-q | u = 0. (15.1-27)
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The middle term vanishes if

- -A

i.e., we may take

Then

or

(p

and (15.1-27) takes the form

u" + ^R(z)u = 0, (15.1-28)

the so-called reduced form of (15.1-9). The function R(z) stands for

K(z) = 2^(z)-|p2(z)-p'(z). (15.1-29)

Let w0, ur denote a fundamental system of (15.1-28) at a regular point 
of A(z). It is clear that

UOU[' — UyUq = 0

identically. Introducing the function

5(Z) = ^S
u0(z)

we have
sr _ ds _ uou'1—UqU1 

dz Uq

and by logarithmic differentiation, taking the above identity between u0 
and ut into account,

di f Wn— logs' = — 2 — .
dz Uq

Differentiating again

d2 . , u'q /u'q\2 „z . 1 (d . A2
—- log s = -2 — +2 I —) = K(z) + - I — log s )
dz Uq \Uq/ 2 \dz /

and this leads to (15.1-26).
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Any Schwarzian equation (15.1-26) is the differential resolvent of a 
linear homogeneous equation (15.1-9), wherep(z) can be chosen arbitrarily.

Indeed, if R(z) is given we can take p(z) arbitrarily. Then q(z) is 
determined by (15.1-29) and the equation (15.1-9) with these coefficients 
p(z) and q(z) has precisely the reduced form (15.1-28). The above con­
siderations ensure that (15.1-26) is the corresponding resolvent.

This theorem finds an application in the theory of conformal mapping 
of circular polygons. For we may replace the Schwarzian equation by a 
linear equation of the second order and in many cases we obtain a 
manageable form by choosing appropriately p(z).

As an illustrative example we consider the equation (14.5-1). Nov/

z2 —z + 1
2z2(z — I)2

If we take
2z —1
z(z-l)’

then 

whence

o 1 z2 —z 1 12q = —-------- - —------------ .
2z2(z —I)2 2z(z —1)

This yields again (14.5-3).

15.1.5 - The characteristic numbers

Any solution r(z) of (15.1-9) regular at z = z0 can be expressed as a 
linear combination

V = CoWo + CiWi

of the solutions of a fundamental system. We ask whether it is possible 
to select the constants c0 and c1 in such a way that, after continuing v 
along a closed path, it is reproduced apart from a multiplicative constant 
cr. It is clear that we exclude the trivial case c0 = cr = 0.

After continuation along C the functions w0, wt are carried into 
v0, as represented by (15.1-21) and v becomes av. As a consequence 
the relation

O'(cowo + c1 Wj) = CqUo + CjI?! = (coaoo + c1a1o)wo + (co«oi+cic'ii)M'1 
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must hold identically. Hence

O’Co — coaoo + flio»

O’Ci = Cq^OI an •
(15.1-30)

Since the constants c0 and ct do not vanish simultaneously, a relation 
(15.1-30) can subsist if and only if o’ is a root of the characteristic 
equation associated with the path C

a01 all~&
= 0. (15.1-31)

It cannot have a zero root, for the determinant (15.1-23) is different from 
zero. To every root of (15.1-31) corresponds at least one system c0, cr 
which affords a function v having the desired property along C .The 
roots of (15.1-31) are called the characteristic numbers of the transforma­
tion.

We contend that the characteristic numbers are independent of the choice 
of the initial system of solutions w0, wt. Let w*, w* denote another 
fundamental system. For the sake of brevity we shall write

M w = I I .
LwJ

Then there is a square 2 x 2-matrix Q such that

w* = Qw.

Analytic continuation along C yields

v* = Qv = QAw.
If

v* = Bw* = BQw, 
we have evidently

QA = BQ 
and also

Q(A-crE) = (B-(tE)Q.

Since the determinant of a product of matrices is the product of the 
determinants of the factors, we find, because det Q / 0,

det (A —crE) = det(B —ctE),

which exhibits the invariance of the characteristic equation and, conse­
quently, of the characteristic numbers.

Assume first that the roots <r0 and of (15.1-31) are different. The 
corresponding solutions, starting with a given fundamental system, are
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denoted by v0, vt. After the loop has been described once they become 
u0 and respectively with

«0 = <To”o> U1 = CTl^l • (15.1-32)

The functions are linearly independent, for a relation c0i>0 + 
+ q = 0 becomes, after performing the continuation along the circuit 
once, CqVqVq + c^V! = 0. Since

= tfi-tTo t6 0,
1 1
a0

by hypothesis, we conclude that covo = civl =0 identically. Hence 
r0 = Ci = 0.

Secondly we suppose that cr0 = = cr. We can find a solution v0
such that after performing the continuation along C it becomes u0 = or0. 
Let v0, vr denote a fundamental system. After performing the continua­
tion we must have, a being a constant,

m0 = cr^o

Ml = CLVq + GV!
(15.1-33)

for the characteristic equation has only the root cr.
The transformations (15.1-32) and (15.1-33) are called canonical with 

respect to the given loop C. The system r0, is also called canonical.

15.2 - The theory of Fuchs

15.2.1 - Solutions at a singular point

By a singular point of a homogeneous linear differential equation we 
understand a singular point of at least one of the coefficients. We consider 
only isolated singularities. At a singular point of the differential equation 
the behaviour of the solutions become more involved. It is, however, 
possible to state general rules in special cases, discovered by Fuchs.

Without loss of generality we may assume that a singular point is at the 
origin. First we consider an equation of the first order

w' + p(z)w = 0. (15.2-1)

A fundamental system at a regular point consists of one function only. 
If z = 0 is a singular point of p(z), this function may be expanded in a 
Laurent series

p(z) = X cvz”- 

v— — oo

(15.2-2)

Let z0 denote a point in the vicinity of the origin. Integration of (15.2-2) 
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along a path, issuing from z0 and remaining in a neighbourhood of z0, 
yields

- f p(0< = <A(z)+plogz, p = c_P
Zo

Hence a solution of (15.2-1) regular at z = z0 appears as

w(z) = zp<p(z), (15.2-3)

with (p(z) = exp i/<(z). It is determined up to a multiplicative constant. 
The function <p(z) is single-valued but not necessarily regular at z = 0.

Next we focus our attention on the case of a second order equation. We 
assume again that z = 0 is a singular point. Let C denote a small circle 
about the origin such that within it or on it there is no other singular point 
of the equation. In a small neighbourhood of z0 on C we can find a 
fundamental system of solutions regular at z0 and we shall suppose that 
this system is canonical with respect to C.

Suppose first that the two characteristic numbers are different. Per­
forming the analytic continuation along C the solutions w0 and wr are 
carried into the solutions (rQw0 and wt, where a0 and are the charac­
teristic numbers. The function zp has a similar property, for continuation 
along C yields the function e27tIpzp. It is, therefore, natural to take the 
numbers p0 and pt in such a way that

e27tipo = a0, e2n,pi = (Ti. (15.2-4)

The numbers p0 and pt are determined up to an additive constant, being 
an integer. Since tr0 and are different the difference p0—pt *s not an 
integer.

It is now clear that the functions

<p0(z) = z”pow0(z), <Pi(z) = z-P1Wi(z)

return to their initial values after continuation along C. Otherwise statedr 
the functions (p0 and (pr are single-valued functions in a neighbourhood of 
the origin. Thus we have

If the characteristic roots at a singular point z = 0 are different then 
(15.1-9) possesses two linearly independent solutions

Wq(z) = zp0<p0(», Wi(z) = zpl<pt(z) (15.2-5)

where (p0 and (pt are single-valued functions in a neighbourhood of z = 0.
It should be noticed that the characteristic numbers do not depend on 

the radius of C. Any closed path homotopic to C in a neighbourhood of 
z = 0 (from which the origin is deleted) gives rise to the same transfor­
mation of the fundamental system.
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If the characteristic roots are equal the situation is more complicated. 
Let again C denote a small circumference about z = 0 and assume that 

is a canonical system regular at a point z0 on C. Analytic continua­
tion along C carries w0 into crw0 and into aw0 + ow1. Hence the 
quotient w1/w0 is transformed into Wi/vv0 + a/a. The function

a/a — logz 
2tii

increases by a/a after continuing along C once. As a consequence the 
difference

( . wx(z) a)a
<p(z) = - — log z

w0(z) 2m

returns to its initial value. As above we find that

w0(z) = z>0(z),

with e2mp = a, the function <p0 being single-valued. Writing <pt(z) 
= <p(z)<p0(z) we have in addition

wt(z) = zp(cq)(z) log z + tp^z)).

The function cpi is again single-valued. Thus
If the characteristic roots at z — 0 are equal then (15.1-9) possesses 

a fundamental system of solutions

w0(z) = zp<p0(z), Wj(z) = zp(c<p0(z)iogz + ^1(z)), (15.2-6)

where cp0 and cpr are single-valued functions, c being a constant.
The functions <p0 and (pr may be singular at z = 0. This is rather 

harmless if they have only a pole there, for we can increase the exponents 
p0, or p by a suitable integer in order to cancel the pole. In the case 
of an essential singular point this is not possible. The solutions for which 
the functions cp have no essential singularity at the point under consider­
ation will be called semi-regular and a singular point of the differential 
equation at which there are only semi-regular solutions will be referred 
to as a regular-singular point.

15.2.2 - Fuchs’s criterion for a regular singularity

There is a very simple test which enables us to decide whether or not a 
singular point of a linear homogeneous differential equation is a regular 
singular point. This is the content of Fuch's theorem which states for an 
equation of the first order

The necessary and sufficient condition that an isolated singular point 
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of the equation (15.1-2) should be a regular singularity is that it should 
be at most a simple pole of the coefficient p(z).

Let z = 0 be the singular point. Suppose that the equation (15.1-2) has 
the solution

w(z) = zp<p(z), (15.2-7)

where <p(z) is regular at z = 0 and <p(0) =4 0. Then

= = (15.2—S)
w(z) z cpyz)

Since <&' !<p is also regular at z = 0 we see that p(z) has a pole of at 
most the first order. This pole is absent, of course, if p — 0. Conversely, 
if p(z) is of the form p/z + i/<(z), the function i/s (z) being regular at z = 0, 
we may determine (p from cp'/cp = i)/ and it is clear that (15.2-7) is a 
solution of the differential equation under consideration.

Now we turn our attention to the case of an equation of the second 
order. For this case Fuchs’s theorem states

The necessary and sufficient conditions that an isolated singularity of 
the equation (15.1-9) should be a regular-singular point are that it should 
be at most a simple pole of the coefficient p(z) and at most a double pole of 
the coefficient q(z).

We suppose that w0 and are semi-regular solutions at the singular 
point z = 0 and that w0 has the form

w0(z) = zPo<po(z). (15.2-9)

According as the characteristic roots are unequal or equal, has the 
form

Wl(z) = zP1<Pi(z),
zp(c<p0(z) logz + p^z)), 

(15.2-10)

the functions cp0 and being regular at z = 0. The ratio of these solutions

<Po(z) ’

c log z+ , 
<Po(z)

(15.2-11)

is again semi-regular and the same can be stated for

s'(z)
ds 
dz

zPi~Po~ i (Pl-Po)
<P1(Z) , d ffll(z)'

<p0(z) dz <p0(z), (15.2-12)
c + z- 

dz (pQ(z~).



15.2] THE THEORY OF FUCHS 521

In view of (15.1-18) we have

ds' __ d
dz dz

H,o(z>i(z)-Wo(z)w'i(z)' 
w^(z)

Wp(z)wi(z) - H'o(z)w'1'(z) 
Wo(z)

Wo(z)wi(z)-wo(z)w'1(z) 
Wo(z)

+ 2wo(z)

Wo(z)w1(z)-wo(z)w,1(z) 
W'o(z)

= -(p(z) + 2^) s'(z). 
\ W0(z)/

Hence s'(z) is a solution of the first order equation

w'+ fp(z)+2 —w = 0. (15.2-13)
\ w0(z)/

To this equation we apply Fuchs’s theorem for equations of the first 
order. Since Wq/w0 has a pole of at most the first order we deduce that 
p(z) has a pole of at most the first order at z = 0.

Since w0(z) is a solution of (15.1-9) we have

<?(*) = _ + p(z) . (15.2-14)
\w0(z) w0(z)/

Differentiating the coefficient of w in (15.2-13) we obtain

P'(Z)+2^(z)-2pi-<z>r, 
w0(z) \w0(z)/

a function which has at most a double pole at z = 0 and so has Wq/wq. 
It is now clear that q(z) has at most a double pole at the origin. This 
establishes the necessity of Fuchs’s conditions.

In order to prove the sufficiency we proceed as follows. First we 
assume provisionally the existence of a semi-regular solution w0(z). Then 
(15.2-13) satisfies Fuchs’s condition and it possesses a semi-regular 
solution

s'(z) = zf\dQ + alz+ ...),
from which follows

s(z) = zp + 1 + zp + 2 + .. . +c log z,p+1 p + 2
where the logarithmic term occurs only if p is a negative integer; then 
the corresponding term in the series is missing. As a consequence also 
wt(z) = 5(z)w0(z) is semi-regular.
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It remains to prove the existence of at least one semi-regular solution. 
We proceed as in section 15.1.1. Let

7 \ P-ip(z) = --  +P0 + P1Z+ • • Mz
z X q-2 q-i (15.2-15)q(z) = — + — +2o+4iz+ • • •z z

be the Laurent expansions ofp(z) and q(z) about z — 0. First we consider 
a special case: we assume that q(z) has only a simple pole, i.e., q_2 = 0 
and, moreover, that /? _ t is not zero or a negative integer. As we shall see, 
in this case there is even a regular solution. If we suppose the existence of 
a solution

w(z) = c0 + crz+ . .., (15.2-16)

formal substitution yields

z(2x 1c2 + 3 x2c3z + . . . + n(n — l)cwz"“2+ ...) +

+ (P-i + Poz + PiZ2 + • • -)(ci + 2c2z + 3c3z2+ ... + ncn z""14- ...) 
+ (<l-i + <loz + qiz2 + .. .')(c0 + ciz + c2z2 + ... + c„z" + .. .) = 0.

Combining coefficients of equal powers of z we get the recurrence relations

P-iC^q.^o =0,
2(l + p_1)c2 + p0ci+ + <7oco = 0,

n(n-l+p_1)cn + (n-l)p0^_1 + .. . +
+ Pn-2Ci+q-2cn-i + qoCn_2+ .. . +g„_2Co = 0,

The number c0 can be chosen arbitrarily; then the other coefficients of the 
series (15.2-16) can be evaluated successively in a unique way.

The convergence of the series (15.2-16) whose coefficients are evaluated 
from (15.2-17) can be proved by almost the same method as applied in 
section 15.1.1. We have the same inequalities as in (15.1-12), but the 
estimate for |cj is now

/ r2\ _
n[n — 1-F1||c„| 5g n(n —1)M Ur-1-----1 Mor n + \q^i\rMr n.\ n]

Then (15.1-8) follows if we take r sufficiently small.
The general case (i.e., the case without the restrictive conditions for 

p_Y and q_2) may be reduced to this special one. We contend that there 
is always a solution of the type

w(z) = zp<p(z), (15.2-18) 
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where <p(z) is regular at the origin and p is chosen appropiately. In 
fact, substituting (15.2-18) into (15.1-9) we find that cp(z) must satisfy the 
differential equation

(p" + (p(z) + q>' + (q(z)+ ~ p(z) + = °- (15.2-19)
\ z / \ z z 1

The coefficient of cp has only a pole of the first order if p satisfies the 
indicial equation

p(p-i)+p xp+^2 = 0. (15.2-20)

This same equation is obtained if we substitute the series

c0zp + cxzp + 1 + c2zp+2 + . . . (15.2-21)

into (15.1-9) and collect coefficients of equal powers of z.
We shall denote the roots of the equation (15.2-20) by p0 and pr and 

we shall assume that p0 pr if p0 and pt are real. It follows from

Po-'Pi = 2p0 —(Po + Pi) = 2p0 + P-i-l (15.2-22)

that 2p0+p_x cannot be zero or a negative integer. Hence our prelimi­
nary considerations allow us to conclude that to p0 corresponds a regular 
solution cp0 and thus a solution

w0(z) = z^fz) (15.2-23)

is asserted. If the difference p0—px is not an integer then 2px +p0 is not 
zero, nor it is a negative integer and we find a second solution

W1(z) = Z^cp^z), (15.2-24)

such that iv0 and wr are linearly independent.
If the roots differ by an integer an independent solution with respect to 

w0 can be found as follows. We employ the function s = >vx/w0, where h’o 
is the solution (15.2-23) and wx has to be determined from s. Its derivative 
satisfies the differential equation (15.2-13), that is

w' + /^Pq + P-i _j_r(z)j w = 0 (15.2-25)
\ z /

where r(z) is regular at z = 0. By assumption p0—Pi — m is a non­
negative integer and from (15.2-22) follows that 2p0+p_x = m+1. Hence

w'(z) _ m + 1 
w(z) z
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and
s'(z) = z~(m+1\b0 + b1z + . . .), 

whence
s(z) = z“w<p(z) + c log z,

<p being regular at z = 0. The constant c is not necessarily different from 
zero. Finally we have

Wi(z) = s(z)w0(z) = zpo"n’(p0(z)(p(z) + czpo(/)0(z)logz

= czP0<p0(z) log z + zP1(/>i(z),

in accordance with (15.2-6). Summing up we have
If z = 0 is a regular singular point of the differential equation (15.1-9) 

and if p0 and pr are the roots of the indicial equation (15.2-20), there 
exist linearly independent solutions

Wq{z) = zp°(Pq{z\ w/z) = zP1^>i(z), (15.2-26)

where cp0 and are regular at z = 0, corresponding to the roots of the 
indicial equation, provided that the difference of the roots is not an integer. 
If however, the difference pQ~Pi is a non-negative integer, there exist 
linearly independent solutions

Wq(z) = zPo(p0(f), wfz) = zPoc <p0(z)log z + zp,^1(z). (15.2-27)

For the sake of illustration we consider again the differential equation 
(14.5-3). NowP-i = 1, q-2=® and the indicial equation is p2 = 0. Hence 
there is a regular solution at z = 0. By taking the constant appropriately 
we get the function K(z). The other solution K'(z) is related to K(z) as 
may be seen from (14.5-14). This is in accordance with the general 
theory.

15.3 - Bessel functions

15.3.1 - The differential equation of bessel

A famous example of a differential equation with a regular singular 
point is Bessels equation

z2w" + zw' + (z2 —k2)w = 0, (15.3-1)

where k is an arbitrary constant. The origin z = 0 is a regular singularity. 
Replacing z by 1/z the equation becomes

(15.3-2)
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In this case Fuchs’s condition is not satisfied at z = 0. Otherwise stated: 
The point z = oo is not a regular singular point of Bessel's equation 
(15.3-1). Else the equation has no singular points.

The indicial equation of (15.3-1) is

p(p-l)+p-K = p2-k2 = 0 (15.3-3)

2K being exp (k log 2). Thus we obtain the function

whose roots are p = ±k; we may assume that Re k 0.
In accordance with the general theory there must be a solution at z = 0

zK<p(z)

where cp is regular at z = 0. Inserting the series

Xc»z' 
v = 0

(15.3-4)

(15.3-5)

into (15.3-1) we find that the coefficients must satisfy the recursive rela­
tions

(2k + 1)c1 = 0,
n(2K + n)cn+cn_2 = 0, n = 2, 3,..., (15.3-6)

The fact that the equation (15.3-1) remains the same by changing z 
into —z suggests that c2n+i = 0, n = 0, 1, 2,.... The relations (15.3-6) 
are satisfied if we take the remaining coefficients such that

4n(/c + n)

1 \nn F(k+ 1)

22nnl(K+l) ... (k + m)

n = 0, 1, 2,.. 
2^«!r(/c + n + l)

provided that k is not a negative integer. It is common use to take

1 
c0 =------------ ,

2kT(k + 1)

kU v=o v! r(*+v+l)\2/ (15.3-7)

a solution of Bessel’s differential equation. It is easy to verify that 
z~kJk(z) is an integral function. Hence term-by-term differentiation is 
permissible and the formal process for finding a solution is justified.

The function (15.3-7) is called a Bessel function of the first kind of 
order k. It is assumed that zK represents its principal value in the region 
z+|z| / 0. Recapitulating:
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If k is not an integer the functions JK(z) and J_K(z) constitute a funda­
mental system of solutions of Bessel's differential equation.

The expression (15.3-7) makes sense if k is a negative integer — k. 
Then the first k terms in the expansion of J_k(z) vanish and we have

v=k v! JT( —k + v + l)\2/
°o / i\k + v / _\fc + 2v oo / <\v i / \y v1) p| =(-nfcy I"1; 1 p\

v=o(/c + v)!v!\2/ 1 \=o v! F(k + v + 1)\2/

whence

(15.3-8)

Thus it appears that JK(z) and J_K(z) are linearly dependent if k is an 
integer.

15.3.2 - The recurrence formulae

There exist simple relations between Bessel functions whose orders 
differ by an integral number.

Differentiating zK JK(z) we get

kzk-1Jk(z)+zk-^ = — y —] 
dz dz^o v!

,v 1 z2k + 2v 

i-/,. t t 1 \ o«r + 2v

y (~1)v zK
v = 0 v! /'(/< +v)

k + 2v- 1

= zVK_1(z),

or
dJ

dz
- * J^ + J^/z). 

z
(15.3-9)

Differentiating z KJK(z) we get

-KZ — V^ + Z-^ 
dz

d " (-l)v 1 z2v
dzfo v! F(k + v + 1) 2k+2v

(-l)v z~K Z_z \ 
= i (v-1)! F(k + v + 1) \2/

J (-1)”
v=o v! jT(k+1+v+1)

z\k+1 + 2v

2/
Z *A:+1(Z)>

or

JK(z)-JK + 1(z). 
dz z

(15.3-10)
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Adding corresponding members of (15.3-9) and (15.3-10) we obtain

(15.3-11)

and subtracting corresponding members

z
(15.3-12)

The relation (15.3-12) may serve to prove that the Bessel functions of the 
first kind whose order is half an odd integer are elementary functions.

It is sufficient to verify this for k = — | and k = According to 
(15.3-7) we have the expansion

M'1” (-1)V p\2v 
\2/ v=o v!r(i+v) \2/

From

and T(|) = Vtc it follows that

(~l)vz2v 
(2v)!

or

00

- X
71Z v = 0

(15.3-13)

If k = | we have the expansion

(-i)v L
v=o v! T(i + v)

From

T(n + ^) = (ft + l)F(ft + |) 

and the above results we find that

or

A(z) = — Z
TtZ v = 0

(-l)vz2v4 
(2v + l)!
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sin z. (153-14)

A simple consequence of these formulas is that Fresnel's integrals 
(8.13-31) may be expressed in terms of Bessel functions. Performing the 
substitution t — %nu2 we find

cos %7iu2du
। M-rcz2 i I 2

1/ — cos tdt,
2J0 ' Tit 

or

and similarly
1

S(z) = ~ W*- 
2 Jo

(15.3-15)

(153-16) 

1533 - SCHLAFLI’S INTEGRAL

The representation (4.7-35) of the reciprocal of the gamma function 
is the key to obtain a representation of Bessel functions of the first kind 
as a contour integral. The expansion (15.3-7) may be written as

Inverting summation and integration, and observing that

we readily find

(153-17)

If we suppose that a 1, we have on the rectilinear part of the Hankel
contour |f| 1 and hence for |z| h

4t
h2

As a consequence the integrand in (153-17) is uniformly bounded on a 
closed disc about the origin and by arguments similar to those employed 
in section 2.20.5 it follows that the integral represents a holomorphic 
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function of z which may be differentiated within the sign of integration. 
Expanding it in a Taylor series we obtain the series for JK(z).

The integral (15.3-17) is due to Schlafli. It will be convenient to modify 
it slightly. Let t = %uz and assume z > 0. Then (15.3-17) transforms 
into

JK(z) = J- f u (k+1) exp |z (u—du.2niJL(a) \ u! (15.3-18)

The same Hankel contour may be taken, for the transformation yields 
a contour of the same form as the original contour.

The integral on the right is a holomorphic function of z as long as 
Re(zw) < 0 on the rectilinear part of the contour, i.e., if Re z > 0. 
Hence (15.3-18) is valid for Rez > 0 by the identity principle.

Let us now take a = 1. Then L(a) is a contour consisting of half 
rays from — oo to — 1 and a circumference C of radius unity about the 
origin. On this circumference we have u = e10, — n 0 n and on the 
straight tails u = reTni, v > 0. Inserting the variable into (15.3-18) we 
get

JK(z) = — (e(*+1)7d —e (*+1)7ti) f v (*+1) exp |z ( — —j dv +
27ci Ji \ v'

1
4-----exp ( — Ki0 + iz sin 9)d0. (15.3-19)

In the last integral we bisect the range of integration and write — 0 
instead of 0 in the lower part. This integral becomes

1 Cn If”— exp (ici9 — iz sin 9)d9 4-----exp ( — KiO 4- iz sin 9)d9.
2tt J q 2tc J q

In the first integral of (15.3-19) we write v = e0. It follows that

JK(z) — f exp ( —K0 —z sinh 0)d04-
7C J q

i rn
4---- cos (k0—z sin 9)d9.

7T J o

(15.3-20)

This expression simplifies considerably if k = k is an integer. We then 
have

i rnJk(z) = - cos (kO — z sin 0)d0.
Jo

(15.3-21)
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At the end of section 3.14.4 we encountered the particular case 

1
J0(z) = — cos (z sin 0)d0. (15.3-22)

7T Jo
15.3.4 - Bessel’s solution of Kepler’s equation

Bessel discovered his functions by attempting to solve Kepler’s 
equation (3.13-23), viz.,

u—£ sin u = t, 0 < e < 1. (15.3-23)

This equation defines t as a strictly increasing function of u, since

Jr . ~— = 1—8 cos u > 0. du
Hence u can be considered as a strictly increasing function u(r) of t.

It is clear that

u(r0) — £ sin u(r0) = r0 

and

u(r0 + 27c) — 8 sin u(r0 + 27c) = r0 + 27t.

But also

w(r0) + 27r —s sin (u(t0) + 27c) = r0 + 27r.

Since the solution of the equation (15.3-23) is uniquely determined it 
follows that

u(t0 + 27r) = w(r0) + 27t

and, consequently, sin w(r) is a periodic function of t, the period being 
2tc. By similar arguments it is readily seen that sin w(r) is an odd function 
of t. Since w(tc) = tc, we have sin u(it) = 0.

The theory of Fourier series asserts that 8 sin u(r) can be expanded 
in a uniformly convergent sine series. Thus we have

00

e sin u(t) = £ Av sin vr, (15.3-24)
v= i

with
2An = — 8 sin u(r) sin ntdt, n = 1, 2,....
7C J 0

Integration by parts yields

_ 2e sin u(r) cos nt n 2 d(z sin u(r)) ,An — ------------  -f- — I cos nt-------------- - ut,nn 0 n7iJQ dt
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whence, in view of (15.3-23)

M7C
cos ntdt = — mt — cos ntdt----dt mt cos ntdt.

The last integral vanishes. In the preceding integral we replace t by 
u — e sin u and we find in view of (15.3-21)

2 f* 2An = -— cos n(u — s sin u)du = — Jn(ns)mt Jo n
and the equation (15.3-23) is solved by the series

00 2u(t) = X — Jv(v8) sin vt.
v=l v

15.3.5 - Bessel’s functions of integral order

If k = k is an integer, then the Hankel contour in (15.3-18) may be 
replaced by a circumference about the origin, for w-(fc+1) returns to its 
initial value if we percorse this contour once. In this case

Jfc(z) = — fw (k+1) exp |z (u—2niJc \ u/ du. (15.3-25)

This formula may be the starting point for obtaining elementary prop­
erties of the Bessel functions of integral order. Thus e.g., the formula 
(15.3-8) is readily obtained if we replace u by — 1/w.

If we expand exp |z(w — 1/w), considered as a function of u in a 
Laurent series near the origin, we deduce at once from (2.23-8)

(15.3-26)

The function on the left is a generating function for the Bessel coefficients 
on the right.

Performing the substitution u — clQ yields

exp (iz sin 0) = £ A(z)e‘v0-

Adding and subtracting corresponding members of this equation and the 
equation obtained by replacing 0 by —0 we get the Fourier series

00

cos (z sin 0) = J0(z) + 2 £ J2v(z) cos 2v0,
w (15.3-27)

sin (z sin 0) = 2 £ Av+ i(z) sin (2v +1)0,
V= 1
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(15.3-28)

(15.3-29)

due to Jacobi. In particular, if 0 =

cos z = J0(z) —2J2(z) + 2Jr4(z)+ . .
sin z = 2Jl(z) — 2J3(z)+ . ...

If 0 = 0 we have the identity

1 = J0(z) + 2f J2v(z).
v= 1

Another interesting application of (15.3-18) is the finding of an expans­
ion of a polynomial in a series involving Bessel functions. We start with 
the following simple remark. According to (3.3^4) the residue of

r(w+i)ezf,
m being a positive integer, at the point t = 0 in the /-plane is

ml dtm ' ° ml'

In view of the definition of residue we then have

ml
2ni

“(m+1W/,z (15.3-30)

where C is any contour encircling the origin in the /-plane once in the 
anti-clockwise sense. The transformation

1
/ = —

2
r

u------
U.

carries a small circle C about the origin in the w-plane into an ellipse in the 
/-plane percorsed in opposite sense. If — C is the image of C, where C is 
percorsed in the anti-clockwise sense, then it follows from (15.3-30)

zm = (22_0! f ez,j(rm)
2m

2M(m-1)! f , / 1\ d / l\“m,= —------ — exp |z I u-------1 — I u------ 1 au
2m Jc \ u! du \ u)

Expanding by means of the binomial theorem (2.16-20) we have

(1 \ -m oo / \
U - - = (- iyv"(i - u2)-m = (- i)mum E (—1 )v ( p2v

U/ v = 0 \ V /
= (m+v~l)! u2\

v=o (m —l)!v!

Within the unit circle term-by-term differentiation of the binomial series 
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is permissible and if C is within the unit circle we may also integrate 
term-by-term. We find

z\m = C-1)” V
2/ Zni v=o

(2v + m)(m + v —1)! f 2v+m-i i / Hz\----------- L_ lu 1 exp-^zl u----- \ du.
v! Jc \ u'

If k is an integer the Hankel contour in (15.3-18) may be replaced by a 
circle about the origin and the above result appears in the form

(2v+m)(m+v-l)!
v=o v!

J~(2v + m)(z)’

Finally, taking account of (15.3-8)

(2v+m)(m + v-l)! . ,
------------------- ----------------- J2v + m\z)-

V!
(15.3-31)

This formula has been derived under the assumption m > 0. It does not 
hold for m = 0 as is clear from (15.3-29). We notice the particular case

-| = J1(z)+3J3(z)+5J5(z)+ .... (15.3-32)

15.3.6 - Sommerfeld’s integral

Bessel’s function JK(z) can be written as

4(z) = zK(p{z), (15.3-33)

where (p is regular at z = 0. Starting from (15.3-1) a simple compu­
tation shows that cp(z) satisfies the differential equation

z2<p" + (2k + 1)z<p' + z2<p = 0. (15.3-34)

A method of frequent use in the theory of linear differential equations is 
the application of Laplace’s integral

Je"7W^ (15.3-35)

where s is a complex variable and C a suitably chosen path. We shall apply 
this method to the equation (15.3-34). It is convenient to introduce the 
variable s = — z2. Then (15.3-34) takes the form

+(k+1)^ -l<p = 0. (15.3-36)
ds2 ds

Replacing cp by (15.3-35) yields

J (st2 — (/c + l)t — |)e stf(t)dt = 0.
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This is trivially satisfied if f(t) = 0 identically. Another solution of 
(15.3-36) can be obtained by performing integration by parts on

~stst2f(i)dt = -

= -t2/(0e"s‘
c Jc

where the first term in the last member of the equation denotes the differ­
ence of the values of the function before the bar at the endpoints of C. 
The equation (15.3-36) is satisfied if

z7'(z)-(K-l)t/(0-V(r) = 0 
together with

t2/(0e's' |c = 0.

It is easy to verify that
/(t) =

is a solution of (15.3-38). Hence

<p(z) = f tK~r exp (z2t— — | dt
Jc \ 4t/

is a solution of (15.3-34), provided that

tK+1 exp (z2t— —= 0.
\ 4t/ c

(15.3-37)

(15.3-38)

(15.3-39)

(15.3-40)

Now we perform the transformation t = — l/4r' and omit afterwards 
the prime. The image of C shall again be denoted by C. Omitting a multi­
plicative constant we find

f / 72\
<p(z) = t (K+1)exp ------1 dt,

Jc \ 4t/

with the additional condition
/ 72\

t (k+1) exp (t------1
\ 4r/

= 0.
c

(15.3-41)

Adjusting constants we may say that

— ) f t (K + 1) exp 6- —) dt
2m \2/ Jc \ 4t/

(15.3-42)

satisfies Bessel’s differential equation, provided that (15.3-41) holds. By 
taking C suitably we can find a variety of solutions represented by an 
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integral. If we identify C with a Hankel contour L(a) then (15.3-41) is.
true and we obtain again the integral (15.3-17) for JK(z).

Applying the substitution t = \z exp — iu the integral (15.3-42) trans­
forms into Sommerfeld's integral

-1
271

exp i(Ku — z sin u)du (15.3-43)

which represents a solution of Bessel’s differential equation, provided that

exp 1(ku — z sin w)|c = 0. (15.3-44)

Here again C is the image of the path occurring in (15.3-42). In partic­
ular, the Hankel contour L(1) transforms into a figure L consisting of two 
half-rays from n + zoo to it and from — 7i to — 7t + zoo, connected by a 
segment from n to — 7t, (fig. 15.3-1). This is Sommerfeld’s representation 
of JK(z).

Fig. 15.3-1. Hankel’s contour and Sommerfeld’s contour

15.3.7 - The Hankel functions

As already remarked we can find other solutions of Bessel’s differential 
equation by modifying the path C. Consider the function
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Pfl + icoF(z) = I exp 1(ku — z sin u)du, (15.3-45)J a —ioo

the path of integration being a half ray from a —zoo to a, a segment from 
a to P and finally a half ray from P to p + ico, a and P being real and the 
half rays being vertical, (fig. 15.3-2).

Put z = re10. Consider first the lower part of the path of integration 
and let t = a —it], rj > 0. An easy computation yields

Re (— iz sin /) = r sin a sin 9 cosh t] — r cos a cos 9 sinh rj
= |re“n cos (0 —a) —|re^ cos (0 + a) rg |re~n —|ren cos (0 + a).

Fig. 15.3-2. The contour C of (15.3-45)

This tends to — oo as tj -> oo, provided that cos (0 + a) > 0. This is the 
case if

— |7c + e < 0 + a < — 8, 0 < 8 < in, (15.3-46)

for then cos (0 + a) gr sin e.
Since

— in — a + 8 0 in —a —8
the point z must be restricted to the closed domain

—in — a + e argz in — a — e (15.3-47)

which is in a half plane bounded by the line arg t = in — a, (fig. 15.3-3).
In a similar way we can handle the upper part of the path of integration.
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Writing now t = p + ir], rj > 0, we have

Re ( — iz sin t) = |re^ cos (0 — p) — |re “n cos (0 + p) 
|ren cos (0 — p) + $re~ri

and this tends to — oo as y -> oo, provided that cos (0 — P) < 0. This is the 
case if

+ |7C + S 0 — p |7T — £
or

+ |7l + £ + ^ 0 %7l-£ + p. (15.3-48)

Fig. 15.3-3. The domains (15.3-47) and (15.3-48)

This range coincides with (15.3-47) if we take p = — 7i —a or P = n — a. 
Because e’ tends more quickly to oo as rj it is now clear that the integrals

exp 1(ku — z sin u)du a —ico (15.3-49)

are uniformly convergent in any bounded and closed set of the z-plane 
included in the domain (15.3—4-7). In addition we find that the condition 
(15.3-44) is also satisfied.

The following remark is now of utmost importance. Sommerfeld’s 
path can be considered as the sum of two paths Lr and L19 (fig. 15.3-4), 
whereby Lx consists of the imaginary axis from —zoo to 0, the segment 
from 0 to — 7C and the half ray from — n to — 7i +zoo. It is the path con­
sidered above with a = 0, P = — tc. Similarly L2 consists of the half ray
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Fig. 15.3-4. The paths of integration for the Hankel functions

from + zoo to ti, the segment from n to 0 and the negative imaginary 
axis from 0 to —zoo. It is the above path with a = 0, 0 = n percorsed in 
the opposite sense.

The functions

tc
 

tn
X
 N) 

X
 h*

T?
 

n

II 
II

1 
1

e_
__

 e___ exp 1(ku — z sin u)du, 
Li

exp i(Ku — z sin u)du* 
Li

(15.3-50)

are solutions of Bessel's differential equation. They are referred to as 
Hankel's functions and from the above considerations follows that they 
are holomorphic throughout the right half plane. It is clear that they are 
also holomorphic functions of the parameter k.

In view of the fact that Sommerfeld’s contour is L = Lr +L2 we con" 
elude that

JK(z) = i(lf*(z) + HK2(z)). (15.3-51)

The integral (15.3-49) provides an analytic continuation of Hankel’s 
functions throughout the z-plane. We take a = — jn. The integral

1
71

— + i oo

exp i(ku — z sin u)du 
— ■^Tt — ico
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represents a solution of Bessel’s differential equation throughout the 
region 0 < argz < n i.e., the upper half plane. The path of the last 
integral is obtained from by shifting it to the left over a distance |tc.

Let now z denote a point in the first quadrant. Integrating along the 
perimeter of the rectangle with vertices — n, — 7i + zz?, — %n + ir]9 
rj > 0, (fig. 15.3-5) we obtain the value zero. Since the integrand tends 
to zero as r/ oo the integral taken along the segment from — n + irj to 
— %n + it] tends to zero as t] oo and we may infer that

By a similar reasoning we find

Fig. 15.3-5. Analytic continuation of the Hankel functions

Thus the integrals along the two paths yield the same value for all z in the 
first quadrant. By shifting again to the left we can repeat the process of 
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continuation and thus we find that H* (z) can be continued through-out 
the whole z-plane (avoiding the origin). The reasoning for H*(z) is quite 
the same.

15.3.8 - Neumann’s functions

The function HLK(z) is represented by the integral

ku — z sin u)du.

Replacing the variable u by u — n effects the shifting of the path of inte­
gration to the right through the distance 7i. Denoting this new path 
symbolically by Lr + n we get

exp i( — Ku + z sin u)du.

Fig. 15.3-6. Modification of the paths for the Hankel functions

Reflecting the path Lr+7t in the origin we obtain Ll9 percorsed in the 
reverse sense (fig. 15.3-6). Hence replacing u by — u we get

eKnf r
HLk(z) =------- exp 1(ku — z sin u)du,

the integral on the right being that for #*(z). A similar reasoning is 
applicable in the case of JT?.K(z). Thus we arrive at

(15.3-52)
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The complex conjugate of H*(z) is

exp — 1(ku — z sin u)du,

where Lr is obtained by reflecting Lr in the real axis. Replacing u by — u 
the path Li becomes — L2, (fig. 15.3-6). Hence

H*(z) ----------exp i(KU — z sin
n Jl2

or

H^(z) = H|(z). (15.3-53)

It follows that if k and z are real the Hankel functions are conjugate 
complex.

The functions

JVk(z) = 1(H’(z)-Hk2(Z)) 
2i

(15.3-54)

are called Neumann's functions. They are real if k and z are real.
Solving Hk(z) and H*(z) from (15.3-51) and (51.3-54) we obtain

#k(z) = 4(z)+^k(z)>
#k(z) =

(15.3-55)

We notice that from (15.3-52) and (15.3-51) follows

J_K(Z) = + (15.3-56)

and this yield (15.3-8) if k is an integer.
Finally we wish to express Neumann’s function of order k in terms of 

Bessel functions. The equation (15.3-56) may be written as

J-K(z) = i(H^(Z)+H2(Z)) cos K7r+ii(Hi(Z)-H2(z)) sin ku

= JK(z) cos K7t — Nk(z) sin ku,

whence

Nk^ = JK(z) cos KK —J K(Z) 
sin ktz

(15.3-57)
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15.3.9 - Bessel’s functions of the second kind

Neumann’s functions multiplied by ti

Kk(z) = nNK(z) (15.3-58)

are called Bessel's functions of the second kind. They are of particular 
importance if k = k is a non-negative integer, for then we have

If k is a non-negative integer k then the functions JK(z) and Nk(z) con­
stitute a fundamental system of solutions of Bessel's differential equation. 
It is clear from Sommerfeld’s integral (15.3-43), that JK(z) is holo­
morphic with respect to k, (section 2.9.1). Applying de 1’Hdpital’s rule 
we find from (15.3-57)

yk(z) = lim zrNK(z)

1- 7 / X I* /^(z) 1 5J_JZ)\= lim — TiJfz) tan kti + lim —----------- ------- ,
K-*k K-+k \ 8k cos kti 8k /

or

yt(z) = lim (15.3-59)

Differentiating the series (15.3-7) with respect to k we get

^k(z) = f (~1)V 1
8k v=o v! F(k + v+1)

where ¥ is the function (4.8-1). Hence

oro = j,(2)iog| - f or uy*!V(fc+v+i).
K->k ok 2 v=o v! (Zc + v)! \ 2/

The evaluation of the limit of 8J_K(zf8K requires the separate considera­
tion of the sum of the first k terms in the expansion of J_K(z). Differ­
entiating this sum we get

V(-i)v i /z\”K+2'’i z 
y \—l---------------- _ log - +

v=o v! r(-K + v+l)\2/ 2
+ *-’ (-iy y(-K+v + l) /£\"c+2v 

v=o v! F( — k + v + 1) \2/

Now we observe that F(t) and V'(Z) have poles at Z = 0, — 1, —2, .... If 
— m r£ 0, m being an integer, we have in view of (4.6-12) and the first 
remark in section 4.8.1

V(t) , (z + m)¥'(t) — ml , nm+1 .—— = iim '------l—lz =--- = ( —1)
--mF(z) r->-m (Z +m)r(z) (-l)m
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Making k -> k the second sum tends to

Differentiating the remainder of the series we get

J (-l)v 
v=* v!

1 
r(-K+v+i)

-f'C-K+v+l)

and making k -> k this tends to

y (-ir 1
v=fc v! r(-k + v + l)

_(_iyg (zir 1
v=o v! T(fc + v+l)

*F(—fc+v + 1)

= -OLM+2V(v+i).
2 v = o v!(k + v)! \2/

Hence (15.3-59) becomes

yt(z) = 24(z)iog4 - f (4y+2v(^(v+i)+^(k+v+i)+
2 v=o v!(/c + v)! \2/

(fc—v-1)!
v=o v!

(15.3-60)

If k = 0 the last sum must be omitted. The function Yk(z) is clearly 
linearly independent of Jk(z). The coefficients occurring in the second 
sum on the right are “known” numbers, for by virtue of (4.8-3) and 
(4.8-6) we have

^(1) = -y, •f'On + l) = 1+|+••• + --7, (15.3-61) 
m

m being a positive integer.
Since Yk(z) is essentially Neumann’s function and the Hankel functions 

can be expressed in terms of Bessel’s and Neumann’s functions, we may 
conclude that

The Hankel functions H*(z) and H*(z) constitute a fundamental system 
of solutions of Bessel's differential equation for every value of the param­
eter K.
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15.4 - Legendre’s functions

15.4.1 - Solution of Legendre’s differential equation

In section 3.14.1 we obtained the result that the polynomials of 
Legendre satisfy the differential equation

(z2 —l)w" + 2zw' —n(n +l)w = 0, (15.4-1)

where n is a non-negative integer. This equation will be referred to as 
Legendre's differential equation.

It is easily verified that the equation has regular singular points at 
z = ± 1. At these points the indicial equation is

p(p-l) + p = 0, (15.4-2)

having the double root p = 0.
Replacing z by 1/z the equation (15.4-1) becomes

(1 —z2)w"—2zw' — + w = 0 (15.4-3)

and it follows that z = oo is a regular singular point of (15.4-1). The 
indicial equation at this point is

p(p — 1) — n(n + l) = 0, (15.4-4)
with roots

p0 = n + 1, Pi = -n.

The most manageable forms of the solutions are those which proceed 
in descending powers of z and are, therefore, appropriate to the singularity 
ad infinity. Substituting the series corresponding to

£ Cvzn~v (15.4-5)
v = 0

into (15.4-1) we obtain the recursion formulas

(n-m + 2)(n —rn + l)cm_2 + ^(2n-m + l)cm = 0 (15.4-6)

where m 2. We may take c0 = 1 and it follows from the fact that the 
equation (15.4-1) remains unaltered if we change z into — z that all 
coefficients with odd subscripts are zero. Hence a solution is

/\ nn(n — 1) _2 n(n —l)(n —2)(n —3) _4 \
\ 2(2n —1) 2 • 4(2n — l)(2n — 3) /

(15.4-7)
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Actually the series terminates after a finite number of terms and is, there­
fore, a polynomial of degree n.

The solution corresponding to the root p0 = h + 1 may be found by 
replacing n by — (n+1) in the recursion formulas (15.4-6). Now we 
obtain the solution

w0(z) = z (n+1) 11 + (n + l)(n + 2) £-2 । 

2(2/?+ 3)

+ (n+l)(M+2)(n + 3)(n+4) ^_4 + 
2-4(2n + 3)(2n + 5)

(15.4-8)

By applying the ratio test (1.6-12) it is found that this series is convergent 
if \z\ > 1. Hence w0(z) is regular at z = oo.

Thus we see that w0(z) and wr(z) constitute a fundamental system at 
z = oo. Notwithstanding the fact that the difference of p0 and p1 is an 
integer the solution wx(z) does not contain a logarithmic term. The equa­
tion (15.4-1) cannot have two independent solutions which are poly­
nomials, for in the contrary case all solutions would be polynomials.

Since Legendre’s polynomial (3.13-27) is a solution, it must be equal 
to wt(z) apart from a multiplicative constant. It follows from Rodrigues’s 
formula (3.13-27) that the leading term in Pn(z) is

1 dn _2„ 2n(2n —1)... n „ (2n)!~„---------- z =  2 =  - Z . 
2"n! dzn 2nnl--------------- 2"(w!)2

Hence

P„& = (2n)!
2"(n!)2

Ln_ «(»-!) zn-2 | 

\ 2(2/1-1)

+ »(h-1)(«-2)(h-3) z„_4+ 
2-4(2/z—l)(2/i —3)

(15.4-9)

The first polynomials are

P0(?) = 1.
Pl(z) = z,
P2(z) = |(3z2 —1),
P3(z) = |z(5z2 —3)
P4(z) = |(35z4-30z2 + 3)
P5(z) = |z(63z4 —70z2 +15), etc.

15.4.2. - Legendre’s functions of the second kind

A second solution of (14.5-1), besides the polynomial Pn(z\ is 
power series (15.4-8) for w0(z). In order to obtain a convenient multiplier
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we make use of Abel’s identity (15.1-19). The Wronskian of w0(z) and 
w1(z) is

WoW'i-WoWi = —, 
1—z

(15.4-10)

where c is a constant. Since z2 (n’oH’i — tends to 2n + 1 as z -> oo 
the value of this constant is — (2n+l). If we now define

2'Yn’)2
= (15-4-11)

(2n + l)!
then evidently

Qn(^)Pn(z)-Q„(z)Pn(^) = (15.4-12)

The function

aw - (2n + l)!
z-(n + i)+ (n + l)(n + 2) z-(„+3) 

2(2n + 3) 

(n + l)(n+2)(n + 3)(n+4) z-(n+5) 
2-4(2n + 3)(2n + 5)

is called Legendre's function of the second kind (and of order ri). An 
alternative expression for this function may be obtained from (15.4-12) 
which is equivalent with

d 
dz

ZQn(z)\ i
(l-zW

(15.4-14)

We cut the z-plane along a line-segment connecting the points — 1 and 
4-1. If z is in the remaining region we have evidently

(15.4-15)

In fact, if z -> oo then Pn(z)lzn tends to a constant and Qn(z)lzn tends to 
zero as does the integral.

This integral yields interesting information about Qn(z). At the end 
of section 3.14.1 we proved that Pn(z) has exactly n simple roots between 
— 1 and +1. We denote them by aY,. . ., an. Expanding the integrand of 
(15.4-15) in partial fractions we get

____ 1____  _ B Av y Bv 
(l-t2)P2(t) ” 1-t 1 + t v=i(t-av)2 v=it-av'
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Multiplying both members by 1 — t2 and taking t = + 1 or Z = —Iwe 
see at once that A = B =
In order to find the contribution of the first two terms by integrating 
between z0 and z we put

z + 1 = reie9 z — 1 = r'e1^,

where 0 and O' are between — n and n. Hence

whence

dt = log - —-log-y +i(0-0,)-i{0Q-0,Q). 
r r0

If we let z0 -> oo then ro/r'o -> 1 and 0o — Oq -> 0. It follows that

dt 
1-t2

= ilog^. 
z —1

Next we observe that the numbers B19. . ., Bn are all equal to zero. 
Indeed, if not, integration would yield logarithmic terms and this is in 
contradiction with the fact that the zeros of P„(z) are regular points for 
the differential equation and hence also for Qn(z). Thus we may infer that

z 4- 1e„(z) = wz)iog^--w;_1(z)
Z—1

(15.4-16)

provided that z is not on the segment — 1 x g 1. The last term is

Wn_t(z) = P„(z)£ -A_
V=1 z — av

(15.4-17)

a polynomial of degree n— 1. If n = 0 this polynomial is absent. In the 
next section we shall describe a method for evaluating JVn^1(z). The 
formula (15.4-16) shows that Qn(z) has a logarithmic singularity at the 
points z = ±1.

It is possible to define Qn(x) for — 1 < x < 1. If z tends to x from the 
upper half of the z-plane then 0 0, 0' n9 r -> 1 + x and r' -+ 1 — %► 
Hence 2„(z) has a limiting value which we shall denote by 0n(x + O/).
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Thus

g„(x+0i) = lP„(x) log -iztiP/x)- IF„_1(x). 
1—X

By a similar reasoning we find, denoting by Qn(x — Oi) the limiting value 
of Qn(z) as z -> x from below,

1 -L X 
Qn(x-0i) = |P„(x) log ----- +jniPn(x)~ H^.^x).

1 — X

Hence
Qn(x + 0i)-Qn(x-0i) = -7tiPn(x). (15.4-18)

It appears that Qn(z) is discontinuous at every point between — 1 and 
+ 1, the jump being — niPn(x), if the segment is crossed from above to 
below.

If — 1 < x < 1 we define

Qn(x) = i(2„(x+0i)+2„(x-0i)) (15.4-19)

and it follows that 

1 -4- x
Qn(x) = ±Pn(x) log x(x). (15.4-20)

1 —x

15.4.3 - Neuman’s and Schlafli’s integral

The first member on the right of (15.4-16) may be written as

1P„(Z) log ^±1 
z — 1

If2J_. z — t (15.4-21)

It is natural to consider the function

1 f+1 /n(2) = j
2 J

W4t, 
z — t

where z is in the z-plane cut along the segment connecting — 1 and +1. 
By straightforward computation it may be verified that this function is a 
solution of Legendre’s equation (15.4-1).

Indeed, the derivatives of this function are

/„'(z) = f+\(0y — dt = - f + 1p„(0y — dt
J dz z — t J -i at z — t

= _W *'+f‘Wrf, 
Z-t J _! Z-t
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and
PM\ +1 , 
Z — J _ ! Z ~ Z

Hence

(z2 - l)/n' '(z) + 2z/„'(z) - n(n + l)/„(z)

= f+1 (z2 ~ 1)f +2zPn(0 - n(n +1 )P„(z) dt+
J-i Z — t
/ z2-2z/ + l „ , A z2-l A +1

+ - —r— pm------- p;(0\ (z-z) Z-t / _(
= r1 (t2-l)P;(t)+2tP;(t)-n(n + l)PB(r)fff [

z — t
J+\(z+mt)+2P'M)dt - P„(1)+p„( -1) - (z + l)p;( 1) +

-(z+0p»W

+(z-i)p;(-i) = (z+ p'n(t)dt-p„(t)

This proves the assertion. Taking into account (15.4-16) and (15.4-21) 
we may conclude that

dt = - f 1 dt-fPn-!(z).
2J_t z — t

The expression on the left is a solution of (15.4-1). The right-hand mem­
ber is clearly a polynomial of degree not exceeding n— 1. Since only 
polynomials of exactly the degree n satisfy Legendre’s equation (15.4-1) 
this right hand member is identically zero. Thus we have derived Neu­
mann's integral

(15.4-22)

and

(15.4-23)

The formula (15.4-22) holds also for z between —1 and +1. It must 
then be interpreted as a Cauchy principal value.
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From Neumann’s formula (15.4-22) and (3.14-11) we deduce at once 
the relation

(n + l)2„+1(z)-(2n + l)z2„(z) + (n-l)2„_1(z) = 0. (15.4-24)

Inserting (15.4-9) into (15.4-23) we find by straight-forward compu­
tation

(2n)! 
2"(n!)2

1 n(n — 1)
3 2(2n-l)

2(2n —1)/

+ n(n —l)(n—2)(n —3)
2 x 4(2n —l)(2n —3)

(15.4-25)

The first polynomials PKn_1(z) are

JT-^z) = 0, for P0(z) = 1 identically;

PF0(z) = 1, 

wi(z) = iz> 
W2(z) = |(15z2-4), 

W3(z) = ^z(21z2-U), 
W4(z) = t4o(945z4-735z2 + 64), etc.

It is not difficult to obtain a formula of the type (3.14-17) for Qn(z). 
Taking into account Rodrigues’s formula (3.13-27) we may write 
(15.4-22) as

1 r+1 dn

Integrating by parts we get in succession 

en(z) = -i 
2"+1n!

d"-1 
dt^ (S-l/dt

etc. After n steps we arrive at

(15.4-26)

being Schlafli’s integral for the Legendre function of the second kind.
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15.4.4 - Legendre’s functions for general parameters

The equation (15.4-1) is a special case of the equation

(z2 — l)w" + 2zw' — k(k+1)w = 0, (15.4-27)

where k is any complex number. In view of the representation of Legen­
dre’s polynomials by means of a Schafli integral (3.14-17) it is natural 
to investigate under what circumstances an integral of the type

(15.4-28)

represents a solution of (15.4-27). It is clear that if z is in some appropi- 
ately chosen simply connected region the function /K(z) is holomorphic.

Inserting (15.4-28) into the left hand member of (15.4-27) we get

(z2 - 1)/k'(z) + 2z/;(z) - k(k + 1)/K(z)
(t2-l)K 
(i-z)K+3

= (k+1)

((k + 2)(z2 — 1) + 2z(r — z) — k(j — z)2)df

(*2~1)K 
(t-z)K+3

((k + 2)(/2 -1) — 2(k +1) t(t — z))dZ

(^-z)K
dt = —(k+1) (z2-1)k+1

0-z)K + 2 c

where the last expression denotes the difference of the values of the func­
tion

g2-i)k+i 
(r-z)-2

(15.4-29)

obtained by analytic continuation along C. Thus we see that
The integral (15.4-28) is a solution of Legendre's equation (15.4-27) 

if the function T(t) as defined in (15.4-29) returns to its initial value if 
t percorses the path C.

By taking C appropriately we can find generalizations of the Legendre 
functions considered in the previous section.

It should be noticed that the theorem of section 2.9.1 applied to 
(15.4-28) asserts that /K(z) is also holomorphic with respect to k.

15.4.5 - Legendre’s functions of the first kind

The points t = ± 1 and t — z are in general ramification points of the 
function T(t). We cut the complex plane along the half ray from — oo to 
— 1 and we take C as a simple closed circuit encircling the points t = 1 
and t = z once in the anti-clockwise sense, whereby C remains in the 
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cut plane, (fig. 15.4-1). It is clear that in this case K(z) returns to its initial 
value if t describes the path C. If k is a non-negative integer then / = 1 is an 
ordinary point and C may be taken as a small circle t = z. Then the inte­
gral (15.4-28) reduces to Schlafli’s integral (3.14-17), apart from the 
multiplier. Hence it is natural to define with Pochhammer’s notation

p (z) = X
' 2niJ 2K(r-Z)K+1 dt, (15.4-30)

as Legendre's function of the first kind of order k. The integrand will be 
specified precisely by taking arg (Z+1) = arg (Z— 1) = 0, if t is a point 
of C on the real axis to the right of t = 1. Further we shall take ~7t 
X arg (/— z) X 7i at this point. Then PK(z) is well-defined as a single-valued 
holomorphic function in the cut plane.

Fig. 15.4-1. The path of integration (1X, z+) for Legendre’s function of the first kind

We wish to evaluate PK(z) at z = 1. Then C may be taken as a small 
circle about t — 1 and we have

2K(i-l)K+1 2niJc2K(t—l)
Res 
Z= 1

(z + l)K 
2K(z-l)

and it follows from (3.3-5) that

^(1) = 1 (15.4-31)

irrespective of the value of jc.

15.4.6 - Legendre’s functions of the second kind

By taking another contour we may expect another solution of the 
equation (15.4-27). Let z not be a real number between —1 and 1. The 
contour will be taken as a figure-of-eight encircling the point t = 1 once 
in the clockwise sense and the point t = — 1 once in the anti-clockwise 
sense and such that z is outside either of the loops. We may take the path 
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such that it crosses itself at t = 0, (fig. 15.4-2). Also in this case the 
function returns to its initial value if t returns to its starting point on C. 
Let — n < arg z n and let arg (z — /) -► argz as ^0 along C. 
Further we shall suppose that arg (Z+l) = arg (/— 1) = 0 if t is the 
point on C on the real axis to the right of t = 1.

We proceed to prove that, after introducing an appropriate multiplier 
the function /K(z) represents Qn(z) if k = n, a non-negative integer.

Fig. 15.4-2. The path of integration (—1+, +1—) for Legendre’s function of the 
second kind

Assuming that Re k > — 1 we have

Interchanging t and z in the denominator, on agreeing that 

z — t = (t— z)eni, 
1-t = (t-l)e71'

we may conclude that
1 /.(-U.+1-) p + 1 (r2_1)K+l

----------- I —--------------dt = e -- ---------------- dt2i sin kti J 2k+1(z-/)k+1 2K+1(z-t)

For k = n this last integral represents 2„(z) as is clear from (15.4-26). 
By this reason we define

2k(z) =
1 f("1+- +1-> (t2-l)K

2i sin ktcJ 2K+1(z —t)K + 1 (15.4-32)

as Legendre's function of the second kind of order k. The function is 
single-valued and holomorphic in the plane cut along the real axis from 
— oo to +1.
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15.4.7 - Asymptotic behaviour of Legendre’s functions for large 
VALUES OF \z\

As we have seen in the previous section the function QK(z) may be 
represented by

1
"*

-t-dt
JC+ 1

provided that Re k > — 1. We may write this as

z 1
2«4

-A-------L— dt.

If we let z -> oo under the condition |arg z\ < tl we get
1 M

lim zK+1
Z-*00

t2)Kdt

or

lim zk+1

Z. Vo

1 
2* i

i
(1 — uYu~*du

0

i r(K+i)r(i) 
2K+1 r(K+i) ’

2K+1 r(K+i)’ (15.4-34)

The similar problem for PK(z) requires 
path of integration includes the point z. In

/•(!+,z + ) ^2_

more attention, because the

,k+1
dt

we perform the substitutions

t-1 
t + 1 
t — z

= (z-l)w, 
= (z —l)w+2, 
= (z-l)(w-l).

We get
(l+,z+)

uK(w-l)"(K+1) u +
2

z— 1

K

du.

If we let z -> oo as above we find, taking into account (15.4-30),

lim z kPk(z) = —-— 
z-oo 2k+17U

(l+,0 + )
m2k(u-1)"(k+1)<Zu

-e~Kni
s)K+ 1 •z m

>(l+,o + )
u2K(l-ur(K + 1)du.



15.4] LEGENDRE’S FUNCTIONS 555

If we now suppose that — | < Re k < 0 we have
l+,0+) fl

= (e2K7li —1) u2k(1-W)’(k + 1)^,J o
whence

lim z-KPK(z) = ~Sm — Cu2K(l-u)~(K+iydu.
z->oo Z 71 J o

We evaluate the last integral by employing (4.6-26) and (4.6-13). We 
have

= r(2K+i)r(-K) = 2k imn-K)
F(k + 1) F(k+1)

= ^r(KH)r(_K)=_2_^rOs±i).y/n sin K7i T(k + 1)

Thus we obtain

— | < Re k < 0. (15.4-35)

15.4.8 - Legendre’s functions as infinite series

Supposing that Re k > — 1 Legendre’s function of the second kind 
may be represented by (15.4-33), or

1 r+1 (1 — t2Y
QM = dt- <15-4-36>2k+1zk+1J_1 (1 — r/z)

If \z\ > 1 the integrand can be expanded in a series uniformly convergent 
with respect to t, so that

eK(z) = cz-^+1^F_(K + l)(z),
where F_(k + 1)(z) is an ordinary power series in terms of z~l with leading 
coefficient equal to unity. Inserting gK(z) into the left hand member of 
(15.4-27) we obtain the recursive relations (15.4-6) for the coefficients of 
F_(k + 1)(z), by replacing/? by — (k+I). Hence

F_(k + 1)(z) = 1 +
(k + 1)(k + 2) _2----------------z

2(2k + 3)

(k+1)(k + 2)(k + 3)(k + 4) 4
-r ----------------------------------------Z +

2x4(2k + 3)(2k + 5)
(15.4-37)

and in view of (15.4-34) we have evidently
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V71 rQc+i) i F z x 
2K+1 r(x+i) zK+1 (x+1) ' ’ (15.4-38)

By the identity principle this result is true for unrestricted values of k, 
negative integral values excluded, and for all values of \z\ > 1, |arg z\ < it.

It is clear from (15.4-36) that QK(z) is singular at z = 1. On the other 
hand PK(z) and P_(fc+1)(z) are regular at z = 1, taking the value 1 there. 
Since these latter functions are solutions of the differential equation 
(15.4-27) (this equation remaining invariant if we replace k by — (k + 1)) 
and cannot constitute a fundamental system, we necessarily have

PK(z) = P_(k+1)(z), (15.4-39)

this result being true for unrestricted values of k on account of the identity 
principle.

If k is not an integer the functions QK(z) and Q-^ + ^iz) constitute a 
fundamental system. Taking into account (15.4-39) we may conclude that

•PK(z) = AkQk{z) + A_(k + 1)2_(k + 1)(z), (15.4-40)

where A K and A _ (K+x} do not depend on z. Multiplying by z K and making 
z -> oo we find under the assumption — | < Re z < 0 from (15.4-35) and 
(15.4-34)

r r\K+$ _ z- p(-k)
VrcPOc+l) -<K+1) V P(l-K)’

whence
= 1 P(i + K)P(i-K) 

(K+1) 7t P(k+1)P(-k)
From (4.6-13) follows

r(i+K)r(i-K) =
COS Kit

r(i+K)r(-K) = — 
sin Kit

whence

X_(lc+1) = —— tan Kit it
and

A 1
Ak = — tan K7C.It

Thus we have proved

PK(z) = — (eK(z)-e_(K+1)(z))tan Kit.Tt (15.4-41)
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By the identity principle this is true for all values of k which are not halves 
of an integer.

Replacing tan ktz by
r(i-K)r(i+K)

r(i-K)r(K) ’
we find by some elementary manipulations

iK r(K+i)
zkFk(z) +

___1
2K+1V^

r(-K-i)
f(-k)

1 ..
zk+1 ^-(k+1Az)» 

(15.4-42)
where

Fk(z)= 1- k(k—1)
2(k—1)

z~2 k(k-1)(k-2)(k-3) z _ 4 
2-4(2k—1)(2k—3)

provided that k is not the half of an odd integer. If k is a non-negative 
integer the second term vanishes and it is easily shown that the first term 
reduces to (15.4-9).

15.4.9 - Recurrent relations

The relation between Legendre’s polynomials derived in section 3.14.3 
remains true for the general Legendre functions PK(z) and QK(z). It is 
sufficient to prove them for the function fK(z), defined in (15.4-28).

Observing that

d (t2-l)K + 1 = 2(K+l)t(t2-l)K _ (k + 1)(z2-1)k+1 
dt (t-z)*+1 (t-z)K+1

we find on integrating along any path C
0 = 2[A^

Jc(t-Z)K+1
dt,

whence
' fr2-1)^ = 1 f (*2-l)K+1 
c (t-z)K 2JC (t-z)K+2

G2-1)K 
(?-z)K+1

or

(15.4-43)

Expanding the equation

Jc («-z)K

d t(t2-l)K 
dt (t-z)K dt = 0
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we get

G2-i)K 
(?-z)K

t2(t2-l)K 1

0-z)K
<(t2-l)K
(/-z)K+1

dt — 0.
c

Writing (Z2—1)+1 for t2 and (t — z) + z for t we find that

(k +
G2-1)K 
(t-z)K

dt + lK * (t2-l)K-1 
c G-z)K

dt — KZ O2-1)K 
(t-z)K+1

dt = 0

and using (15.4-43) we get

|(k+1)/k + 1(z)-(2K+ 1)/k(z) + 2K/k+1(z) = 0. (15.4-44)

By adjusting constants we obtain relations for PK(z) and QK(z) which are 
generalizations of (3.4-11).

Differentiating (15.4-43) we get

14 + i(z) - z/k(z) = (k + 1)400 (15.4-45)
and by adjusting constants we obtain a generalization of (3.14-15).

By simple algebraic manipulations it is possible to derive formulas 
which are generalizations of the remaining recurrent relations listed in 
section 3.14.3.

15.5 - Fuchsian equations

15.5.1 - Fundamental relations

Linear differential equations having no other singularities than regular 
singular points are of particular interest. They were investigated thorough­
ly by Fuchs and are called after him Fuchsian equations.

At first sight it is not clear which conditions p(z) and q(z) of the 
second order equation (15.1-9) must satisfy in order that z = oo be a 
regular point or a regular singular point. To study the behaviour at 
z = oo we have to perform the substitution z' = 1/z. Omitting primes 
from z the transformation leads to

w" + 2 - 1 
-------- ~2P z z

(15.5-1)

The behaviour of the solutions of (15.1-9) at z — 00 is determined by 
that of the solutions of (15.5-1) at z = 0. Hence z = 00 is a regular point 
of (15.1-9) if the functions

2 1 71\ 1 /I-----2P “ ’ “z z \z/ z \z 
(15.5-2)
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are regular at z = 0, or, which amounts to the same, if the functions

2z —z2p(z), z4g(z) (15.5-3)

are regular at z = oo.
The point z = oo is a regular singular point if the functions (15.5-2) 

have at most a simple pole and a double pole at z = 0. The first condition 
asserts that

- P —
z \z J

remains finite as z -► 0, or that zp(z) remains finite as z -> oo. The 
second condition asserts that 

remains finite if z -> 0 or that z2q(z) remains finite as z -> oo. This may be 
stated in the following form

The point z = co is a regular singularity if p(z) has at least a simple zero 
at z = co and q(z) at least a double zero.

As an example we may consider Legendre’s equations (15.4-27). Here 
we have

, x 2z z x k(k + 1)

and the conditions of a regular singular point at z = oo are fulfilled.
In the case of Bessel’s equation (15.3.-1) we have 

i 2 2
p(z) = - , q(z) = Z—f 

z z

and it appears that g(z) has no zero at z = oo. Hence z = oo is not a 
regular singular point.

Let ar,. . .,an denote the singular points of the equation (15.1-9) in 
the open plane. Supposing that they are regular singularities the functions 
p(z) and q(z) have the form

p(z) = ^, = (15.5-4)

nz) (z)
where

«A(Z) = (z-«i) • • • (z-O (15.5-5)

and P(z), 2(z) are polynomials of degree n— 1 and 2n — 2 respec­
tively. If z= oo is a regular point, then the degree of Q(z) does not 
exceed 2n — 4.
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The decompositions of p(z) and q(z) in partial fractions are 

n a n B n C
P& = Z , <?(*) = X 7 ^ + X — • (15.5-6)

v=i z — av v=i(z — av) v=iz — av

The condition for the degree of g(z) leads at once to the relation

f cv = 0. (15.5-7)
V= 1

If z = co is an ordinary point we have additional relations. For large 
:|z| we have 

n / 2 \
2z —z2p(z) = 2z — X A + — + ...)

v=l \ Z /

and this remains finite as z -> oo if and only if

v= 1
(15.5-8)

Further

z4q(z) = J) Bv(z2+2avz+ ...)+ £ Cv(z2+ avz2+ a2z + ...).
V=1 V=1

Taking into account (15.5-7) we conclude that z4#(z) remains finite as 
z -> oo if and only if

f (Bv + Cvflv) = 0 
v= 1

(15.5-9)

and
£ (2Bvav + Cvav2) = 0. 
v= 1

(15.5-10)

These are the fundamental relations for Fuchs’ equation if z = oo is a 
regular point.

15.5.2 - The resolvent

We consider in more detail the resolvent (15.1-29) of the equation 
(15.1-9). The behaviour of this function at z = oo is described in the 
theorem

If the point at infinity is a regular singular point it is a zero of multi­
plicity at least two for R(z). It is of multiplicity at least four if the point 
is a regular point for the equation (15.1-9).

If z = oo is a regular singular point then p(z) has at least a simple zero 
at z = oo and hence p'(z) has a double zero there. Since also q(z) has a 
double zero the assertion is at once clear.
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Suppose z = oo is a regular point. Then we have an expansion

2z — z2p(z) = cQ 4- — 4- .. 
z

or

p(z) = - - 
z z z

and
\ 2C()

p(z) =-----j + — + . . ..
z z

It is now clear that in %p2(z)+p'(z) the terms with z~2 and z"3 are 
absent. Since also q(z) has a zero at least of order four the truth of the 
assertion follows.

At the (finite) singular points an the function R(z) has double 
poles. Let us introduce the numbers . ., a„+1 by means of

|(1 — a*) = lim (z — a%)R(z), k = 1,.. n,
, Z^ak (15.5-11)

|(1 —a2+1) = lim z27?(z).
Z“+ 00

1(1 -«*) = 2Bk-iA2k+Ak = 2Bk-jAk(Ak-2). (15.5-12)

Since
lim (z—at)2q(z) = Bk, 

z~>ak

lim (z — ak)2p2(z) = Ak, 
z~+ak

lim (z—ak)2p'(z) = -Ak 
z~*ak

we have for k = 1,,.. .,n.

1(1—a*+1) = 2X(Bv+Cvav)-l(X A)(S A-2). (15-5-13)
v= 1 v= 1 v= 1

Again

lim z2q(z) = X (Bv+Cvav), 
Z-*00 V—1

lim z2p2(z) = (X A)2.
Z-+00 V=1

limz2p'(z) = - X^v-
z->oo V=1

Hence
n n n
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Assuming that z = oo is a regular point the relations (15.5-9) and (15.5— 
10) appear in the form (14.1-8) and 14.1-9) respectively, and in addition 
we have a^+1 = 1. It should be noticed, however, that the relations in 
section 14.1.2 are obtained under more restrictive assumptions, namely 
that R(z) is related to a problem of conformal mapping.

Finally we may state the following theorem
The resolvent of a Fuchsian equation of the second order may be written 

in the form

1 V i /?o + /?lz+ * • * +Pn-2zn 2
2^(z-avy (15.5-14)

where \jj(z) = (z-af). .. (z-an).
In fact, the numerator in the second member on the right is of degree 
n — 2, since lim^^ z2R(z) is finite. From (15.5-11) follows

2 E (1—av) + fin-2 — 2(l“an+l)* 
v= 1

(15.5-15)

15.5.3 - The relation of fuchs

At the finite singular points the indicial equations are

p(p — f) + Akp + Bk = 0, k — 1, . .., n. (15.5-16)

It is readily seen that at z = oo the indicial equation is

p(p —1)+(2 — f Av)p+ f (Bv + Cvav) = 0. (15.5-17)
v= 1 v=1

Let p(ok), p(*} denote the roots of the equations (15.5-16) and p(0"+1), 
Pi"+1) the roots of (15.5-17). It is clear that we have the following 
relations

p^ + p^ = 1-Ak, k = 1,. . n, (15.5-18) 
and

p("+>)+p("+1) = f ^-1. (15.5-19)
v= 1

As a consequence 

eW’+pVO = n-i, 
v= 1

(15.5-20)

the relation of Fuchs between the roots of the indicial equations. If z = co 
is an ordinary point the roots of (15.5-17) are in view of (15.5-8) and 
(15.5-9) equal to 1 and 0 and (15.5-20) remains true if we replace n by 
n— 1.
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Given the singular points . ., an and the roots of the indicial 
equations, it is possible to evaluate the coefficients Ak and Bk, k— 1, . .., n. 
In fact, the Ak follow from (15.5-18) and the coefficients Bk are deter­
mined by

p'oV?’ = Bk, k=l,...,n. (15.5-21)

The coefficients Ck satisfy the relation (15.5-7) and

= £ (Bv + Cvav). (15.5-22)
v= 1

Hence n — 2 of them remain undetermined. They are called the accessory 
parameters (see also section 14.1.2).

The number of accessory parameters does not exceed the number of 
singular points minus three.

Finally we wish to deduce a relation between the roots of the indicial 
equation and the numbers afe, introduced in the previous section. If 
k = 1, . . ., n we find from (15.5-12), (15.5-18) and (15.5-21)

ak = —4Bk + Xk(ylk — 2) + l — — 4Bk + (Ak — l)2

= -4pW<M’)2 = (pM’)2-
If k = w + 1 we have from (15.5-13), (15.5-19) and (15.5-22)

a»+i = -4f(Bv+Cvav)+(f A)(£A-2) + l 
v= 1 v= 1 v = 1

= -4£ (Bv+Cvwv)+(£av-1)2
v= 1 v=1

= -4p(o"+1)p(1'’ + 1> + (p(o',+ 1) + p(1n+1)2 =(P(O+1)-P(1n+1))2-

Since the sign of the ak has not been fixed we may put

= P^-P^. fc = l,..., n + 1. (15.5-23)

15.5.4 - Fuchsian equations with one or two singular points

It is clear that a Fuchsian equation with no singular points has no other 
solutions than constant functions, for every solution is regular thoughout 
the extended plane.

The roots of an indicial equation determine the linear transformation 
which undergoes a fundamental system of solutions, if we perform analytic 
continuation about the singular point to which the indicial equation is 
associated. Hence these roots are not affected by a fractional linear 
transformation of the independent variable.
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First we donsider an equation having only one singular point. Accord­
ing to the above remark we may suppose without loss of generality that 
this point is placed at the origin. By virtue of (15.5-8), expressing that 
the sum of the residues of p(z) at the finite singular points is equal to 
two, we may infer that

9
p(z) = - . (15.5-24)

z

Since z = oo is a regular point the function q(z) has a zero at least of 
order four at z = oo. On the other hand the multiplicity of its pole at z = 0 
does not exceed two. This is only possible if q(z) is identically zero and the 
desired equation is of the form

zw" + 2w' = 0. (15.5-25)
The indicial equation is

p(p-l)+2p = 0

having the roots p0 — Pi — — 1- A fundamental system of solutions is 

w0(z) = 1, w/z) = z-1.

In the case that there are two singularities we can place them at z = 0 
and z = oo. Then, since there is only one finite singularity

z . A z , B C p(z) = —, q\z) = — + 
z z z

with C = 0, in accordance with (15.5-7). The desired equation is

z2w"4-Azw' + Bw = 0? (15.5-26)

a linear differential equation of the Eulerian type. The indicial equation 
at z = 0 is

p(p-l) + Ap + B = 0

and if the roots p0 and pr are different it is easily verified that

w0(z) = zPo, Wi(z) = zPl

is a fundamental system of solutions. If both roots have the value p then 
a linearly independent system of solutions is

w0(z) = zp, w/z) = zp log z.

Thus we see that the Fuchsian differential equations of the second order 
with one or two singular points can be integrated in terms of elementary 
functions.

The next type in order of complexity is that with three regular singular 
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points. It gives rise to non-elementary solutions and will be amply studied 
in the subsequent paragraph.

15.6 - Riemann’s equation

15.6.1 - Papperitz’s form of the equation

The most celebrated equation in the Fuchsian class is that with three 
singular points. It has been studied thoroughly by Riemann and, therefore, 
named after him. Riemann did not derive an explicit form of the equation 
if the singular points and the roots of the indicial equations are given. 
For he made the fundamental discovery that a lot of information can 
be obtained without knowledge of the coefficients of the equation. An 
elegant and symmetric form of the equation has been obtained for the 
first time by E. Papperitz. Knowing the explicit form of the equation 
it will be possible to write down the solutions.

For the sake of convenience we assume that the singular points ar, a2 
and a3 are finite. Since there are no accessory parameters, the coefficients 
Akf Bk and Ck occurring in (15.5-6) can be expressed in terms of the affixes 
of the singular points and the roots of the indicial equations. These roots 
are usually called the exponents of the equation.

The evaluation of the numbers Ak and Bk offers no difficulty as we saw 
in section 15.5.3. There remains the evaluation of the Ck. In order to avoid 
unnecessary calculations we proceed as follows. We may write

<?(*) = C15-6-1)•A CO
where Qfz) is a polynomial and i/<(z) = (z-al)(z — a2)(z--af). By hy­
pothesis z = oo is a regular point of the equation and, therefore, q(z) 
has a zero of multiplicity at least four at z=oo. Hence the degree of 
2(z) cannot exceed the number two. Thus q(z) may be written as

w=4-x i —> (i5-6-2)

i//(z) v=i z — av

where the constants D19 Z>2, Z>3 are determined by

B* = lim (z-ak)2q(z) = lirnD* ,
z->ak z->ak VW V («k)

with k = 1, 2, 3. Hence

Dt. = Po',P(iKa1-a2)(<a1-a3) (15.6-3)

and cyclically.
It is common use to denote the singular points by a, b and c respectively 
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and the corresponding exponents by a, a'; p, P'\ y, y'. These exponents 
satisfy Fuchs’s relation (15.5-20) which now takes the form

a + a' + P + P' + y + y' = 1. (15.6-4)

In view of (15.5-18), (15.6-2) and (15.6-3) we have
A Fuchsian equation with three singular points is

„ ll — a — a' 1—P—P' 1— y — y'\ ,
\ z — a z — b z — c /

+ /«a'(q-fe)(a-c) + + yy'(c~a)(c~fe)\ * = 0
\ z — a z — b z — c / i/<(z)

(15.6-5)
with

i/<(z) = (z — a)(z — b)(z — c). (15.6-6)

This result is due to Papperitz.

15.6.2 - Solution of Riemann’s equation by means of integrals

One of the pleasant features of Riemann’s equation is the fact that it can 
be solved in a closed form, i.e., we can find explicit expressions for the 
solutions. The derivation of these expressions requires some heavy com­
putation but the result is worth the trouble.

First we make the substitution

w = (z — a)\z — by*(z — c)yv = /(z)v, (15.6-7)

in order to obtain a solution with exponent a at z = a, etc.
Differentiation yields

w’ = X -?—f(z)v+f(z)v' 
z — a

and

a(a—1) 
(z-a)2 (z — a)[z — b)/ z — a

where the summation must be performed about all terms which are 
obtained by cyclic permutation from the term written behind the sigma 
sign.

Inserting these expressions into Riemann’s equation we may omit the 
common factor /(z). The coefficients of v' becomes



15.6] RIEMANN’S EQUATION 567

E 1 « ot' + 2Z _a_ = z 1 + a «' (15.6-8)
z — a z — a z — a

The coefficient of v becomes

------ A------ +
(z — a) (z — a)(z — b) \ z — a/\ z — a /

yaa'Ca-bXa-c)
(z-a>(z)

_ _z ««' +z «(l-/?-/?')+j?(l-ot-oc') + 2otff «a'(a-b)(g-c) 
(z-a)2 (z-a)(z-6) (z-a>(z)

= y ((««'(z - f>)(z - c) - (a - fr)(a - c)) («+ff-otj?'-ot';g)(z-c)
(z-a>(z) t/<(z)

_ z — aa'(z + a - b - c) + (ot + /? - a/?' — a'/?)(z-c) 
iA(z)

Taking into account (15.6-4) we find that the coefficient of z in the 
numerator is

— 2aa' + 22a —2a/?' —2a'/? = 22a — (2a)(2a')

= (2a)(2 —2a') = (2a)(l+2a).

The constant term in the numerator is

— 2aa'(<? — b — c) — 2(a+P — a/?' — a'P)c

= 2a(a(a +/?+f>' + y + / -1)+P0' + yy'+0y' + P'y - P -y)

= 2a((a + p + y)(a + P' + y')-(a+/? + ?)) = (2a)(2a(a + P'+y'-1)

= -(2a)2a(a' + ^ + y).

Hence the coefficient of v turns out to be

(Za)((l+Z«)z - Za(a'+^+y)) (15.6-9)
iA(z)

Now it is easy to verify that the new differential equation may be 
written as

»A(z)t)" - (/iiA'(z) + x(z))f' + + i)>A"(z) + (/z +1 )x'(z))v = 0, (15.6-10)

with
/z + 1 = -(a+j?+y),
</>(z) = (z —a)(z —i>)(z —c). (15.6-11)

Z(z) = Z(a'+^+y)(z-fr)(z-c).
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Indeed

= -(l+^a)Z(z-&)(z-c)+Z(a'+j8+y)(z-&)(z-c)
= — (1 + Za)Z(z — b)(z — c) + (Za)Z(z — h)(z — c) + 

— a)(z — b)(z — c) = Z( —1+ a' — a)(z —h)(z —c).

Differentiation yields

/z^"+z' = I(-l + a'-a)(z“c) + r(-l + a'-a)(z-b)
= Z(-2+/?'-/? + /-y)(z--tf) = 2;(-l-Za-14-a+/r+/)(z-a) 
= -(l+Za)I(z-a)-(a' + j3 + y)(z~a).

Since
= (14-Ta)T(z — a), 

we get

W"+z' = -S(a' + /? + y)(z-a) = -2,(a'+/? + y)z + 
+2(a,' + P+y)a = ~(l + Za)z + I(a' + /?+y)a.

The next step is the task to find a function U(t) such that any integral of 
the type

V = J U(t)(t-z)"+Mt (15.6-12)

is a solution of the equation (15.6-10), provided that the path Cis suitably 
chosen. The exponent /z 4-1 has been chosen in order to ensure that the 
function (z—d)*(z—b)p(z — c)y v should be regular at z = oo.

First we observe that differentiation within the sign of integration is 
legitimate if C does not depend on z, nor passes through one of the 
singular points a, b and c. We suppose that C remains in the open plane. 
Inserting (15.6-12) into (15.6-10) the condition that the equation should 
be satisfied becomes

J (i - z)""1 (/#(z)+(t - z>'(z)+i(r - z) V'(z))+ 

+(t-z)(z(z)+(i-2)x'(z)))t/(0^ = 0.

Since i^(z) and %(z) are polynomials of the third and the second degree 
respectively we have (observing that = 6)

l/<(z) + (f-Z>'(z) + i(r-z)V''(z) = <A(O-(t-z)3 
and

z(z)+(t-z)/(z) = Z(O-1('-Z)2Z''(Z)-
But

Z"(z) = 2Z(a'+/?+y) = 2(l+a+/?+y) = -2/4.
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Hence the condition becomes

Jc(t-z)',-1W(0 + 0-z)z(0)t/(0^ = 0- (15.6-13)

At this stage we introduce an auxiliary function

y(t) = (f-z)V(O^(O- (15.6-14)

Its derivative with respect to t is

dK z xudGl/U) z xw_1/r_ = (t-zf +pf-zf ^U.
dt dt

This is identical with the integrand in (15.6-13) if U(t) satisfies the differ­
ential equation

dt
or

d^U)/dt z(t) = a'+p + y
tyU i/Af) t — a

A solution is

U(f) =

Summing up we have established the following theorem
A function of the type

(15.6-15)

(z-a^z-b^z-cf 1| (t - a)"“"1 (1 - bf” ~1 (t - c)"'“1 (t - zf +1 dt, 
c

where the exponents occurring in the integrand are

na = a' + P + y, 
Hb = a + P' + y, 
pc = a + p + y',

(15.6-16)

is a solution of Riemann’s equation provided that C is a path in the t-plane 
such that

dV = 0, (15.6-17)

V being the function

V(t) = (t-af\t-bYb(t-cf\t-zf. (15.6-18)
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From Fuch’s relation (15.6-4) we deduce that

+ + + = 0. (15.6-19)

The condition (15.6-17) is certainly fulfilled if C is a double-contour 
of the Jordan-Pochhammer type as considered in section 12.7.9. We recall 
that (c+ ,b+,c_, indicates a path encircling c in the positive direction 
then b in the positive direction, then again c in the negative direction 
and finally b in the negative direction, remaining outside a small circle 
about z. The integral (15.6-15) along this path is denoted by

f*(c+, b +, c-, &-)
(z - a)a(z - b)p(z - cy J - zf+1 dt. (15.6-20)

Let t0 denote any point on the contour under consideration. We shall 
prove that the integral (15.6-20) may be written as the sum of two 
ordinary loop integrals. Denoting by J(c+) an integral taken along a 
simple loop starting and ending at t0 and surrounding c once in a positive 
direction, such that the loop does not surround other singular points, we 
have in accordance with (12.7-35), observing that the integrand possesses 
the multipliers e2niMb and e2nifXc at b and c respectively

(c+,b+tc-,b_)

(15.6-21)

If we make the additional assumptions that Re nb > — 1, Re /zc > — 1 
then the integrals f,0, j*0, taken along a simple path from tQ to b and 
t0 to c respectively, exist and we have, in accordance with (12.7 — 36),

(15.6-22)

In order to make our considerations complete we shall prove that 
(15.6-20) provides a solution which is semi-regular at z = a and has 
the exponent a there. Take z in a small circle about a which does not 
include either the points b or c. If necessary the double-loop C about 
b and c may be deformed so as to be wholly outside the circle. Then 
for all points t on C we have \z — a\ < |Z—a\. Let |arg(z — a)| < 7i. Also 
let arg (a — b), arg (a — c) have their principal values and let arg (t — a)9 
arg (t — b), arg (Z —c) be similarly made definite when t is at Zo on C. 
Then, if arg (z — Z>), arg (z — c), arg (t — z) are defined such that they reduce 
resp. to arg (a — b), arg (a — c), arg (t — a) as z a, we have

(z-fc/ = (a —by (1+p— + ...
\ a—b
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(z-cf = (a-Cy (1+y—- + 
\ a — c

(t-z/+1 = (t — a)ft+1 (l+(/z+l) — + ... 
\ t — a

and the series on the right converge near z = a and for all t on C. Now 
it is clear that

P«(Z) = (Z-«)°WZ)> (15.6-23)

where <pa(z) stands for

<P«(Z)
I7(t)(t-z)" + 1dt

(15.6-24)
U(i)(t-a) x̂ dt

is a solution with = 1. The function <pa is regular at z = a. The value 
of the integral in the denominator may be found from (12.7-42).

In a similar way other solutions of this kind, corresponding to other 
exponents and other singular points, being semi-regular there, may be 
obtained. The exceptional cases in which one or more of the differences 
a —a', /? — /?', y — y' are integers require a special treatment which we shall 
omit.

15.6.3 - Riemann’s theorem about contiguous functions

Let P(z) denote a solution of Riemann’s equation, semi-regular at a 
given singular point. A function obtained from it by augmenting one of 
the exponents by unity and diminishing at the same time another exponent 
by the same number, and which is a solution of the modified Riemann 
equation, is called a contiguous function of P(z). Since these processes 
may be effected for any two of the exponents, these are 6 x 5 = 30 
contiguous functions. A famous theorem due to Riemann states

The function P(z) and any two of its contiguous functions are connected by 
a linear relation, the coefficients in which are polynomials in z.

We represent P(z) by the integral (15.6-15), where C is a double­
contour about c and b. Hence P(z) is a multiple of Pfz) defined in 
(15.6-23). It is clear that

c “t
\t-cYc~\t-zY+1)dt = 0, (15.6-25)

for the function to be differentiated resumes its initial value if z has 
described C. This leads to
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PaP + (Z4“ l}Pa'+l,0'~1 + (^c” I)?«'+l,y'-l +    ^/J+l.y'-l ~ 0> z — b
(15.6-26)

where Pa' + i,^-i arises from P by replacing a' by a' +1 and /?' by /?' — 1, 
etc. Since (15.6-15) is symmetric with respect to b and c we also have

PaP + a' + 1, P'— 1 + (Mc“ 1)^a'+l,y'-l+ ~------- Py + l,p'-l = 0*z — c
(15.6-27)

Interchanging cyclically (a, a, a'), (b, fi') and (c, y, /) we obtain six 
linear relations connecting P with twelve contiguous functions:

Pa+l,P'-l 9 Pp + l,y'-l 9 Py+l,a'-l > Pa+1, y'-l » > Py+ 1,0'-1

Pa'+l, P'-l > Pp' + lty'—l > Py'+l»<x'-l > Pa'+l,y'-l 9 Pp'+l,a'-l ’ Py'+l,0'-l* 

(15.6-28)

Writing (Z —a)ga as (f—ft) + (ft —a)) we find from the 
expression for P, if Qa_i is obtained from P by replacing a' by a' — 1:

f’ = J’a'-l./r+l+(ft~a)Qa'-l 
and similarly

p = ^«'-i,/+i+(c-a)e«--i-

Eliminating 2az-i from these equations we get 

(c-fe)P+(a-c)Pa,_1,/,,+1+(fe-a)Pa._1,/+1 = 0 (15.6-29)

and by cyclic permutation we obtain two more relations of this type.
Writing (Z—z)m+1 as (/ — z)u((t — a) — (z — a)) we obtain

P = J-p^^^-^-ar^z-bycz-cyx 
z — b

x | (t-aya-\t-byb-\t-cyc-l(t-zydt, 

whence

1 /p  Pp-Fl, y' — 1 \ 1 /p  Py +1,— 1 \

z—a \ z—b / z—ft\ z—c /

= — (p- . (15.6-30)
z—c \ z—a /

There are two more linear relations between P and the contiguous func­
tions (15.6-28). We are now in possession of eleven linear relations between 
P and two of the above twelve contiguous functions, the coefficients in 



15.6] RIEMANN’S EQUATION 573

these relations being rational functions of z. As a consequence each of 
these functions can be expressed in terms of P and some selected one of 
them. Hence between P and any two of the functions (15.6-28) exists a 
linear relation with rational coefficients. Multiplying throughout by a 
common multiple of the denominators these coefficients become poly­
nomials.

Starting with relations which are obtained from (15.6-25) by cyclic 
permutation we can extend the result to all contiguous functions. This 
concludes the proof of Riemann’s theorem.

An illustrative example is provided by the relation (3.14-11) between 
Legendre’s polynomials which holds also for the general Legendre 
functions as we pointed out in section 15.4.9.

Other examples are the Gaussian relations between contiguous hyper­
geometric functions to be dealt with in section 16.3.2.

15.6.4 - The monodromy group

The representation of the solutions of Riemann’s equation by means of 
double loop integrals affords a means for obtaining the monodromy 
group, as has been shown by C. Jordan.

Fig. 15.6-1. Elementary loops in the /-plane punctured at t = a, b, c, z

Let t0 be any point in the complex t plane different from the singular 
points and a given point z. By za, Ab, Ac, A we denote simple loops starting 
and ending at tQ and encircling once the points a, b, c, z respectively in 
the positive direction, with the understanding that Afl encircles the point 
a but neither of the other points, etc. (fig. 15.6-1). In most cases we can
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take them as a simple curve described in two directions and closed by a 
small circumference.

We consider the functions
r(a + , Z + , a-, Z-) 

Wa(z)=j U(t)(t — z)'1+ldt,

/*(b+,z + , b-,z-)
wfc(z)=J U(t)(t — z)"+1 dt,

wc(z) = f U(t)(t — z),,+ 1 dt,

(15.6-31)

the integrals being defined unambiguously if we assign any function ele­
ment of the integrand at t0. The integrand possesses the multipliers

2ninc

^nifi

at t = a, 
at t = b, 
at t = c, 
at t = z

(15.6-32)

and is arbitrarily continuable in the extended /-plane punctured at 
t = a, b, c, z. It follows from (12.7-35) that

= e
{(, = e:

£ = e:

Eliminating the integrals on the right we find
'(b +, a + , b- , a-)

+ (l-^)wa-(l-C>6 = 0.

Hence the solutions of Riemann’s equation involving integrals along 
Jordan-Pochhammer contours about two of the three singular points may 
be expressed linearly in terms of the functions wa9 wb, wc multiplied by 
(z~a)“(z — b)p(z — c)y, provided that /z is not an integer (i.e., £ / 1). It 
is clear that under this latter assumption the pair wa, wb forms a funda­
mental system.

First we ask what happens if wa, wb are continued along an elementary 
loop encircling the point t = a. It is clear that we may assume that z is in 
the vicinity of t = a, for it is always possible to connect t = z with a point 
near t = a by means of a simple path (e.g. a polygon) percorsed back and



15.6] RIEMANN’S EQUATION 575

Fig. 15.6-2. The deformation of the r-plane in a neighbourhood of t = a as given by 
t — a-\-2ru exp (8tt —u)v).

The curve connecting the points a and a', where a' is such that z = is the
deformation of the rectilinear segment connecting these points. The point z describes 

a full circle

Fig. 15.6-3. Deformation of the loops A and Aa into A' and }'a
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forth and closed by a small circumference surrounding t = a. Let r de­
note the distance between t = z and t = a. In view of the above remark 
we may assume, without loss of generality, that the points t0, b and c are 
outside the circumference |Z — a\ = 2r, as well as the loops 2b and Ac.

An encircling of t = a by z may be effected by means of a deformation 
in a neighbourhood of t = a which leaves all points outside |Z — a\ =2r 
invariant, for instance, the deformation

t— a = 2ru exp (8tciu(1 — u)r), 0 u 1, 0 v 1.

In particular, t describes the full circle t — a = exp 2niv, 0 v 1, if 
u = This deformation is defined throughout the disc |/ — a| 2r, 
(fig. 15.6-2). If z has returned to its initial position the loops Xa and A 
are deformed into loops A' and A', (fig. 15.6-3), whereas Afe and Ac remain 
fixed. This deformation takes place in the region 9?', being the extended 
plane punctured at t = a, b, c. But A' and Afl are not homotopic in the 
region JR, being the region SR' punctured at t = z, nor are A' and A homo- 
topic in SR.

Fig. 15.6-4. Further deformation of the path*A«

Consider first the path A', (fig. 15.6.4). By means of a suitable defor­
mation in SR we may carry it into the product of three loops, two encir­
cling t = z and t = a in this order in a positive sense and one encircling 
t = z in a negative sense.

Similarly we see that A' (fig. 15.6.5), may be deformed into a product 
of five loops, three encircling t = z, t = a, t = z in this order in a 
positive sense and two encircling t = a and t = z in a negative sense.
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Thus we obtain the relations of homotopy

and

Now it is clear that
A-1Aa-1AAaA.

a; « AaAa-1A"1AaA «

Since the path A-1 A“1 AAa is closed with respect to analytic continuation 
of the integrand occurring in (15.6-31) (considered as a function of t),

Fig. 15.6-5. Further deformation of the path A'

we may apply (12.7-33) and (12.7-31). We find, in view of the first 
expression (15.6-31),

f = -wa+ f . (15.6-34)
J k'a J Aa

Since
A' x (A"1Afl"1AAa)A

we find, by virtue of (12.7-34),

f = £wa+ f . (15.6-35)
dr Ju
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Taking into account (15.6-33) we see that the function wa is continued 
analytically to the function

(I-O f -(I-O) f
</ X'a J X'

and the function wb to the function

(1-0 f -(1-0) f • 
J Ab J A'

Using the equation (15.6-34) and (15.6-35) we find by simple calculation 
that wa is transformed into ^awa and ™b *s transformed into

OO-Ow'a + U'j.
The monodromy group is known if we know the effect of an analytic 

continuation about the points a, b and c on the quotient wbfwa for this 
is equal to the quotient of two fundamental solutions of Riemann’s 
equation. It is readily seen that analytic continuation along a loop about 
the point t = a induces a linear fractional transformation of the quotient 

characterized by the matrix

= ri ^*-1)1 = ri ri on
a Lo J Lo J Lo d •

Interchanging the roles of a and b, we find in a similar way

s = r °i = r °i °i
b L^-i) iJ k-i iJ Lo ij-

Analytic continuation about t = c induces a transformation Sc, but it is 
not easy to find this directly from the above results. Reasoning, however, 
as at the end of section 12.7.8 we see that the product of three elementary 
loops encircling the points a, b and c respectively is in the extended 
plane homotopic to unity. Since outside a large circle containing a, b and 
c every function element of the integrand occurring in (15.6-31) is 
reproduced by analytic continuation along a closed curve, we infer that

Wc = E.
Summing up we have in view of (15.6-32)
The monodromy group of Riemann's equation may be generated by the 

transformations
n e2niMb —1”| ri 0 1 z.cr orXSfl “ lo e2’ti"a J |_0 e2’ligJ (15‘6 36)

and
T e2’"'"’ Ol re2’"" O'

S-- Lc2^"--! ijlo 1. (15.6-37)
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Notice that another fundamental system gives rise to a conjugate group, 
that is essentially the same group if we do not distinguish between 
isomorphic groups.

15.6.5 - Riemann’s method for obtaining the monodromy group

An alternative method for finding the monodromy group goes back to 
Riemann. The interesting feature of this method is that it does not need 
the explicit form of the solutions of Riemann’s differential equation. It 
has an algebraic character and it employs only general principles.

According to the general theory of Fuchs there exists a system of three 
pairs of solutions, each pair constituting a fundamental system

Pa9Pa,9Pfi9Pp,9Py9Py,9 (15.6-38)

such that (z — a)~aPa(z)9 (z — a)~aPa\z) are regular at z = a9 etc., provid­
ed that none of the differences a —a', /? — /?', y — y' is an integer. In the 
course of this section we adopt this assumption.

Within the simply connected region bounded by the circumference 
through the singular points the solutions can be defined as single-valued 
holomorphic functions. The same is true for the region outside this 
circumference. It is assumed that the circumference is percorsed in the 
positive sense if we pass from a to b to c to a. In the case that these points 
are on a straight line we consider the region on the left of this line as the 
interior region.

It is clear that in the interior region exist relations of the form

= apPp + ap'Pfi' = ClyPy + Cly'Py' , (15 6““39)
Pa' = a'pPp + aP'Pfi' = a'Py + a',Py'9

the others being obtained by cyclic permutation.
Consider the quotients of two coefficients occurring in (15.6-39) with 

the same subscripts. Three of the four quotients

@P &P' ^y @y'

dp dp' Uy Cly'
are determined by the remaining one, for the six functions (15.6-38) are 
each determined up to a multiplicative constant.

Let us consider the effect upon two solutions Pa9 Pa> of analytic 
continuation along a simple closed path encircling the points z = b and 
z — c once. We may consider this path as a product of two loops, first 
about the point z = b and then about the point z = c. As we pointed out 
in section 12.7.8 in the extended plane this loop is homotopic to a simple 
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loop about z = a percorsed in the opposite sense. Hence the analytic 
continuation of Pa and along the loops encircling z = c and z = a 
in the negative sense has the same effect as the analytic continuation 
along the loop about z = b in the positive sense.

Performing the continuation along the loop about z = b the branch 
Pa changes into

afe2nifiPp+afi-e2xipPfi’.

Performing the continuation about z = c in the negative sense changes 
Pa into

aye~2,,iy+ay.e~2niy'.

Since a is the exponent of Px at z = a an analytic continuation along a 
loop about z = a in the negative sense yields the multiplier e-2,t‘a. Thus 
we obtain 

a^Pp+ap^'Pp. = ayQ-2ni^Py+ayt~2^+^Py., 
a’̂ P^ + a'^^'Pp. = aye-2ni(x'+^Py+a'yQ-2ni^+^Py.. (l56~4°')

Eliminating P^, from the first equations of each pair (15.6-40) and 
(15.6-39), and also from the second equations of each of these pairs, we 
get

sin Tt(p'—P)Pp= aye~’u(x+fi+r) sin 7r(a+j8'+y)P,,+ 
+ ay-e~Ki<-x+fi+'n sin n(a+P'+y')Py>,

. . (15.6-41)
a'p sin 7t(/?'—p)Pp = a' e +p+y'> sin Tt(a!+P'+y)Py+ 

+ a;,e-"i(a'+p+y') sin Tt(a' + p'+y')Py.

Eliminating Pp from these relations we obtain a homogeneous linear 
relation between Py and Py>. Since these constitute a fundamental system 
the coefficients in the relation thus obtained vanish. Hence, from (15.6-41) 
and the corresponding expressions for P^ we get

ap _ ay e~nia sin 7r(a + /?' + y) _ ar e~nia sin 7i(a+ /?' + /)
a'p a' e~nia' sin 7t(a' + /r + y) ay> e~nia' sin 7i(a' + /?' + y') ’

(15.6-42)
_ ay e nia sin 7t(tx + /? + y) __ ay> e nia sin 7c(a+/? + /)

a'fif ay e’-™''sin 7c(a'+ /? + ?) a', e"™'sin 7t(a'+ /? + /)

We find two times the value of the ratio

ay /ay'
aJ ay>

The comparison of these values gives
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sin 7c(a 4- /?' 4- y') sin 7c(a' 4- /?' 4- y) _ sin 7i(a' 4- 4- y) sin 7r(a 4- /? 4- y') 
sin 7c(a' 4- ft' 4- y') sin 7c(a 4- P' 4- y) sin 7c(a 4- p 4- y) sin 7t(a' 4- P 4- y') ’

and this equation is verified because of (15.6-4).
If we have a system of numbers ap, aP'9 ay9 ay>9 ap, a^9 ay9 ay,9 satis­

fying (15.6—42) there are six branches (15.6-38) presenting the desired 
behaviour at the singular points. Indeed, we may multiply the six 
branches by six constants, provided that the ratio of the quotients 
corresponding to the new coefficients have the same value as before. We 
can, therefore, consider a system of branches (15.6-38), being semi­
regular at the singular points, where the coefficients are arbitrary, save 
for the mentioned restriction. If, however, the multipliers for the regular 
parts are given, that is to say, if the regular parts at the singular points 
take prescribed values, the coefficients are uniquely determined. Their 
evaluation requires more information about Riemann’s equation than is 
needed in this section. The evaluation of the coefficients will be carried 
out in section 16.1.9 by an elegant method due to E. W. Barnes.

In order to find the monodromy group we focus our attention to Pa, 
Paz. An encircling about the point z = a changes these functions into 

e2™Pa, Q2MPa, (15.6-43)

respectively. As regards the effect of continuation along a simple loop 
about z = b we express the functions Pa, in terms of Pfi9 Pp>, as in 
(15.6-39). After continuation along a loop encircling only the point z = b 
they take the form

a^Pp + ap.^'Pn,, 
a’̂ Pp + a'^^'P^.

If we replace Pp, Pp> by their expressions in terms of Pa9 Pa>, by solving 
the equation (15.6-38) we have the desired solution. In order to facilitate 
the computation we write

Pa = apPp + ap.Pp., (15 6_45)
Px. = KpOpPp + Kp.ap.Pp.,

with

= K, = al. (15.6-46)

Solving the equations (15.6-45) for apPfi and ap>Pp> we get 

a p __ KP'P<x~ ?a.’ p _ KfiPa~~Pa' 9 a fl’ * ~   • Kp'~Kp-----------Kp-Kp'
Inserting this into (15.6-44) we see that the analytic continuation along
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a loop about the point z = b changes Pa, Pa, into
2nip 2nifi' 2nip'_ 2nip

KP'G_______ K0G p ~_______ C p f

Kfi'-Kp a Kfi'-Kp
KpKf{e2ntll-e2nlf') Kp.e2nip'-Kpe2nifi .

-r -* a' •Kp'~Kp Kp'-Kp
The quotient k^/kp is equal to

Kp' _ sin 7i(a + /?' + y) sin 7c(a' + /? + y)
Kp sin 7t(a' 4- fl' + y) sin 7c(a + fl + y)

(15.6-47)

(15.6-18)

With the aid of (4.6-13) and (15.6-4) this may be written as

K£ = r(a+P+y)T(o^ +JT+f)T(o^+/?'+y)F(«+/?+y') 
kp r(a+0'+?)r(cx'+p+y')F(a'+P +y)F(a+p'+y')

In the transformation (15.6-47) a constant remains undetermined. A 
definite transformation is obtained if we replace Pa by (Kp> — Kp)Pa. Then 
continuation about z = a induces a transformation of the quotient PJP^ 
characterized by

Pe2™ q “IL = 1% e2"J. (15.6-50)

Continuation about z = b induces the transformation
p2ni^'_ 2nip

KPQ KP,Q Q2nipf _ Q2nip

Kp~Kpf
Kp Kp>(e2niP — e2nip') Kp e27n/J — Kp> e2nip' 

(Kp-Kp.)2 Kp — Kp'
(15.6-51)

The substitutions Ta and T& generate again the monodromy group of 
Riemann’s differential equation. It should be noticed that in Jordan’s 
method the transformation group for Pp/P* is obtained. Since, however,. 
Pp may be expressed linearly in terms of Pa and Pa, the groups obtained 
by the two methods are conjugate, i.e., identical as abstract groups.

15.6.6 - An alternative proof of Riemann’s theorem

The knowledge of the monodromy group as obtained in the previous 
section enables us to give an independent proof of Riemann’s theorem 
about contiguous functions. Again we need not know the explicit 
expressions for the solutions of Riemann’s differential equation.

First we observe that the quotient Kp/Kp,, as given by (15.6^9) is 
the same for contiguous functions. In fact, in the numerator and the 
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denominator the first gamma function is followed by its complementary 
function as is the third gamma function. As usual we call the gamma 
functions T(2) and F(l—2) complementary. If one of the exponents 
increases by one then the variable in the complementary function must be 
decreased by one. It follows from

r(i+2)r(-2) = 2r(2)r(-2) = -r(2)r(i-2)

that the product of two complementary functions changes sign. On the 
other hand each exponent occurs twice in the numerator as well as in the 
denominator and hence the quotient remains unchanged if we pass 
from a function to one of its contiguous functions.

As a consequence in (15.6-50) and (15.6-51) the exponents appear 
only through the exponential multipliers, so that contiguous functions 
have the same exponential multipliers. Thus

Contiguous functions have the same monodromy group.
We consider three functions, characterized by the schemes 

whose corresponding exponents differ by an integer. The meaning of the 
scheme (15.6-52) is that every function Pt has singular points at a, b 
and c and at these points resp. the exponents oq, aj, /?• and y/5 y-. 
We shall study these schemes more elaborately in section 16.1.1. The 
3x6 branches

P,. e,, P;> ; P,. fit, P{, n; Pi( y<, P;, i = 1, 2, 3, (15.6-53)

are defined as in the previous section. Without loss of generality we may 
suppose that the coefficients in (15.6-38) are the same for i = 1, 2, 3.

It is clear that the functions

Qu = Pi> cti Pj, aj

Pi,a'i Pj,a'j

ap a^> 
ap ap.

Pi,Pi Pj,Pj

Pi,0'i PJ,ft'j

ay ay> P P- ri,yi r j,yj
ay ay> p. , p.ri,y i 1 j>

(15.6-54)

belong to the lower of the exponents (oq + a'-, at' + oq) at z = a, (fii + P'j, 
fii+Pj) at z = b and (yz + yj, y- + y;) at z = c. We shall denote them by 
aij9 Pij and yl7 respectively.

We observe that the smallest of the two real numbers x and y may be 
expressed as

min (x, y) = J(x + y- |x-y|).
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Hence
“y = Kai+aj+aj' + aj-lai-ay-(a;-aj)|), 
Ptj = if.Pi+Pj+P'i+PHPi-Pj-^’i-P’j)^ (15.6-55) 
Ju = i(yi+7j+y.'+7j— l7i-y7— W-yj)l).

By hypothesis the numbers af and a; differ by an integer. We may express 
this by

af = a; (mod 1). 
Hence

oti + oij = 2af = 2aj (mod 1), 
a- —a7 = 0 (modi),

whence
afj. = oQ + aJ = aj + a'- (mod 1),
Ptj = Pi+Pi = Pj+P’j (mod 1), (15.6-56)
7tj = 7i +7i = 7j +7j (mod 1).

In view of (15.6-4) we have
The sum of the exponents (15.6-55)

lxij+Pij+7ij (15.6-57)
is an integer. 

In fact, this sum is = 0 (mod 1).
From (15.6-55) follows that this sum is also

1(2 - |a<- a.j- (a! - a')| - \pt - pj-(p’t - p'j)\ - h - y, -(y[ -y))|) 

and thus the sum turns out to be negative or zero.
From (15.6-56) we deduce

— ai+ai,”'(aj + aj) — (mod 1).
Hence

The exponents (15.6-55) of a triad (af) = (a12, a23, a31) differ among 
themselves by an integer.

Going back to (15.6-54) we readily see that the functions

(z- a)~a,J(z—b)~fllJ(z - c)~yilQij (15.6-58)

are regular at z = a, b, c and have the exponent (*ij + Pij + Jij at z = oo. 
Since the 2£J are regular at z = oo, it follows that the functions (15.6-58) 
are polynomials of degree

= Pij + YijT

Up to now it is tacitly assumed that z = oo is not a singular point. 
Should this be the case, then we may apply a linear transformation to 
get the case considered above.
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Expressed in terms of the functions (15.6-53) the functions (15.6-52) 
take the form

Pi = APitai + A'Pit^i9 i = I, 2, 3, (15.6-59)

with the same coefficients A, A'. They are connected by the relation

P1Q23 + P2Q31+P3Q12 = 0, (15.6-60)
or

P^z- a)“”(z - b)p2\z - c)^f23 +
+ P2(z - *(z - 0'”(z - cy3'f31 +
+ P3(z-a)I'2(z-&)'’12(z-c)’”2/12 = 0,

where the/7 are polynomials of degree 7Vi;.
If now (a, /?, y) are the lowest in the triads (al7), (/?7) and (yl7) we 

have, in view of the last theorem stated above, that the numbers — a, 
Pij—fi, yij-y are (non-negative) integers. We can remove a factor 
(z — dy (z—by (z — c)y and find a relation

^1023+^2031+^3012 —

where the gtj are polynomials of degree + —a + j?l7--^-|-y0- —y- 
This concludes the proof of Riemann’s theorem.

15.7 - Lame’s differential equation

15.7.1 - Lame’s equation

In certain problems of mathematical physics, namely in problems 
related to the theory of ellipsoidal harmonics, Lame's equation

(15.7-1)

plays an important part. Here £>(z) denotes the Weierstrass pe function 
studied in paragraph 5.3, h is an arbitrary constant and n is a positive 
integer.

This equation has regular singularities at the poles of p(z), namely at 
the points 2wo> + 2m'co' (m and m being integers) constituting a lattice 
in the z-plane. Because of the double periodicity of £)(z) it is sufficient to 
investigate the equation in a neighbourhood of z = 0.

With reference to (5.3-4) we see that the indicial equation (15.2-20) 
at z = 0 (and hence at every lattice point) is

p(p-l)-n(n + l) = 0,

w" —(/i + n(n + l)£)(z))w = 0

with roots
Pq = n + 1, p{ = -n.
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The general Fuchsian theory (last theorem of section 15.2.2) ensures 
the existence of at least one regular solution

w0(z) = zn+1<p0(z), (15.7-2)

where <p0(z) is regular at z = 0.
The difference of the roots of the indicial equation is 2m -F1 and, this 

being an integer, the possibility of a second solution containing a loga­
rithmic term has to be considered. Since (15.7-1) is invariant when we 
change the sign of z, one solution contains only odd and the other only 
even powers of z. Thus both solutions of a fundamental system are free 
from logarithms everywhere. This may be verified by computation. By 
the general method described in section 15.2.2 we may find a second 
solution by solving the equation (15.2-13), viz.,

w'+2^20w = O, (15.7-3)
w0(z)

having a solution s'(z), with s(z)= w1(z)/w0(z). The general solution of 
(15.7-3) is

( A C w(z) = ,
Wo(z)

C being a constant and, consequently,

Wj(z) = Cw0(z) f -^- , (15.7—4)
•U Wo(t)

z and z0 being in a neighbourhood of z = 0. Since 1/m>o(z) is an even 
function, its residue at z = 0 is zero and, therefore, a logarithmic term 
cannot arise.

15.7.2 - The case n = 1.

If n = 1 the equation (15.7-1) becomes

w"—(/z + 2p(z))w = 0. (15.7-5)

A solution may be obtained in terms of the Weierstrass sigma functions, 
introduced in section 4.12.2. Let a denote an arbitrary number, not being 
a period. It follows from (4.12-7) that the logarithmic derivative of the 
function

is equal to

<KZ) = exp(-z((u))
ff(z)a(a) 

^=C(z + u)-C(Z)-C(a), 
<P(Z)

(15.7-6)

(15.7-7)
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where £(z) is the Weierstrass zeta function. Differentiating both members 
of (15.7-7) we get in view of (5.5-8)

- (^)2 = Mz)-p(z+4 (15.7-8)
<p(z) \<p(z)/

From (5.5-16) we infer that the expression on the right of (15.7-7) is

1 g>'(z)-^'(q)
2 p(z)-p(a)

and (5.5-3) may be read as
/ \ \ / \ 1 /£>'(z) — &'(a)\2p(z + fl)+p(z) + M«) = - ; / •

4\p(z) —p(a)/
It follows from (15.7-8) that

^77 = 0(a)+2p(z).
<p(z)

Hence <p(z) is a solution of (15.7-5) if a satisfies the equation

= h. (15.7-9)

Since also p( — a) = h, we obtain a second solution if we replace a by —a. 
Thus we have

A fundamental system of solutions of Lame’s equation (15.7-5) is

/ \ <r(z “I- tz) / ,z, x \
W'o(z) = ; exp(-zt(a)),

ff(z)a(a)

*i(z) = r a r \ eXp 
ff(z)ff(a)

(15.7-10)

provided that a satisfies the equation (15.7-9) and is not congruent to the 
half of a period.

In fact, if this should be the case, then wQ(a) / 0 and vv^a) = 0, i.e.r 
the functions w0(z) and wt(z) would be linearly independent.

Let us now consider the case that a is congruent to coa, a = 1, 2, 3, i.e., 
h = ea (as follows from (5.6-12)). Without loss of generality we may 
assume that a is equal to one of the values coa. From (5.6-2), (5.6-3) and 
(5.6-11) follows that in this case the two solutions (15.7-10) coincide. 
In order to obtain a fundamental system in this case we consider w0(z) as 
a function of the variable a, i.e.,

/(«) = exp (-zC(a)). (15.7-11)
<7(z)a(a)
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Supposing, for the time being, a coa, we have

lim — /'(wa)
a -* wa a — wa

and
lim /( a) /( 

a-*wa d — (Dx
Now

/(fl)-/(-fl) 
2(<z-®a)

is a solution of (15.7-5). Taking into account the fact that /(tua)=/(—®«)> 
it appears that

jim /(«) /(~fl) = i(/'(me)+/'(-<»«))
a-+wa 2\Cl— CDaJ

is a solution of (15.7-5) if h = ea.
Differentiating (15.7-11) logarithmically with respect to a we get

/'(fl) _ fl'(z + fl) _ fl'(fl) _.,(n 
f(a) a(z+a) a(a)

= ?(z+a)-C(a)-zC'(a).

Making a -> coa and taking into account (5.5-11) and (5.3-16) we find

= C(z+coa)-//a+zea, 
fM

or

/'(«>«) =/("«) (^(z+coJ-^+zeJ.

Again

/'(-®«) = /(«>*) (C(z-a>«)+>f«+zea),

= /(<»«) (C(z+®«)+ze« ~ na),

by (5.5-10). Thus we have (in view of (5.6-12))
If h = ea, a = 1,2, 3 a fundamental system of solutions is

w0(z) = fl«(z)
<r(z) ’

wi(z) = ^T^Wz + co^ + ze,).
<t(z)

(15.7-12)

If h has not an exceptional value the functions of the fundamental
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system (15.7-10) are not doubly periodic, but consist of a doubly periodic 
function multiplied by an exponential factor. If, however, h has one of the 
exceptional values ea the first solution of (15.7-12) is doubly periodic, 
but the second solution is not periodic.

It can be proved that if n is an arbitrary positive integer Lame’s equa­
tion is solved by

w(z) = o-fr+fl.) exp
v=i a(z)cr(av)

where aY,..an are constants to be determined.

15.7.3 - Alternative forms of lame’s equation

If we take zr = £>(z) as a new variable we easily find 

&'2+ ^"-(h + n(n + l)^ = 0.
aZ| dz

From (5.4-1) we obtain by logarithmic differentiation

p' 2\^-e1 $)-e2 &-

and Lame’s equation appears in the algebraic form (omitting afterwards 
the subscript from zt)

(15.7-13)

w" + - i 
2 '

' 1 1 1 > 
+ + -..

\z z c2 z — e3/
i , ft + n(n + l)z _w--------------- ------ -------- w = 0.

4(Z-el)(Z-e2)(z-e3)

This is a Fuchsian equation with singularities at e15 e2, and oo. It is 
easily verified that the roots of the indicial equation are 0, | at the finite 
singular points and |(«4-1), — in at z = oo.

Another form of Lame’s equation is obtained by introducing the 
Jacobian elliptic functions. Let us write

Zi = z\/el-e3

where the square root has been defined in (5.7-5). Then 

d2w d2w z x
(ci“e3)- 

dz dz{
From (5.14-19) follows

sn2zV^i— e3 sn zi
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and if we take z2 = zx+zK' we get in view of (5.16-11) 

^(z)-e3 = (e3-e3)k2 sn2 z2.

Hence the differential equation (15.7-1) takes the form

— ( — ----- F n(n +1) ( ——---- F k2 sin2 z2^ w = 0.
t/z2 &3 '^1 &3 ' j

Omitting again the subscript from z2 we finally have

w" — (A + n(n + V)k2 sn2 z)w = 0, (15.7-14)

the Jacobian form of Lame’s equation.

15.8 - Mathieu’s equation

15.8.1 - Mathieu’s equation as a limiting case of lame’s equation

In the Jacobian form (15.7-14) of Lame’s equation we let

B = n(n + l)k2

fixed as k -> 0 and n co. In the elliptic functions 2K -> n and 2zK'-> oo. 
for

k-t___ -w_ *-r -
Jo Vl — k2 sin2 0 Jo VI — k'2 sin2 0

Hence the singularities, which are situated at the points 2wK + (2m 4-1 )zK' 
(m and m' being integers) recede to infinity and we are left with the 
equation

w" —(X + B sin2 z)w = 0. (15.8-1)

By introducing other constants this may be written as

w" + (2 — 2h2 cos 2z)w = 0. (15.8-2)

This is Mathieu's equation.
The process which effects the coincidence of two or more singular 

points of a differential equation of the Fuchsian type is called confluence. 
Hence Mathieu’s equation is a confluent equation of Lame.

The theory of Mathieu’s equation is rather involved and has given rise 
to an extensive litterature. In this paragraph we must confine ourselves 
to a sketchy treatment.
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15.8.2 - Floquet’s THEORY

The following analysis is aplicable to any linear differential equation 
with periodic coefficients which have only isolated singularities in the 
finite plane.

Let w0(z), Wi(z) be a fundamental system of solutions at a regular point 
of any linear differential equation in which the coefficients have the period 
2tc. Since w0(z+2ti) and w1(z4-2tc) are obviously solutions of the equa­
tion, they can be expressed in terms of the continuations of w0(z) and 
wfz) by a matrix equation of the type

w0(z+27c)~| 
w1(z + 27t)J (15.8-3)

Now we ask as in section 15.1.5 whether there is a multiplicative solution

v(z) = cowo(z) + c1w1(z), 
with

v(z + 2tt) = or(z). (15.8-4)

Just as in section 15.1.5 we see that the number a must satisfy the 
characteristic equation

det(A-aE) = 0. (15.8-5)

Defining p by the equation a = e2ng and writing <p(z) for e"gzr(z) we see 
that

<p(z + 27r) = e“M(z+2’')r(z + 27c) = <p(z). (15.8-6)

Thus we have proved Floquefs theorem
The differential equation (15.1-9) where p(z) and q(z) are periodic with 

period 2n has a particular solution Q^z(p(z\ where <p(z) is a periodic function 
with period 2n.

In the particular case of Mathieu’s equation a fundamental system of 
solutions is then

w0(z) = e"z<p(z),
Wj(z) = e~gz<p(-z), 

since the equation is unaltered by writing — z for z. Here p is a definite 
function of A and h2.

15.8.3 - Mathieu’s functions

The equation (15.8-2) has no finite singular points and, therefore, its 
solutions are valid for all finite values of z. If w(z, A) denotes a solution, 
so does w( —z, 2) and it follows that

|(w(z, 2) + w( — z, z)), |(w(z, z) — w( — z, 2))
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are again solutions. But the first is an even function and the second is an 
odd function. Thus it is sufficient to consider only even or odd solutions.

Two independent even solutions and, likewise, two independent odd solu­
tions cannot exist.

Indeed, if the equation possessed two independent even solutions a 
solution satisfying the initial conditions H’(0) = 0, w'(0) = 1 would not 
exist, which is in contradiction to the fact that the origin is an ordinary 
point. A similar argument shows that two independent odd solutions 
cannot exist.

A general theorem in the theory of linear differential equations of the 
second order in the real domain, the so called oscillation theorem, applied 
to Mathieu’s equation states

If h is real there exists a non-decreasing sequence Ax, A2,.. of values 
of the parameter X tending to infinity, such that to each Am, m = 1, 2,..., 
corresponds a periodic solution w(z, Am) with period and satisfying the 
boundary conditions

w(-7T, 4) = w(it, lm), w'(-7C, 2m) = w'(7t, 2m)

and every w(z, Am) is characterized by the fact that in —ti < z < 7t it 
possesses m zeros orm + 1 zeros, according as m is even or odd.

These values of A are called the characteristic values.
The periodic solutions of Mathieu’s equation with period 2tc are called 

the Mathieu functions of the first kind.
Let us consider an even solution of (15.8-2) with period 2tc. Suppose it 

is expanded in a cosine series (uniformly convergent in any bounded and 
closed set in the z-plane). If FF(z) is a solution so is w(z+ri). Since the 
equation cannot have two independent even solutions the functions 
w(z + 7c) and w(z) differ only in a multiplicative constant. It follows that 
the series are of the form

00 00

£ cv cos (2v+l)z, y, cv cos 2vz. (15.8-8)
v=0 v = 0

Similarly the odd solutions have the form
oo oo

y c' sin (2v + l)z, y cv s*n 2vz. (15.8-9)
v = 0 v=0

These solutions are said to be of the type Ci9 Co, S19 So respectively.
A degenerate form of Mathieu’s equation is obtained if we take h = 0 

viz.,
w" + Aw = 0 (15.8-10)

which admits of the succession of characteristic values A = m29 m = 0,
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1,2,..., and corresponding solutions are

1, cos z, cos 2z, cos 3z,...,
sin z, sin 2z, sin 3z,....

The Mathieu functions which reduce to these functions as h 0 are 
denoted by

ce0(z), ce/z), ce2(z), ce3(z),..
set(z), se2(z), se3(z),...

and their expansions are

ce2n+l(z) = EA,2v+1COS(2v + 1)z, X„,2n+1 = 1, 
v = 0

00

ce2n(z) = X 2v COS 2VZ, An> 2n = 1,
v = 0
„ (15.8-11)

se2n+l(z) = X b»,2»+i sin(2v+l)z, B„.2n+1 = 1, 
v = 0

co

Se2n(z) = X Bn, 2v 2VZ, B„, 2„ = 1.
v = 0

15.8.4 - Recurrence relations

If a characteristic value of A is known we may obtain the corresponding 
periodic solutions from recurrence relations connecting the coefficients 
in the expansions (15.8—8) or (15.9-9). Consider e.g., a solution of the 
type

Ci(z) = X cv cos (2v + l)z. (15.8-12)
v = 0

Differentiating two times

Ci'(z) = — (2v +l)2cv cos (2v +l)z. (15.8-13)
v = 0

Inserting this into (15.8-2) we get
00 00

X (2v+l)2c„ cos (2v+l)z—2 X cv cos (2v+l)z + 
v=0 v = 0

oo oo

4-ft2 X cvcos (2v + 3)z + /i2 £ cy cos (2v — l)z = 0 
y=0 v = 0

and we easily deduce the recurrence relations

(z— 1 — h )c0 — h = 0, 8-14)
((2n + iy-X)cn+h2(cn.1+cn+1') = 0, n = 1, 2........
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Similarly we have for a solution of the type Co
00

C0(z) = X Cv cos 2vz 
v : 0

the recurrence relations

Xc0 — h2cl = 0, 
((2n)2-l)c,+fc2(c,-1+cll+1) = 0, n = 1,2........

In the same way a solution of the type exists:
00

Sj(z) = Y c' sin (2v+ l)z, 
v-0

with the recurrence relations

(15.8-15)

(15.8-16)

(15.8-17)

(2 l + h2)c'o h2c[ — Q, (15.8-18)
((2n + l) -X)c'„-h (c;_i + c;+1) = 0, n = 1,2,.. .,

and a solution of the type So:
oo

S0(z) = £ c'v sin 2vz, (15.8-19)
v = 0

with the recurrence relations

(2 — 4)ci — h2c2 = 0, 
((2n)2-x)c;+/i2(c;_i+c;+1) = o, « = 2,3,....

The recurrence relations may also serve to evaluate the characteristic 
values. We wish to illustrate this in the example of ce0(z). According to 
(15.8-11) and (15.8-16) we now have

^02 — 0? 

— h2 Aqq + (2 — 4)X02 — h2 Aq4 = 0, 
-h%2 + (2-16M04-/i2A06 = 0.

Now these equations must be consistent: the condition for their con­
sistency is

2
-h2

0
0

D =

— h2 0 0 0
2-4 — h2 0 0
-h2 2-16 -h2 0

0 -h2 2-36 — h2
= 0.

As it stands this infinite determinant needs not to be convergent; it may, 
however, be made absolutely convergent by multiplying each row by an 
appropriate factor. By Dt, D2,. . . we denote the determinants obtained
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by omitting the first row and column, the first two rows and columns, etc. 
Then

D = 2D1-h4D2, Dl=(A-4)D2-h4D3,....

It follows that

2 = ft4^, — = (2—4) —/i4 — ,...
Dt D2 D2

and in this way we obtain the continuous fraction

ft4 | _ h4 | _ h4 |
2-4 2—16 2-36

(15.8-21)

and it can be proved that the fraction the right is convergent. Given h2 the 
number A may be found by successive approximation.

15.8.5 - Ince’s theorem

In the case of degenerence h = 0, to the same value A = m2 correspond 
two periodic solutions cos mz and sin mz, which constitute a fundamental 
system. Mathematicians were during a long time under the impression 
that also Mathieu’s equation may admit of a fundamental system of two 
periodic solutions corresponding to appropriate values of A and h. This 
view is not correct as has been proved by E. L. Ince in a very elegant way.

Suppose that h / 0 and let A be such that Mathieu’s equation has a 
solution of the type C\. If w^z) and w2(z) are independent solutions of 
(15.8-2) we have

Wi w2 — w2wi' = 0, 
or

w2wi = c, (15.8-22)

c being a constant. It follows that if is of type then w2 is of type Si 
and not of type So (provided w2 is also periodic). From the first equations 
(15.8-14) and (15.8-18) we find by eliminating h

C° C1 - 2c c' 
, t — ZCqCq.

c0

Similarly the second equations give

Ct/Sn- 1 4“ Cn + 1) = Cn(Cn- 1 4" Cn+ 1)>

or
Cn Cn +1

Cn Cn +1

Cn-1
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whence for all values of n

If c0 = 0 the remaining coefficients are zero and the solution is identi­
cally zero. Therefore c0 / 0 and similarly c'Q / 0. But in order that the 
series may be convergent it is necessary that

lim cn = 0 
n->oo

which leads to a contradiction. Thus, except when h = 0, solutions of the 
type Ci and Si cannot exist simultaneously. In the same way it may be 
proved that solutions of the type Co and So do not exist simultaneously. 
Thus we have Ince's theorem

Except in the case that h = 0 for every h in the equation (15.8-2) to 
every value of A corresponds at most only one periodic solution.

Assuming h / 0 we conclude that if one solution wt(z) is periodic 
the second solution w2(z) is definitely aperiodic. From (15.8-22) we get

Now let
00

w^z) — C/z) = X c»cos (2v+l)z.v = 0
Then

w|(z) = X avcos 2vz v = 0
and since wff) is not zero at z = 0,

00

l/wf(z) = £ bv cos 2vz, 
v = 0

this series being convergent at least for sufficiently small values of |z|. 
Consequently

oo oo

w2(z) = c( £ cv cos (2v + l)z)(f>oz+ Y, dv sin 2vz),v = 0 v=l
where, since w2(z) is known to be not periodic, b0 is not zero. Therefore, 
with an appropriate choice of c

w2(z) = zC1(z) + S*(z),

where S*(z) is a series of the type S^. Thus w2(z) is not periodic, but 
quasi-periodic

w2(z + 2tc) = w2(z) + 2tcw1(z). (15.8-23)
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The nature of the second solution, when the first solution is of the type 
St, Co, So may be investigated in the same way.

The aperiodic functions associated with the periodic solutions in the 
above described manner are called Mathieu's functions of the second kind. 
They are denoted by

dC 
ce^(0’

dt
se^(z)’

(15.8-24) 
m = 0, 1,..

where the value of z0 is not very important.

15.8.6 - The integral equation of Whittaker

We conclude our account of Mathieu’s equation with the proof of the 
statement that the Mathieu functions of the first kind satisfy certain 
integral equations. We confine ourselves to one example, viz., that any 
Mathieu function, being either even or odd, satisfies an integral equation 
with symmetrical kernel: 

exp (2h sin z sin O)(p(0)d9. 
n

(15.8-25)

It is advisable to write (15.8-2) as

w"+(A — 4h2 cos2 z)w = 0, (15.8-26)

where A is written rather than 2 + 2A2. Now we consider the function 

exp (2h sin z sin 6)(p(0)d0, 
n

where <p(0) is regular between —n and n, periodic with period 2zr, and 
either even or odd. Then we have

#"(z) — 4h2 0(z) cos2 z sin z sin 0) x

x(4/i2 cos2 z sin2 0 — 2h sin z sin 0 —4/i2 cos2 z)<p(0)d0.

Since

cos2 z sin2 0 —cos2 z = (1 —sin2 z)(l—cos2 0) —cos2 z 
= sin2 z cos2 0 —cos2 0,

the integral may be written as
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*7t

exp (2h sin z sin 0)(4h2 sin2 z cos2 0 — 2h sin z sin 0 + 
— n

— 4/i2 cos2 O)(p(0)d0

Cn d= <p(0) — (2h sin z cos 0 exp (2h sin z sin 0)d0 +
J -n dO

h2 cp(O) cos2 OdO = 2h(p[0) sin z cos 0 exp (2/i sin z sin 0)

(p'(&)(2h sin z cos 0 exp (2h sin z sin 0)dO +

4h2 <p(0) cos2 OdO.

Since cp(0) is periodic the integrated part vanishes. Integrating again by 
parts we get

— <p'(0) exp (2h sin z sin 0)
n

+
—n

+ exp (2h sin z sin 0)(cpf' — 4h2 cp(6) cos2 0)J0.

By hypothesis <p(0) is either even or odd. In the first case (p'(it) 
= (p'( — 7i) = 0, in the second case (p'(n) = (p'(— ft).

Hence

0"(z) + (A —4/i2 cos2 z)3>(z)
*1t

exp (2h sin z sin 0)(<p" + (A — 4h2 cos2 0)<p(0)d0.

Let now A have a characteristic value and let cp denote an even or odd 
solution of Mathieu’s equation. It follows that the integral on the right 
vanishes and that is also a solution of Mathieu’s equation, being even 
or odd according as (p is even or odd. Hence cp = k$ and this proves the 
assertion.

It is easily verified that $ is not identically zero if (p does not vanish 
identically, for

00 (2h}v
exp (2h sin z sin 0) = £ -—— sinv z sinv 0 

v=o v!

and since the series on the right is uniformly convergent if — ft 0 ft, 
we would have from <P(z) = 0 identically

n V (2/l)V ' v0 = 2, -—- sin z 
v=o v!

•7t

n
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The series on the right is a power series in sin z and it follows that

I <p(0) sin" 0d0 = 0, n = 0, 1, 2,.. .. 
J — n

By the formulas mentioned at the end of section 3.13.5, written as

( —l)"22n-1 sin2" 0

= cos 2nd — cos (2n—2)0 + j cos(2n—4)0 + ...+( — 1)" |
\ 1 / \2/ \n /

and
( —1)"22" sin2"+1 0

= sin(2n + l)0 — sin (2n —1)0 +

+ + sjn (2n — 3)0+ ... + ( —1)" + sjn
\ 2 / \ n /

we find that

cos 2n0d0 = 0, <p(0) sin (2n + l)0c/0 = 0.

By hypothesis <p(0) is either even or odd and we see that under the 
assumption that cP(z) = 0 identically all its Fourier coefficients vanish. 
By a well-known theorem in the theory of Fourier series this is absurd if 
<p(0) does not vanish identically.

In quite the same way we may prove
Any even Mathieu function satisfies the integral equation

(p(z) = k f exp (2ih cos z cos 0)cp(0)d0 (15.8-27)
•/ —71

and any odd Mathieu function satisfies the integral equation 

exp (2ih sin z sin 0)(p(0)d0. 
n

(15.8-28)

These integral equations may be used to construct Mathieu functions.



Chapter 16

THE HYPERGEOMETRIC DIFFERENTIAL EQUATION

16.1 - The hypergeometric series

16.1.1 - Riemann’s scheme

A differential equation of Riemann with singular points at z = 0, 1, oo 
and having an exponent equal to 0 at each of the points z = 0 and z = 1 
is called a hypergeometric differential equation.

The restriction to the study to this type of differential equations, in­
stead of the consideration of the general Riemann equation, does not 
imply a loss of generality. For we shall prove that by an appropriate trans­
formation this latter equation can be brought into the hypergeometric 
form.

In order to study the effect of certain transformations Riemann 
introduced the scheme 

b c
P 7 z 
P' 7' .

(16.1-1)

for any solution of Riemann’s equation. In this scheme the singular points 
are placed in the first row with the roots of the corresponding indicial 
equations beneath them; the independent variable is placed in the fourth 
column. It should be noticed that (16.1-1) does not stand for a single 
function, but for the class of all solutions of a differential equation. An 
equality

P a,
-X

Pi 
P'i

d2 b2 C2
zi = P a2 p2

7i J La2 fa 72 
^2 =

means that the class of solutions of the differential equation correspond­
ing to the scheme on the left is also the class of solutions of the differ­
ential equation corresponding to the scheme on the right, if the change of 
variable has been effected as indicated. If a solution of one equation is 
provided by a solution of the other equation by multiplying it by a certain 
function, the same for all functions of the class represented by the scheme, 
we shall multiply the Riemannian scheme by this function.

[600]



16.1] THE HYPERGEOMETRIC SERIES 601

Any solution of Riemann’s equation can be obtained by combining 
linearly independent integrals of the type (15.6-38).

A linear transformation of the variable z transforms a solution (15.6-15) 
into a similar solution of the transformed equation with the same exponents.

Let
z -> Az (16.1-2)

denote this linear transformation; we may write symbolically

~ a b c
P a p y z

P' y'

”Aa
a 

_ a'

Ab Ac 
p y Az 
P' y'

(16.1-3)= P

We recall that the meaning of this equality is the following: a solution 
of the original equation is also a solution in terms of Az of a Riemann 
equation with singularities at the transformed singular points, the 
exponents remaining unaltered.

The exponents of the integral in (15.6-15) remain unchanged if we add 
a number k to a and a', a number A to p and P' and subtract k + A from 
y and y'. This leads to

b 
p 
P’

c
y z 
y’

~ a b
= P u + k P + X 

jx' + k fi' + X

c 
y—k—Az , 
y' — K — k _

(16.1-4)

By this transformation the fundamental identity (15.6-4) is not violated. 
It is clear that a permutation of the first three columns has no influence 
on the meaning of Riemann’s scheme (16.1-1). It is also allowed to inter­
change the exponents of any column.

By means of the transformation 

we obtain, in accordance with (16.1-3),

~ a b c 0 1 oo
p ct P y z = p a P y Az

.a' P’ y’ - _a' 0' /

Applying now (16.1-4) with k = — a, A = — j?, we find 

(16.1-6)
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and it appears that any solution of the general Riemann equation can be 
obtained from a solution of the hypergeometric equation.

In future we shall denote the solutions of a Riemann equation with 
singularities at z = 0, z = 1 and z = oo by the scheme

P a 
a'

P 
P'

y 
y'

(16.1-7)

16.1.2 - The HYPERGEOMETRIC DIFFERENTIAL EQUATION

The hypergeometric differential equation may be obtained from Rie­
mann’s equation by making a -> 0, b -► 1 and c oo. But we may also 
proceed in a straightforward manner to write down a differential equation 
with singularities at z = 0, 1, oo and having the appropriate exponents 
there. By the general theory of Fuchs the coefficient p(z) in (15.1-9) has 
simple poles at z = 0, z = 1 and a simple zero at z = oo (see sections 
15.2.2 and 15.5.1) Again q(z) has double poles and a double zero in the 
corresponding points. Hence we may put

P(z) = ^ + ^-, 
z z — 1

_ . B2 . . Ci
z2 (z — 1)2 z z — 1’

with Ci + C2 = 0, in accordance with (15.5-7). The indicial equations 
(15.5-16) and (15.5.17) at z = 0, 1 and oo are respectively

P(P~ D + + = 0,
p(p-V) + A2p + B2 =0,
p(p~ 1) + (2 — ~~^i)p~^~ (Bt +B2 + C2) = 0.

It is common practice to denote the exponents at z = oo by a, b and the 
exponents at z = 0 by 0, 1 — c. There is no danger of confusion with the 
notation in Riemann’s equation, for the singular points are now fixed at 
z = 0, 1 and co. In terms of the original exponents we have

a — a + fl + y, b = a + /? + /, c = 1+a —a'. (16.1-8)

Since the sum of all exponents is unity and one of the exponents at z = 1 
is zero, the other is c — a — b. Inserting these values of the exponents into 
the indicial equations we easily find Br = B2 = 0, = c, A2 = a +
+ b — 1, C2= — Ci=ab. Thus the hypergeometric differential equation
may be written in the standard form

z(l —z)w"—((a + b + l)z —c)w' —abw = 0. (16.1-9)
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The corresponding Riemann scheme is

It should be noticed that by (16.1-8) and (15.6-4) the differences of the 
exponents a, a'; /?,/?' and y, y' are determined by a, b and c, for we 
easily find

a'-a=l-c, fi'-fi = c-a-b, y'~-y = b-a. (16.1-11)

Sometimes it is convenient to bring (16.1-9) into a simpler form by 
introducing the operator

n d& = z — (16.1-12)
ciz

which has the neat property that QzK = kzk. Since

zw' = Qw, z2w" = 32w — 3w,

we find (after multiplying the left member of (16.1-9) by z)

(1 — z)(32w — 3w)~ (# + £+ I)z9w + c3w — abzw = 0,

or

3(<9 + c —l)w = z(S + a)($ + fc)w, (16.1-13)

the desired modified form of the hypergeometric differential equation.

16.1.3 The invariant of the hypergeometric differential equation

The invariant R(z) of the equation (16.1-9) is obtained if we insert 

into (15.1-29). Writing

K(z) = —i+Bz+,C (16.1-14)
V 7 2z2(z —I)2 V

we have

Az2 + Bz + C = 4abz(z— 1) — ((a + Z> +l)z—c)2 +
-2(a + b+ l)z(z- l) + 2((a + Z>+ l)z-c)(2z- 1).

Comparing the coefficients of z2 we find

A = 4ab — 2(a + b+V) + 4(a + b+V) — (a + b+l)2 = l-(a-b)2.
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Inserting z = 0 we get
C = 2c —c2 = 1 — (1 — c)2

and by taking z = 1 we find

A + B+C = 2(rz + 6-c+l)-(a + ^-c+l)2 = l-(a + 6-c)2.

Taking into account (16.1-11) we see that A, B and C may be expressed 
in terms of the differences of the exponents of a Riemann equation with 
singularities at z = 0, 1, oo.

Summing up we have
The invariant R(z) of the hypergeometric differential equation is the 

function (16.1-14) with

A = l-(a-/>)2,
B = (a-6)2 + (l-c)2-(c-a-Z>)2-l, (16.1-15)
C = l-(l-c)2.

16.1.4 - The hypergeometric series

Since one of the exponents at z = 0 is equal to zero, the hypergeometric 
differential equation admits of a solution which is regular at z = 0. We 
insert the series

w(z) = E cvzy (16.1-16)v = 0
into the equation (16.1-13). Since 9zK = kzk we have

9(9+c-l)w(z) = Y v(v+c—l)cvz” + £ (v+c)(v+l)cv+1zv+1v=0 v=0
and

z(S + tf)(34-Z>)w(z) = E (y + a')(y + b>)cvzv+i.v = 0
Equating coefficients of equal powers of z we find the recurrence relations

(n + c)(«+ l)cn + 1 — (n + a)(n + b)cn9 n = 0, 1, 2,.. .. (16.1-17)

If c is zero or a negative integer these relations can be solved only if a 
and b have special values. In all other cases we may take c0 = 1 and the 
remaining coefficients are uniquely determined by

cn+i = (a + n)(h + n), (16.1-18)
c„ (c+n)(l + n) ’

whence
_ a(a + l)... (a + n — l)b(b + l). . . (b + n — 1) 1

c(c + l)... (c + n — 1) nl
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Thus we obtain the hypergeometric series

w(z).i+^£ + ‘-(°+W-h)£! +... (161_19)
cl! c(c + l) 2!

This series will be denoted by

F(a, b; c; z).

Notice that it is symmetric in a and b, as is the hypergeometric differential 
equation (16.1-9).

The series terminates after a finite number of terms if at least one of 
the numbers a, b is zero or a negative integer. In the remaining cases it is 
convergent if |z| < 1, for it follows from (16.1-18)

= i.
n-*co Cn

A function obtained by continuing analytically the series beyond its 
circumference of convergence is called a hypergeometric function.

It is convenient to introduce the symbol

M r(»+-)„(^+i)...Q+--i). if »>o, (161.M)
r(s) h, if n = o. 7

Clearly
(4. =(-!)"«! (~5)’ (16.1-21)

as follows from (2.16-19). Accordingly the hypergeometric series may 
be written as

- (q)v(b)v £ = r(c) - r(^+v)r(h+v) £ 
=0 (c)v v! T(a)r(h)v=o r(c + v) v! *

(16.1-22)
where c is different from 0, — 1, — 2,....

A direct consequence is the formula

— F(a, b; c\ z) = — F(a+l, b+1; c+1; z). 
dz c

(16.1-23)

16.1.5 - Special examples

The hypergeometric series covers a great variety of well-known func­
tions. Typical examples may be found by giving a, b and c particular 
values.
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Since (1)„ = w!, we have

F(l,l;l;z) = f z’ = 
v = 0 1—Z

the ordinary geometric series.
Taking account of (16.1-22) we have more generally

00 /s\
F(-S)l;l;z) = X(-l)vr zv = (l-z)s, 

v = 0 \v/
the binomial series.

Observing that (2)„ = («+l)! = (n + l)n!, we find 
00 v+1 1

zF(l, 1; 2; z) = £ ------= log------- .
v = 0V+l 1— Z

The relation

(«+l)n = -----  (S)n
S

yields for s = | the equation

«)„ = (2« + l)Q)„

and so, by virtue of (2.16-23),
oo 2v+l

zF(i, 1; i; -z2) = y (-1)”------- = arctan z.
v=o 2v+l

Similarly, in view of (2.17-3),

zF(|, z2) = arcsin z.

(16.1-24)

(16.1-25)

(16.1-26)

(16.1-27)

(16.1-28)

It is easy to see that the series (14.5-11) for the function K(z) may 
be written as 

whilst the series (14.5-16) for E(z) takes the form

oo

E(Z) = 2^ E
v = 0 (v!)2 v% (l)v v!

Thus we have

K(z) = i7rF(i, j; 1; z), 
E(z) = jnF(i, -i; l;z). (16.1-29)
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Finally we consider the series (15.4-37) for the function F_(k + 1)(z). 
The coefficient of z~2n may be written as

(k + 1)(k + 3) . . . (k + 2h — 1)(k + 2)(k + 4) . . . (k + 2h)
2"w !2n(K+^)(K+2 +1) • • • + + m —1)

_ (iK + %)n(iK+tyn J_ 
(*+<)»

Hence we may bring Legendre’s function of the second kind into the 
hypergeometric form

QK(z) = + -----1— f(xk -|_ x 4- j • K + j z 2)
2*+1T(k + 4) z*+1 U 7 (16.1-30)

An expression for Legendre’s function of the first kind in terms of hyper­
geometric series may be obtained from (15.4-42).

A simpler expression for PK(z) can be obtained by a simple trans­
formation. It is readily seen that the solutions of Legendre’s equation 
(15.4-27) are characterized by the scheme

— 1 oo 
P 0 —K

0 k+1

1
0 z
0

By means of the substitution z -> |(1 — z) this changes into

"0 
0

_0

1
0P
0

oo
— K |(1 — z)

k + 1

Since PK(z) is regular at z = 1 and takes the value 1 there, we conclude 
that

PK(z) = F( — k, k + 1; 1; |(1 — z). (16.1-31)

This is Murphy's expression for Legendre’s function of the first kind.

16.1.6 - Kummer’s twenty four series

By linear transformation of the variable z we may carry the singular 
points of Riemann’s equation (15.6-5) into the points z = 0, 1, oo 
respectively. An equation with these singular points is characterized by 
the scheme

ro 1

La' P'

oo 
y 
y'

P y
La' P' y’P a 0 (16.1-32)
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This can be reduced to the hypergeometric scheme by applying (16.1-4) 
and this reduction can be performed in many ways. For we may take for 
k one of the values a, a', for A one of the values /?, /?', giving four possibil­
ities. Moreover, we can permute the singular points 0, 1, oo by means of 
the transformations of the group of the anharmonic ratio

1 . 1 z z — 1z -> z, — , 1 — z,----- , -------, ------
z 1—z z—1 z

(16.1-33)

Thus we obtain 24 transforms of the original equation and, therefore, 
24 possibilities to represent a solution of Riemann’s general equation 
as solutions of certain hypergeometric equations. In particular we may 
start with a hypergeometric equation and so we have Kummer's theorem:

Any solution of the hypergeometric equation (16.1-9) can be represented 
by solutions of twenty four (formally) different hypergeometric equations.

This theorem may also be stated as follows
There are twenty four hyper geometric series which provide a solution of 

a given hypergeometric differential equation.
It is not difficult to obtain these series explicitly.
The hypergeometric series (16.1-23) is a solution corresponding to the 

exponent 0 at z = 0. We shall denote this solution by w01(z). Since

TO 0 a "I _ F 0 c-a — b b ”1
l_l — c c—a—b b J Ll — C 0 a J

= (z-l)c~a~bP 0 0
1—c a+b—c

c — a
c — b z

the solution regular at z = 0 may also be written as

w02(z) = (1 —z)c a bF(c — a, c — b; c;z), (16.1-34)

where we have taken 1 — z rather than z — 1 in order to obtain a function 
which takes the value 1 at z = 0.

The transformation z->z/(z—1) interchanges the points 1, oo and 
leaves z = 0 invariant. We have now

0 0 a 1 „ T 0 a 0 z ~\z = F -----
1 — c c — a — b b J |_l~c b c — a — b z—1J

_ /_z____ Aa p I" ° 0 a z ~|
\z—1 / Ll — c b — a c — b z — 1J

It follows that

w03(z) (z \a, c — b; c;----- ) .
z — 1/

(16.1-35)
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Since there is symmetry between a and b, we also have a solution

w04(z) = (l —z) bF (b9 c — a; c; —Z—) . 
\ z—1/

(16.1-36)

A solution corresponding to the exponent 1 — c at z = 0 may be found 
by observing that

_ T 0 0 a "1 __ri —c 0 a 1
PL Z\=P\ , , ZLI — c c — a — b b J L 0 c — a — b b J

= Z1-cpF 0 0 a-c+1 zl|_c —1 c — a — b b — c + 1 J ’

The desired solution may be taken as

wor(z) = z1~cF(a-c + l9 b —c4-l;2-c;z). (16.1-37)

Proceeding as before we may get from this solution three other solutions 
W02'0)> WO3,(Z), W04.(z).

In order to obtain a solution corresponding to the exponent 0 at z = 1 
we apply the transformation z -> 1 — z which interchanges the points 0, 1 
but leaves z = oo invariant. From

o o « i „ r o o
1 — c c — a — b b J [_c — a — b 1 — c 

a 
b

1 —z

we deduce

Wii(z) = F(a, b; a + b — c+1; 1—z) (16.1-38)

and a solution corresponding to the exponent c — a—b at z = 1 is repre­
sented by

wir(z) = (1 — z)c~a~bF(c — a, c — b; c — a — b + l;l — z). (16.1-39)

Either of these solutions gives rise to three other expressions.
Finally we perform the transformation z -> 1/z, interchanging the 

points 0 and oo, leaving z = 1 invariant. Now we have

Pr ° ° a z~\ = P[a ° ° z-i"|
Ll — c c—a — b b J [b c — a — b 1 — c J

=z~ap r ° ° a z-ii
[h—a c—a—b a — c + 1 J‘

Hence a solution corresponding to the exponent a at z = oo is 

wooi(z) = z~aF(a, a-c + 1; a-b + 1; z-1) (16.1-40)

and by reasons of symmetry a solution corresponding to the exponent b



610 THE HYPERGEOMETRIC DIFFERENTIAL EQUATION [16

at z = oo is

= z~bF(b, b — c+1; b — a + 1; z~1). (16.1-41)

For the sake of completeness we shall list all series obtainable by the 
method described above.

wOi(z) = F(a,b;c;z),
w02(z) = (l — z)c~a~bF(c — a, c-b; c; z),
w03(z) = (l-z)~aF(a,c-b;c;z/(z-l)),
w04(z) = (l-z)~bF(b, e-a; c; z/(z-l));

woi'(z) = z‘ cF(a — e + l, b-c+1; 2-c; z),
w02-(z) = z1-c(l-z)c-a-bF(l-a, l — b;2—c;z),
w03-(z) = zl~c(l-z)c~a~lF(a-c+l, 1-b; 2-c; z/(z-l)), 
w04-(z) = zl~c(l-z)c~b~1F(b—c + l, 1-a; 2-c; z/(z —1));

Wn(z) = 
w12(z) = 
w13(z) = 
wJ4(z) =

F(a, b; a + b — c +1; 1 — z), 
zl~cF(a — c + 1, b — c + 1; a + b — c + 1; 1 — z), 
z~aF(a, a — c + 1; a + b — c + 1; (z —l)/z), 
z~bF(b, b — c + 1; a + b — c+1; (z —l)/z);

wir(z) = (1 — z')c~a~bF(c — a, c — b;c — a — b + l; 1—z),
wi2'(z) = z1-c(l — z)c~a~bF(l — a, 1 — b; c — a — b + 1; 1 —z), 
w13,(z) ~ za-c(l — z)c~a~bF(l — a, c — a; c — a —b + 1; (z —l)/z), 
w14,(z) = zb~c(l—z)c~a~bF(l — b9 c — b;c — a — b + l; (z —l)/z);

w^^z) = z aF(a, a-c+1; a-b + 1; z 1),
w^^z) = z~a(l - l/z)c-a-bF(l - b, c- b; a - b +1; z~1), 
W^tz) = z"fl(l-l/z)"flF(a, c-b; a~b + l; 1/(1-z)), 
w^^z) = z-fl(l —l/z)c-a-1F(l —/?, a-c + 1; a-b + 1; 1/(1-z));

^coi^z) = z bF(b, b — c+1; b-a + 1; z J),
^ooZ'C2) = z~\l — l/z)c~a~bF(l— a9 c — a; b — a + 1; z-1), 
w^a^z) = z~b(l-l/z)~bF(b, c-a; b-a + 1; l/(l-z)), 
™oo4'(z) = z"h(l-l/z)c"ft"1F(l-a, b-c + 1; b-a + 1; 1/(1-z)).

16.1.7 - The hypergeometric integrals

Analytic continuation of the hypergeometric series beyond the circle 
of convergence may be effected by representing it by a definite integral. 
Starting from (16.1-22) we may write (in view of (4.7-37) and (4.7-38))
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Wfcf) F(a, b. c- z) = f r(a+^T(c-a)zV 
r(c) v=o v! r(c+v)

= £ (~b) (-i)vzv£ua+v-i(i-u)c-a-idM

f1 00 / —M
= Ma-'(i-«ra"1x v

Jo v=0 \ v /

valid under the assumptions Re a > 0, Re (c — a) > 0, |z| < 1. The series 
within the sign of integration is a binomial series. We finally have

r(a)r(c — F(a,b;c;z) = f1Ma"1(l-u)c-a’1(l-zu)-6dw> 
r(c) Jo

^(^)^(c—0p(a, c. _ f u)c-i,-1(l— zu)~adu.
r(c) Jo

(16.1-42)

The second equation is a consequence of the fact that the hypergeometric 
series is symmetric with respect to a and b; it is valid under the assump­
tions Re b > 0, Re (c—b) > 0, |z| < 1.

Proceeding as in section 2.9.1 we may show that the above integrals are 
regular at every point z of the region obtained from the z-plane by slitting 
it along the real axis from +1 to +oo. The integrals (16.1-42) were 
already known to Euler, and are, therefore, referred to as the Eulerian 
integrals. They reduce to the integrals for the beta function if b or a is zero.

Since every solution of the hypergeometric differential equation listed 
at the end of the previous sections corresponds to two Eulerian integrals, 
the number of these integrals representing a solution of the given hyper­
geometric differential equation is fourty eight.

For many applications it is convenient to introduce the variable t = 1/w. 
The second integral of (16.1-42) takes the form

rta-c(t~l)c-b'\t-zyadt. (16.1-43)
J i

It is an integral of the type occurring in (15.6-15). As we pointed out in 
section 16.1.2 we may obtain the hypergeometric differential equation 
from Riemann’s equation by making the singular points a, b and c tend to 
0,1 and oo respectively. If in (15.6-15) we divide by cy+/ic-1 =ca+p+y+v -1 
we obtain, after performing the limiting process, the integral

za(z-i)fi j t>“-1(<t-iyb-\t-z),i+1dt.

Inserting the appropriate exponents we find (16.1-43) in the more
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general form

c \t-zyadt9 (16.1-44)

where the path C is such that f dV = 0, V(t) being the function

V(t) = (16.1-45)

It is clear that F(/) vanishes at the points 1 and oo, provided that 
Re (c—b) > 0, Re b > 0 and z not on the real line 1 x S oo. This proves 
again that (16.1-43) is a solution of the hypergeometric differential equa­
tion.

In more unfavourable instances we take for C a double loop of the 
Jordan-Pochhammer type (fig. 16.1-1) which does not encircle the point 
z. From (15.6-22) we get

9 (1 -e2nii,)(l -e2’,,(c~t))F(a, b; c; z)

(16.1-46)

For applications in the next section we need the following result. If 
we make the assumptions Re a > 0, Re (c — a — b) > 0 then the limit
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of the first integral on the right of (16.1^12) as z -> 1 is

r(a)r(c-Q-b) 
r(c-b)

It follows that

(16.1-47)

The restrictions on the parameters a, b and c can be relaxed as we shall 
see in section 16.3.5.

16.1.8 - Analytic continuation of the hypergeometric series

We proceed to solve the problem of expressing an analytic continuation 
of the hypergeometric series in terms of a fundamental system about the 
singular point z = 1 or about z = oo.

Assuming that c — a — b is not an integer we see from Kummer’s table 
(section 16.1.6) that the functions

wn(z) = F(a, b; a + b — c+1; 1 — z) (16.1-48) 
and

wir(z) = (1 — z)c~a~bF(c — a, c — b; c — a — b + 1; 1 — z) (16.1-49) 

constitute a fundamental system of solutions of the differential equation 
(16.1-9), valid in the open disc |z— 11 < 1. We make the second function 
definite by giving (1 — z)c~a~b its principal value.

In the intersection of the discs |z| < 1, |1— z| < 1 we must have the 
identity

w10(z) = Aw11(z) + Bwir(z), (16.1-50)

where A and B are constants. Supposing that Re a > 0, Re (a + b) 
< Re c < 1 we may apply (16.1^17).

If we make z tend to 1 we find

A = r(c)r(c-q-b) (16.1-51)
r(c-q)r(c-b)

If we make z tend to zero we find from (16.1^17) by appropriately chang­
ing the parameters

i = >ir(i - c) —r(i+«+6-c)— + Br(i _ c) r(y+c-a-b)_ .
I\l+b-c)r(\+a-c) r(i-b)r(i-a)

It is apparent that the coefficient of BT(1 — c) is obtained from that of 
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AT(l—c) by replacing c — a and c— b by a and b respectively. Thus we 
conclude that

B = r(c)r(fl + b~c) . (16.1-52)
r(fl)r(fe)

It is not difficult to verify this result using (4.6-13) and effecting some 
elementary manipulations with circular function. This we may state

The function

T(c)r(c — a — b) \v 7 ----------- - F(a, b; a + b — c + 1; 1—z) +
r(c-a)r(c-b)V 7 (16.1-53)

r(c)r(a+b-c) ^c_a_b a c _b+i
F(a)F(b)

is an analytic continuation of the hypergeometric series F(a, b, c; z) into 
the region |z—1| < 1.

A fundamental system of solutions valid in the region |z| > 1 is given 
by the functions

wwl(z) = z~aF(a, a — c + 1; a — b + 1; z-1) (16.1-54)
and

w^z) = z~bF(b, b — c + 1; b — a + 1; z-1). (16.1-55)

The hypergeometric series occurring on the right may be expressed as 
Eulerian integrals which are single valued in the region obtained from the 
z-plane by cutting it along the segment 0 x 1. On the other hand a 
single valued continuation of w01(z) is represented by an Eulerian integral 
in the region obtained by omitting the line 1 x oo from the z-plane. 
In order to avoid ambiguities we shall slit the z-plane from 0 to oo along 
the positive real axis and agree that 0 < arg z< 2n, z~a = exp( — a log|z| + 
— ai argz), z~b = exp ( — b log |z| — bi argz).

Suppose now that
^w’001(z) + Bwool,(z)

is an analytic continuation of w01(z) into the slit region |z| > 1. Agreeing 
that w01(l) stands for limz_>1 w01(z), etc., we have, evidently,

W’oi(l) = ^Woo^O + ^oolCl).

as z tends to 1 from above, and

Woi(l) = -4e~2”‘‘,H’0O1(l)+Be-2’tii’woor(l),

as z tends to 1 from below. Assuming that b — a is not an integer, it 
follows that

A = e2)til>-l w01(l) = e„ia sin nb w01(l) 
e2ni(6-a)_1 sin7t(/>-fl) W^l)
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Applying (16.1-47) to wxl(z) we get

M’ool(l) r(a-f> + l)r(c-q-b) 
r(i-b)r(c-b)

Hence, by virtue of (4.6-13),

A = e"ia ^(c)r(l-b) sinrc& = HW-a) 
r(c-a)F(l —(b —a)) sin7t(b — a) r(c — a)r(b)

Interchanging a and b yields
B = cnibr{c)r(a-b) 

r(c-b)r(ay

If we agree that — z = ze~ni, then |arg ( — z)| < n and

(-z)"fl = z’V", (-z)"& = z"V&.

Thus we may state 
The function

F(c)r(b — a) z x_fl_z < t < -.x■ 7 v------ -( — z) F(a, a — c+1; tz-b + 1; z ) +F(h)F(c-u) 7 7 
(16.1-56)

+ b-c+l-b-a + l;^1)
F(a)F(c-b)

is an analytic continuation of the hyper geometric series F(a, b; c\ z) into 
the region |z| > 1, |arg ( — z)| < n.

The restrictions on the parameters are quite unnecessary for the truth 
of this result; they arise on account of the particular method of proof 
adopted. The restrictions can be removed by an appeal to the results of 
section 16.3.1 An alternative proof valid for all values of the parameters 
for which the expressions involved have a meaning will be given in 
section 16.5.3 by a wholly different method.

16.1.9 - Evaluation of Riemann’s coefficients

It is clear that Riemann’s coefficient occurring in (15.6-39) are uniquely 
determined if there is no doubt about the multiplier of the functions 
(15.6-38). In other words: if the values of the regular parts (z — a)~aPa 
at z = a etc. are determined without ambiguity. This is the case if we 
define in accordance with (16.1-6) and (16.1-8)

Pfz) = (Az)a(l - Az/F(a + /? + ?, a + /? + /;l + a-a'; Az),
P/z) = (Bz/(1 — Bz)7F(a + /? + y, a' + /? + y; 1+/?-/?'; Bz), (16.1-57)

Py(z) = (Cz)y(l —Cz)*F(a+ /? + ?, a+ /?' + ?; 1+y-/; Cz),
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with
Az = (z~aXb~c) 

(z-c)(6-a)’

Bz = (z-b)(c-a) 
(z-a)(c-b)’

Cz = (z-c)(a-b) . 
(z-b)(a-c)‘

(16.1-58)

The functions Pa'(z), F/r(z) and Py/(z) arise from those listed in (16.1-57) 
by interchanging a and a', etc.

Between the functions (16.1-58) exists the relations

Az Bz Cz = -1, (16.1-59)

1 —Az = — , 1-Bz = —, 1-Cz = —. (16.1-60)
Cz Az Bz

Each of the functions (15.1-57) can be expressed in four different ways. 
In the first place we observe that we may interchange fi and y in the first 
equation (16.1-57), yielding an expression whose regular part at z = a 
takes the same value there as that of Pa. Next we interchange the singular 
points b and c and at the same time the exponents and y. Then Az 
is replaced by 1/Bz and it follows that

/-1\°7 IV/ 1 '
Pa(z) = I — I 11------ 1 F I a + /? + y, a + /?' + y; 1 + a-a'; —

\ Bz / \ Bz/ \ Bz.

for the regular part has the right value. Indeed, the contribution to the 
regular part by Az at z = a is (b — c)l(a — c)(b — a) and that by 1/Bz is ~ 
(c — b)l(a—b)(c—a). Using (16.1-59) and (16.1-60) we may represent 
Pa(z) in the four ways

Pa(z) = (Az)a(Cz) ^F(a + j3 + y, a + /? + y';l + a —a'; Az), 

Pa(z) = (Az)a(Cz)“^F(a + /?' + y, a + /?'+y'; 1 + a-a'; Az)

Pa(z) = ( —Bz)”a(Cz)yF (a + /? + y,a + £' + y; 1 (16.1-61)
+ a — a'

Pa(z) = (—Bz) a(Cz)yF ^a + /? + y', a + /?' + y

Bz/ ’

J_ \ 
’ Bz/

'; 1 + a — a‘

By cyclic permutations we obtain a table of 24 solutions of Riemann’s 
equation analogous to Kummer’s table in section 16.1.6.

There still remains the task to give an accurate definition of the many­
valued functions which occur in the expressions for Pa, etc. The trans­
formation w = Az carries the points a, b and c into the points 0, 1, oo, 
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respectively, in the w-plane. Let us suppose that the singular points a, b 
and c in the z-plane are so placed that, when we go round the circum­
ference through a, b and c in the counterclockwise sense we pass from 
a to b to c. Then the interior of the circumference is mapped onto the 
upper half of the w-plane. If we delete from the w-plane the negative real 
axis (including the origin) we can give to arg w a uniquely defined value 
between — n and n. The corresponding point z varies throughout the 
extended z-plane cut along the smallest closed arc from c to a. Further 
arg Az tends to if z tends to an interior point of this arc from the inside 
of the circumference, and to — n if it tends to such a point from the outside. 
On the supplementary arc we have arg Az = 0. In a similar way we 
may define arg Bz by cutting the z-plane along an arc from a to b and 
arg Cz by cutting the z-plane along an arc from b to c. In accordance 
with this we define

-Az = eT”‘Az, (16.1-62)

etc. the upper or lower sign being taken as z lies inside or outside this 
circumference. In the case that a, b and c are collinear we consider the 
part to the left of the line through these points as the interior, the line 
being percorsed in the direction from a to b to c.

Following E. W. Barnes we may evaluate Riemann’s coefficients by 
the aid of the second theorem of section 16.1.8. We apply it to the first 
expression of Pa(z) listed in (16.1-61). By inserting the values of the para­
meters we may simplify the result by using the relation (15.6-4). Taking 
into account (16.1-62) and (16.1-59) we conclude that inside the circle the 
function Pa(z) is represented by the single-valued function (16.1-57) if 
I Az[ < 1 and by

T(l+«-q,)r(/-y) enia/_ Az\-7/Bzy 
r(a + P + y ')r(a + P' + y')

x pia+P+y, a'+P+y; 1+y-y'; -L| 4.
\ Az/

/ (16.1-63)
+ r(l+a-a)r(y-y) en.«/_ Az\-//Bzy 

r(a+p+y)r(a+p'+y)

x pla+p+y', a'+p+y'; 1+y'—y; —) t 
\ Kz)

if |Az| > 1.
If z is outside the circle we must replace e1"® by e-1"*. It is readily seen 

that the functions occurring on the right of (16.1-63) arise from the last 
two functions listed in (16.1-61) by performing two times a cyclic permu­
tation. It follows
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The coefficients ay, ay,, in the relation

Pa = ayPy + ay,Py, (16.1—64)
have the values

a = eniX F(l + g —g')F(y'—y)
T(g+ /? 4-y)r(g+/?'+/)’

(10.1—OJ )
a t = eK,a r(l+«-a')r(y-y')

7 r(a + /? + y)r(a + /?' + y) ’

provided that the functions are evaluated in the interior of the circum­
ference through the singular points.

In quite the same way we can handle the third expression for Pa(z) 
listed in (16.1-61). It follows that if |Bz| < 1 the function Pfz) is expressed 
by

F(1+ g—g )F(/? —/?) e-"i^Bzy(Az)-y 
r(g+P’+y)F(g+p’ + y')

xF(a+p+y, a’+p+y; 1 + p~p’; Bz) +

r(l+g-g,)r(^-£) e-’'V'(Bz)/''(Az)_y
F(g+P+y)F(g + p+y')

xF(a+p’+y, a'+P'+y’; l + P’—P; Bz)

provided that z is in the interior of the circumference through the singular 
points. If z is outside we have to change the sign of the exponents of the 
exponential factors. On the right appear the functions Pp, Ppf, whence

The coefficients ap, ap> in the relation

Px = apPft + a^P^. (16.1-67)
have the values

a = r(i+«-«W'-/0
f r(g + /J' + y)r(g + /?' + y') ’

(16.1-68) 
f/r r(l + a-gW-n a o' — c ---------------------------- .

r(a + P + y)r(a + /? + /)

provided that z is inside the circumference through the singular points.
The coefficients ay9 ay>, a'p, ap> in corresponding relations are ob­

tained by interchanging a and a'.
The values of ap, ap> are not quite symmetric with those obtained for 

ay9 ay,. This is explained by the fact that Pp, Pp, are single valued in the 
z-plane cut along the arc from a to b, Py9 Py, are single valued in the 
plane cut along the arc from b to c.
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It is now an easy matter to verify the relations (15.6-42). We find with 
the aid of (4.6-13)

/ ay   @ ft ay
p / ay ay

e"niT(a + j84-y')r(a4-^'+y') _ e-7lia sin 7r(a + /?' + y)
e-7tiar(a + /?' + y)r(a' + ^ + y') e~ni<*' sin 7r(a' + /T + y) ’ 

in accordance with the first equation of (15.6^42).

16.1.10 - The monodromy group of the hypergeometric differential 
EQUATION

Jordan’s method for obtaining the monodromy group of Riemann’s 
equation may be specialized to the case of the hypergeometric differential 
equation. Inserting the appropriate exponents we obtain the first functions 
of (15.6-31) in the form

p(0 +,z +,0-,z-)

w0 = ta~c(t-i)c-b-\t-zyadt9

f(l+,z + ,l_,z-)

= ta~xt-iy-b~\t-zyadt.
(16.1-69)

The analytic continuation along a loop surrounding the point z = 0 once 
induces a linear transformation of the quotient Wi/iVo characterized by 
the matrix

1
0

S o
^2ni(c — a — b) ^2 nia 

^—2nic (16.1-70)

The analytic continuation along a closed path surrounding z — 1 once 
induces a linear transformation characterized by the matrix

Si =
e2rti(c-a-Z>) 

e-27tic_e-2nia

0“|
1J ’ (16.1-71)

The transformations So and St generate the monodromy group of the 
hypergeometric equation.

By taking c = 1, a = b = | we get 

S o Si (16.1-72)

the generators of the congruence group mod 2, (section 14.2.6). In fact> 
in this case the integrals (16.1-69) reduce to Legendre’s complete elliptic 
integrals, for it follows from (15.6-22) that
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w0 = —4 f t *(t — 1) *(t — z) *dt, 
Jo ,

(16.1-73)
Wi = —4J t“*(t—l)"*(t—z)~*dt.

In the first integral we perform the substitution t = w2z; we get

w0 = -8 f1 - = = — 8K(z).
Jo \/(l —u2)(l —zu2)

Substituting t = 1— u2(l — z) in the second integral yields

Wi = — 8i f — ... = — 8iK'(z).
Jo \/(l - u2)(l — (1 — z)u2)

It follows that
Wi/wo = iK'(z)/K(z).

16.1.11 - Uniformization of the hypergeometric function

The analytic continuation of the hypergeometric series F(a, b; c; z) defines 
an analytic function of the variable z, the hypergeometric function, also 
denoted by F(a, b\ c\ z). The singular points are at z = 0, z = 1, z = oo. 
By effecting the continuation without crossing the cut from 1 to oo along 
the positive real axis we obtain the principal branch of the function. It is 
holomorphic throughout the region obtained from the z-plane by deleting 
the positive real axis from 1 to oo. In general the point z = 0 is singular 
for all other branches of the analytic function.

The possibility to uniformize this function by expressing z as a modular 
function has been announced by H. Poincare. As W. Wirtinger has shown 
this may be done explicitly by means of the function 2(t) introduced in 
section 14.3.3.

The principal branch may be represented by Euler’s integral (16.1-42) 

f1
B(a, c-a)F(a,b;c;z) = ta"\l-ty-a-\l-ztyb dt9 (16.1-74) 

J o
valid under the condition Re a > 0, Re (c — a) > 0. If these conditions 
are not satisfied we take the integral along a Jordan-Pochhammer 
contour.

As stated in section 14.5.9 the equation

2(t) = z (16.1-75)

has always a solution in the upper half of the T-plane if z / 0 and / 1.
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We may even take r in the fundamental region plotted in fig. 14.3-6. Now 
we consider z as the square of the modulus of Jacobian elliptic functions. 
If we replace t by the function

t = sn2 Ku, (16.1-76)

where in accordance with (5.15-9) the quarter period K is defined by

(16.1-77)
we readily obtain

B(a, c—a)F(a, b\ c; A(t))

= 2K I* sn2a 1 Ku cn2(c fl) 1 Ku dn1 2b Ku du. 
Jo

(16.1-78)

In order to exhibit the dependence on the parameter t explicitly we in­
troduce the theta functions. From (5.15-10) and (5.15-8) we obtain

snKu=93(0lWiu|r)> 
92(0|?)94(1u|?)

cn Ku = 94(0|^(W , 
^2(0|T)94(iM|T)

dn Km =
93(0|t)54(1u|t) ■

(16.1-79)

Substituting (16.1-77) and (16.1-79) into (16.1-78) yields

B(a, c-a)F(a, b; c; A(r)) = 7ESi_2a(0|T)Sj+2'’(0|T)3i-2a(0|'r)x

K = i^(0i?),

We may bring this result in a more elegant form by the aid of (5.9-14) 
and we obtain Wirtingefs theorem which states

If we express the variable z by the modular function

z 2(r) = gf(O|r)
(16.1-80)

the analytic function F(a, b; c; z) becomes a single-valued function of the 
variable t throughout the upper half of the z-plane expressed by

r(a)r(c-a)
n2a&3a(Q\i:) O^u^du, 

Jo
(16.1-81)

with
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0( = piGnk)\2fl-1/^2(in|T)\2<—)-1p3(^k)\1~2W^|T)V~2(c~fe)

1 / z —1\ 1 00-(z + l/f = A + (16.2-3)
2 \ z + 1/ 2 v=o

v 7 \ S'x(O|t) / \ 32(0|t) / \ S3(0|r) / \ 34(0|t) /

(16.1-82)

In order to prove that (16.1-81) is actually a single-valued function 
we express the theta functions as infinite products in terms of the variable 

q = eniT, Im t > 0.

These products are listed in section 5.9.3 and their factors are of the form 

l±qn, l±qne±niu,

where n is a positive integer. The region of convergence is the interior of 
the unit disc in the (/-plane. It is clear that the zeros of these factors are 
on the circumference |#| = 1. Hence the branch points of the various 
factors occurring in (16.1-82) are on the real T-axis. We may select the 
initial values of all functions under consideration in such a way that 
(16.1-81) represents the principal branch of the hypergeometric function, 
if t is in the fundamental domain mentioned above. Reflecting this 
domain in either of each sides and repeating this process undefinitely 
we obtain the other branches of the hypergeometric function and an 
insight in the structure of its Riemann surface.

16.2 - Hypergeometric polynomials

16.2.1 - The Jacobian polynomials

The hypergeometric series (16.1-23) terminates after a finite number 
of terms if at least one of the numbers a or b is zero or a negative integer. 
It is called a hypergeometric polynomial. These polynomials possess 
remarkable properties and have been the subject matter of an extensive 
research.

A well-known example is Murphy’s expression (16.1-31) for Legendre’s 
polynomial of degree n:

Pn(z) = F(-«,«+l; 1;|(1—z)). (16.2-1)

The general case 
F((-«,Z>;c;i(l-z)), (16.2-2)

where n is an integer 0, takes a more symmetrical form with respect to 
z = 1 and z = —1 if we apply the transformation (16.1-35) to (16.2-2). 
We get
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where the coefficients Ak, k = 0, 1,. . ., are determined as follows. By 
virtue of (16.1-22) we have

[b — c\
Ui, 

(c\fc! (n-fc)! (c)k

The part of the denominator involving c may be eliminated if we multiply 
by

/n + c—1\ _ c(c +1).. . (c+n —1) 
\ n / n!

for

n I i i' " \ - (c+t)...(<:+„_;)
(c)* c(c+l). . .(c + fc-1) 1 v ’

, , /c + n —1\
„-l )■

whence
. (c + n —1\ [b — c\

Ak — I . ) I 7 I • \ n — k J\ k /

We can give this coefficient a more satisfactory appearance if we introduce 
the numbers a and ft by putting

c — 1 = a, b — c = n + ft. (16.2-4)

Thus we find a polynomial P„(a,/J)(z) defined by

P<a'«(z) = M + aWn + ^ (z-l)’(z + l)"-v.
2nv=o\n-vl\ v P M 7 (16.2-5)

These polynomials are named after Jacobi. The first polynomials are

p^-^z) = l,P<“’«(z) = i((a+/?+2)z+(a-/?))?

P(2a’w(z) = |((a + j?)2 + 7(a + £) + 12)z2 + 2(a-£)(a + £ + 3)z +

+ (a-)3)2-(a + J8)-4)).

For a = /? = 0 the Jacobian polynomials reduce to the Legendre poly- 
nomials.

Substituting z = 1 into (16.2-5) reveals that only the first term on the 
right survives and we get

= in + aV (16.2-6)
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If in (16.2-5) we replace z by — z and v by n — v we find

P(<z’^(-z) n + a\/n + A (_z_1)n-v(_z + 1)v
v / \n— v/ ' v 7

1 n / 
- z T v=o \

whence

= (-l)"P<"’a)(z). (16.2-7)

For many purposes it is necessary to know the coefficient kn of zn 
in (16.2-5). This may be found by the following consideration. On 
multiplying the expansions

00 /^\ 00 ln\(*+*)*-E (j '
v = 0 W v = 0 W

we readily find that the coefficient of zn in the expansion of

(l + z^l + z)" = (l+z)A+" 
is

V=o\n-v/\v/ \ n /
Since

/n + q = (n+Q...(l+Q = P(n + £ + l)
\ n / n! n!r(£+l) ’

•we may infer that the coefficient of z" in P(nx'p)(z) is

k„ = — r(2n+a+/?+l) . (16.2-8)
2"n! r(n + a+fi+l)

The Jacobian polynomials have real coefficients if a and fi are real. The 
coefficient kn is certainly different from zero if a > — 1, /? > —1. Under 
these restrictions the degree of the polynomials P^a,p)(z) is precisely 
equal to n.

An alternative expression for the Jacobian polynomials is the modified 
Murphy expression

Pi“’w(z) = + F(—n, n+a+j?+l; a+1; |(1 —z)) (16.2-9)

the corresponding Riemann scheme being

p[° i(l-z)l • (16.2-10)
La -0 n + a + /?+l v 7J v 7

In the hypergeometric differential equation (16.1-9) we introduce the 
variable z' = 1 — 2z. Omitting afterwards the primes we get

(1— z2)w" + (a + &+1 — (6r + Z? + 2c+l)z)w' — abw = 0.



16.2] HYPERGEOMETRIC POLYNOMIALS 625

It follows that the Jacobian polynomials are solutions of the differential 
equation

(1 —z2)w''+(/? —a —(2 + a + /?)z)w'+«(n + a + /? + l)w = 0. (16.2-11)

16.2.2 - The Rodrigues formula

A remarkable feature of the Jacobian polynomials is the fact that they 
can be defined by a formula which is a generalization of the Rodrigues 
formula (3.13-27).

Let k be one of the numbers 0, We have
jk

— (z + 1)"^ = (n + /?)(n+/l —1). .. (n + p-k+l')(z + iy'+<‘-k 
dz

= k\ (z + l)"+/,-\

Similarly
jn-k

r(z-l)’ 
dz”-kK

It follows that (16.2-5) can be put in the form

p<»/,)(z) = (z 1)>+1)~/> f
2 n\ v=o \v/ dz dz

By virtue of Leibniz’s rule for the derivative of a product we have

1 J"

2 n!p(z) dz (16.2-12)

where the weight function p(z) is given by

p(z) = (1-zHl+z/. (16.2-13)

In the case of Legendre’s polynomials p(z) = 1 identically.

16.2.3 - Orthogonality

For the considerations in this section the assumptions a > — 1, > — 1 
are essential. Proceeding as in section 3.14.2 we may derive relations of 
orthogonality for Jacobian polynomials. We start with the function

w(x) = p(x)(x2 — 1)", (16.2-14)

where p(z) is the function (16.2-13) and n a non-negative integer. Let m
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denote one of the numbers 0, 1,. . n. By integrating by parts successively 
we find

J xmuw(x)dx = u(n~m\x)dx.
As long as m < n the function vanishes at x = ±1, for it has
still a factor x2 — 1. Hence

p u(n"m)(x)dx = u(tt'm~1)(x) +1 = 0.

Since according to (16.2-12)

u(n)(x) = 2"n!p(x)Ppw(x),
we conclude that

0, (16.2-15)

There remains the task of the evaluation of this integral in the case that 
m = n. As above we find

!x = (—l)”n!

= (-W (1 — x)‘(l + xy(x2- l)”dx = n! (l-x)a+n(l + x/+^x.

If we put 1 —x = 2/ we find from (4.7-38) and (4.7-37)

(f-x)n+a(l + x)n+lidx = 22n+a+p+i tn+\l-t)n+pdt J o

_ 22n+a+P+i ^(n+a+0An+^+i)
r(2n + a + fl + 2)

and it follows that

lx = 2' +p+1 r(n + a + l)T(n + /?+!) z^ 2-16)
r(2n + a + fl + 2') V '

It is now easy to see that (16.2-15) and (16.2-16) combine into the relation 
of orthogonality (taking into account (16.2-8))

f p(x)p^’l>)
J -1

(x)P<a’/,)(x)4/x

(0,
2g+g + 1 P(n + « + l)r(n+j?+l)

^n + a + yJ+l r(n + a + /?+l)n!

if

if

m < n, 
m = n.

(16.2-17)

If a = fl = 0 this reduces to the corresponding relations for the Legendre 
functions.
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16.2.4 - Recurrent relations

Proceeding as in section 3.14.3 we may derive a recurrence formula for 
the Jacobian polynomials (with the same parameters a and /?) which 
reduces to (3.14-11) if a = ft = 0. Since under the assumption a > — 1, 
ft > — 1 the polynomial P(na,p\z) is a polynomial of exactly the degree n 
the first theorem of section 3.14.3 remains valid for Jacobian polynomials.

We start again with (3.14-9), where now Pfc(z) stands for P^,p\z). 
Multiplying both members by Jp(z)P^a’^)(z), m = 0,— 2 and inte­
grating between —1 and +1 we find that only the coefficients cn_19 
en,cn+1 survive. (In the case of Legendre polynomials also cn = 0, 
because zP2(z) is an odd function). Thus we have

zp<«./»(z) = (16.2-18)

Equating coefficients of zn+1 in (16.2-18) yields

= + 1 + 1 ’

where kn is the coefficient of z" in P<a,/J)(z). It follows that cn+1 / 0 and 
we may write

Pftftz) = (Anz + Bn)P^lt\z) + CnP(n^(z), n > 0 (16.2-19)

with
L

An = . (16.2-20)
Zcn

Let hn denote the coefficient of z"-1 inP^a,/J)(z). By equating coefficients 
of z" in (16.2-19) we find

^n+1
whence

B = hjLtl -A„ = A„ . (16.2-21)
kn nkn "\kn+l kJ

By gn we shall denote the value of the integral (16.2-17) for m = n. 
Multiplying both members of (16.2-19) by p(z)P^ipt\z) and integrating 
from — 1 to +1 yields by virtue of (16.2-17)

C„gn-! = An f p(x)xP^?)(x)P'a^)(x)(/x
J -1

= 4A -1 f P(x)xnP(na’ fi)(x)dx
J -1

= Ank-^ p p(x)(P<”«(x))2dx = 9n,

Kt, J — 1 — 1
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whence

C„ = . (16.2-22)
^n-1 9n-i

The values of the coefficients kn and gn may be taken from (16.2-8) and 
(16.2-17) respectively. The evaluation of hn requires another relation 
between binomial coefficients. Differentiating

o° / n \ 
(i+^=z rh

v = 0 \ v/ 

yields
Az(l+z)A“’ = fvP

v = 0 \ V

The coefficient of zn in
^(l + z^^l+z)^ 2z(l- 

is
f vPW ) =2p+j 

v=o \ v / \n —v/ \ li­

the desired relation.
Since
(z-l)m(z + l)"“m = (zm-mzw“1+ .. .)(z"“ 

= z" + (n —2m)z"”1+ ...

it is clear from (16.2-5) that hn is equal to

V

) zv‘

Fz/+'*-1

, (16.2-23)

m + (n — m)zn~m~1 + ...)

9

1 y /n+a\ (n+0\ j 
2”v=o\»-v/\ v /'

1 v (r 2" v?oV V

1 / X= — (n + a)
2"

Summing up we have

fc — — /2«+«+A\ _
2" \ n / :

, _ a—/? /2n + a+/?- 
nn ~~ I

2" \ n-1
2»+j?+i j

(2n + a + /?+l)n!

( o \ 1 v ( \ (n + ct\(n + p\
(n—2v) = — y (n-v) I 1 1 +2"v=o \n-vj\ v /

i + a\ ln + p\
I — v/\ v /

/2n + a + /?-l\ lz t /2n + a + /?~ 1\
\ n — l / 2"v \ «— 1 /

/2n4-a + j3—1\ 
\ n-1 /

1 r(2n + a + p + l) 
’"n! T(n + a + /?+l) ’

1 j = ..r(2n+a+^) (16.2-24)
/ 2"(n-l)! r(n + a+£+l)

Xn+a+l)r(n+A+l)
r(n + a + P +1)
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By easy computation we may evaluate the constants occurring in 
(16.2-19). They are

(2n + <x +/? + l)(2n + oc + + 2) 
2(n + l)(n + a + /? + l)

B = (a2-^)(2n + a + j?+l)
2(n + l)(n + a + P + l)(2n + a + /?) ’

c _ (n + a)(n+/3)(2n + a + /? + 2)
(n + l)(n + a + P + l)(2n + a + /?)

(16.2-25)

In order to find a generalization of (3.14-16) for the Jacobian poly­
nomials with indices a and P we observe that the coefficient of zn+1 in

(Z2-l)lp<“’«(z)-nP^«(z)
dz

is nkn — nkn = 0. Hence we have a relation

(x2-l)^ P^\x)-nP<‘’«(x) = f cvP<«’«(x). 
dx v=o

Next we multiply both members of this equation by p(x)P%'p\x\ 
m = 0, 1, • • -,n—2. Integrating from — 1 to +1 yields for the expression 
on the left thus obtained

f1 p^-iy^-p^^x^^dx
J-i dx

= f pW(^2-1) (y-Pn'“Kx^Pm^dx 
J-i \dx J

where Pm(x) is a polynomial whose derivative is P^a,/?)(x). Integrating by 
parts we get

p(x)(x2 - 1) “P P(n’ -1 
dx

- f y- (p(x)(x2-1) P<«’«(x)) Pm^dx.
J _ । dx \ dx /

The first term vanishes. The second term may be evaluated if we bring the 
differential equation (16.2-11) into another form. Since

/? —a —(2 + a + /?)z = (1+j?)(l—z) —(14-a)(l —z), 

we may bring this equation into the form

((1 — z)*+1(l + z/+1w')' + n(n + a + /? + l)(l — z)a(l + z/w = 0,



630 THE HYPERGEOMETRIC DIFFERENTIAL EQUATION [16

that is to say

(p(z)(l-z2)w')' + A„p(z)w =0,

with

A„ = n(n + a+fi+1).

Hence the above integral is equal to

-2„ f p(x)P^\x)Pm(x)dx = 0
J -1

since the degree of Pm(x) does not exceed n— 1.
As a consequence we have

(?-l)lp^«(z)-^«(2) = a„p^«(z)+^f(z). 
dz

Equating coefficients of zn on both sides yields

(n-l>„ - nh„ = a„k„,

whence
hn

an k ’

On taking z = 1 and observing that by virtue of (16.2-6)

(16.2.-26)

(16.2-27)

(16.2-28)

we get

and so

bn =* “(«n + «)-----  •
n

(16.2-29)

Inserting the known values for k„ and hn we finally have in (16.2-28)

<z„ = (0-a) -—-—- , 
2«4-a + /?

b = 2(ra+a)(n+/?) 
2n + a + j?

(16.2-30)
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16.2.5 - GEGENBAUER POLYNOMIALS

A natural generalization of the definitions of Legendre polynomials by 
means of the expansion (3.13-29) of a generating function is the definition 
of functions C„(z), n = 0, 1,..., by means of

(1 —2zw + w2) A = X C*(z)wv. 
v = 0

A 0. (16.2-31)

Expanding the function on the left by the binomial theorem we get
OO /  

Z(-1)V
v = 0 \ V /

w\2z-w)v = f w\2z-w)\ 
v=o v!

The coefficient of wn is

^(2z)"- 
nl

G)n-1 
(n-1)!

(q-v 
v=o (n—2v)i

{-i)\2z)n~2\

Thus
[in]

cfc) = Z (~W)n-, 

v!(n —2v)!
(2z)”~2v (16.2-32)

v = 0

is a polynomial. The coefficient of the leading term is 2rt(A)n/«! and it 
appears that the degree of this polynomial is precisely equal to n if A is 
neither zero, nor a negative integer. The above polynomials are called 
Gegenbauer polynomials. They reduce to Legendre polynomials if A = |. 
The first polynomials are

C$(z) = 1, Cftz) = 2Az, C^(z) = 2A(A+l)z2-A,

C^(z) = yA(A + l)(A + 2)z3 —2A(A + l)z,

C^(z) = |A(A + l)(A+2)(A + 3)z4 - 2A(A + l)(A+2)z2 + |A(A+1),

etc. We wish to derive some properties of the Gegenbauer polynomials by 
using the generating function. In (16.2-31) we replace z by — z and w 
by — w and we get

CnA(-z) = (-lK(z). (16.2-33)

This means that C^(z) contains only even or odd powers of z according 
as n is even or odd.

By taking z = 1 we deduce from
00 / —

(l-w)-^ = X(-l)v
v = 0 \ V /

v V (2A)v 1
W = - ---- -- W

v=o v!
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that

Cftl)=® 
n\ (16.2-34)

A recurrent relation like (3.14-3) may be obtained by differentiating 
both members of (16.2-31) with respect to w. We find

(1—2zw + w2) Y vC2(z)wv-1 = 2A(z-w) £ C2(z)wv. (16.2-35) 
v=l v—0

Comparing terms with equal powers of w we find

(n + l)C2+1(z)-(2n+22)zC2(z)+(n+2A-l)C2_1(z) = 0, (16.2-36)

valid for n 0, if we agree that Ci t (z) stands for the constant 0.
Differentiating (16.2-31) with respect to z yields

22(1—2zw+w2)-(A+1) = £ — Cj(z)wv-1, (16.2-37) 
v=i dz

or
00 00 J
X 22C2+1(z)wv = X - Cv\1(z)W’. (16.2-38)

v = 0 v = 0 dz

It follows that

lc„x(z) = 22C 1̂1(z). 
dz (16.2-39)

As usual we denote the leading coefficient in the polynomial C2(z) by kn. 
Differentiating this polynomial n times we have by virtue of (16.2-39)

nlkn = 2”(2)nCAo+"(z) =

whence

_ 2"G), 
n! (16.2-40)

in accordance with the remark following the formula (16.2-32).
We may bring (16.2-35) into the form

22(z —w)(l—2zw + w2)-(2+1) = f vCi(z)w”-1. (16.2^11)
v= 1

Combining this with (16.2-37) we get 
00 7 oo

(z-w)£ — C2(z)wv 1 = £ vCj(z)wv-1, 
v=l dz v=l



16.2] HYPERGEOMETRIC POLYNOMIALS 633

whence, equating equal powers of w,

z A Cxn(z)- f C2_t(z) = nC2(z).
(16.2-42)

This equation corresponds to (3.14-14).
Multiplying both members of (16.2-37) by 1 — w2 and those of (16.2-41) 

by — 2w we find, after adding corresponding members of the equations 
thus obtained,

00 z7
2A(l—2zw + w2) A = £ — Cv(zW '(l-w2)- £ 2vC2(z)w'' 

v=l dz v=l

or
f (22 + 2v)C2(z)wv = £ Ci+1(z>V" £ T Cj-1(z)w''

v=o v=o dz v=o dz

where Ci t(z) stands for a polynomial which is identically zero. It follows 
that

y- C2+1(z) - f C2_t(z) = (2n + 2x)Ci(z). (16.2-43)

This equation corresponds to (3.14-13).
Eliminating dC„_fz)ldz from (16.2-42) and (16.2-43) yields

4 C}+l(z)-z-f-Cfc) = (n + 22)C2(z). (16.2-44)

This equation corresponds to (3.14-15).
The method for obtaining (3.14-16) is also applicable to Gegenbauer 

polynomials and we obtain

(z2-l)^- C2(z) = nzC2(z)-(n-l+22)C„2_1(z). (16.2-15)
dz

Differentiating both members of this equation yields 
j2 j

(z2-1)^C2(z) + 2z^C2(z) 
dz dz

= nC2(z) + nz - C2(z)-(n -1 + 22) C2_ t(z).
dz dz

Taking (16.2-42) into account we deduce, by eliminating dC„-fzfdz.
The Gegenbauer polynomials (z) are solutions of the differential equation

(l — z2)w'' — (22 + l)zw' + n(n + 2f)w = 0. (16.2-46)
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16.2.6 - Ultraspherical polynomials and Gegenbauer polynomials

The differential equation (16.2-11) reduces to (16.2-^46) if we take 
a = p = 2 — Since by appropriately changing the independent variable 
this equation can be transformed into a hypergeometric differential equa­
tion we have in view of (16.2-34) a formula like (16.2-9), viz.,

C*(z) = (2^hF(-n, n+A; A+J;i(l-z)). (16.2-47)
n\

The multiplier of the hypergeometric series in (16.2-9) is now

This leads to the relation

c2(z) =
G+i)„

(16.2-48)

The Jacobi polynomials with a = p are called ultrasphericalpolynomials. 
Hence Gegenbauer polynomials and ultraspherical polynomials are essen­
tially the same mathematical entities. Results obtained for the Gegen­
bauer polynomials may be translated into results on the ultraspherical 
polynomials, or conversely. Certain properties of the ultraspherical 
polynomials are due solely to their being Jacobian polynomials, others are 
a consequence of the equality of the parameters a and p.

We can now immediately write down the relations of orthogonality for 
the Gegenbauer polynomials. Taking into account (4.6-26) we have

(1-x2)2 *C2(x)C2(x)dx

- (°’
F(n+2A)

V (n+A)n!F2(A)

if m / n, 

if m = n.

(16.2-49)

It is readily seen that this formula implies (3.14-7) if we take A =

16.2.7 - Cebishev polynomials

The expansion (16.2-31) breaks down if A = 0. We may, however, 
consider

(1 —2zw + w2) A— 1
A
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and make A tend to zero. Then we find

with

— log (1—2zw + w2) = Yj
v = 0

C°(z) = lim , 
2->0 A

n > 0; C°(z) = 0.

(16.2-50)

(16.2-51)

Hence, in accordance with (16.2-32),

CXZ) = L ----- ------ TV— (2z)v=o v!(n —2v)! n > 0. (16.2-52)

The first polynomials are

C?(z) = 2z, C°(z) = 2z2 —1, C^(z) = |z3-2z,

C2(z) = 4z4-4z2 + i,....

The recurrent relation (16.2-36) is still valid if A = 0, but only if n 2. 
In addition we have

C^(z) = zC?(z) -1. (16.2-53)

The expression in terms of ultraspherical polynomials takes the form

C„°(z) = P^’ -1)(z)- (16.2-54)n(2n)l
New light is shed on these polynomials if in (16.2-50) we take w = z > 0, 

z = cos (p. This is done automatically if in the logarithmic series

-log(l-z) = £ -
v=l V

we substitute z — r el<p and take the real part. Then we find

— log (1— 2r cos <p + r2) = 2 £ rv C°S V(?~, 
v=l v

whence
2

C°(cos <p) = — cos nep, n > 0. (16.2-55)n
It is common practice to write

(16.2-56)cos nep = Tn(cos ep).
The polynomials T„(z) are called Cebishev polynomials. They are essen­
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tially Gegenbauer polynomials, for we have

Tn(z) = y C°(z), n > 0. (16.2-57)

The first polynomials are

T0(z)=l, Tfz) = z, T2(z) = 2z2-1, T3(z) = 4z3-3z, 
T4(z) = 8z4-8z2 + l.

These polynomials can be obtained in a straight-forward manner by 
expanding cos nep as a polynomial in cos cp by elementary computation. 
This may be done in a most easy way, starting with De Moivre’s formula

(cos cp + i sin epf — cos n(p + i sin nep (16.2-58)

and equating the real parts. We find 

whence

[in] 
cos nep = (

v = 0
cos" 2v cp sin2v ep,

M / n \
rB(z)=jo(-iy z-2v(i-z2)v. (16.2-59)

The elementary relations of orthogonality for the circular functions

[0, 
cos m<p cos nepdep = <

k tt,

if m / n,
if m = n > 0,
if m = n = 0,

(16.2-60)

lead to the relations of orthogonality for the Cebishev polynomials

(16.2-61)
f1 (°> if m 0 n,

(1 - x2Y^Tm(x)Tn(x)dx = Utt, if m = n > 0,
1 k 7t, if m = n = 0.

We may obtain them by a limiting process from (16.2-49) by multiplying 
first by r2/A2 and making A tend to zero, provided that n > 0. The case 
n = 0 is trivial.

From (16.2-58) we also find (replacing first n by n+1)

M I n +1 \+ -£(->)• (2v+J cos" 2v <p sin2v+1 (p

and it follows that

Sin(” + 1>= l/.(cos?) 
sin <p

(16.2-62)
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is a polynomial in cos cp, whence

Ci"! / n _1_ 1 \W = Jo(-l)v ("4 J z”-2\l-zy. (16.2-63)

The polynomials Un(z) are called Cebishev polynomials of the second kind. 
They are Gegenbauer polynomials as follows from the expansion

1 00
l—z v = 0

if we replace z by rel<p. Equating imaginary parts yields

1 = f rv sin(v+1)<P
1— 2rcos<p + r2 »=o sin <p

whence

C’(cos cp) = l/„(cos cp). (16.2-64)

The first polynomials of the second kind are

C/0(z) = 1, t/t(z) = 2z, C/2(z) = 4z2 —1, t/3(z) = 8z3-4z, 

C/4(z) = 16z4-12z2 + l,....

The relations of orthogonality for these functions are

(16.2-65)

They are consequences of

(0sin (m + l)<p sin (n + l)<p dcp = { ’ 
o

“ (16.2-66)
if m = n,

and can be obtained from (16.2-49) by taking 2=1.
Finally we wish to list some relations between the polynomials of the 

first and the second kind, viz.,

~ T„+1(z) = (n + l)U’„(z), 
dz

Tn(z) = U^-zU^^z), 

(1- z2)U„^(z) = zTn(z)-Tn + 1(z).

They are direct consequences of elementary relations between circular 
functions.
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16.3 - The hypergeometric series as functions of the parameters

16.3.1 - Regularity

The series
F(a, b-c-z) = f - 

v=o (c\ v!
(16.3-1)

is absolutely and uniformly convergent for |z| R < 1, independent of 
the choice of the parameters a, b, c, as long as c is neither zero nor a 
negative integer. In order to avoid the difficulty created by the possibility 
of zero denominators on the right of (16.3-1) we prefer to investigate the 
series

F(O;c;z) = * (a)v(fe)v £ 
F(c) v=oF(c + v) v! (16.3-2)

Recalling (4.6-33), that is the formula

F(s + n) hm —----- - = 1,
n->oo r(n)ns

(16.3-3)

we find that

lim
n->oo F(c + n) n!

1 lim r(a + n) r(b + n) 
r(a)r(b) n-oo r(n)n“ r(n)nb

=0, 
r(u)r(b)n->oo \ni+c~a~b\

r(n)nc 
I\c + n)

\z\in

uniformly in |z| as long as |z| R < 1. Now (a)n9 (b)n and, if n is suffi­
ciently large, also F(c + n) are holomorphic functions of their variables 
a9 b and c respectively. Hence if a, b and c vary throughout a bounded and 
closed set the moduli of (a)n, (b)n and l/F(c + n) are bounded for fixed n. 
Hence there is a constant K9 independent of a, b, c and R such that

(4M
F(c+n)

< K\z\in. 
n!

The series

E K[z\iv 
v = 0

is convergent for |z| < 1. Hence, if the range of any variable a, b or c is a 
closed and bounded set, the series (16.3-2) is uniformly convergent. It 
follows (section 2.20.3)
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If |z| < 1 the function F(a, b; c; z) is holomorphic in a, b and c separately 
for all finite a, b, c except for simple poles at c = 0, — 1, — 2,....

The residues at these poles may be found by evaluating the limit of

(c + «)F(a, b; c; z)

v=o (c)v v!

, (a)n+i(fe)n+i z"+1 y (a + n+l)v(fr+H + l)v zv 
(c)„ (n + l)!»=o (c+n + l)v (n+2)/ 1 7

as c -> —n. The last series is dominated by the series

F(|a| +n+1, |Z>|+n+l; -|c|+n+l;z)

and, as a consequence, we may perform the limiting process term-by- 
term. Thus we find

If we consider the series F(a, b; c; z) as a function of the third parameter 
c, it presents simple poles at c = — n, n = 0, 1,. . ., with residues

Res F(a, b; c; z) = Anzn+1F(a + n + l, b + n + l;2 + n; z) (16.3-5) 
c- ~~n

with

An = ( -1)" . (16.3-6)

The first theorem of this section is very important. For if we have 
proved a certain relation between hypergeometric series under restrictive 
conditions for the parameters, the result remains true if these conditions 
are relaxed, provided the various expressions involved have a meaning in 
the general case.

16.3. 2 - Gauss’s relations between contiguous series

The hypergeometric series considered as functions of the parameters a, 
b and c satisfy certain functional relations discovered by Gauss. They are 
relations between the six series

F(a±l, b; c; z), F(a, b±l; c; z), F(a, b; c±l; z) (16.3-7)

and the series F(a, b; c; z). The series (16.3-7), briefly denoted by

Fa+ , Fa_ , Fb+ , Fb_ , Fc+ , Fc_

are said to be contiguous to F. They are also contiguous in the sense of 
Riemann (section 15.6.3), but the converse is not true; there are more 
contiguous functions in the sense of Riemann. Gauss’s theorem is a 
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particular instance of Riemann’s general theorem about contiguous 
functions.

It is readily seen that to pass from F to Fa + we must multiply the co­
efficient of zn by a + n and remove the factor a. This is effected by the 
operator & 4- a, where & has the same meaning as in section 16.1.2. To pass 
from F to Fc_, we must multiply the coefficient of zn by n + c— 1 and 
remove the factor c— 1. This is effected by the operator 5 + c— 1. Thus

aFfl+ = (3 + a)F, (16.3-8)

feFfc+ = (9 + h)F, (16.3-9)

(c —1)FC_ = (9 + c-l)F. (16.3-10)

Next we make use of equation (16.1-13) for F. The corresponding equa­
tion for Fa_ is

(5(3 + c-l)-z(3 + a-l)(3 + b))Ffl_ = 0,

or
(5 + c-a-z(^ + b))(5 + a-l)Ffl_ = (c-a)(a-l)Fa_.

With the aid of (16.3-8) with a— 1 written for a we get

(c-a)Ffl_ = (l-z)3F + (c-a-&z)F. (16.3-11)

The proof breaks down if a = 1. But we may assume a / 1 and then 
make a tending to 1, as follows from the first theorem of the previous 
section.

From (16.3-9) we obtain a similar formula with a and b interchanged.
The equation for Fc+ corresponding to (16.1-13) is

(3(5 + c)-z(5 + a)(d4-h))Fc+ = 0,

or
(9-z(  ̂+ a + Z?-c))(3 + c)Fc+ = (c-a)(c-b)zFc+.

With the aid of (16.3-10) we get

(c — a)(c — b)Fc+ = c((l —z)F' + (c —a —h)F). (16.3-12)

Summing up we have

zF’ = a(Fa+-F),
zF' = b(Fb+-F\
zF' = (c- 1)(FC_ —F), (16.3-13)

z(l —z)F' = (c-a)Fa_ +(a- c + bz)F,
z(l—z)Ff = (c — b)Fb_ +(b — c + az)F9 
c(l — z)F' = (c — a)(c — b)Fc+ +c(a + b — c)F.
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Thus we have seen that each of the functions (16.3-7) can be expressed 
in terms of Fand the derivative of F. By eliminating this derivative F' we 
get fifteen relations between F and any two of its contiguous functions.

Particular examples of the relations (16.3-13) are Legendre’s relations 
for the complete elliptic integrals. In fact K(z) and E(z) are contiguous, 
as is seen from (16.1-29). The first of (16.3-13) yields (14.5-24), the 
fourth yields (14.5-28).

16.3. 3 - Mixed relations for Jacobian polynomials

In the recursive relations for Jacobian polynomials derived in section 
16.2.4 only polynomials with the same parameters occur. The Gaussian 
relations between contiguous functions enable us to derive relations 
between Jacobian polynomials which present a shift about unity in the 
parameters. We shall give some striking examples.

First we find by eliminating F' from the first two relations of (16.3-13) 
the Gaussian relation between contiguous functions

(b-a)F = bFb+-aFa+ . (16.3-14)

Replacing the variable z by |(1 — z), the parameters a, b and c by — n, 
n + a + fl+1 and a +1 respectively, we find, taking into account (16.2-9), 

(2w + a+/?+i)P<‘-«(z) = (n+a+J8+l)P<ot’/,+1)(z)+(n+a)P<aL?+1)(z).

which becomes, after a shift from to /? —1,

(2n + a + ^)P<a’^1)(z) = (n + a+^’^ + ^ + a)?^?^). (16.3-15) 

This remains true if we replace z by — z. On applying (16.2-7) and inter­
changing afterwards a and /?, we also have

(2n + a + /?)Pia-1^)(z) = (n + a + ^’^-fn + ^P^^z). (16.3-16) 

Subtracting corresponding members of (16.3-15) and (16.3-16) yields

(16.3-17)

From the fourth and the fifth equation of (16.3-13) we find the 
Gaussian relation between contiguous functions

(c-a)Fa_-(c-b)Fb_ = (b —a)(l—z)F. (16.3-18)

Proceeding as above we now find

|(l+z)(2n+a4-/?+l)P*a’P)(z) = ,n + l)F?4’1)(z)+(n+j8)P?,p"1)(z) 

or, after a shift from fi to /? -f-1,

i(l + z)(2n+a+j?+2)P<'-/,+1)(z) = (n + l)F<’;«(z)+(n+j?+l)P<a’p)(z).
(16.3-19)

| P^-’^-Pf‘^(z) = P<»4>(z).
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Replacing z by — z and interchanging a and ft we have, by virtue of 
(16.2-7),

i(l-z)(2w+a+^+2)^+1>«(z)=-(n+l)F^f(z) + (n+a+l)P<’-«(z).
(16.3-20)

Adding corresponding members of (16.3-19) and (16.3-20) we get

(l-z)P*a+1-/,)(z) + (l+z)P<a’g+1)(z) = 2P<a’g)(z). | (16.3-21)

The fact that in this way many relations for Jacobian polynomials may 
be obtained needs no further comment.

16.3. 4 - The behaviour of the hypergeometric series on the circum­
ference OF CONVERGENCE

The convergence of the hypergeometric series on the circumference of 
convergence depends on the values of the parameters a, b and c. We may 
assume that neither a nor b is zero or a negative integer, for then the series 
is a polynomial and there is no problem of convergence.

For the solution of our problem it is more convenient to consider the 
series

r(o)r(») r(c+»)
z” 
v!

(16.3-22)

Denoting the coefficient of z" in the series on the right by cn we have

cnn1+c~a~b = A6+”) (16.3-23)r(n)na r(n)nb r(c+n)
and it follows from (16.3-3) that the expression on the right tends to 1 
as n -> oo. As a consequence the series Z|cv| behaves like

00 

I v= 1
1

yl +Re (c — a — b) *

Hence
The series (16.3-22) is absolutely convergent on |z| = 1 if

Re(c-a-b)>Q (16.3-24)

and absolutely divergent if
Rs (c—a—b) 0. (16.3-25)

If
Re (c—a—b) g -1 (16.3-26) 
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the coefficients cn do not tend to zero as n -> oo and the series turns out 
to be divergent at every point of the circumference |z| = 1.

Let us now consider the case

-1 < Re (c-a-b) 0. (16.3-27)

It is clear that the series Fc+ and Fa_ satisfy the conditions needed for 
convergence. By eliminating F' from the fourth and the sixth relation 
(16.3-13) we get

c(l-z)F = z(b-c)Fc++cFa_. (16.3-28)

It follows that under the conditions (16.3-27) the series (16.3-22) is 
convergent on |z| = 1, except possibly at z = 1. However, the con­
vergence is not absolute.

There remains the case z = 1. This is not quite so easy and we need more 
information than is contained in (16.3-3). For this purpose we use 
Stirlings’s theorem for the gamma function. The formula (4.9-3) may be 
written in the form

logT(z) = (z-|)logz-z + logV27c + X^)

and it follows that

logT7TT = (z+«-i)!og (1+ —) -a+n(z + a)-n(z). r(z)za \ z /

Now
(z + a-|) log (1+ —) = a+OdzR1) 

\ z/

and (4.9-10) states that
H(z) = OdzR1)

and is ji(z + a), provided that z-► oo receding indefinitely from the 
negative real axis.

Thus
H£^=i+0(|2|-i). (16.3-29)

In particular
r(a + w) = l+0(„-«). (16.3-30)
r(n)na

The convergence of the series

f cv = f r(a + v)r(fe + v) (16.3-31)
v = 0 v = 0 r(c + v)v!



644 THE HYPERGEOMETRIC DIFFERENTIAL EQUATION [16

may be examined by comparing it with the series 

f(-l)v(5)=£ (16-3-32)
v = 0 \V/ v = 0 — s)v!

with s = c — a — b. For the time being we suppose that s / 0. By multi­
plying the series 

00 /(i-^ = s(-i)vuhv <16-3-33) 

v = 0 \v /

by

v = 0

we easily find that the sum of the first« +1 coefficients in (16.3-33) is the 
coefficient of zn of the expansion of (1 — z)s-1, that is to say, the sum of 
the first n +1 terms of (16.3-32) is equal to

(_n» p-1! = r(-s+»+i) 
\ n / F( —s + l)n!

From (16.3-3) follows that

r(-s + n + l) * 
HWlXn + l)"5"*

as n -> oo, and since 0 Re ( — s), s / 0, by assumption, the sum of the 
first n+1 terms of (16.3-32) does not tend to a finite limiting value. 
Hence this series is divergent.

Next we observe

r(a + n)r(b+n) = f(a)r(6) (1 , , }
r(c + n)r(a + b — c + ri) r(c)r(a + b — c)

It follows that the series (16.3-31) behaves like the series

f (-!)•(“) (1+O(»-)). 

v = 0 \v/

It is clear that the series of error terms, being the series

f (-lyPUv-1), 

v = 0 \v/

is convergent and from the above considerations we may conclude that 
the series (16.3-31) is divergent. If a + b — c = 0 we compare the given 
series with the divergent series 

00

v= 1
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As above we find that the series (16.2-31) is also divergent in this case. 
Summing up we have

On the circumference of convergence |z| = 1 the hypergeometric series is 
absolutely convergent, if Re {c—a — b) > 0;
conditionally convergent, if — 1 < Re(c — a — b) 0, and z / 1,
and divergent at z = 1;
divergent at every point of \z\ = 1 z/Re (c — a — b) < —1.

This theorem implies Abel’s theorem about the behaviour of the 
binomial series on the circumference of convergence. In view of (16.1-25) 
we may state

On the circumference of convergence the binomial series (2.16-20) is 
absolutely convergent, ifRzs > 0;
conditionally convergent, if — 1 < Re 5 0, z / —1,
and divergent at z = — 1;
divergent at each point of the circumference if Re 5 < — 1.

16.3.5 - Gauss’s method of evaluating F(a, b;c; 1)

If Re (c — a — b) > 0 the series F(a, b; c; 1) is convergent. If, moreover* 
Re a > 0 the relation (16.1^47) is valid. Hence by making z tend to 1 
on the real axis from the left we find by virtue of Abel’s theorem of 
section 1.8.1

F(a, b; c; 1) = r(c)r(c-a~b) 
r(c — a)r(c — b) (16.3-34)

Since both sides of this equation are holomorphic functions of a the 
restriction Re a > 0 may be dropped.

An interesting straight-forward method of evaluating F(a, b; c; 1) is 
due to Gauss. First we observe that the series F and Fc+ occurring in the 
last relation listed in (16.3-13) are convergent at z — 1, as is (l-z)F'. 
If cn has the same meaning as in section (16.3.4) we have

r(c) 
r(«)r(b) F(a, b; c; z) = £ cvzv 

v= 1

and from (16.3-3) follows
lim ncnnc~a~b = 1.

*00

Hence ncn -> 0 as n -> oo. But

r(a)r(6) ” . n , v_t
(l-z)F = v/ v X (vcv-(v-l)c>-1)zv \ 

r(c) v=i
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On the right we take z = 1 to get

r(a)r(b) ” , n . r(a)r(b)v
. Z ^-(v-lX.O = V7 v lim nc„ = 0,

r(c) v=l r(c) n->oo

whence
lim (1 — z)F' = 0,

if z tends to 1 along the real axis from the left. Thus we see that the last 
equation of (16.3-13) reduces to

c(c—a—b)F(a, b; c; 1) = (c—a)(c — b)F(a, b; c+1; 1).

Repeating this process we find for every positive integer n
F(a, b; c; 1) = b; c+n; 1).

(c)„(c-a-b)„

If a, b and c are fixed numbers the series F(a, b;c+n; 1) is uniformly 
convergent with respect to n. Since each term, except the first, tends to 
zero, we have

lim F(a, b; c + n; 1) = 1.
n-*oo

On the other hand

(c—a)B(c—b)„ = yj1 (c—a + v)(c—b+v)
(c)n(c-a-h)n v=o (c + v)(c-a-b + v)

_ TT v2 + (2c-a-fr)v+(c-a)(c-“l>)
v=o v2 + (2c — a — b)v + c(c — a — b)

v=o \ v2 + (2c — a — b)v + c(c — a — by
By making n tend to infinity we obtain a convergent infinite product 
(section 4.1.1). From (4.6-8) we now conclude that (16.3-34) is true. 
It should be noticed that in this reasoning only the assumption 
Re(c — a — b) > 0 has been used. This assumption cannot be relaxed.

16.4 - The fundamental system in the case that the third parameter 
is an integer

16.4.1 - General considerations

If c is not an integer the series

w01(z) = F(a, b; c; z)
Wqi'(z) = z1~cF(a — c + l, b — c + 1; 2 — c; z) (16.4-1)
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constitute a fundamental system of solutions of the hypergeometric 
differential equation (16.1-9), valid in the disc |z| < 1 and corresponding 
to the exponents 0 and 1 — c respectively. If, however, c is an integer the 
series (16.4-1) do not represent a fundamental system. For if c 0 the 
first series has no meaning, if c 2 the second fails to make sense and if 
c = 1 the two series coincide. In these exceptional cases we are up to now 
in possession of only one solution and there arises the problem of finding 
a second independent solution.

Let us consider any linear combination w(z; c) of the functions (16.4-1), 
assuming first, of course, that c is not an integer. If primes indicate 
differentiation with respect to z, we have

z(l — z)w"(z; e) —((a + b+l)z~e)w'(z; c) — abw(z; c) = 0. (16.4-2)

As we know the function w(z; c), considered as a function of the variable 
c, is regular at all points different from 0, — 1, — 2,... etc. (section 
16.3.1). Differentiating we get the left hand member of (16.4-2) with 
respect to c

x dw" /, , x dw' , dwz(l—z)---------((a+6+l)z — c)-------- ab — == — w (z, c).
de de de

If we are able to select w(z; c) in such a way that

lim w(z; c) = 0, (16.4-3)
c-*m

m being an integer, the passing to the limit being uniformly with respect 
to z if |z| R < 1, then also

lim w'(z; c) = 0, (16.4-4)
c->m

uniformly in \z\ R < 1. Since differentiation with respect to z and 
with respect to c is interchangeable, we conclude that

7- w(z; c)|c=m (16.4-5)
de

is again a solution of the given hypergeometric differential equation. In 
the next sections we consider the cases m = 1 and m / 1 separately.

16.4.2 - The case that the third parameter is unity

If c is not an integer then

w(z; c) = — zi~cF(a — c+1, b — c + 1; 2— c; z) + F(a, b; c\ z) 

is a solution of (16.1-9) which satisfies (16.4-3).
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Now 

— w(z; c) = z1 cF(a — c + l, b — c+1; 2 — c; z) log z +
8c

— z1-c — F(a — c+1, b — c + l;2 —c;z) + — F(a, b; c; z) 
8c 8c

and by making c -> 1 we have

8 ( \— w(z: c) 
8c

= F(a, b; 1; z) log z + (— + — + 2 — ^ F(a, b; c; z) 
\8a 8b 8c) V

This solution has a logarithmic singularity at z = 0 and is, therefore,, 
independent of F(a, b; 1; z).

Thus
If c = 1 then a fundamental system of solutions of the hypergeometric 

equation at z = 0 is given by the functions

F(a,b\ l;z)
F(a, b\\\z) log z + F*(tz, 1; z)

with

F*(a, b; 1; z) = (—V \8a
+ — +2 — F(a, b; c\ z)

8b 8c)

(16.4-6)

(16.4-7)

Because of the uniform convergence it is legitimate to differentiate 
the series F(a, b; c; z) term by term, where a, b and c are variables which 
take after the process of differentiation their given values. We notice that

T(z)" = T = Wz+")-^))(+> 
dz dz F(z)

where i/<(z) is the Gaussian function (4.8-1). A straightforward computa­
tion yields (neglecting a term involving F(a, b; 1; z)).

f — (log z + *F(a + v)+ ¥'(/» +v)-2 !P(l + v)). (16.4-8)
v=o (l)v v!

If a or b is zero or a negative integer the series on the right terminates 
after a finite number of terms.

16.4.3 - The case that the third parameter is an integer less than 
UNITY

Now we focus our attention on the case that c = — m, m = 0, 1, 2,.... 
In view of (16.3-5) it is natural to consider the linear combination 

w(z;c) = -Amz1+mF(a-c+l, b-c+1; 2-c; z) + (c + m)F(a, b; c\ z), 
(16.4-9) 
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where c is a variable and Am the constant (16.3-6) (with n = m). It is 
clear that (16.4-3) is satisfied.

Since

— w(z;c) 
oc

= Amz1+mF(a + rn + l, b + m + 1; 2 + m; z) log z + 
c=—m

— Amz1 + m — F(a — c + 1, b — c+l;2 — c;z) 
de c— —m

+ — (c + m)F(a, b; c; z) 
de |c=— m

we may state
If the third parameter in the hyperg eometric differential equation (16.1-9) 

is an integer - m less than unity then a fundamental system of solutions 
consists of the functions

z1+mF(a + m + l, fc + m + l;2 + m;z),
Amz1+mF(a + m + l, b +m +1; 2 +m; z) log z + (16.4-10)

+ F*(a + m + l, fe + m + 1; 2 + m; z)
with

Am = (164_n) 
m\(m + l)l

and

F*(a + m+l, b + m+1; 2 + m; z)

= — Amz1+m — F(a — e + l, b — c+1; 2 — c; z) 
de

H---- (c + m)F(tf, b; c; z)
de

(16.4-12)

It is clear that the second solution will be free from the logarithm if 
Am = 0, i.e., if a or b takes one of the values 0, — 1,. . ., — m. Otherwise 
stated

There is no solution with logarithmic singularity at z = 0 if and only if

f] (tf + v)(6 + v) = 0. (16.4-13)
v = 0

A fundamental system is now given by (16.4-10) with c = — m. In this 
case the first series makes sense for we can solve the recurrent relations 
(16.1-17).

We proceed to evaluate (16.4-10), supposing that Am / 0. Observing 
that

(a + m + l)n = (16.4-14)
1
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which is equal to (m+1+«)!/(m+1)! if a = 1, we may write the loga­
rithmic term

~ (a + m + l)v(6 + m + l)v zm+v+1 
-—..    — logz 

v=o (l + m + l)v.................v!
as

fl- f J^i+gz.
ml v=m+i (v — m — 1)! v!

The second term can be found from

—Amz1+m — F(a — c+l, b—c+1; 2—c; z) 
de

= Amz1+mY
v = 0

(u-c+l)v(b-c+l)v 
(2^X

zv 
v!

x (T(a — c+1 — v) + !P(b — c+1 — v) — *T(z — c + v) + *), 

by making c -> — m. The asterisk denotes terms which are independent of 
v and in the limit their contribution is a constant times the first series 
(16.4-10). Since this is a solution we may neglect it. The other terms yield 
the series 

. “ (u + m + l)v(b + m + l)v zm+’+1
yl m - X

v=o (l + m + l)v v!

x ( T(a + m +1 + v) + T(b + m +1 + v) — ^(1 + m +1 = v)) 

and with the aid of (16.3-14) this may be written as

c-i)m £ m 
ml v=m+i (v — m —1)!

zy
- (<P(a + v) + Y(b 4- v) - ^(1 + v)). 
v!

Taking (16.3^4) into account, we see that the last term in (16.4-12) 
becomes 

™ (u)v(h)v £ 
v=o ( — m)v v!

+ £ (fl)m + l(b)m+l 

(c)m

z1 +m
-- F(a + m + l, b + m + l;2 + m; z) + 

c=_m(l + rn)!

(a + m + l)v(b + m + l)v 
v=o (l + m + l)v

(T(l+v)-!P(l)).

Neglecting a constant multiple of the first series (16.4-10) and observing 
that

(-m), , = (-!)"
ml

(m — n)l9
n m9
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we get for the remaining term the expression

v=o ml v! ml v=m+i (v — m + 1)!
— *F( —m + v).

Multiplying by (— If” ml we may infer that a second solution can be 
represented by

m v
X(-l)v+m(a)M(^-v)!^- +

v=o v!

+ X - — (log z+y(a+v)+y(h+v)+
v=m+l (v — m — l)l v!

-V/(-m+v)-¥'(l+v)). (16.4-15)

If a or b is zero or a negative integer the last series terminates after a finite 
number of terms.

46.4.4 The case that the third parameter is an integer exceeding 
UNITY

The case for which the third parameter is an integer m > 1 may be 
reduced to the previous case by the following remark; if w(z) is a solution 
of a hypergeometric differential equation, then the function m+(z) defined 
by

w(z) = z1~cw1(z) (16.4-16)

satisfies a hypergeometric differential equation with parameters aY 
— a — c+1, bt = b — c+1, c1=2 — c, whereas ct takes the integral value 
— mr = 2 — m. Applying to F(tz15 b±, c+,z) the results of the previous 
sections we first have

If the third parameter in the hyperg eometric differential eluation (16.1-9) 
is an integer in exceeding unity a fundamental system of solutions at z = 0 
consists of the functions

F(a, b; m; z)
BmF(a, b; m; z) log z + F*(a, b; m; z)

with
B /_ (a-m + iy/h-m + lVi

m (m—2)!(m—1)!

(16.4-17)

(16.4-18)

and
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F*(a, b; m; z) = Bm — F(a, b; c; z) + 
de c = m

— z1-m — (c — m)F(a — c + 1, b — c + 1; 2 — c; z) . (16.4-19)
de c = m

In addition we have
There is no solution with logarithmic singularity at z = 0 and only if

n(a-v)(fe-v) = 0. (16.4-20)

In the case that Bm / 0 we may obtain from (16.4-15) a second solu­
tion in the form

X ( —l)v+m(a — m + l)v(b — m + l)v(m-2-v)!-----------F
’=o v!

+ cmf - (log z + V(a + v) + >P(b + v) - + v) - !P(1 + v)).
v=o (v-Fm —1)! v!

, (16.4-21)where Cm = (a-rn+l)m.1(b-rn+l)m^1

It is interesting to notice that the expansion still makes sense for m = 1, 
for it reduces to (16.4-8).

Finally we make the remark that exceptional cases at the singularity 
z = 1 occur if c—a — b is an integer and that there is an exceptional case 
at z = oo if a—b is an integer. By the well-known transformation these 
cases can be reduced to those considered above.

16.5 - Barnes’s contour integrals

16.5.1 - Introduction

A very powerful tool which has found many applications in the theory 
of the hypergeometric functions is provided by a certain contour integral 
introduced by S. Pincherle and R. Mellin. It is usually referred to as 
Barnes’s integral, because E. W. Barnes has shown the great value of this 
integral for the study of the hypergeometric functions.

The idea is simple. In section 3.7.2 we obtained by means of a certain 
standard function cp(s) a sum formula for a series associated with a 
certain function f(s). The general result is stated in equation (3.7-10). 
A useful standard function is the function T(-s). It has simple poles at
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5 = n, n = 0, 1, 2, . . . and the residues are

Res r(-s) = 1,
s=n n!

(16.5-1)

as follows from (4.6-12). Assuming that f(s) is holomorphic in a region 
containing the closed contour C, we may conclude that

L(-i)v+1 v! 2ntJc

the terms on the left corresponding to the poles of F(—5) within the 
contour. It is understood that the winding-number of C with respect to 
these poles is one. If we take

/0) = r(a+s)r(b+s) 
r(c+s)

where

(-z)s = exp (s log (-z)),
log (-z) = log |z| + z arg (-z), |arg (-z)| < n, (16-5 2) 

then a sum of the type

_ y r(a + v)F(^ + v) zv 
v r(c + v) v!

(16.5-3)

appears. Apart from a multiplicative constant these terms are those of a 
hypergeometric series. If we wish to produce all terms of the hyper­
geometric series the contour C cannot be a closed path in the finite plane, 
but must extend to infinity. Following Barnes we take for C a path which 
starts at —zoo and goes along the imaginary axis to + zoo, curving to put 
the poles of T(a+s) and T(b+s) to the left of the path and to put the 
poles of r( — s) to the right of the path, (fig. 16.5-1). This is possible, 
provided that neither a nor b is a negative integer or zero. A contour of 
this type will be called a Barnes contour.

The main theorem may be stated as
The function

F(z) = J_f'00 + s) ds (16.5-4)
27czJ_ioo r(c + s)

where the integral is taken along a Barnes contour is holomorphic in the 
region |arg ( — z)| < n (that is the complex plane slit along the positive
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real axis) and, if c is not an integer 0, represents the series

r(a)r(b) z A
r.z x c> z) (16.5-5)
/(c)

when |z[ < 1.
This theorem implies the statement: The function F(a, b; c; z), defined 

by the power series

r(c) “ r(a+v)r(h+v) £ 
r(^)r(&)v=o r(c+v) vi’

when \z\ < 1, can be continued by analytically as a single valued 
function throughout the whole z-plane cut along the real axis from 
1 to oo by means of (16.5-4).

16.5.2 - Proof of the regularity

First we shall prove the following more general theorem 
The integral

(16.5-6)f(z) = 1
2m J r(c+s)
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represents a holomorphic function in the region |arg (—z)| < 7C, provided 
that the path of integration which is a line parallel to the imaginary axis 
does not contain any pole of the integrand.

By virtue of (4.6-13) we may write the integrand as

-0(S)^-(-z)s (16.5-7)
sin ns

with
_ na+smM) 

r(c+s)r(i+s) 1 7

Our main task will be the investigation of the behaviour of the integrand 
for large values of |s|.

Let <5 denote a positive number < it. For every z in the set |z| > 0, 
|arg (—z)| ti — d and for every s = p + qi we have

(-z)s = |exp ((p+iq)(log |z| + i arg (-z))|

= exp (p log \z\-q arg(-z)) exp (p log |z|+(n-5)|g|)

= |z|pe(7C“<5)^.

From (1.10-17) we deduce

71 __ 71 < 7C
|sin 7cs| Vsin2 7cp + sinh2 7tq [sinh

sinh 7c|^| 1 — e~2"19*

Hence, to a given number q0 > 0 corresponds a number K such that

< Ke"71’^, 
| sin 7rs|

provided that |<?| > qQ. Combining this with the above result we see that 
for \q\ > q0

sin its
< K\z\pe~w. (16.5-9)

Next we turn our attention to <P(s). Writing this function as 

r(a+s) r(b+s) r(s) r(s) 
r(s) r(s) r(c+s) r(i+s)’

we deduce from (16.3-29) that

0(s) = sK(l + c(l)), (16.5-10)
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where k stands for a 4- b — c— 1, uniformly in |args| n — <5. Now

|sK| |exp (k log s)| = exp ((Re k) log |s| — (Im k) arg s).

For |sj 1, |arg s| 7c —<5 it follows that

|sK| g exp (|Re «|log |s| + (?r-<5)|Im k|) < A\|s||ReK|, (16.5-11)

where Kv is a constant independent of s. It follows from (16.5-10) that 
there is a constant R 1 such that

l*(s)l < 2|sK|

provided that |s| R, |args| 7c —<5. Combining this with (16.5-11) we 
find

|^(s)| < 2K1|s||ReK| < K2(l + |s|)|ReK|, (16.5-12)

where K2 is again a constant independent of s, provided that |s| R, 
|args| 7t —<5.

Now we are sufficiently prepared to prove the assertion stated above. 
Let w19 w2 denote two numbers such that either w2 > > q0 or

< w2 < —q0, where q0 is a certain positive constant. We may take 
q0 in such a way that for s = a + iq, |<y| > q0 the estimate (16.5-12) 
is valid. By virtue of (16.5-9) there is a constant, again denoted by K, 
such that for |z| > 0, |arg( —z)| g 71 —<5 we have

2niJa+iWi r(c+s)
<k| (l+(|s|)),ReK||z|’te-|4|ii/q. J W1

It is clear that the integral

is convergent. It follows that, if z is restricted to a closed and bounded 
set, to a given a > 0 corresponds a number q0 > 0 such that

27uJa + iwi r(c + s) < £,

that is to say, the integral (16.5-6) is uniformly convergent.
Reasoning as in section 2.20.5 we may conclude that the assertion 

stated at the beginning of this section is true.
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16.5.3 - Evaluation of Barnes’s integral

The evaluation of the integral (16.5-4) is made possible by the follow­
ing assertion

The difference 

a < /?,

of two integrals of the type (16.5-6) is equal to the sum of the residues of the 
integrand between the vertical lines Re s = a, Re s = ft, provided, of course, 
that none of these lines pass through a pole of the integrand.

This assertion is a direct consequence of the fact that
p/>+iw r(a+s)r(fe+s)

llm rV \---- -'I(~S)(-Z)SJS = 0.
w->oo 1 (C“}“S)

(16.5-13)

In fact, if |w| is sufficiently large, the rectangle with vertices a — iw, 
fl — iw, fi + iw, a + iw encloses all the poles of the integrand between the 
two lines under consideration.

For the proof of (16.5-13) we employ the same technique as in the 
previous section. If |w| is sufficiently large and |arg ( — z)| n — b, |z| > 0 
we know that there is a constant K, independent of z and s, such that

r/>+iwr(a+5)r(fe+s)
•'a + iw T(c + s)

< K (l + |s|)|ReK||z|pe’lvv|^p. 
J a

If y = max (|a|, \0\) then on the path of integration |s| g y 4- |w|. Further 
\z\p RJ, if z is taken from a closed and bounded set, Ro being an 
appropriate constant. By Darboux’s theorem of section 2.4.3 the integral 
on the right is dominated by

(l+y+|w|)|ReK|Kje’|w|i(j?-a)

and, therefore, tends to zero as |w| -» oo. This concludes the proof of 
(16.5-13).

Next we take a = n in (16.5-6). If n is a sufficiently large integer the 
poles of r(a+5)F(ft + 5) are on the left of the path of integration. By a 
small indentation we can achieve that no pole of T(—s) is on it. We 
contend that the integral tends to zero as n -> oo, provided that |z| < 1. 
This follows from

*)r(6+s) r(_s)(_z)»js <kF (l + |s|)|ReK||zre-|4l<s^
*n —too r(c + s) J— oo

< K\z\n f” (l + n + M)|ReK|e-l,|,<fy.
v — OO

The last integral is convergent.
A direct consequence is that the integral (16.5-4) taken along a Barnes 
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contour is equal to the negative sum of the residues at the poles of the 
integrand to the right of the contour and this is precisely the last 
assertion of section 16.6.1.

A very remarkable result presents itself if we evaluate Barnes’ integral 
for |z| > 1. Let a = — n, where n is again a positive integer. If a or b is a 
positive integer the path of integration is indented, so that the pole, which 
should otherwise lie on it, lies to its left. We now have

— n —ioo

r(a + s)r(b + s) 
r(c+s)

r(—s)(—z)sds
t — n+i(X>

<P(s) ----(—z)sds
—n —ioo SHUTS

0(s — n) ——— (— z)s n ds 
sin ns

< K\z\~n p° (1 + |s-n|)|Re't|e’w<’^ 
V — OO

and this tends to zero as n -> oo under the assumption |z| > 1.
It is now clear that the Barnes integral (16.5-4) for |z| > 1 is equal to 

the sum of the residues of the integrand at the poles of r(a+s)r(b+s). 
These poles are — a — n and —b — n, n = 0, 1,... and are simple if we 
assume that a — b is not an integer. Under this assumption the integral is 
equal to

f r(b-a-v)r(a+v) (~i)v( r)-a_v +
v = 0 T(C —47 —v) v!

” r(a-h-v)r(fe+v) (-iy b.v + L ----- ------- 7---- 7-----------— (~2)v=o l\c—b — v) v!
Now, in view of (4.6-13)

r(b-a-n)r(a-b+l+n) = —= (-i)"r(Z>-a)r(a-Z> + l) 
sin 7t(b — a)

and a similar equation holds if we interchange a and b. 
Hence the above expression takes the form

L(b-a)f r(a-b + l) * r(a + v)r(a-c + l + v) z~v
r(c — d) r(a — c+l)v=o r(a — fc + l + v) v!

+ r(a~b\ z\-b Ffb — a + F) " r(&+v)r(fe-c+l+v) z~v 
r(c-by z r(fe-c+i)v=o r(b-a+i+v) v!

r(a)r(b — a), i t 4 -ix= v----- -( —z) F(a, a — c + 1; a — £ + 1; z x) +
r(c-a)

+ (—z)~bF(b, b — c + 1; b—a + l;z-1), |arg(—z)| < n.r(c-b)
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This is, however, the result stated in (16.1-56). In this proof the par­
ameters are only restricted to the condition that the various expressions 
have a meaning.

16.5.4 - The complementary representation of the hypergeometric 
SERIES

An alternative representation of F(a, b; c; z) is provided by the integral

i pioo

— r(a+ s)r(b+s)r(c - a - b - s)r( - s)(l - z)Ms
27tiJ,-00 (16.5-14)

which we shall call a complementary representation, because in the inte­
grand occurs the variable 1 — z. The path of integration is again a Barnes 
contour, curved in such a way that the poles of r(a+s)F(b + 5) are to the 
left and of r(c—a — b — s)F(—s) to the right. This is always possible if 
neither c - a, nor c—b is an integer.

Proceeding as in the sections 16.5.2 and 16.5.3 it can be proved that 
the integral (16.5-14) represents a holomorphic function in the region 
|arg (1 — z)| < 7i, z / 1, and is equal to the negative sum of the residues 
of the integrand at the poles to the right of the path of integration, 
provided that |1 — z\ < 1. These poles are at s = n and s = c—a — b + n, 
n = 0, 1, 2,.... Supposing that c — a — b is not an integer the value of the 
integral turns out to be 

(-1)1 
v!

£ r(a + v)r(b + v)r(c — a — b — v) 
v = 0

(l-z)v +

+ f r(c-a+v)r(c-b+v)r(a + b-c-v)^^(l-z)c-a"!’+'’. 
v=o v!

Since

r(c—a—b — n)F(a + b — c+l+w) = (— l)T(c — a — b)r(a + b — c +1) 

and

F(a+b — c—ri)r(c — a — Z?+l+«) = (— iyT(a + b — c)r(c — a-b-1) 

the above expression may be put in the form

r(c-a-b)r(a + b-c+l)f r(« + W + *) ( 1 z)v + 
v=o r(a + b—c + 1 + v) v!

+ r(a+b-c)r(c-a - b+1)(1 -z)c”a-fc f r<c~a+v)r(c~&±r)
. v=0 r(c-a-b + l+v) v!
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= ——?—/’(a, b;; a + b — c + 1; 1 — z) + 
r(a)r(b)

4---- + b—f)_ (i _z)c-a-b£(c_a c — b; c — a — b + 1; 1—z).
r(c-a)I\c-by ' ’ > >

Comparing this with (16.1-53) we may infer that
The integral (16.5-14) is an analytic continuation of the series

p(c — a)r(c — b)F(a, b;c;z) (16.5-15)
F(c)

into the region |arg (1 — z)| < n, z 1.
The equation (16.5-14) has been obtained under restrictive assumptions 

about the parameters. In view of the results of section 16.3.1 it is valid 
for all values of the parameters for which it makes sense.

16.5.5 - Legendre’s complete elliptic integrals

If we make a and b tend to | and c tend to 1 in the integrals (16.5-4) 
and (16.5-14) we find from (16.1-29) two representations of Legendre’s 
elliptic integral of the first kind as a Barnes integral, viz.,

WI-2-. 1
2ni JLiTOr(i+s)

and

27rK(z) = -L | 
2ni J

P r2(i+s)r2(-s)(i-z)sJs,
— ioo

|arg( —z)| < 7t, 

(16.5-16)

|arg(l —z)| < n.

(16.5-17)

Replacing z by 1—z in (16.5-17) we obtain from (14.5-12) a useful 
representation of Legendre’s elliptic integral of the second kind

2nK'(z) = — I 
2ni J

1* r2(i+s)r2(-s)zsds,
— ioo

|arg z| < 7t. (16.5-18)

Assuming \z\ < 1 the integral on the right of (16.5-16) is equal to the 
negative sum of the residues of the integrand at the points s = n, n = 0, 
1,. . . and yields, therefore, the power series expansion

2K(z) = f r"(i + v) zv, 
v=or2(i+v)

(16.5-19)

in accordance with (14.5-11).
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In a similar way we may find an expansion of K'(z) starting with 
(16.5-18) and assuming again |z| < 1. By virtue of (3.3—4) the residue of 
the integrand at s = n is

l(s_„)2r2(_s)r2(s + i)zS
as

= r2(n+i)zn^(s-n)2r2(-s) + 3^r(«+W+i)z"+as s=n (n!)

+ log z,
(«'•) 

because in view of (16.5-1)
lim (s —n)2P2(—s) = -A-. 
S-*fl

In order to evaluate d/ds (s—n)2r2(—$)|s=„ we observe that

r(-s) = T(—s+n + 1) _ zjy+i T(—s+n + 1)
(—s)(—s+1) ... (—s+n) s(s—1)... (s-ri) ’

whence

7S_„)^(_S) __2CT+l+...+A)pffi. (16.5-20)
ds s—n \T(1) 1 n/ (n.)

Introducing the function (4.8-1) we may write the residue of the integrand 
at s = n as

zn I iOgZ + 2<J'(n+i)-2^(l)+ -1 + .. . + —i | . 
r2(n + l) \ \ 1 nJ I

In view of (4.8-4) we have

2 2 2n»+i) = 7^7 + 7^7 + • • • + 7 +ni).2n — 1 2n — 3 1

The equations (14.5-87) state that

^(l)-’F(J) = 2 log 2.

Accordingly we have

y(n+l)-<P(l) - 1 - ... - A = 2 (1 - | + ... - 1) -21og2
1 n \ 1 2 2nJ

and the residue of the integrand at 5 = n turns out to be

r2(n+i) „
—---------zr 2(n + l)

. z A /I 1 log-----1-4|------------1- . .
16 \1 2 2n. (16.5-21)
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As a consequence we obtain the expansion

2nK’(z)= -f ^'^z'Vlogz-log 16 + 4 (A - 1 + ...
v=oF2(v+1) \ \1 2 2v) /

(16.5-22)

in accordance with (14.5-89). The expansion is valid in the region |z| < 1, 
|arg z| < Tt.

In a similar way we can expand K(z) in a series of ascending powers of 
z"1, for the integral on the right of (16.5-16) is equal to the sum of 
the residues of the integrand at s = — n — n = 0, 1,..provided that 
|z| > 1. The residue at s = — n — £ is

1(s+„+1)^(s+1)IL£)(„z)-
ds r(l+s) s=-„-i

= -l(s+M+i)2r2(s+i)r2(-5)s-^(_zy
CIS 7C s — *"

= —— — (s—n)2r2(—s)r2(s+j) cos ns ( — z)~s~^ 71 ds
As above we deduce that this is equal to

i_(_z)-4 r^±i) z- 
n P2(n +1) log ( —z) +log 16—4

If we restrict z to |arg (—z)| < n we have evidently

log (—z) = 10gZ+7CZ,

the upper or the lower sign being taken as Im z is positive or negative. 
Therefore 

2«K(z) - (-;)-*£
v=o r (v+i)

logz+log 16 +ni—4
(16.5-23)

valid if |z| > 1, |arg (—z)| < n.
Combining (16.5-19), (16.5-22) and (16.5-23) we get

K(z) = +i(-z)"iK ('ll +(-z)-*K' (11. 
\z/ \z/

Now in the region under consideration ( — z)~* = + zz the upper or
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the lower sign corresponding to Im z > 0 or Im z < 0. Thus we obtain 
the fundamental relation

K(z) = z-K(l)±(z-*K-(1), I arg (- z)| < n. (16.5-24)

This result is difficult to obtain from the Legendre integrals.

16.6 - Conformal mapping

16.6.1 - The mapping of a curvilinear triangle

A curvilinear triangle in the s-plane with angles a^, a2 n, a37t, 0 < oc1, 
a2, a3 < 2 is mapped conformally on the upper half of the z-plane by 
means of a function which, in accordance with (14.2-3), satisfies Schwarz’s 
differential equation

1—a* 1 — a2 ai+a2 —a3 —1 
2z2 + 2(z—I)2 + 2z(z —1) (16.6-1)

This equation is the differential resolvent of a hypergeometric differential 
equation whose parameters may be found by the method described in 
section 16.1.3. Since we may take

a — b = a3, c—a — b = a2, 1— c = at (16.6-2)

whence 

a = |(1—ax—a2 + a3), b = |(1—at — a2~a3), c=l—ax. (16.6-3)

The quotient of two solutions which form a fundamental system of this 
hypergeometric equation maps the upper half of the z-plane onto the 
interior of a curvilinear triangle with the given angles. Different funda­
mental systems lead to different triangles, but all the triangles in the set 
have the same angles and we can pass from one triangle to another by a 
fractional linear transformation.

We consider more closely the function

(16.6-0
Woi(z)

where

WoiO) = b; c; z), (16.6-5)
wor(z) = zr~cF(a — c + 1, b — c + 1; 2 —c; z).

Since 1 — c = > 0 the corresponding triangle has a vertex at 5(0) = 0. 
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Since c —a —Z> = a2>0 the series (16.6-5) converge at z = 1 and from 
(16.3-34) we deduce that z — 1 corresponds to the vertex

s(l) = (16.6-6)
r(c)r(i-a)r(i-h)

The vertex corresponding to z = oo may be found from (16.1-56) applied 
to both functions (16.6-5). Making use of the fact that a—b = a3 > 0 
we find after some computation

s(oo) = e"i(1-c) r(a)r(c-fc)r(2~c) (16.6-7)
r(c)r(a-c+i)r(i-&)

The preceding formulas remain valid if a2 = a3 = 0. If ax = 0 the solu­
tions (16.6-5) coincide and we have to take the second solution obtained 
in section 16.4.2. This is in accordance with the fact that if aY = a2 = a3 = 0 
the functions K(z) and z’K'(z) fulfill our requirements.

The case that b = 0, i.e., at-|-a2 + a3 = 1 deserves mention. The tri­
angle is rectilinear and we have

|s(oo) —s(0)| _ |s(oo)| ___ T(a)r(l — a) _ sin7c(c — a) _ sin na2 
|s(l) — s(0)| |s(l)| r(c — a)r(l + a —c) sin na sin 7ra3

in accordance with the sine rule in elementary trigonometry. In this case 
the first function (16.6-5) reduces to the constant 1. The second may be 
represented by one of the hypergeometric integrals of the type (16.1-42). 
Taking the second integral the mapping function becomes

zglF(l — a2, ; 14- ; z) = + — zgl f ugl“1(l —zu)®2”1 Jw
r(ax)r(i) Jo

which is, apart from a multiplicative constant, the same function as 
(10.3-10).

16.6.2 - The mapping of a regular curvilinear polygon

The problem of the mapping of the interior of the unit circle in the 
z-plane onto the interior of a regular curvilinear polygon can also be 
reduced to the solution of a hypergeometric differential equation.

Suppose we are given a polygon with centre at the origin and vertices 
at the «th roots of unity in the w-plane whose sides are congruent circular 
arcs which form the interior angle an with each other, 0 a < 2, 
(fig. 16.6-1). It follows from Riemann’s mapping theorem (section 10.5.2) 
that there is a function /(z) which maps the region |z| < 1 conformally 
onto the interior of the polygon and which is uniquely determined by the
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conditions
/(0) = 0, /'(0) > 0. (16.6-8)

It is clear that the function /(z) provides a mapping of the interior 
of the unit circle onto the interior of the polygon as well. Since it 
vanishes at z = 0 and its derivative thereof is also /'(0) we conclude that 

/(z)=/£). (16.6-9)

This means that f(z) is real for real values of z. Now /'(z) / 0 every­
where in the interior of the unit circle and it follows that f\x) > 0 for 
0 x < 1. Hence /(z) is monotonously uncreasing along the radius 
from 0 to 1 and since/(z) is continuous at z = 1 it follows that /(I) = 1.

Fig. 16.6-1. The mapping of a regular curvilinear polygon

The function
e"27li/7(e2ni/rtz)

maps again the interior of the unit circle onto the interior of the polygon. 
The derivative of this function takes the value f'(ty at z = 0. As a conse­
quence /(z) satisfies the functional equation

f(c2ni/nz) = t2nilnf(z) (16.6-10)
and in particular

y(e2,ti/") = e2wi/n.

Thus we may infer that the n-th roots of unity

ak = e2nikfn9 k = 1,..n,

in the z-plane correspond to the vertices of the polygon.
Expanding both members of (16.6-10) in a power series of z we readily 
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see that the function/(z) is of the type

/(z) = z/i(z"); (16.6-11)

where /i(z) is a power series with /i(0) = 1.
It is easily verified that the invariant R(z), being equal to the Schwarzian 

derivative

turns out to be of the type

A(z) = z-y2(z”), (16.6-12)

where f2(z) is an ordinary power series.
By virtue of (14.1-5) this invariant is equal to

1(1—a2) Z 
v= 1

___1
(z-a„)2

" c+ z — v=i z — av

Now

z 1 = - — f 1 = _ a £ âL

v=i(z—a„)2 dzv=tz—av dzv=i z—av

d dz^Z 1) _ d nz” 1 _ / nz2" 2 (« —l)z" 2\ 
~dz z"-l ~ ~Tz z"-l “ ” \(z"-l)2 z"-l /

' nz" 2 z" 2 \
(z"-l)2 + z"^T/ ’

being again a function of the type (16.6-12). It follows that

V 
v=iz-uv zn-l

must also be a function of this type. Since the degree of the polynomial 
p(z) does not exceed n — 2 it is of the form cz""2.

Now we recall that the invariant R(z) satisfies the condition that it is 
regular at z = oo (section 14.1.1). As a consequence

c = —|n(l—a2)

and
7n~2^(z) = ln2(l-a2)-4-—. (16.6-13)

(z -1)
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The solution of the equation

f/L = W) (16.6-14)

may be reduced to the finding of a fundamental system of solutions of the 
second order equation

zn"2+ =0,

(eq. 15.1-28).
It is natural to take t = zn as an independent variable. If now primes 

denote differentiation with respect to t we readily find

tu" + (1- — 1 u'+i(l-a2)z U = 0.
\ n) 7 (t-1)2 (16.6-16)

Unfortunately this equation is not of the Fuchsian type. But we may 
introduce the function w by

u = M'(r— l)k

and we get

t(t — l)w" + | t ^2k+l—— fl—| w' 4- 
\\ n / \ nJ /

+ — (i(l-a2)+k(k-l)t)+k(l- -M w = 0. (16.6-17) 
\t —1 \ nJ]

The coefficient of w takes the desired form if k(k— 1) = —1(1 — a2). We
may take k = |(1 — a). Our final result is the equation

I t (l-a- 11 - A - 11) w' +
\\ nJ \ nJ ]

+i(l-a)fi(l-a)-l|w = 0. (16.6-18)
\ nJ

This is indeed a hypergeometric differential equation with parameters

a = j(l — a)—— ’ b = |(l —a),' c = l— 
n n

Thus we have proved the following theorem
The function ffz) which effects the mapping of the interior of the unit 

circle in the z-plane onto the interior of a regular polygon with vertices at 
the n-th roots of unity and interior angle arc, and satisfying the conditions

/a(0) = 0, /a'(0) > 0,
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is
(16.6-19)

Woi'(l) W01(z ) 
where

wOi(z) = F (|(1—a)— — , i(l-a); 1- — ; z"V \ n n i
(16.6-20)

Wor(z) = zF (1(1-a)+ — , 1(1-a); 1+ — ; z"j . \ n n /
For applications in the next section we need the value of/,'(0). It is 

readily seen by (16.3-34) that

4'(0) = lim-® = ^1^
z-0 z w01.(l)

r (i- A1 r (i(i+a)+ A j\ nJ \ nJ
r(i+ -) r(i(i+a)- -j

\ nJ \ nJ
(16.6-21)

It is interesting to check the theorem for the case that the polygon is 
rectilinear. Then

n—2 < 2a =--- = 1----n n
and the first function (16.1-20) is identically equal to the constant 1. 
The second function may be obtained from the second hypergeometric 
integral (16.1-42), viz.,

in accordance with (10.3-11).

16.6.3 - Upper bound for the Bloch and the Landau constants

L. Ahlfors and H. Grunsky have shown that the function (16.6-19) 
may serve to obtain an upper bound for the Bloch constant B defined in 
sections 9.9.1. By a similar method we can also obtain an upper bound 
for Landau’s constant L.

We take n = 3 and denote the corresponding triangle by Aa, Iffa(z) 
denotes the function which effects the mapping of the open unit disc 
|z| < 1 onto the interior of the triangle da, then evidently

=a(4(z)), (16.6-22)
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Fig. 16.6-2. The triangle

where f denotes, as usual, the inverse of f, is a function which maps the 
interior of conformally onto the interior of Jp The boundary circles 
of are orthogonal to a circle about the origin whose radius R we wish 
to determine. Elongating the boundary circles through z = 1 they meet 
the real axis again in a point whose distance to z = 1 is equal to a chord 
of the bounding arcs of A; these have the length ^/3, (fig. 16.6-2). Since 
the points 1 and 1+^/3 are inverses with respect to the circle of radius R 
we find that

R = V1+V3. (16.6-23)

Successive reflexions in the sides of A and the resulting triangles 
lead to a net of curvilinear triangles which fills the open disc |z| < R 
without overlapping. The images as given by F(z) form a net of equi­
lateral triangles. Since six curvilinear triangles which have a vertex in 
common form a full neighbourhood of this vertex, the corresponding 
equilateral triangles have a vertex in common and cover a neighbourhood 
of this vertex twice. The radius of the circumscribed circle of z1| is equal 
to unity and the interior corresponds univalently to a subregion of |z| < A. 
It is, moreover, the largest disc having this property. The function

/(z) = (16.6-24)
V 7 KF'(0)

is holomorphic in |z| < 1 and satisfies the condition/'(0) = 1. It follows 
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that the Bloch radius of this function is

B - 1 - 1
' RF'(0) R 4(0) ’

With the aid of (16.6-9) we now may conclude that

B g r(3)r(T2) = 0 47 (16.6-25)
V1+V3B(|)

An upper bound for the Landau constant L may be obtained by means 
of the function

F(z) = AC/oC^)). (16.6-26)

The radius of the circumscribed circle of d0 is unity. The function F(z) 
maps the interior of Ao onto the interior of A± and may be continued 
throughout the disc |z| < 1. The image of the disc as given by this func­
tion covers the plane infinitely many times. The vertices of the triangles 
are not within the circumscribed circle of each triangle A± and, therefore, 
do not belong to the image of |z| < 1. Hence the circumscribed circle 
of zL yields the largest disc which is covered by the image of |z| < 1. 
The function

'<2> - (16.6-27)

has the property/'(0) = 1 and the Landau radius off turns out to be

L = 1 = ®
f f'(o) 4(°)

It follows that

16.7 - Confluent hypergeometric functions

16.7.1 - Kummer’s DIFFERENTIAL EQUATION

A differential equation which may be derived from another differential 
equation by making two or more singularities of the latter tend to coincide 
is called a confluent form of the latter. The limiting process is called 
confluence. We encountered it already in section 15.8—1.

A very important type of confluent equations is obtained from the 
hypergeometric equation. We start with the differential equation for the
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function

Fla, (16.7-1)

viz.,

z w" —
a 

~b w' — aw = 0. (16.7-2)

This is a Riemannian equation with singular points at z = 0, z = b, 
z = oo. If b tends to oo we obtain the confluent hypergeometric equation 
of Kummer

zw" — (z — c)w' — aw = 0.

If we introduce the operator & defined in section 16.1.2 we get

5(5 + c— l)w = z(£ + tf)w.

(16.7-3)

(16.7-4)

The equation (16.7-3) has a regular singularity at z = 0, whereas the 
singularity at z = oo is not regular. The indicial equation at z = 0 is

p(p + c-l) = 0 (16.7-5)

and the exponents are p = 0, p = 1 — c. Hence, if c is not an integer, there 
is one solution regular at z = 0.

16.7.2 - Solution of Kummer’s equation

Let us insert the series

wo(z) = E c»z” (16.7-6)
v = 0

into the equation (16.7-3). Taking (16.1-12) into account we find

9(£+c-l)wo(z) = X v(v+c-l)c„zv = X (v + c)(v+l)cv+1z”+1 
v = 0 v=0

and

z(9 + n)w0(z) = X (v + n)c„zv+1. 
v = 0

As a consequence the coefficients of the power series (16.7-6) must satisfy 
the relations

(n + c)(n + l)c„ + 1 = (n + a)cn, n = 0, 1, 2, . . .. (16.7-7)

Assuming that c is neither zero, nor a negative integer, we may take 
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c0 = 1 and the remaining coefficients are uniquely determined by

whence

cn+i = a + n 
cn (c + n)(l + n)’

a(a + l) ... (a + n— 1) _ (a)„
c(c+l) ... (c+n-l)n! (c)„n!

(16.7-8)

(16.7-9)

and we find Kummer's series

0(n;C;z) = £
v=o (c)v v! (16.7-10)

Since cn+Jcn 0 as n -> oo the series (16.7-10) is convergent throughout 
the z-plane and represents, therefore, an integral function. A particular 
example is

£(a; a; z) = exp z. (16.7-11)

It is clear that the series (16.7-10) arises from the series (16.7-1) by a 
formal limiting process.

A second solution belongs to the exponent 1 — c. Inserting the series

W1(z) = fcvZv+1"c (16.7-12)
v = 0

into the equation (16.7-3) we obtain as above the recurrent relations

(n + 2 —c)(«+l)cn+1 = (n + a-c+l)cn, n = 0, 1,.... (16.7-13)

Assuming that c is not an integer 2 we get, by taking c0 = 1 

and the second solution turns out to be

Wi(z) = z1"^^ — c + 1; 2 — c; z). (16.7-15)

Proceeding as in paragraph 16.4 we may also derive a fundamental system 
for the case that c is an integer. The results can be foreseen by a formal 
limiting process.

16.7.3 - Kummer’s relation

In many cases the investigation of Kummer’s series is much facilitated if 
we represent it by an integral like the hypergeometric integrals introduced 
in section 16.1.7. In the first equation (16.1—42) we replace z by z/b; we get
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Assuming that passing to the limit within the sign of integration is legiti­
mate, we find

r(fl)r(c a) c; z) = 
r(c) Jo (16.7-16)

The proof of this formula is easy. Expanding the exponential function and 
interchanging the order of integration and summation (which is allowed) 
we have

~ r(u + v)r(c-u) £ = r(a)r(c-a) ” (a)y zv 
v=o r(c + v) v! ” r(c) v=o (c)v ?! ’

The result is true under the restriction Re a > 0, Re (c — a) > 0; in more 
unfavourable circumstances we consider a similar integral taken along a 
Jordan-Pochhammer contour.

The formula (16.7—16) enables us to derive a very important relation, 
due to Kummer. Replacing u by 1 — u we get

~ &(a; c; z) =

r(c-q)r(a) 
r(c)

<P(c — a; c; — z).

Thus we proved the relation

0(a; c; z) = ez4*(c —a; c; — z). (16.7-17)

This formula has been obtained under restrictive conditions for the 
parameters a and b. But it can be proved as in section 16.3.1 that 
#(<?; c; z) is holomorphic with respect to a and c respectively. If we 
employ the integral taken along a Jordan-Pochhammer contour the 
restrictions can be dropped before.

An interesting specialization of Kummer’s function may be derived 
from the integral on the right of (16.7-16) by taking c = a +1. Replacing, 
moreover, z by —s we obtain

1
— ; a +1;
a

-s) = = s~a
Jo Jo



674 THE HYPERGEOMETRIC DIFFERENTIAL EQUATION [16

Thus the incomplete gamma function defined by the integral (7.19-1) 
appears. Taking Kummer’s formula (16.7-17) into account we finally 
have

(16.7-18)P(s, a) = Jf ta *e *dt = 5G- £(1; a + 1; s). 
' o a

16.7.4 - Contiguous functions

Contiguous Kummer series are defined like contiguous hypergeometric 
series. Proceeding in quite the same way as in section 16.3.2 we may find 
relations analogous to those listed in (16.3-14). First we have

a$a+ = (3 + a)<P (16.7-19)

and
(c-l)<V = (3 + c-l)d>. (16.7-20)

By virtue of (16.7-4) the function satisfies the relation

3(3 + c-l)<V = z(3 + a-l)<V,
or

(9 + c — a — z)(3 + a-l)^a_ = (c-a)(a-l)<t>a_ .

Using (16.7-19) with a— 1 written for a we get

(c-a)$fl_-30 + (a-c + z)£ = 0. (16.7-21)

The function <Pc+ satisfies the relation

3(3 + c)$c+ = z(3 + a)0c+, 

or
(9-z)(5 + c)0c+ = z(a-e)0c+.

Using (16.7-20) this becomes

(y-z)c^ = z(a-c>c+ . (16.7-22)

Summing up we have

ztf>' = u(0a+-0),

= , (167 23) 
z<£' = (c — d)$a_ +(a — c + z)<P, 
c4>' = — (c — a)$c+ +c$.

It is readily seen that we may obtain these relations from those listed 
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in (16.3-14) by a formal limiting process in an obvious way. Eliminating 
<f>' from the relations (16.7-23) yields six relations between contiguous 
Kummer series.

16.7.5 - The differential equation of Whittaker

By a simple transformation we may derive from Kummer’s differential 
equation another differential equation which plays an important part in 
mathematical physics. Inserting w = Wcp in the equation (16.7-2), 
where (p is a function to be determined appropriately, we find that W 
satisfies a differential equation

zP7" + (lz— + c — zj FT' + (z-—\-(c — z)-—aj W = 0. (16.7-24) 
\ <P J \ (p (p /

This equation is considerably simplified if cp satisfies the condition

or

2z— +c —z = 0. (16.7-25)

A solution of this equation is

<p(z) = z~*ceiz.

The coefficient of W becomes

It is common use to put

— a = k, c = 2/z+l. (16.7-26)

Then the equation (16.7-24) appears in the form

w”+ (-$+ - + w = o.
\ z z2 /

(16.7-27)

This is Whittaker's differential equation.
It is clear that a fundamental system of solutions is given by the 

symmetric pair

MK>/1(z) = 2/z + l; z),
Mk,_a(z) = zi-',e-i20(i-^-K; -2/r+l;z), 

provided that 2/t is not an integer.

(16.7-28)
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Kummer’s relation (16.7-17) takes the elegant form

= ( —z)-i-*‘Af_Kj(J(—z). (16.7-29)

A simple transformation of Whittaker’s equation leads to another 
important differential equation. First we replace in (16.7-27) z by |z2. 
The modified equation is

W I 1 — 4//2 \W"------+ -$z2 + 2k +—2L ^ = 0. (16.7-30)
z \ z /

Next we replace W by ucp where cp satisfies the condition

2^ - 1.0.
(p z

We may take
cp = z*.

Then (16.7-30) appears as

u" + (1k — £z2 + -—“rM u = 0.
\ 4z2 /

The particular equation with /z = ±| is Weber's equation

u"+(2k-|z2)u = 0. (16.7-31)

A fundamental system of solutions is evidently

z-iMK>i(|z2) = 2"*ze-iz2<Z>(i-K; jz2), , .
z~iMK<_i(^z2) = 2-ize-iz2^(l-K; J; |z2).

The solutions of (16.7-31) are called parabolic cylinder functions. They are 
single-valued throughout the z-plane.

16.7.6 - Bessel’s equation

If instead of (16.7-25) we impose on cp the condition

2z— +c — z = 1,
<P

then we may take (p as

<p(z) = z“'i(c”1)e^z = z“*e*z,

where we have put
c = 2/< +1. (16.7-33)
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Inserting w = ucp into the equation (16.7-2) the coefficient of u becomes 

k2 z ------- ------------+ — a. 
z 4

This is simplified if we take a = | + The modified equation takes the 
form

z2u"+zu' — Qz2 + k2)u = 0.

Replacing z by 2iz we finally have

z2u"+zu' + (z2-k2)u = 0. (16.7-34)

This is, however, Bessel’s differential equation (15.3-1). As a consequence 
the functions

eiX2fz)-VK(z) = (4i)-Keiz \(z)

and 
2k + 1; 2iz),

both being regular at z = 0, differ only by a multiplicative constant. The 
value of the first function at z = 0 is

(4frK 
F(k+1) 

It follows that

e-,z I z\K
•4(z)= —t; (t) 2k+i; 2iz)>

f(k+1) \ 2/
(16.7-35)

provided that 2k is not a negative integer.

16.8 - Confluent hypergeometric polynomials

16.8.1 - The Laguerre polynomials

The process of confluence applied to Jacobian polynomials produces an 
interesting class of orthogonal polynomials which play an important part 
in various fields of mathematics and mathematical physics. From

= (n + a) F n + a + £+l;a+l; j)

(being a modification of (16.2-10)) arises, if [J -> 1, the polynomial

IW = 1(n+ay 
n )

1 4>( — n; a+1; z). (16.8-1)
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The polynomials £^0)(z) briefly denoted by Ln(z), were discovered by 
Laguerre. It is common use to call the more general confluent hyper­
geometric polynomials (16.8-1) Laguerre polynomials.

From the expression for the Kummer series on the right of (16.7-1) 
we find

z).o±4.f (16.3_2)
n\ v=o \ v/ (l+a)v

The first polynomials are

L^(z)=l, L(f(z) = a+l-z, 

L^z) = |(a + l)(a+2)-(a+2)z + |z2,....

The degree of L(„\z) is precisely n, the coefficient of the leading term being

= (16.8-3)
n\

It is clear from (16.7-1) that the Laguerre polynomials are solutions of 
the differential equation

zw"+(a+1 — z)w' + nw = 0. (16.8-4)

16.8.2 - The Rodrigues formula

By transforming (16.8-2) we may derive a kind of a Rodrigues formula 
for the Laguerre polynomials. We proceed as in section 16.2.2. First we 
observe that

dKr~ẑ = (-1)^, k = 0,l,...,n, 
dz

whence
1)* = ez ^-Z. 

dzk
Secondly we have

-^-za+n = (a+n)... (a+fc +l)za+t =
<?z" (a+l)t

whence
k _ -a («+l)fc +„

(a+l)„ dzn~k

Hence (16.8-2) becomes
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n! v=c
(n\ dv _z dn~v I I — e ------
\v/ dzv dzn 1

In view of Leibniz’ rule for the wth derivative of a product we now have

with

1
L<:>(z) - TT> T. (*>■),nip(z) dz (16.8-5)

16.8.3 - Orthogonality

p(z) = e Zza. (16.8-6)

In order to obtain the relations of orthogonality we start with the 
function

w(x) = p(x)x", (16.8-7)

where p(x) is the function (16.8-6) and n an integer 0.
Let m denote one of the numbers 0, . . ., n. By integrating by parts we 
obtain

xmu(n\x)dx = (-Ifm! 
o

w(w"m)(x)dx = 0, 
0

(16.8-8)

if m < n. The integral is convergent if we assume a > —1. In the case 
m = n we have

x”u(n)(x)Jx = ( —l)"n! f u(x)dx — (—l)”n! f xa+"e Xdx, 
o J o Jo

whence

x"uM(x)dx = ( —l)"n!r(a + n + l). r(16.8-9)
J 0

From (16.8-8), (16.8-9), (16.8-5) and (16.8-3) we easily obtain the
relations of orthogonality for the Laguerre polynomials

(16.8-10)

16.8.4 - Recurrent relations

The method for obtaining recurrent relations as described in section 
16.2.4 is also applicable to Laguerre polynomials. In quite the same way 
we find by the aid of the relations of orthogonality the analogon of
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(16.2-19), viz.,

t(z) = (A„ z + B„)L(?(z) + C„L(;L /z), (16.8-11)

where An, Bn and Cn have the values (16.2-25) by effecting the process of 
confluence. In our case we have to take

a 1 p oc-{-1 n +OC /I A 2 1O\, Bn = ------- —, Cn =--------- (16.8-12)
n + 1 h+1 n + 1

whence

(n + QlffUz) = ((2n+a + l)-z)L(„a)(z)-(n + a)LW t(z). (16.8-13)

It is of interest to derive this formula by a wholly different method. To 
this end we employ the relations listed in (16.7-22). Since

$(- n, a+1; z) = —L^(z), 
(a+l)»

we readily find

_(a + „)2(«)i(z) + nL(;)(z)) 
dz

z — ” = (a + n)L(“-1)(z)—aL(“)(z),
dz

(16.8-14)
zdL^z) = (n + 1)L(,) i(z)_(n + a+1_2)LW(z), 

dz

~ = -I%+1\z)+l%\z).
dz

Eliminating dL^(z)ldz from the first and the third relation we immediatey 
get the recurrent relation (16.8-13) which is, therefore, essentially a 
relation between contiguous functions. In this way a great variety of 
relations can be found. Eliminating, for instance, dlS*\z)ldz from the 
first two relations we get

^-^(z) = Ly(z)-L(„a\(z). | (16.8-15)

Eliminating dL^\z)ldz from the third and the fourth relation yields

(a + n + l)L<r(z) = (n + l)L(“+1(z) + zl)“+1)(z)

and a shift in the index n gives
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Comparing this with the right hand member of the first relation (16.8-14) 
we see that

(16.8-16)

16.8.5 - The generating function

The recurrent relation (16.8-13) enables us to find a simple generating 
function for the Laguerre polynomials. Let

F(w) = X (16.8-17)
v = 0

Then, in view of (16.8-13),

F'(w) = Z(v+l)L(v”i1(Z>v 
v = 0

= X (2v + a + l—z)L(“)(z)wv — X (v + a+l)L(')(z)wv+1 
v=0 v=0

= 2w X vL(“)(z)wv-1 + (a +1 -z) X L(“)(z)h’v + 
v=l v=0

— w2 X vL(“)(z)w”“1 — (a + l)w X ^(v )(z)wv 
v=0 v=0

= (2w — w2)F'(w) 4- ((a +1 — z) — (a + l)w)F(w).

It follows that

F'(w) _ a+1—z —(a + l)w _ a+1 z 
F(w) 1—2w + w2 1 —w (1 —w)2

Integration yields

F(w) = C(l-w) (a+1)exp — zw

1 —w,

Since F(0) = L(q\z) — 1 the constant C is unity and we have
The Laguerre polynomial is the coefficient of wn in the expansion

(1 —w) (a+1)exp|f — zw) 
ll — w/

| = X W- 
v —0

(16.8-18)

Differentiating both members of (16.8-18) with respect to z yields, if
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F(w) stands for the left hand member of (16.8-18),

-~F(w) = f — 
1 —w v=o dz

and this is evidently

- f L(:+1>(z)wv+1 = f w”. 
v = 0 v = 0 dz

Comparing the coefficients of wn we obtain again the relation (16.8.16). 
The generating function leads to simple finite sum properties. From 

(1 — w)"(a+1) exp /——= (1 — w)-(a-/n(l — w)-(/? + 1) exp f1 
\1 — w/ \1 —w/

follows

f L?(z>v = f (-1)” W' f L<«(Z)WV
v = 0 v = 0 \ V / v = 0

and, taking (16.1-21) into account, by the multiplication rule of power 
series

LW(Z) = X ^^L<«v(z). (16.8-19)
v=o v! v

The specialization a — P = 1 yields the interesting sum formula

i<:>(z) = f l^-^z).
v = 0 (16.8-20)

From

x_(a+D / ww\ , / t?w\(1 — w) 1 ' exp I------ 1(1 — w) {P ’ exp |------- 1
\1—w/ \1 —w/

= (i_vv)-((«+/>+i)+i) exp
\ 1 — w / 

follows

L<r/'+1)(u+v) = ZL(:)(«)L(^v(4
v = 0 (16.8-21)

16.8.6 - General properties of orthogonal polynomials

Up to now we studied certain types of orthogonal polynomials which 
are closely related to hypergeometric functions. There are certain
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properties of orthogonal polynomials which are independent of their 
being hypergeometric series. On the other hand the class of orthogonal 
polynomials is very large and the question arises whether it is possible to 
characterize in a general way the class of polynomials studied before. 
As we shall see in the next section the generalized Rodrigues formula 
gives a satisfactory answer to this question. In this section we shall 
discuss some elementary properties.

We consider a sequence of polynomials

P^P/z),...,

with real coefficients such that the degree of Pn(z) is precisely n. If there 
exists an interval a < z < b and a function p (z) which is positive on that 
interval we say that the functions form an orthogonal set with respect to 
the weight function p(z) over the interval if

b

p(x)POT(x)P„(x)dx = 0, m / n. (16.8-22) 
j

For our purpose we shall assume that p(x) is continuous throughout the 
interval and that the integral

x)dx (16.8-23)

exists in the case that a or b or both are infinite. First we shall prove
Given a function p(x) satisfying the conditions stated above we can 

always find a sequence of real polynomials orthogonal with respect to this 
function as weight function.

The proof is given by induction. Take P0(x) = 1 identically. Suppose 
we are already in possession of an orthogonal system of n polynomials 
P0(x),. .P„_1(x). A polynomial of the type

P„(x) = 20P0(x) + 21P1(x) + . .. + A/J_1Pn_1(x) + x”,

where 20,. .., are real constants, is orthogonal toPm(x), m — 0,.. 
n — 1 if and only if

x)Pm{x)dx

n-1 f*b rb

= P(x)Pm(x)P„(x)dx+ p(x)Pm(x)xn dx
v = 0 J a J a

Pb ?b

= *m p(x)P*(x)dx+ p(x)Pm(x)xn dx = 0.

Since p(x) > 0 in the interior of the interval we have 
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f p(x)P^x)dx > 0
J a 

and it follows
f p(x)Pm(x)x"dx

p(x)P^(x)dx
J a

It is clear that Pn(x) with these coefficients has the desired property.
The orthogonal polynomials P0(z), Pfz),... are linearly independent.
In fact, if

A0P0(x) + . . . + 2„PJx) = 0

identically, with certain constants Ao,..., then by multiplying by 
p(x)pm(x) and integrating between a and b we get

xm P(x)p2(x)dx = 0, m = 0,..., n, 
v a

whence = 0.
In quite the same way as in section 3.14.3 we may prove that zn is 

uniquely expressible as a linear combination of the polynomials P0(z),..., 
P„(z). Hence

Every polynomial <p(z) with real coefficients and degree n — 1 has the 
unique representation

<p(z) = c0P0(z) + ... +c„_1P„_1(z), (16.8-24)

where c0,. . ., cn-.r are constants.
From the orthogonality follows

Pb n-1 pb
p(x)<p(x)P„(x)dx = £ c J p(x)Pv(x)Pn(x)dx = 0.

J a v = 0 v a

Thus:
An arbitrary real polynomial is orthogonal to each polynomial of the 

sequence P0(z), Pfzf ... of higher degree.
A very useful theorem is the following uniqueness theorem
The polynomials of a sequence orthogonal with respect to a given weight 

function are determined up to a multiplicative constant.
We proceed by induction. The assertion is trivial for n = 0, for a 

polynomial of zero degree is a (non-vanishing) constant. Suppose the 
statement is true until the degree n— 1. Now Pn(x) has degree n and is 
expressible as

n — 1

pn(x) = E cvPv(x) + a„xn.
v = 0
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Multiplying by Pm(x), m = 0,. .., n — 1 and integrating between a and b 
we get

p r>b r*b

0 = p(x)Pm(x)P„(x)dx = cm P2m(x)dx+an p(x)Pm(x')x" dx, 
J a J a J a

whence
rb
J p(x)Pm(x)x"dx

Cm = -a„jrb-----------------
P(x)Pm(x)dx

m = 0,..n — 1.

Hence the constants cm are determined by P0(x)9. .Pn_fx) up to the 
multiplicative constant an.

A remarkable property of the zeros of a polynomial belonging to an 
orthogonal set is the assertion

The zeros of the polynomial of an orthogonal set are all real and simple 
and lie in the interval a < x < b.

We denote by ar9. . ., am the zeros of Pn(x) in the interval a < x < b, 
where Pn(x) changes sign if x increases from a to b. Let

1, if m = 0,
(x — af). .. (x — amf if m > 0.

This function changes sign at the same points as does PH(x). Hence 
P„(x)2(x) does not change sign at any point in the interval, whence

*b

p(x)Q(pc)Pfx)dx > 0. 
a

By the fourth theorem of this section Q(x) has the degree at least n. But 
the number of zeros of Pn(x) does not exceed n and, as a consequence, 
m = n.

16.8.7 - The formula of rodrigues

By a function of Rodrigues related to the weight function p(z) over an 
interval a < z < b we shall understand the function

1 dn
Rn(Z) = ~F\7~n WW)’ 

p(z) dz
(16.8-25)

where q(z) is a quadratic polynomial with zeros a and b. Either or both 
endpoints of the interval a < x < b may be taken to be infinite. If one is 
infinite then q(z) is a polynomial of the first degree and if both are infinite 
q(z) is a (non-vanishing) constant.
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In general Rn(z) is not a polynomial. It is our aim to investigate for 
which weight functions p(z) the expression (16.8-25) does represent a 
polynomial of precisely the degree n.
i) Assume that a and b are finite. Let

^(z) = (z-a)(z-Z>).

Without loss of generality we may take a = — 1, b = 1, for these values 
can be obtained from given values a and b by a suitable linear transfor­
mation of the variable z. Hence we continue with

q(z) = 1 —z2. (16.8-26)

A necessary condition is expressed by the fact that

J-A(i-^)p(2)-?I3(i-z=)-2z 
p(z) dz p(z)

is a linear polynomial. Hence

p'(z) _ Az + B _ -a ft
p(z) 1— z2 1 —z 1 + z

Integration yields
p(z) = c(l — z)a(l +z/. (16.8-27)

This is, apart from an unimportant multiplicative constant, the weight 
function for the Jacobian polynomials. It is easy to verify that the condi­
tions imposed on p(z) is also sufficient if we assume that a > — 1, 
P > — 1. In fact, by Leibniz’s rule the function

J"Rn(z) = (l-z)-«(l+z)-/'£-((l_z)"+’(l+Z)"+/’) 
dz

is a polynomial of degree n. The coefficient of z" is (—l)"n! times the 
number
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and for n > 0 each term in this sum is positive because, by hypothesis, 
a > -1,0 > -1.
ii) LetZ> = oo. Without loss of generality we may suppose that a = 0, i.e.,

q(z) = z. (16.8-28)

A necessary condition for p(z) is expressed by 

p'(z) Az + B . B =----------= AH----- .
p(z) z z

Integration yields
p(z) = CeAzz“. (16.8-29)

Under the assumption a > — 1 this condition is also sufficient, for

— n'e~Azz~aY eAz + a+n-v _ . y A /n + a\ v— ll .v X / t VI I X — 11 . y I IX,v=o(n — v)! \ v / v=o(n —v)!\ v /
and this is again a polynomial of exactly the degree n if a > — 1.
iii) There remains the case a = — oo, b = oo. We take

q(z) = 1. (16.8-30)

It follows that a necessary condition for p(z) is expressed by

!©-4z+b’ 
p(z)

whence
p(z) = exp (%Az2 + Bz + C),

the multiplicative constant being absorbed in ec. By a suitable linear 
transformation we can give to p(z) the form

p(z) = expQAz2 + C). (16.8-31)

The condition is also sufficient if we assume that A A 0. This may be 
proved by induction. First P0(z) = 1 is a polynomial of degree zero. 
If we assume that Pn_t(z) is a polynomial P„_t(z) of degree n— 1, then

-—J exp (iAz2) = P„-i(z) exp (jAz2), dz
whence

dn
— exp (iAz2) = P;_1(z)expQAz2) + AzP„_1(z). dz
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The expression P/J_1(z) 4- AzPn^t(z) is a polynomial of exactly the 
degree n.

The orthogonality of the polynomials with respect to the weight func­
tion requires that the integral (16.8-27) exists. This imposes on the func­
tion (16.8-29) (with the limits of integration a = 0, b = oo) the condi­
tions that A is negative. Without loss of generality we may take A = — 1. 
For the function (16.8-30) (with the limits of integration a = — oo, 
b = co) the condition A < 0 must be fulfilled; without loss of generality 
we may take A = — 2. Thus the three possible forms for p(z) are essen­
tially

(16.8-32)
f(l-z)‘(l + z/, a > -l,j? > -1,

p(z) = < e Zza, 
V e-z2.

a > —1

The first two functions are weight function for the Jacobian and the 
Laguerre polynomials respectively. The third function is new and belongs 
to the so-called Hermite polynomials which constitute the subject­
matter of the next section. It should be noticed that we have restricted 
ourselves to polynomials with real coefficients.

16.8.8 - Polynomials of Hermite

By the polynomials of Hermite we understand the polynomials defined 
by the Rodrigues formula

H„(Z) = ez2^e-z2. 
dz (16.8-33)

Since
J”
— e”*2 = (-2)Ve"z2+ ..., 
dzn

the leading coefficient in Hn(z) has the value

kn = (—1)"2". (16.8-34)

Many authors, in particular theoretical physicists, prefer to adopt the 
expressions (— l)”/7n(z) as Hermite polynomials. This causes only minor 
modifications in the formulas.

Proceeding along well-known lines we start with the function

u(z) = e (16.8-35)

which has the property
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u\z) = — 2zw(z). (16.8-36)

Differentiating both members n times we have by Leibniz’s rule 

u("+1)(z) + 2zu(n)(z) + 2nu(w’1)(z) = 0

and this leads us to the recurrent relation

| Hn+1(Z) + 2ZHn(Z) + 2nHn 1(Z) = 0?
(16.8-37)

The first few Hermite polynomials are

H0(z) =1, = -2z, H2(z) = 4z2 —2,
H3(z) = — 8z3 + 12z, H4(z) = 16Z4-48Z2 + 12,....

A generating function of the type

. * Hv(z) ,F(w) = X ■ w 
v=o v!

can be obtained by the aid of (16.8-37). Differentiating with respect to w 
gives

-z x v v o v Hv0) v oV Hv-lW v
F (w) = 2^ w = -2z £ -^-2 w -2 £ -- w

v = 0 v! v = 0 v! v=l (v—1)1

_ * Hv(z) v _ ” Hv(z) v
= — 2z 2, w — 2w 2, w , 

v=o v! v=o v!

whence
F'(w) = -2(z+w)F(w). (16.8-38)

Integration yields

F(w) = Cexp (~2zw —w2),

the constant C being equal to unity, because H0(z) = 1. Thus we proved 
The n-th Hermite polynominal is n! times the coefficient of wn in the 

expansion of the generating function

( nx v Hv(z) vexp(-2zw-w ) = 2, — w . 
v=o v!

(16.8-39)

This formula contains much information about the Hermite poly­
nomials and is frequently taken as a definition of these polynomials.

Replacing z by — z and at the same time w by — w we immediately find 

H„(-z) = (-1)"H„(Z). (16.8-40)
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This equation expresses the fact that Hn(z) contains only even or odd 
powers of z according as n is even or odd.

Differentiation both members of (16.8-39) with respect to z yields

_ £ Hv(z) v “ HC(z) v 
— 2w 2^ w = 2, - w , 

v=o v! v=o v!

whence, on equating coefficients of equal powers of w

(16.8-41)

Differentiating both members of (16.8-38) with respect to z and taking 
into account (16.8-41) leads to

-2(n + l)/fn(z)+2/Zn(Z)+2zH;(Z)+2n^_1(Z) = 0, 
or

2n/7„(z)-2zW;(Z)-2n//;_1(z) = 0.

Again by (16.8-41)

H”(Z) = -2hH;_1(z)

and it follows
The polynomial of Hermite Hn(z) is a solution of the differential equation

w" —2zw' + 2nw = 0. (16.8-42)

It is the only polynomial solution of degree n of this equation (apart from 
a multiplicative constant).

In order to prove this we proceed as follows. Let

Kn(Z) = f avz”-v 
v = 0

be a solution. Then, by inserting this into the equation we obtain the 
recursive relations

2kak + (n — k + 2)(n — k+l)sfc_2 = 0, 
whence

(n — k + 2)(n — k+1) 
ak = - ----------- ----------- - ak~2-

2k

Taking a0 = (—1)"2" we get

a __ n(n — l)« »»(n 2k+ 1) / _ । ~ 2k _ ( 1) • ( — 1 )k2n ~2k
2k~ k\ ~ (n-2k)W. 7

the coefficients of odd index being zero since the differential equation
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(16.8-42) remains unchanged if we replace z by — z. The coefficients of the 
polynomial solution are uniquely determined by a0 and this proves the 
assertion. In addition we now have an explicit expression for the poly­
nomial, viz.

W = (-l)nE(-l)v-,, n—(2zr2v. v=o v!(n — 2v)I (16.8-43)

The same result is obtained by expanding

exp ( — 2zw — vv2) = exp ( — 2zw) exp ( —w2), 
viz.,

v ^v(^) VX —— w 
v=o v!

= f (_ 1)’ K f C_0V w2v 
v = o v! v=o v!

and equating coefficients of like powers of w.
Another interesting result may be obtained by means of the generating 

function by expanding 

exp( —2uw —w2) exp ( —2w —w2) = exp (-2^ms/2-W2)2
\ y/

We find

£ H.v V wv 
v=o v! v=o v!

We now immediately have Runge's addition formula

2inHn te) = f (") Hv(u)Hn.v{y).\ yj2 / V=0 \ V/ (16.8-44)

The relations of orthogonality may be obtained in the usual way. If 
w(x) is again the function (16.8-35) we have

xmu(n\x)dx = xmdu(n'1\x) 1u{n ^(xjdx

= ... = (-l)mm! f°° u(n~mXx)dx v — oo

and this is zero if m < n. In the case m = n we have 

xnu{n}(x)dx = ( ~x2dx = (-l)"n!V7r,

by (4.7-5). Because the coefficient kn of xn in Hn(x) is (—1)”2", we may 
state
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The relation of orthogonality of the Hermite polynomials are

x2Hm(x)Hn(x)dx = I0,I2nn \y/n,
if m = n, 
if m = n. (16.8-45)

16.8.9 - Relations between the polynomials of Hermite and 
Laguerre

The Hermite polynomials belong to the class of the Laguerre polynom­
ials, inasmuch a polynomial of Hermite can be expressed as a certain 
Laguerre polynomial with appropriately transformed variable. This may 
be found by considering the solutions of Weber’s equation (16.7-31). 
The form of these solutions suggests the substitution

u = ve”iz2

and this leads to the differential equation

v" — zv'+ (2k — |)v = 0. (16.8-46)

A solution of this equation is the even function

0(J-K;l;iz2). (16.8-47)

If we replace the variable z by z^2 the equation (16.8-46) takes the 
form

v"-2zv' + 2(2k-|> = 0 (16.8-48)

and comparing this with (16.8-42) we may conclude that H2m(z) *s a 
solution of this equation, provided that 2k — | = 2m, i.e., | — k = — m. 
It is clear that there exists a relation

H2m(z) = H2m(0)<P(—m; i; z2). (16.8^9)

On the other hand, by virtue of (16.8-1)

4)(z2) = i; z2). (16.8-50)

The constant H2m(0) occurring in (16.8-49) may be evaluated by the aid 
of (16.8^43). The result is

H2m(0) = (-l)m^. (16.8-51)
ml

From Legendre’s duplication formula (4.6-26) we get

(16'8-52)
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whence
r(m + j) _ (2m)!

r(m + l)F(i) ” 22m(m!)2’ (16.8-53)

This formula may be obtained by straightforward computation from the 
definition (2.16-19) of the binomial coefficient, of course. Thus we find

H2m(z) = (-l)m22mrn! L<-«(z2). (16.8-54)
By shifting m to m +1 and differentiating both sides of the equation 

thus obtained we have, by virtue of (16.8-41) and (16.8—16)

H2m+1(Z) = (-ir + 122m+1rn!ZL«>(z2)- (16.8-55)

An integral expression of the Laguerre polynomials in terms of the 
Hermite polynomials is readily found by the aid of an integral relation 
between L{*\z) and L^tz). The expansion (16.8-2) may be put in the 
form

= T(1 + a+ri) y /n\1(—l)v^ 
! v=o \v/ T(l + a + v)

Assuming a > /? this is equivalent to

_ Al + a+n) y /n\ 1 ✓ _ r(14-/? + v)r(a~/3)
nir(a—P) v=o \v/ r(l+P + v) T(l + a + v)

= r(l + a + n) ” /n\ (-l)vzv f1 p+v( _tY-p-idt 
V=o\v/r(l+j8+v)jo }

f(l + a + n) f1 » _ y-p-i y (n\ (~l)vzT , 
n'.r(a-p)!0 ( v=o\v/r(l + /? + v)

= m±^)z_ap M (-i)Y
n!F(a—j8) Jo v=o\v/r(l+j?+v)

and this yields 

W(z) = T(l + a + n) z a 
r(i+p+n) T(a-j?) (16.8-56)

provided that a > /?.
In this formula we replace z by z2 and then u by t2. If we take ft = — 4 

then, assuming a > —
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W)
2r(l+a + n) 

r(n + l)r(a + i)
z-2a

J 0
(16.8-57)

or, by virtue of (16.8-54),

the desired formula.
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Abel’s identity, 511
above, 272, 296, 319
absolute geometry, 57

— invariant, 494
accessible boundary points, 174
accessory parameters, 563
addition, Runge’s — formula, 691
algebraic function, 278

— singularity, 274
analytic configuration, 296

— continuation, 244, 245
direct — continuation, 244
— function, 255

analytical arc, 102
— Jordan arc, 102

angle, 13
Eulerian —, 28
exterior —, 150
interior —, 150
parallel —, 46

anti-isogonal, 14
approximation, Lowner’s — theorem, 223
arbitrarily continuable, 258
arc, analytical —, 102

analytical Jordan —, 102
fundamental —, 43
general — cosine, 269
general — sine, 269
polygonal —, 144

arcwise connectedness, 2
area, interior —, 186
argument, general —, 8
asymptotic, doubly — triangle, 52

trebly — triangle, 52
automorphic, 110, 384
automorphism, 17
axis, 42

invariant —, 26

Barnes contour, 653
base point(s), 36, 338
Bessel’s equation, 524
Bessel functions, 524
Biederbach’s rotation theorem, 203
Blaschke factor, 62

Bloch constant, 73
— functions, 87
----- Landau theorem, 75

boundary, 320
accessible — points, 174
lower —, 287
natural —, 246
upper —, 287

branch, 8, 289
— points, 274
logarithmic — point, 274
principal —, 620
single-valued —, 256

canonical, 517
— representation, 64

Cayley-Klein parameters, 29
Cebishev polynomials, 635
1-chain, 319
2-chain, 319
characteristic equation, 516

Euler —,311
— numbers, 516

chordal derivative, 477
Christoffel, Schwarz — formula, 150
circle, fixed —, 361

isometric —, 359, 379
principal—, 378, 379

class, homotopy —, 339
closed, 268, 301, 315, 331
closed polygon, 144
complementary integral, 485
configuration, analytic —, 296
confluence, 590, 670
conformal, 14
congruence group, 441
congruent, 39

— transformations, 39
conjugate, 21
connected, 2, 315

simply —, 6, 318
connectedness, arcwise —, 2
constant, Bloch —, 73
constant, Landau —, 74

locally —, 343
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— path, 332
contiguous function, 571, 639, 674
continuable, arbitrarily —, 258
contour, Barnes —, 653
convex, 198
cosine, general arc —, 269

lemniscate —, 166
covering surface, 315

— transformation, 356
universal — surface, 318

critical points, 277
cross-ratio, 21
curvature, 58

Gaussian —, 82
cut, 176
cycle, ordinary —, 374

parabolic —, 376
cylinder, parabolic — function, 676

defect, 53
degree, 392
deformation, 333

— function, 332
linear —,333
— square, 333

derivative, 256
chordal —, 477

determinant, Vandermonde’s —, 275
— of Wronski, 510

diagram, Newton’s —, 283
diameters, 42
differential resolvent, 513
dihedral function, 113, 450

— group, 423
dihedron, 423
direct analytic continuation, 244
direction, 13

— of Julia, 483
discontinuity, region of —, 378
discontinuous, 357

properly —, 357
discriminant, 276
displacements, parallel —, 42
distance, 45
distortion, 14

— theorem, 195
Koebe’s — theorem, 199

divisible, 278
division transformation, 277
domain, fundamental —, 109, 368
doubly asymptotic triangle, 52

elation, 23
element, function —, 245
elementary group, 378

— loop, 351
elliptic, 23, 35, 382

— plane, 54
equation, Bessel’s —, 524

characteristic —, 516
exponents —, 565
Fuchsian —(s), 558
indicial —, 523
Lame’s —, 585
Legendre’s differential —, 544
linear homogenous —(s), 507
Lowner’s differential —, 230
Mathieu’s —, 590
Weber’s —, 676
Whittaker’s —, 675

equivalence relation, 21
equivalent, 30, 255
Euler characteristic, 311
Eulerian angles, 28

— integrals, 611
excess, 56
exponents, 565
extension, 244
exterior angles, 150
external, 146

fixed circle, 361
point, 20

Floquet’s theorem, 591
form, confluent —, 670

normal —(s), 303
reduced —, 54

four group, 115, 423
fractional, linear — transformation, 18
Fuchs, relation of —, 562

—’s theorem, 519
Fuchsian equations, 558

— group, 378
— type, 483

function, algebraic —, 278
analytic —, 255
Bessel — of the first kind, 525
Bessel — of the second kind, 542
Bloch —s, 89
contiguous —, 571
deformation, —, 332
dihedral —, 113, 450
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— element, 245
generating —, 531
— group, 378
hypergeometric —, 605
icosahedral —, 453
Koebe’s —, 113, 196
Legendre’s —, 544
Mathieu — of the first kind, 592
Mathieu — of the second kind, 597
modular —(s), 465
Neumann’s —, 531
octahedral —, 452
parabolic cylinder —, 676
polyhedral —, 447
— of Rodrigues, 685
Schwarzian triangle —(s), 416
tetrahedral —, 450
univalent normalized —(s), 191
weight —, 683

fundamental arc, 43
— domain, 109, 268
— group, 256
— number, 22
— system, 512

gaps, 247
Gaussian curvature, 82

— integers, 317
Gegenbauer polynomials, 631
general arc cosine, 269

— arc sine, 269
— argument, 8
— inverse tangent, 261
— logarithm, 8, 260
— monodromy theorem, 258
— power, 8
— Riemann surface, 324

generating function, 531
genus, 300, 307
geodesics, 58
geometry, absolute —,57

hyperbolic, 39
Mobius —, 29
parabolic, —, 60

Gronwall’s theorem, 187
group, congruence —, 441

dihedral —, 423
elementary —, 378
four — 115, 423
Fuchsian —(s), 378
function —, 378

fundamental —, 356 
icosahedral —, 432 
Kleinian —, 378 
modular —, 441 
monodromy —, 267, 513 
octahedral —, 429 
Picard’s —, 357 
tetrahedral —, 426

Hermite, polynomials of —, 688 
homeomorphism, 16 
homogeneous, linear — equations, 507 
homologous, 168, 320 
homotopic, 318, 333 
homotopy class, 339 
horicycle, 43 
hyperbolic, 23, 36, 382 

— geometry, 39 
— plane, 39 

hyperconvergent, 247 
hypercycles, 43 
hypergeometric function, 605 

— polynomial, 622 
hyperparallels, 40

icosahedral function, 453
— group, 452

ideal points, 40
identity, Abel’s —,511 
inaccessible, 174 
Ince’s theorem, 596 
independent, linearly —, 510 
indicial equation, 523 
initial point, 331
integral, Eulerian —(s), 611

Neumann’s —, 549
Schlafli’s —, 550
Sommerfeld’s —, 535

interior angles, 150
— area, 186 

intermediate path, 333 
internal, 146 
invariant, 396

— absolute —, 396
inversion, 31 
irreducible, 278 
isogonal, 14 

anti- —,14
isolated, 272 
isometric, 25

— circle(s), 359, 379
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isotropy, subgroup of —, 16

join, 331
Jordan, analytical — arc, 102

----- Pochhammer representation, 271
Julia, direction of —, 483

kernel, 217
Kleinian groups, 378
Klein-, Cayley----- parameters, 29
Koebe’s distortion theorem, 199

— function, 113, 196
Kummer’s series, 672

— theorem, 608
— relation, 673

Lamp’s equation, 585
Landau, Bloch- -theorem, 75

— constant, 74
— number, 74
— radius, 472

Legendre’s differential equation, 544
Legendre’s function of the first kind, 552

— function of the second kind, 546, 553
lemniscate cosine, 166

— sine, 166
limit point, 366
limiting points, 35
linear deformation, 333

— fractional transformations, 18
— homogeneous equation, 507

linearly independent, 510
linked, 306
locally constant, 343

— uniformizing parameter, 298
logarithm, general —, 8, 260
logarithmic branch point, 274, 291
loop, 331

elementary —, 331
lower boundary, 287
Lowner’s approximation theorem, 223

— differential equation, 230
loxodromic, 23

Mathieu’s equation, 590
Mathieu’s function of the first kind, 592

— function of the second kind, 597
method of Puiseux, 283
Mobius geometry, 29

— plane, 29
— transformation, 30

modular functions, 465
— group, 44
— surface, 471

moduli of periodicity, 260
monodromy group, 267, 513

general — theorem, 258
multiplication of paths, 331
multiplicative solution, 591
multiplier, 246
Murphy’s expression, 607

natural boundary, 246
neighbourhood, 288, 297
Neumann’s function, 541

— integral, 549
Newton’s diagram, 283
normal, 176
normalized, univalent — functions, 191
number, Bloch —,73

characteristic —(s), 516
fundamental —, 22
Landau —, 74
ramification —, 313

octahedral function, 452
— group, 429

open, 302, 315
— plane, 2

operator, 19
ordinary, 274, 366

— cycle, 374
original, 1
orthogonality, relations of —, 626
oscillation theorem, 592

parabolic, 23, 35, 382
— cycle, 376
— geometry, 60
— cylinder functions, 676
— point, 376

parallel angle, 46
•— displacements, 42

parallels, 40
parameter, accessory —(s), 413, 563

Cayley-Klein —, 29
locally uniformizing —, 298

parametrized path, 331
path, 331

constant —, 332
intermediate —, 333

pencil, 34
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periodicity, moduli of —, 260
permanence, principle of — of functional

relations, 255
Picard’s group, 357

— theorem, 78, 375, 384
place, 287, 296
plane, elliptic —, 54

hyperbolic —, 39
Mobius —, 29
open —, 2

Poincare’s relation, 402
point, accessible boundary —(s), 174

base —(s), 36, 338
branch —(s), 289
critical —(s), 277
end —(s), 40, 331
fixed —, 20
ideal —, 40
initial —, 331
limit —,366
limiting, —(s), 35
logarithmic branch —, 274
parabolic —, 376
ramification —(s), 274, 289
regular singular —, 519
singular —, 272, 417

pole, 274
polygon, closed —, 144
polygonal arc, 144
polyhedral functions, 447
polynomial(s), 276

Cebishev —(s), 635
Gegenbauer —(s), 631
— of Hermite, 688
hypergeometric —, 622
Laguerre —, 678
ultraspherical —, 634

power, general —, 8
principal branch, 620

— circle, 378, 379
principle of permanence of functional re­

lations, 255
reflection —, 99
Schwarz’s symmetry —, 99

problem of uniformization, 314
product, 16, 331, 340
properly discontinuous, 357
Puiseux, method of —, 283

series of —, 274

quotient, 277

radius, Landau —, 472
ratio, cross —, 21
ramification number, 313

— point(s), 274, 289
real, typically —, 209
rearrangement, 246
reduced form, 514
reflection principle, 99
reflexive, 22
region, 3

— of discontinuity, 378
slit —(s), 216, 221

regular, 82
— point, 247
semi —, 519
— singular point, 519

relation, equivalence —, 21
of Fuchs, 562
Kummer’s —, 672
of orthogonality, 626
Poincare’s —, 402
principle of permanence,
of functional —, 255

remainder, 277
representation, 513

canonical —, 64
resolvent, differential —, 513
restriction, 244
Riemann, general — surface, 324

surface, 287, 296
Rodrigues, function of —, 685
rotation, 23, 42

Bieberbach’s — theorem, 204
Runge’s addition formula, 691

Schlafli’s integral, 550
Schottky’s theorem, 80
Schwarzian triangle, 419

— triangle functions, 416
Schwarz’s-Christoffel formula, 150

— inequality, 180
— symmetry principle, 99

segment, 40
series, Kummer’s —, 672

— of Puiseux, 274
sheet, 289, 296
sides, 144, 300, 372
simple, 17, 144, 384
simply connected, 7, 318
sine, general arc---- , 269

lemniscate —, 166
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single-valued branch, 256
singular, 271

— (feint, 272, 217
singularity, algebraic —, 274
slit-regions, 216
smooth, 315
solution, multiplicative —, 591
Sommerfeld’s integral, 535
square, 135

deformation —, 333
starlike, 211
starshaped, 211
stretching, 23
subgroup of isotropy, 16
surface, covering —, 325

general Riemann —, 324
modular —, 471
universal covering —, 318

support, 82
symmetry, Schwarz’s — principle, 99
system, fundamental —, 512

tangent, 13
general inverse —, 261

tetrahedral function, 450
— group, 426

theorem, J----- , 197
Biederbach’s rotation —, 203
Bloch-Landau —, 75
distortion —, 199
Floquet’s —, 591
Fuch’s —, 519
general monodromy, 258
Gronwall’s —, 187
Ince’s —, 596
Koebe’s distortion —, 199
Kummer’s —, 608
Lowner’s approximation —, 223
oscillation —, 592
Picard’s —, 78, 375, 384

Schottky’s —, 80
trace, 22, 288, 296, 319
transformation, covering —, 356

division —, 277
linear fractional —,18
Mobius —, 30

translation, 23, 42
transitive, 16, 21
trebly asymptotic triangle, 52
triangle, 300

doubly asymptotic —, 52
trebly asymptotic —, 52

triangulability, 300
triangulated, 300
type, Fuchsian —, 483
typically real, 209

ultraspherical polynomials, 634
uniformization, problem of —, 314
uniformizing, locally — parameter, 298
unimodular, 19
unitary, 25
univalent, 17

— normalized function, 191
univalently, 73
universal covering surface, 318
unramified, 315
upper boundary, 287

value(s), 244, 255
Vandermonde’s determinant, 275
vertices, 144, 300
vertex, 371

Weber’s equation, 676
weight, 402

— function, 683
Whittaker’s differential equation, 675
Wronski, determinant of — (Wronskian), 
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